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Preface

This collection contains 36 papers presented at the 47th Annual Conference on
African Linguistics at UC Berkeley from March 23-March 26, 2016.! This meeting
of ACAL coincided with a special workshop entitled “Areal features and linguis-
tic reconstruction in Africa”, and we are glad to include four papers from that
workshop in this collection as well. Collectively, these papers add a sizable body
of scholarship to the study of African languages, including valuable new descrip-
tions of African languages, novel theoretical analyses of them, and important
insights into our typological and historical understanding of these languages.
These papers also provide an sample of the depth and richness of contemporary
scholarship in linguistics, both in terms of the efficacy of current theories in ana-
lyzing language as well as the progress that has been made in describing African
languages over the last few decades. Still, much work remains.

Organizing ACAL47 at UC Berkeley was a team effort, and we are grateful
to the other members of the organizing committee: Pius Akumbu, Geoff Bacon,
Nico Baier, Matthew Faytak, Paula M. Floro, Jevon Heath, Larry Hyman, Maria
Khachaturyan, Spencer Lamoureux, Florian Lionnet, John Merrill, and Nicholas
Rolle. ACAL47 and the preparation of these proceedings also would not have
been possible without the generous support of The National Science Foundation
(Conference Grant #BCS-1546957), the UC Humanities Research Institute, a UC
Berkeley Mellon Project Grant, the Doreen B. Townsend Center for the Human-
ities, the UC Berkeley Center for African Studies, the UC Berkeley Department
of Linguistics, and the Association of Contemporary African Linguistics.

For additional technical assistance, help with the conversion of submissions to
ETgEX, and help implementing some of the proofreading changes, we are grateful
to Steven Ho, Edwin Ko, Frank Lin, and Tessa Scott, along with the timely assis-
tance and guidance of Sebastian Nordhoff and his team at Language Science Press.
In addition, each paper in this volume benefited from the comments of review-
ers, who we would like to thank for their work: Pius Akumbu, Felix Ameka, Arto

"There is one exception: the article entitled ‘Negation coding in Ga’ by Yvonne Akwele
Amankwaa Ollennu was presented at ACAL44 at Georgetown University but was excluded
from that proceedings due to an editorial error.
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Anttila, Nico Baier, Will Bennett, Lee Bickmore, Adams Bodomo, Gene Buck-
ley, Mike Cahill, Emily Clem, Chris Collins, Denis Creissels, Michael Diercks,
Mark Dingemanse, Laura Downing, Phil Duncan, Chris Ehret, Matthew Faytak,
Ines Fiedler, Hannah Gibson, Jeff Good, Christopher Green, Lenore Grenoble,
Nadine Grimm, Scott Grimm, Fatima Hamlaoui, Brent Henderson, Ken Hiraiwa,
Larry Hyman, Peter Jenks, Patrick Jones, Jason Kandybowicz, Maria Khachatu-
ryan, Wendel Kimper, Sampson Korsah, Ruth Kramer, Connie Kutsch-Lojenga,
Andrew Lamont, Michael Marlo, Adam McCollum, John Merrill, Irene Monich,
Deo Ngonyani, Tatiana Nikitina, Marjorie Pak, Mary Paster, Doris Payne, Gérard
Phillipson, Doug Pulleyblank, Kent Rasmussen, Bert Remijsen, Nicholas Rolle,
Sharon Rose, Hannah Sande, Bonnie Sands, Thera Scott, Elisabeth Selkirk, Naga
Selvanathan, Ryan Shosted, Harold Torrence, Mauro Tosco, Jochen Trommer,
Jenneke van der Wal, Mark Van de Velde, Valentin Vydrin, John Watters, Malte
Zimmermann, and Lynell Zogbo. We are especially grateful to those few review-
ers who agreed to review more than one paper.

Last, we would like to especially thank the contributors to this volume based in
Ghana and Cameroon who were gracious enough not only to attend our confer-
ence at UC Berkeley but also to trust their work to us in these proceedings. Their
contributions add a depth of perspective that it may be impossible to capture
through fieldwork or any class, and we hope that fruitful collaboration between
African and Western scholars continues to grow and develop.

vi
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Chapter 1

A featural analysis of mid and
downstepped high tone in Babanki

Pius W. Akumbu

University of Buea, Cameroon

In this study, I examine the occurrence of the surface Mid (M) and downstepped
High (| H) tone in Babanki, a Central Ring Grassfields Bantu language of Cameroon.
Hyman (1979) has demonstrated that Babanki has two underlying tones, namely,
High (H) and Low (L), and that on the surface, it contrasts three level tones, H, M,
L, plus a downstepped High (|H). There is also contrast between a falling (L) and a
level low (Lo) tone before pause in the language. I demonstrate in this paper that the
M tone is from two different phonological sources and derived by the regressive
spread of the high register feature of a following H tone while |H is caused by
the progressive spread of the low register feature of a preceding floating L tone.
The M and |H tone are phonetically identical in the language but differ in that |H
establishes a ceiling for following H tones within the same tonal phrase.

1 Introduction

Part of the complexity of tone in Grassfields Bantu (GB) languages of Northwest
Cameroon such as Babanki (a Central Ring GB language) is the lack of correspon-
dence between underlying and surface tones as well as the presence of many
floating tones. There is no underlying M tone in Babanki, yet it occurs on the
surface with the constraint that it must be followed by a H tone. Hyman (1979)
has given a historical account of this M tone which is unnecessarily abstract as a
synchronic analysis. I demonstrate in this paper that M tone results from the re-
gressive spread of the [+R] feature of high tones which is blocked only by a nasal
in NC initial roots. Downstep on its part results from the progressive spread of
the [-R] feature of a floating L tone. The synchronic reanalysis of Babanki sur-
face tones in this paper addresses the following issues: 1) What are the underlying

Pius W. Akumbu. 2019. A featural analysis of mid and downstepped high tone in

Babanki. In Emily Clem, Peter Jenks & Hannah Sande (eds.), Theory and description
I in African Linguistics: Selected papers from the 47th Annual Conference on African Lin-

guistics, 3-20. Berlin: Language Science Press.
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sources of the M tone? 2) How should the M tone be represented, as opposed to
the downstepped H? I begin by illustrating in §2 that the lexical tones of Babanki
are H and L even though a number of other tonal distinctions are found on the
surface. I then proceed to examine the sources of M tone in the language in §3
before turning to discuss how the M tone is derived in §4. In §5, I provide evi-
dence that both M and |H are phonetically identical and differ only in that the
register is reset to high after M tone but not after |H which establishes a ceiling
for future H tones within the same tonal phrase.

2 Babanki lexical tone

Babanki has two underlying tones, namely H and L, illustrated in (1). As a native
speaker, I have provided most of the data but have also taken some from prior lit-
erature, particularly Hyman (1979) and a lexical database of 2,005 Babanki entries
in Filemaker Pro™.!

1)
nddy ‘potato’ ndsy ‘cup’
kd-bwin ‘witchcraft’ kd-bwin ‘ridge’
>-sé ‘grave’ 5-sé ‘profit(n)’
k3-mbo ‘bag’ k3-mbo ‘madness’

On the surface, however, several tonal realizations are possible. As noted by
Hyman (1979: 160-161), there is a distinction between falling low (L) and level low
(Lo) tones before pause as in (2):

(2) L L°
k>-ntd ‘cross (n)’ kd-mbo®  ‘bag’ /k3-mbo’/
nyam ‘animal’ dzom® ‘back’ /dzdm’/
tan ‘five’ wan® ‘child’ /wan’/
>-sé ‘grave’ dze® ‘kind of fruit’ /dzé&’/

The level low tone is considered an effect of a floating high tone that follows
the low tone and prevents it from falling. A mid (M) tone also occurs even though
with an unusual constraint that it must be followed by a H tone:

The IPA symbols for the following orthographic symbols used in this paper are given in square
brackets: ny [n], sh [f], zh [3], gh [gh], ch [tf], j [d3], y [j].
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(3) a. kay f3sés?

kan "~ f5>-sés
fry IMP c19-pepper
‘fry pepper’

b. kums kaki
kim =~ kd-ki
touch IMP c¢7-chair
‘touch a chair’

c. gha? kava
gha?”  ka-va
hold IMP c7-hand
‘hold a hand’

The data show that the M tone is derived from a L tone found between two
H tones as illustrated in §3.1 and discussed elaborately in §4. Finally, there is a
downstepped H tone as in (4):

(4) a. k3-f6' |kd nyam
k3-f6° k3 nyam
c7-thing AM c¢9-animal
‘thing of animal’
b. kdmbo |ks wi?
kd-mbo™  kd wi?
c7-madness AM cl.person

‘madness of person’

c. kdkan |k3 byi shdm
kd-kan k3 byi shdm
c7-dish AM goat.c10 mine.c10
‘dish of my goats’

The data in (4) illustrate that the H tone of the associative marrker (AM) is
produced at a lower level than that of the preceding noun root because of the
intervening floating L tone. This is discussed further and formalized in §5. The
presence of both M and |H in the same language is of interest for two reasons.
First, Babanki is unique in that Grassfields Bantu Ring languages are typically
said to have either M or |H. As Hyman puts it:

*There is a change in the root vowel because in Babanki, /e/ and /o/ are realized as [¢] and [o]
respectively in closed syllables (Mutaka & Chie 2006: 75).
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For example, it is known that the western Ring languages and Babanki (of
the central Ring group) have similar downstep systems. The remaining lan-
guages of the central group (Kom, Bum, Bafmeng, Oku, Mbizinaku) all have
systems with M tone instead of |H, a system which Grebe & Grebe (1975)
have also documented for Lamnsoq of the eastern group (Hyman 1979: 176-
177).

Second, although phonologically distinct, the M and |H tones are phonetically
identical, as I shall show below, which is of particular interest to the study of tone
in general. It is therefore necessary to examine how the M tone is derived and
how it should be formally represented.

It is important to note that contour tones are rare in the language, allowed
mainly in a few borrowed words. In the lexical database of 2,005 Babanki entries
in Filemaker Pro™, only eight monosyllabic nouns with low-Rising (LH) and four
with high-falling (HL) tones were found.

3 Sources of Babanki M tone

The M tone is derived in Babanki from L via two separate processes which I will
refer to as prefix L-Raising and stem L-Raising.

3.1 Prefix L-Raising: H # L-H — H # M-H

The L tone of a prefix is raised to M if it appears between two H tones as in the
following examples.

(5) a. t3t5? tata?
t3-t6?  to-ta?
c13-bush c13-three
‘three bushes’
b. kdkim kb vatssn
kd-kim ké va-tson
c7-crab AM c2-thief

‘crab of thieves’

*LH: ank#nam ‘pig’, bslon ‘groundnut’, findzéndzo ‘type of bird’, kangii ‘fool (n)’, mbwi ‘nail’,
ngt ‘rake (n)’, so ‘saw (n)’, t6lam ‘cobra’.

HL: bibi ‘deaf’, bobo ‘Lord’, bys ‘pear’, lam ‘lamp’, ki ‘key’, chés ‘church’, wés ‘watch’.

The presence of words like so ‘saw (n)’, ldm ‘lamp’, etc. suggests that many of the Babanki
words with contour tones are borrowings.
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c. t3t3? tabo
t3-t67 t3-bo
c13-bush c13-two
‘two bushes’

d. kdkim k3 v3ldmd
kd-kim k3 v>-1dbmd
c7-crab AM c2-sibling

‘crab of siblings’

Raising applies in (5a) where the L is flanked by Hs but not in (5b) where it is
followed by a L tone. I return to the issue in §4 to provide a featural analysis of
the raising.

3.2 Stem L-Raising: L-L#H — L-M # H

In Babanki, the L tone of certain noun roots that also have a L prefix is realized
as M if it is followed by a H tone. The following sets of data show stem L-Raising
when the noun is in N1 position in an associative N1 of N2 construction (6a),
when the noun is followed by a modifier (6b), and in verb phrases (6¢). Forms
without raising (i.e. with surface L tone) are given in (6d):

(6) a. kokds kd wi?

kd-kos k3 wi?
c7-slave AM cl.person
‘slave of person’

b. f3k3? £3 nyam
f5-ko? 5 nyam
c19-wood AM c9.animal
‘wood of person’

c. f3s0 f3]wén
£3-s0 f5 wén
c19-abscess AM him
‘his abscess’

d. kdkye la kdmu?
kd-kye 1la kd-mu?
c7-basket just c7-one

‘just one basket’
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e. wyé kdzhwi tsu
wyé kd-zhwi tst
put c7-air there
‘inflate it’
f. ka kdlag lawén
ka ka-lag lawen
give c7-cocoyam now
‘give cocoyam now’
g. nyam d wi?
nyam 3 wi?
c9.animal AM cl.person
‘animal of person’
h. kakds kd mu?
kd-kos k3-mu?
c7-slave c7-one
‘one slave’
i. 3shu kdlag nd maja
3-shu ka-lag nd muad
INF-wash c7-cocoyam PREP c6a.water

‘to wash cocoyam with water’

To account for the raising in (6a-c), Hyman (1979: 168) offers a synchronic
analysis which mirrors the historical developments, as in (7):

(7)  kbkds ké — kskds ks — kdkds ks — kdkas ks ...

As seen, the prefix originally had a H tone which spreads onto the L tone
stem.* After spreading, the prefix H changes to L and then the resulting L-HL
# H sequence becomes L-M # H by contour simplification. While this historical
account derives the correct output, it appears to be unnecessarily abstract as a
synchronic analysis. Instead, the H tone on the prefix can rather be analyzed as L
(Akumbu 2011) and the change from L to M can be accounted for as a raising rule
(see §4). There is, however, a complication that either analysis must deal with:
L-L nouns that have a nasal as part of the root initial NC do not become L-M
before H as illustrated in (8):

“Hyman’s pre-autosegmental analysis also posits a floating L after the L stem, i.e., /-kos’/ ‘slave’.
This is ignored here because it is unnecessary and also an OCP violation.
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(8) a. kanddy ks nyam
kd-ndog k3 nyam
c7-neck AM c9.animal
‘neck of animal’

b. tagkdy t3 nka?
td-pkdn t3 pka?
c13-comb AM cl.rooster
‘combs of rooster’

c. fongom £3 wi?
f5-ngdm 5 wi?
c19-gong AM cl.person

‘gong of person’

To account for this, Hyman (1979: 167) distinguished two classes of nouns based
on whether the stem syllable has an oral (O) or nasal (N) onset and observed that
“a noun in the O class changes from L-L to L-M when in the N1 position before
a H tone associative marker. A noun in the N class ...remains L-L” He illustrates
that L-Raising is blocked when the N1 is from a nasal class and posits that “in N1
position, N L-L nouns and L-Lo nouns have an underlying L prefix, rather than
the underlying H proposed for other noun prefixes” (Hyman 1979: 169). Since
HTS does not occur, there is no L-HL # H sequence to become L-M # H. While
that analysis is historically plausible, we can again propose a more concrete ana-
lysis by which L-Raising is simply blocked when a L tone root has an NC onset.
As argued in Akumbu (2011: 9), there is a L tone linked to the N in NC sequences
that blocks the raising. This is because in these cases, the nasal forms part of the
root and bears the same L like the root vowel because of the OCP (Snider 1999)
that is enforced morpheme-internally in Babanki. The multiple linking of the L
(to the nasal and root vowel) violates the condition for raising, namely, that the
tone that precedes the target L must be singly-linked (Akumbu 2011: 6). L-Raising
will automatically not apply to L-L” nouns since they have a floating H after them
that prevents raising from occurring. The fact that the roots in (8) all end with a
nasal could be relevant in providing a possibility of tying the failure of L-Raising
to apply to some phonetic motivation. A possibility might be that the extra nasal,
an extra mora, gives the L tone more of a chance to manifest itself. If so, then we
might expect the same if the stem has a long vowel (another manifestation of an
extra mora). Unfortunately, Babanki does not have long vowels and two other
problems exist: there are stems, e.g. fangu? f5 wi? ‘small stone of person’, without
final nasal that do not also become M, as well as stems with final nasal, e.g. kabum
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k3 wi? ‘mucus of person’, that do in fact become M. So far, the two sources of M
tone have been presented: prefix L becomes M between Hs and stem L becomes
M when preceded by a L prefix and followed by a H. It should be noted that this
occurs over a word boundary although it is still unclear what the influence of the
boundary is. In addition, there is another context in which a stem L becomes M.
This arises when a coda consonant is deleted intervocalically (see Akumbu 2016
and references cited therein for more information on coda deletion in Babanki).
As seen in (9), when the CVC stem is H and the following prefix vowel is L, the
H+L sequence resulting from coda deletion is realized M:

(9) a. kaba: kdm
k3-ban a-kém
c7-corn.fufu c¢7-my

‘my corn fufu’

b. kanks: kdm
kd-pkon 3-kém
c7-fool c7-my
‘my fool’

c. kaba: kdm
k3-bdy  3-kém
c7-home c7-my

‘my home’

I propose to account for this by invoking the prefix raising rule. Thus, in (9a)
for example, the input /k3-ban 3-kém/ first undergoes prefix L-Raising to become
ka-ban 3-kom. Next, the coda consonant (alveolar or velar nasal) is deleted in in-
tervocalic position, creating the structure k3-ba 5-kém. This is followed by vowel
(schwa) deletion which allows its M tone to float: k3-bd ~-ké. The floating M tone
docks leftwards and causes the deletion of the H tone, since HM contour tones
are not permitted in the language. The vowel that causes vowel deletion then
undergoes compensatory lengthening, resulting to the surface structure [kdba:

kdm].

4 Featural analysis of Babanki M tone

In this section I show that the M tone can be insightfully accounted for using
tonal features which spread. Various proposals for the use of features in the rep-
resentation and analysis of tone have been addressed by Yip (1980), Clements

10
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(1983), Pulleyblank (1986), Odden (1995), Snider (1999), Hyman (2011) and others.
Following the tone features introduced by Yip (1980) and modified by Pulleyblank
(1986), I assume the feature system in (10) for the two underlying Babank tones:

(10) H L
Upper + -
Raised + -

I propose that Babanki M tone be represented as [-U, +R] which can be de-
rived directly from the leftwards spreading of the [+R] feature of a H tone to
a preceding L tone, whose [-R] feature automatically delinks. I formulate the
process in (11) where I link features directly to the TBUs even though there are
arguments in the literature to link features to tonal nodes, e.g. Yip (1989) and
Hyman (2011). This implies that linking features directly to TBUs is merely for
expository convenience.

(11) Leftwards [+R] spread

\Y \%
/A[U] \AU]
[-R] [+R]

It should be recalled that there are two different morphological restrictions on
the application of this rule: the L tone that is raised must either be that of a prefix
found between two H tones (§3.1) or of a stem preceded by a prefix L tone and
followed by a H tone (§3.2). The first is an instance of register plateau where [-R]
becomes [+R] between [+R] specifications. In both cases, the application of the
rule results in a M tone with the features [-U, +R], as illustrated in the following

derivations:
(12) UR Leftwards [+R] spread PR
td3- to6? t3- tsén td3- to? t3- tsén [tot5? t5tsén]

™

[-R][+R] [-R] [+R] [-R] [+R] [-R] [+R]

11
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(13) UR Leftwards [+R] spread PR
ka- kos k3 wi? ka- kos k3 wi? [ka-kas k3 wi?]

N

[-R] [-R] [+R] [-R] [-R][-R] [+R] [-R]

‘

To summarize this section, the resulting feature system of Babanki is as fol-
lows:

Upper

(14) H M L
+
Raised +

+ —

The use of features allows for a unified account of the Babanki derived M tone
using one tone rule (albeit with constraints) thereby avoiding Hyman’s abstract
intermediate contour tones which are not realized on the surface. In the next
section, I address the analysis of the |H downstep tone.

5 Babanki downstepped high tone

While the different sources of the M tone have been discussed above and its re-
alization shown, nothing has been said about the |H tone which, like M is also
a derived tone in the language. Downstep is commonly used to describe succes-
sive lowering of H tones in an utterance. The two kinds of downstep commonly
mentioned in the literature are non-automatic downstep, phonologically condi-
tioned by a floating L tone (Clements & Ford 1979; Pulleyblank 1986) or by one
that had been lost historically, and automatic downstep, caused by an associated
low tone (Stewart 1965; Odden 1982; Snider 1999; Connell 2014). Downstep has
been described as a downward shift in register (e.g. Snider 1990; Snider & van der
Hulst 1993; Snider 1999; Connell 2014). Automatic downstep occurs in Babanki
but the focus in this study is on non-automatic downstep which has been noted
in the Babanki nominal system (Hyman 1979; Akumbu 2011) as well as in the verb
system (Akumbu 2015). As seen in the following data, the floating low tone that
causes downstep in Babanki may be underlying:

(15) a. 3'-sé —  3]sé ‘to sharpen’
3"-sam —  3|sam ‘to migrate’
b. $-bum — Sbum ‘to meet’
3’-stm — dstm ‘to tighten’

12



1 A featural analysis of mid and downstepped high tone in Babanki

As shown in (15a), a H verb stem is realized as a downstepped H after the infini-
tive prefix. Downstep can be accounted for by assuming that the H tone schwa
of the infinitive prefix is followed by a floating L. The presence of this floating
L tone is justified by the fact that the H tone of the verb root is realized on a
lower register than the preceding H tone. When the H tone prefix is followed by
a L tone verb, the verb tone does not change (15b). These data are analyzed as in-
volving |H as opposed to the previous cases analyzed as involving M specifically
because it is shown, subsequently (see Figure 1), that |H sets a new ceiling for
subsequent Hs producing a terracing effect as opposed to M which results from
the local raising of L and is obligatorily followed by H.

In the noun system, certain H tone stems have a following floating L tone in
their underlying representation. Evidence has been presented that in Babanki,
“class 7 nouns fall into three subclasses, A, B, C [corresponding to (16a, b, c)]
which behave differently in context” (Hyman 1979: 163-164).> Hyman illustrates
the distinction between the three using noun-plus-noun (N1 of N2) associative
constructions (AM). When H tone roots are in N1 position and are followed by the
H tone of the AM, the latter is lowered to |H after A and B, but not C. Secondly,
when in N2 position after a L toned AM, A and C become L-Lo, while B remains
L-H. Finally, when in N2 positon after the H toned AM, A becomes H-Lo, while
B and C become H-|H.

As said above, A and B cause the following H tone of the AM to be realized at
a lower level than the preceding root H tone (16a,b):

(16) a. kifé |ks wi?
ka-fo° kd wi?
c7-thing AM cl.person
‘thing of person’

b. kdkan |k3 nddn
k3-kan' k3 ndoy
c7-tin AM cl.potato
‘tin of potato’

c. kafa [ks wi?
ka-f&’ ké wi?
c7-medicine AM cl.person

< . . 3
medicine of person

>The historical origins of the different classes adopted synchronically by Hyman (1979) were: A
=*LH, B = *HL, C = *HH.

13
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d. katyi |ké nyam
kd-tyi' k3 nyam
c7-stick AM c9.animal
‘stick of animal’

e. kdkim k3 k3 |kt
kd-kim k3 kd-ku
c7-crab AM c7-gift
‘crab of gift’

f. kdshi ks kd|tdn
kd-shi kd k3-tiy
c7-place AM c7-belt
‘place of belt’

Downstep of the AM H tone is best explained by the presence of a floating
L tone on N1 noun roots. Hyman’s class C nouns (16¢) do not cause downstep
of the following H tone of the associative marker because they do not have a
floating tone in their underlying representation. The forms in (16c) further show
that the H tone of the AM spreads rightwards and delinks the L tone of the prefix
of N2 nouns. It is this floating L tone that causes downstep of the H tone of N2
noun roots. Its [-R] feature spreads rightwards and delinks the [+R] feature of
the following H tone as follows:

(17) Rightwards [-R] spread (Downstep)

[-R] [+R]

The application of this rule yields a |H tone with the features [+U, -R], as
illustrated in the following derivations:

(18) UR Rightwards [-R] spread & stray erasure PR
k- 6 ks wit k- fo ks wit [k3f6 [k wi?]

/
/
/

[(-R] [+R] [-R] [+R] [-R] [(-RI[+R] [-R] [+R] [-R]

‘

14
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1707—
156
No1424
1144 \\ ’\NJJ
100
nyamsa wen shi $2
H {H H H H
0 1.273
Time (s)
Figure 1: Downstep
(19) UR High tone spread®& low tone delinking
k- shi k3 k3- tiy k- shi kd kd- tiy
| o]l
7/
[-R] [+R] [+R] [-R] [+R] [-R] [+R] [+R] [-R] [+R]

Rightwards [-R] spread, stray erasure, merger PR
kd>- shi k& ks- t37) [kashi ks k3 |t3n]

| o

[-R] [+R] [+R] [+R] [-R] [+R]

Each [+U, -R], i.e., |H, sets a new ceiling for subsequent Hs such that H tones
after the one downstepped in the same tonal phrase do not rise above it as seen
in (20), where italics have been used to indicate downstep of all Hs following H:

(20) kadkan | k3 byi shsm ‘dish of my goats’
nyam | s3 wén shi s3 ‘those animals of his’

The pitch traces in Figure 1 show lower F0 values (120Hz-125Hz) for all the
H tones after |H compared to the FO value of the H tone before |H which is

°T have shown only the spread of [+R] here but it must be said that it is the entire tone root
node that spreads both [+U,+R] and delinks [-U,-R] of the L tone.
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approximately 138Hz (In this and subsequent Figures, vowels are demarcated by
vertical lines and marked by tone labels (L, H, M, |H) on the second tier.)’

We are now in a position to complete the tonal feature matrix to accommodate
the downstepped high tone.

(21) H [H M L
Upper + + - -
Raised + - + -

An issue this raises is whether the M tone [-U, +R] and the |H tone [+U, -R]
are phonetically distinguishable from one another. Hyman (1979: 162) has ob-
served that “...the sequence H-M is identical, phonetically, to the sequence H-|H.”
He further states that “the two are distinguishable, however, since |H establishes
a ceiling for future H tones within the same tonal phrase, while M does not.” The
two tones therefore differ only in that they come from separate sources as well
as on the effect they have on subsequent H tones. The pitchtracks in Figure 2
show that M and |H are not phonetically distinguishable.

In both phrases, the FO of vowels with M and |H tones are around 120 Hz
while the intervening H tone has an FO0 of about 135 Hz, confirming that M and
|H are phonetically very similar, particularly if all other factors surrounding the
utterance are the same. It is not likely that the two tones are discriminable if
they typically exhibit this small FO difference. The phonetic sameness of Mid
and downstepped H is not unique to Babanki as it has been reported in other
languages e.g. Bimoba (Snider 1998).

Figure 3 and Figure 4 show that the phonetic pitch levels of H tones differ
slightly depending on whether the preceding tone is M or |H. These pitchtracks
show that a M tone may be followed by a H tone whereas the H tones following
[H, are pronounced at the same level as the |H. Figure 3 shows that the FO of
vowels with H tone is about 126 Hz, slightly higher than the F0 of vowels with
[H in Figure 4 which is about 120 Hz.

"The pitch traces used in this paper were obtained from recordings of the author’s speech at
the Phonology Laboratory at UC Berkeley and analyzed in Praat (Boersma & Weenink 2016).
8The matrix is said to be complete because although Babanki has two contrastive underlying
tone heights but five in derived forms, I do not treat the fifth - the prepausal level low tone as
separate phonological tone features because I analyze it as the late phonetic effect of a floating

high tone that follows the low tone and prevents it from falling.
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Figure 2: Comparison between M and |H
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Figure 4: Comparison of H tone following |H

6 Conclusion

Although there is no underlying M tone in Babanki, it appears on the surface
when a prefix or stem L tone is raised in two separate conditions: prefix L-Raising
takes place if it is found between two H tones while stem-Raising takes place
if preceded by a L prefix and followed by a H tone. I have given a synchronic
account of the processes that derive the M tone, arguing that it results from the
regressive spreading of the [+R] feature of high tones which is blocked only by a
nasal in NC initial roots. Downstep on its part results from the progressive spread
of [-R] feature of a floating L tone. Simple acoustic analyses have confirmed that
both M and |H are realized with similar F0 levels.

It was stated above that the other Central Ring languages such as Kom have a
much more general M tone (see Hyman 2005), while Western Grassfields Bantu
languages instead have a downstepped |H. Babanki is unusual in having both M
and |H. However, whereas the source of the M in other Central Ring languages is
from an underlying /H/ that is lowered after a L, we have seen that Babanki cre-
ates output Ms from underlying /L/. Although Hyman’s (1979: 166-168) account is
unnecessarily abstract as a synchronic analysis, it clearly shows that M tone orig-
inates to avoid tonal ups and downs (Hyman 2010: 15). In particular, it is meant to
avoid tonal contours surrounded by the opposite tone. As we have seen, unlike
most other Ring languages, Babanki has rid itself of nearly all contours, but has
developed a M tone level that is phonetically identical to |H, but phonologically
distinct.
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Chapter 2

Metrically conditioned vowel length in
Dagaare

Arto Anttila
Stanford University

Adams Bodomo

University of Vienna

There is little evidence for stress in Dagaare, but vowel length alternations in nomi-
nal and verbal morphology reveal the presence of a word-initial metrical foot. New
evidence for the foot hypothesis comes from action nominals formed with the suf-
fix /-UU/: if the root is CV, the root lengthens and the suffix shortens; if the root is
CVV the suffix shortens; if the root ends in C nothing happens. Similar length alter-
nations appear more idiosyncratically with number and aspect suffixes. A metrical
analysis provides a simple account of these vowel length alternations.

1 Introduction

Dagaare (Gur, Mabia; Naden 1989, Bodomo 1997) is a two-tone language of north-
western Ghana.! There is little direct evidence for metrical stress, but vowel al-
ternations in nominal and verbal morphology suggest the presence of a word-
initial metrical foot (Anttila & Bodomo 2009). New evidence for the foot hypoth-
esis comes from vowel length alternations in action nominals, the topic of the
present paper.

"The data represent the Jirapa district dialect of which the second author is a native speaker.
Most of the data are previously unpublished; some can be found in (Kennedy 1966; Bodomo
1997; Anttila & Bodomo 2009), which are referred to in the text. The examples are given in
Bodomo’s (1997: 37) orthography. The digraphs <ky>, <gy>, <ny> stand for IPA [tf], [d3], [n],
respectively.

Arto Anttila & Adams Bodomo. 2019. Metrically conditioned vowel length in Dagaare.

In Emily Clem, Peter Jenks & Hannah Sande (eds.), Theory and description in African
I Linguistics: Selected papers from the 47th Annual Conference on African Linguistics, 21—

39. Berlin: Language Science Press. ==


http://dx.doi.org/10.5281/zenodo.3367122

Arto Anttila & Adams Bodomo

Kennedy (1966: 9) gives the vowel inventory for Dagaare word-medial syllables
shown in Table 1.

Table 1: Dagaare vowels (Kennedy 1966)

—-round +round
+ATR —ATR +ATR —ATR
+high, -low i, ii L, II u, uu v, OO
~high, -low e, ie g, 1€ 0, uo 2, 6D
~high, +low a, aa

Vowel length is contrastive in Dagaare. High and low vowels can be short
or long, but there is a striking gap in Kennedy’s inventory: long mid vowels are
missing. Kennedy (1966: 8) notes that word-medially “there are high and low long
vowels, but no mid long vowels” and suggests that in terms of the phonological
system the diphthongs [ie], [1e], [uo], [v0] are in fact the missing long vowels
/ee/, [eg/, /oo/, /92/. This is an attractive interpretation because it makes the long
vowel pattern symmetrical.

The problem is that long mid vowels do exist on the surface. There are even
near-minimal pairs that demonstrate a phonemic contrast between a long mid
vowel and the corresponding diphthong: béé ‘or’ vs. bié ‘child.sG’, gis ‘left’ vs.
gud ‘thorn.sG’. Examples of long mid vowels are shown in Table 2. /E/ stands
for a [-high, -low, —-round] vowel and /I/ for a [+high, -low, -round] vowel,
both underspecified for +ATR]; /V/ stands for a [-high] vowel underspecified for
[+back], [+round], and [+ATR].?

However, Kennedy’s insight is nevertheless well founded: long mid vowels
are phonologically special. The long mid vowels in Table 2 are either underlying
or result from the concatenation of two underlying short mid vowels; phono-
logically derived long mid vowels are systematically missing. In particular, the
process of vowel lengthening stops short of creating long mid vowels as shown
in Table 3.

>Tone does not figure into the vowel length alternations, but a brief note is warranted. Un-
derlyingly there is a three-way contrast between H, L, and toneless; on the surface there is
a three-way contrast H, 'H, and L. Toneless morphemes surface as H or L depending on the
context. We mark downstep as a raised exclamation point before a H toned syllable. Downstep
seems analyzable as a floating L and contour tones as combinations of H and L. The underlying
tone marking reflects our work in progress. For more details, see Kennedy (1966: 42-49) and
Anttila & Bodomo (2000).
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2 Metrically conditioned vowel length in Dagaare

Table 2: Long mid vowels

Underlying  Surface Underlying  Surface

/béé/ béé ‘or’ /b6o/ bdo ‘which’
/pog-léé/  pdgléé  ‘woman-Dim’  /tdO-rl/ toori ‘ear-sG’
/gbé¢-E/ gbés ‘leg-pL’ /doo-"/ dss ‘man-sG’
/bar-EE/ barg¢ ‘leave-PERF’  /00-1V / 315 ‘chew-1MPF’
[téést | téést ‘test.sG’ 1551/ 15511 ‘lorry-sG’

Table 3: Vowel lengthening in suffixed nouns

Root Suffixed form N + A Compound

(a) /bi-/ bii-ri  ‘child-pr’ bi-faa ‘bad child’
/pi-/ pii-ri  ‘rock-sG’ pi-fad  ‘bad rock’
/ku-/ kut-ri  ‘hoe-sc’ ku-fad  ‘bad hoe’
/g6-/ g6 ‘thorn-pr’ go-'faa  ‘bad thorn’

(b) /po-/ puo-ri  ‘back-sc’ po-faa  ‘bad back’
/nd-/ né5-ri ‘mouth-sG’ ns-'fad  ‘bad mouth’
/do-/ do-ri  ‘pig-pL’ do-faa  ‘bad pig’
/de-/ dé-ri  ‘room-pr’ de-fa4a  ‘bad room’
/1g-/ le-rt ‘bead-sG’ le-faa ‘bad bead’
/gbé-/ gbé-rt ‘leg-sc’ gbé-'faa  ‘bad leg’

Table 3 shows that the number suffix /-rl/ triggers vowel lengthening in high
vowel stems, but not in mid-vowel stems where the result is either a diphthong
or the vowel simply fails to lengthen, depending on the lexical item. The noun-
adjective compound is given as a diagnostic for the underlying form of the noun:
the nouns in Table 3 all have a short stem vowel. In contrast, the long mid vowel
in d33 ‘man.sG’ given in Table 2 is underlying: djj-fad ‘bad man’. Lengthening is
lexically conditioned even in high vowel stems: there are words like bi-ri ‘seed-
sG’ and yi-ri ‘house-sG’ where lengthening does not happen. Finally, the data il-
lustrate a characteristic aspect of Dagaare number morphology: /-rl/ may mean
either singular or plural depending on the stem, an instance of “polarity mor-
phology” that has attracted the attention of semanticists (Grimm 2012).
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Vowel lengthening also occurs in singular forms with no overt suffix. Anttila
& Bodomo (2009) propose that in such cases the root vowel lengthens in order
to satisfy a bimoraic foot template.

Table 4: Vowel lengthening in unsuffixed nouns

Root Suffixed form N + A Compound
(a) /bi-/ bié  ‘child.sG’ bi-faa  ‘bad child’

g6~/ g6d  ‘thorn.sc’ g6-'faa  ‘bad thorn’
(b) /de-/ dié  ‘room.sG’ de-faa  ‘bad room’

/do-/ dud ‘pig.sG’ do-faa  ‘bad pig’

Here is the reasoning: the singular form is a phonological word; therefore
it must contain at least one foot; therefore it must be minimally bimoraic (Mc-
Carthy & Prince 1996). In Dagaare this generalization holds for almost all nouns.?
In contrast, function words, weak forms of pronouns, and citation forms of verbs
can be monomoraic. The question is why the vowel does not simply lengthen,
yielding *bii, *g&6, *déé, and *dod. Anttila & Bodomo (2009) propose that this is
due to two constraints: *bii and *g&d are blocked by a constraint against word-
final high vowels; *déé, and *doo are blocked by a constraint against long mid
vowels. Crucially, both constraints only apply in phonologically derived envi-
ronments. The optimal outcome is a rising diphthong: bié, g&3, dié, and duo.

In sum, we have seen that all the nine vowels of Dagaare can be underlyingly
either short or long (Kennedy 1966). There are also underlying diphthongs, such
as ti¢ ‘shoot’, puori ‘thank’, yiéli ‘sing’, l&3r-aa ‘lion-sG’. However, long mid vow-
els [ee], [e€], [00], [00] are special in that they cannot be the result of lengthening.

This system of vowel length may seem complicated and one can reasonably
question whether it has anything to do with foot structure. We will now provide
new evidence suggesting that it indeed does. We first show that verbs exhibit
parallel length alternations, complete with parallel exceptions. Particularly in-
teresting is the action nominal paradigm where the length alternations are en-
tirely regular and the foot template triggers both vowel lengthening and vowel
shortening.

3We are aware of four monomoraic (CV) nouns: ba ‘father.sG’, md ‘mother.sc’, ni ‘hand.sc’, zii
‘head.sG’.
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2 Length alternations in verbs

The key alternations in the verbal paradigm are illustrated in Table 5.

Table 5: Vowel length alternations in Dagaare verbs

Root Cit. form Imperf. Nominal
(a) /ba-/ ba baa-ra  baa-6 ‘stick into the ground’
/baa-/  baa baa-r4  baa-s ‘grow (of child)’
(b) /bar-/  bari ba-ra bar-66 ‘leave’
/batr-/  barri bar-'ra  bar'r-66  ‘bargain’
/baar-/  baart baa-'ra bad'r-66  “finish’

The root and the citation form are identical except that consonant-final roots
acquire a final epenthetic vowel in the citation form, either /i/ or /1/ depending on
ATR-harmony. This is because a Dagaare word must end in a vowel or in the velar
nasal [5]; in the latter case vowel epenthesis seems optional.* The imperfective
suffix /-rV/ copies its vowel quality from the root. Our main focus is on the action
nominals where both roots and suffixes alternate. We assume that the underlying
form of the suffix is /-UU/, where /U/ stands for a [+high, -low, +round] vowel
underspecified for [+ATR]. Here are the key generalizations. First, a short root
vowel lengthens before the suffix, e.g., /ba/ ‘stick into the ground’ becomes bda-
& (long root vowel). Second, the suffix vowel is short after vowel-final roots, but
long after consonant-final roots, e.g., /ba/ ‘stick into the ground’ yields baa-&
(short suffix vowel), but /bar/ ‘leave’ yields bar-& (long suffix vowel).?

Tables 6 and 7 illustrate vowel length alternations in CV verbs. The above gen-
eralizations hold without exception in action nominals: the root vowel is always
long and the suffix vowel is always short. Vowel height matters to root vowel
lengthening: low and high root vowels lengthen (Table 6), e.g., /ba/, bad- ‘stick

“This word-final epenthetic /i/ or /1/ is a systematic counterexample to the ban on word-final
derived high vowels. It seems that the ban only holds in the lexical phonology and that these
epenthetic vowels are postlexical.

There exists another nominalizing suffix /-bU/, which results in doublets such as diiu ~ diibi
‘eating’, IndS ~ fmmd ‘putting’, wonut ~ wommi ‘understanding’, and zinds ~ zimmd ‘sitting’.
More examples can be found in Durand (1953). We have not conducted a systematic study
of this suffix variation, but we speculate that it may depend on dialect and speech rate. The
variation is not completely free: some verbs allow /-UU/, but not /-bU/, e.g., pfirds/* piiribs
‘sweep’, sifréss/* siirf bss ‘touch’.
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into the ground’ and /di/, dii-i ‘eat’, whereas mid root vowels diphthongize (Ta-
ble 7), e.g., /kye/, kyre-o ‘cut’ and /ba/, beso-o “‘want, look for’. The verbs are further
divided into two sets (a) and (b) based on vowel length in the imperfective. We
will return to the imperfective shortly.

The imperfective paradigm is more complicated. The suffix /-rV/ copies the
root vowel except that a high vowel becomes mid, reflecting the constraint
against word-final derived high vowels, e.g., /di/, di-ré ‘eat-imPF’. The verbs are
further divided into two sets (a) and (b) based on whether the root vowel under-
goes lengthening and/or diphthongization. The choice is phonologically unpre-
dictable: we have vowel lengthening in /ba/ bdd-ra ‘stick into the ground-mmpF’,

Table 6: CV verbs, low and high vowel roots

Root  Cit.form Imperf. Nominal

(a) /ba-/  ba baa-rda  baa-é ‘stick into the ground’
/da-/  da daa-ra  daa-s ‘buy’
/wa-/  wa waa-nd waa-é ‘come’
/kpa-/  kpa kpaa-ra kpaa-s  ‘boil’
Na-/ la laa-ra 14a-6 ‘laugh’
/mi-/  mi mii-ré  mii-u ‘rain’
/bs-/ bb b&6-rd  bds-S ‘come (of rain)’
/bu-/  bu bdd-ro  bad-u ‘measure, calculate’
/nya-/  nya nygaro nyaa-u¢  ‘drink’
/z4 -/ za zud-r6  zud-u ‘steal’
(b) /ta-/ ta ta-ra taa-o ‘reach’
/1-/ i i-ré §15() ‘do’
/di-/  di di-'r¢  dit-'s ‘take’
/di-/ di di-ré dii-u ‘eat’
/ks-/ k& kd&-15 k&6-6 ‘give, offer’
lyi-/ i yi-re yii-u ‘divorce a male’

“We mark contrastive nasalization with a subscript tilde to avoid clutter. The interpretation of
nasalized vowels is controversial. Kennedy (1966: 12) derives them via absolute neutralization
from vowel-/m/ sequences, e.g., /faam/ — fdg ‘fail’: “There is a clear hole in the final nasal
pattern. Though n and 1 occur word final, m does not. Therefore nasalized vowels which are
not contiguous to nasals are interpreted as vowel-m sequences.” Bodomo (1997: 9) assumes
that nasalization is phonemic and notes that it is mostly found in long vowels.
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2 Metrically conditioned vowel length in Dagaare

but not in /ta/ ta-ra ‘reach-ivpr’ (Table 6); we have diphthongization in /gyé-/
gyié-ré ‘refuse to take’, but not in /nyé-/ nyé-ré ‘see, understand’ (Table 7). This
makes the imperfective suffix /-rV/ look rather similar to the number suffix /-rl/
which also exhibits lexically conditioned vowel lengthening.

Table 8 illustrates the same paradigms in CVV verbs. The pattern in action
nominals is the same as with CV verbs: the root vowel is long and the suffix
vowel is short. In imperfectives the root vowel typically remains long, but there
is an interesting minor pattern: some verbs undergo vowel shortening in the im-
perfective, e.g., ta-'ra ‘have-MpF’ and gé-ré ‘go-1Mpr’.% These verbs provide evi-
dence for a process of root vowel shortening which was not visible in CV verbs
where we could only see root vowel lengthening. The verbs ‘be’ and ‘have’ are
tonally idiosyncratic and given our uncertainty about the analysis we do not give
underlying forms for them.

The ablaut in gé-ré ‘go-1MPF’ is specific to this lexical item.

Table 7: CV verbs, mid vowel roots

Root  Cit.form Imperf. Nominal

(@) /kye-/ kyt kyit-ré  kyié-6 ‘cut’
/kpe-/  kpe kpie-ré¢  kpié-6 ‘enter’
/gyé-/  gyé gyié-re  gyié-s ‘refuse to take’
/yme-/  nme pmit-ré pmié-5  ‘beat’
/gbe-/  gbe gbie-ré gbié-u ‘grind roughly’
/b3-/ b3 bs3-rd bG5S ‘want, look for’
/k3-/ k3 k&5-rd  ké5-5 ‘farm’
Iyd-/ 3 y&3-1d  yEd-S ‘roam’

(b) /ko-/ ko ko-ré kuo-ua ‘dry’
/koé-/ ko ko-ro kad-u ‘get ready for rain’
/té-/ té té-re tié-S ‘display’
/zo-/ 20 20-10 206-04 ‘run’
/nyé-/  nyé nyé-ré nyéé—t‘sb ‘see, understand’

“The action nominalization z60-7 is a counterexample to our generalization that there are no
derived long mid vowels. Another such verb is /go-/: go, go-ré, g66-1 ‘wait for, keep watch’.
With this verb, vowel lengthening results in [44], not in the expected [{£].
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Table 8: CVV verbs

Root  Cit. form Imperf. Nominal

(a) /baa-/ baa baa-ra  baa-s ‘grow (of child)’
/faa-/  faa faa-'ra  faa-'6  ‘seize’
waa waa-rd  waa-o ‘be’
/tie-/  tig tig-ré tié-6 ‘shoot’
e/ fig fig-r¢ fi¢-6 ‘whip’
/dig-/  dig dig-n¢  dig-o ‘play’
/yuo-/  yuo yuo-ré6  yué-u ‘open’
(b) taa ta-'ra  taa-o ‘have, own’
/gaa-/ gaa ge-ré gaa-6 ‘go’

We now turn to consonant-final roots. Table 9 illustrates the same paradigms
in CVC roots. Here the action nominal suffix vowel is always long. The imperfec-
tive paradigm shows mixed behavior of the familiar kind: the initial syllable may
be heavy (CVC.CV) as in (a) or light (CV.CV) as in (b), depending on the verb.
One and the same verb may even allow both forms as in (c): /bal-rV/ ‘be.tired-
IMPF’ may come out either as bal-Ié or bal-4. Minimal pairs like /bon-rV/, bin-n3
‘know-1MPF’ with a heavy initial syllable and /won-rV/ wo-né ‘hear-1mpr’ with a
light initial syllable suggest that the choice between the two is lexical. Note that
the suffixal /r/ assimilates in place and/or manner to the root-final consonant;
the details will be set aside here.’

The same paradigms for CVCC verbs are shown in Table 10. Again, the vowel
in the action nominal suffix is always long. This time even the imperfective par-
adigm is uniform: the initial syllable is always heavy (CVC.CV), with no free or
lexical variation.

Finally, Table 11 illustrates CVVC verbs. The action nominal suffix vowel is
again always long and the imperfective paradigm is uniformly CVV.CV, with no
variation.

Having the overtly vowel-final sgg ‘spoil’ listed among CVVC verbs deserves
a comment. The citation form is clearly vowel-final, i.e., CVV, but there is good

"The CVC verb /gbir-/ ‘sleep’ has the exceptional paradigm gbi ri, ghi'ré , g&5's. The action
nominal is exceptional in having a short suffix vowel, but since it differs segmentally from the
root in several ways, including its [ATR] value, we suspect it is probably based on a different
lexeme.
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2 Metrically conditioned vowel length in Dagaare

Table 9: CVC verbs

Root Cit. form Imperf. Nominal

(@) /bon-/  bdni bdn-nd bdn-66 ‘know’
/d6g-/  dbgt dég-1d d6g-5 ‘boil, brew’
/1g-/ int in-né in-66 ‘put’
/bin-/  bini bin-né~bin-né bin-uu ‘put down’
/sin-/  sini sin-'né si'n-66 ‘equal’
/pog-/  pigi pdg-15 pig-56 ‘(en)close’
/sag-/  sagl sag-ra sag-66 ‘answer’
/ség-/  ségi ség-ré ség-00 ‘write’
/son-/  s&pi sS1-nd s61-66 ‘help’

(b) /bar-/  bari ba-ra bar-&6 ‘leave’

/bur-/  buri bu-rd bur-ua ‘soak’
Jér-/  éri é-'ré £'r-66 ‘grind’
/mar-/  mari ma-ra mar-66 ‘paste’
[sar-/  sari sa-ra sar-66 ‘slip’
/sdr-/  sdri $3-1d SIr-5% ‘count’
/woy-/  woni wo-nd won-au ‘understand’
/yel-/  yeli ye-1é yél-ut ‘speak’
/ziy-/  zini zi-né zin-56 ‘sit’

(c) /bal-/  bali bal-la~bal-a bal-66 ‘be tired’

evidence that the root is underlyingly /saan/: the velar nasal surfaces in the ac-
tion nominal sdgdn-gd. It is as if the root-final /1/ were present when the suffix
vowel length is determined and then deleted leaving its nasal component behind,
resulting in sgd. The coronal nasal in the imperfective sgg-ng results from place
assimilation with the initial coronal consonant of the imperfective suffix /-rV/.
Parallel examples from nouns include kg3 ‘water’, underlyingly /kdn-/, as in kdn-
faa ‘bad water’. In the free form the velar stop deletes leaving nasalization behind
and the mid vowel diphthongizes to fill the foot template, resulting in (kg3).
Not all verbs with nasal vowels behave in the same way. Compare sdd ‘spoil’
to di¢ ‘play’ and fi¢ ‘whip’. Unlike sdg, the latter two must be underlyingly vowel-
final since the corresponding action nominals are df¢-g and fi¢-g, with a short
suffix vowel. However, the two differ in the imperfective: in di¢-n¢ the coronal
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Table 10: CVCC verbs

Root Cit. form Imperf. Nominal

/barr-/ barri bar-'r4 bar'r-66 ‘bargain’

/bell-/ belli bel-1¢ béll-66 ‘deceive’

/gaoll-/ golli gdl-15 g3ll-66 ‘go around’

/kann-/  kanni kan-na kann-66 ‘learn’

/kyell-/  kyelli kyel-1¢ kyéll-56 ‘listen’

/mann-/  manni man-'na man'n-66 ‘measure’

/nyunn-/ nyunni nyun-né nyunn-uu ‘smell’

/pegl-/ pegli pég-lé pégl-66 ‘carry’

/penn-/  pénni pén-né pénn-6 ‘rest’

/sill-/ silli sil-'1¢ sil'1-66 ‘tell stories’

/tall-/ talli tal-1a tall-66 ‘walk fast’
Table 11: CVVC verbs

Root Cit. form Imperf. Nominal

/baar-/  baart baa-'ra baa'r-66 “finish’

/naan-/ naani naa-na naan-sé ‘get ready, develop’

/saal-/  saali saal-a saal-66 ‘sharpen’

/saan-/  saa saa-na s34n-63% ‘spoil’

/piir-/  piirl pii-ré piir-ua ‘discover’

/pur-/  piiri pii-ré piir-66 ‘sweep’

[sfir-/  siiri sff-'ré sft'r-66 ‘touch’

lyiel-/  yiéli yié-'1é yié'l-au ‘sing’

/giér-/  giéri gié-'ré gié'r-tn ‘belch’

/faor-/  faori fa6-'r6 fa6' -4t ‘sip’

/puor-/  puori puo-roé puoér-uu ‘thank, greet, pray’

/koor-/  kddri kd3-r5 kd5r-66 ‘delay’

/oor-/  3dri 35-15 351r-66 ‘chew’
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stop of the imperfective suffix /-rV/ becomes a nasal, whereas in fié-r¢ it does
not. We do not have a satisfactory analysis to offer and must leave the topic with
these preliminary remarks.

3 Proposal

Our claim is that these vowel length alternations serve to optimize metrical struc-
ture. The key assumption is that the action nominal suffix /UU/ subcategorizes
for a foot: the left edge of /-UU/ strives to be aligned with the right edge of a foot.
This demands a well-formed foot that respects alignment. Vowel length adjust-
ments are a way to achieve this goal: a short root vowel lengthens to make up a
minimal foot and a long suffix vowel shortens because it is unstressed.

We illustrate the analysis in Table 12 with two vowel-final verbs: /ba/ ‘stick into
the ground’ and /baa/ ‘grow (of child)’. The processes are described in terms of
informal ordered rules. Foot boundaries are marked with parentheses and imply
syllable boundaries.

Table 12: The derivation of vowel length in V-final roots

Process /ba-56 / /baa-65 / Motivation

Footing (ba)66 (bad)ss Initial foot needed

V lengthening (baa)ss - No degenerate feet

V shortening (baa)s (baa)s No unstressed VV
[baas] [baas]

/ba-&6/ undergoes both root vowel lengthening and suffix vowel shortening;
/baa-65/ only undergoes suffix vowel shortening. In both cases, the outcome is
(bad)d, where the syllable containing the suffix vowel falls outside the foot, i.e., it
is extrametrical. Kennedy (1966: 4) calls such word-final light syllables secondary
syllables. Their prosodic structure is illustrated in (1) below.

31



Arto Anttila & Adams Bodomo

(1) A phonological word with a secondary syllable: (bad)s

® word
| |
) foot
| |
o o syllable
| |
J7; J7; J7; mora
N |
b a (3 melody
| |
[b a: U] phonetics

Consonant-final roots are different. Consider /bar/ ‘leave’: if suffix alignment
were all that counts the input /bar-6%/ should be footed *(bar)dd, but that is not
possible because it implies the syllabification *bar.56 which is illegal in Dagaare.
Suffix alignment and word prosody are driven into conflict and word prosody
wins: the solution is (bad.rs)s where the long suffix vowel is split into two light syl-
lables: the first is incorporated into the foot and the second remains extrametrical.
This implies the syllabification CV.CVV which is legal in Dagaare (Kennedy 1966:
3-4). Table 13 illustrates this for the consonant-final verbs /bar/ ‘leave’, /batr/ ‘bar-

gain’ and /baar/ ‘finish’ in terms of informal ordered rules. The prosodic structure
of bards is shown in (2) below.

Table 13: The derivation of vowel length in C-final roots

Process /bar-&6/  /bair-66/  /baar-66/  Motivation
Footing (bars)s  (bar'té)s  (baa'rs)s  Initial foot needed
V lengthening - - - No degenerate feet
V shortening - - - No unstressed VV

[barss]  [bar'rss]  [bad'rsd]
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(2) A phonological word with a secondary syllable: (bars)s

1) word
| |
@ foot
/\
o o o syllable
| |
i TR mora
| |
b a r v o melody

[b a r v :] phonetics

Summarizing, vowel length alternations in Dagaare action nominals can be un-
derstood from a metrical perspective. The three key facts, namely vowel length-
ening in CV roots, suffix vowel shortening after vowel-final roots and absence
of suffix vowel shortening after consonant-final roots receive a unified explana-
tion. In the next section we will outline an optimality-theoretic analysis of action
nominals.

4 Analysis

4.1 Constraints

To keep things simple we will make the following assumptions. Dagaare words
have an initial trochaic foot; feet are binary under syllabic or moraic analysis;
and degenerate feet, e.g., *(ba), and ternary feet, e.g., *(ba.ro.), are excluded. At
most one syllable may be extrametrical: (baa.v)o is possible, but *(baa)s.v is not.
Candidates that violate these high-ranking constraints will not be mentioned.

Four phonological constraints are needed to express the generalizations infor-
mally outlined in earlier sections. These constraints are given in Table 14.

The Weight-to-Stress Principle (WSP, Prince 1990) punishes unstressed heavy
syllables. It is satisfied in (baa)s where the suffix vowel has shortened and sur-
faces as the light extrametrical syllable & that lacks an onset. It is also satisfied in
(bar.r5)s where the long suffix vowel has been parsed into two light syllables: the
tail of the foot r& and the light extrametrical syllable & that lacks an onset. The
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Table 14: Four constraints

WEIGHT-TO-STRESS PRINCIPLE ‘No unstressed heavy syllables’
Max(V) ‘No vowel deletion’

DEep(V) ‘No vowel insertion’

ALIGN(SUFFIX, L, Foort, R) ‘The left edge of a suffix coincides

with the right edge of a foot’

latter is Kennedy’s (1966) “secondary syllable” The WSP is violated in *(bdad)&d,
*(bar)rsd and *(bar.rés) where the long suffix vowel is parsed as a single heavy
syllable.®

4.2 Deriving vowel length

The four constraints in Table 14 allow us to derive the vowel length alternations
in action nominals. We start with CV stems. Tableau (3) establishes the crucial
rankings. To simplify presentation, we have omitted tone and simply assume the
correct vowel harmony (ATR, rounding). Candidates with ternary feet, degener-
ate feet, and multiple extrametrical syllables are systematically omitted.

(3) Vowel length with CV roots

/ba-vs/ H WSP ALIGN \ DEep(V) Max(V) \
(@) = (baa)s | 1 | 1

(b) (ba.ws)ws : 1! :

(c) (ba.wsws) 1 ! 1 !

(d) (baa)ses T I

(e) (baa.sw) 1! : 1 1 :

(f) (ba.v) ! 1 ! 1

The winner (a) exhibits both suffix vowel shortening and root vowel lengthen-
ing. The faithful candidate (b) is perfect in every way except that it fatally mis-

¥ An anonymous reviewer notes that the word /dagaarl/ ‘the Dagaare language’ violates the
WSP given a left-aligned trochee, i.e., (dd.gaa)ri and wonders why the vowel does not shorten.
Two explanations seem possible. First, this could be an instance of nonderived environment
blocking (Kiparsky 1993). Second, the intuitively strong syllable is the penult, suggesting the
foot structure dd(gaari). It should be pointed out that trisyllabic and longer words in Dagaare
are often right-headed compounds with the morphological structure o+00, e.g., labiri ‘small
axe’ from lari + biri ‘axe-sG + seed-sG’. It is possible that /dagaari/ is etymologically a com-
pound, i.e., /da+gaari/, although synchronically opaque.
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2 Metrically conditioned vowel length in Dagaare

aligns the suffix and foot boundaries. Since ALIGN dominates both faithfulness
constraints, Max(V) and Dep(V), the result is a double adjustment of vowel short-
ening and vowel lengthening. Candidates (c), (e), and (f) are grayed out to show
that they are harmonically bounded: they can never win no matter how the con-
straints are ranked.

We now turn to CVV roots illustrated in Tableau (4). In this case, only suffix
vowel shortening is needed in order to satisfy the WSP:

(4) Vowel length with CVV roots

/baa-uss/ H WSP ALIGN \ DEr(V) Max(V) ‘
(@) = (baa)s | | 1

(b) (ba.w)s : : 1

(c) (ba.wsw) 1 ! ! 1

%) (baa)ss TR |

(e) (baa.ww) 1! : [

(f) (ba.vs) ! ! 2

Consonant-final roots behave differently. What sets them apart from vowel-
final roots is that they inevitably violate ALIGN when combined with a vowel-
initial suffix. Given the input /CVC-VV/ the best-aligned candidate is (CVC)VV
where the suffix boundary is crisply aligned with the foot boundary. But this foot
structure entails the syllabification *CVC.VV which is illegal in Dagaare.” We
need a better syllabification, but that will inevitably violate AriGN. This makes
alignment irrelevant with consonant-final roots because it will have to be vio-
lated no matter what. We illustrate this for CVC roots in Tableau (5). The winner
(ba.rv)o has the syllable structure CV.CV.V which is legal in Dagaare.

(5) Vowel length with CVC roots

/bar-sw/ H WSP ALIGN \ DEep(V) Max(V) ‘
(a) = (barv)s | 1 |

(b) (ba.row) 1 [ 1 :

(c) (baa.ro)s I 1 |

(d) (baa)row 1 [ 1 :

(e) (ba.re) ! 1 ' 1

°A full analysis of Dagaare syllable structure cannot be undertaken here. Here we simply as-
sume an undominated locally conjoined constraint ONSET & ;*CopA that is violated by the
syllabification C.V where the first syllable has a coda and the second syllable has no onset.
Other analyses are no doubt possible.
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The following question raised by a reviewer is best quoted verbatim:

I see a potential inconsistency between the analyses of /ba-tsw/ and /bar-
vw/. If foot structure can make the suffix split across foot edges, why does
/ba-sws/ need vowel lengthening? The structure (bas)s has no degenerate
foot and no unstressed VV. It doesn’t have -zw attaching to a foot, but then
neither does (ba.ro)w.

The answer is characteristically optimality-theoretic: grammaticality is deter-
mined by competition. In the case of /ba-uw/, the candidate *(bav)w loses because
there is a better candidate available: the winner (baa)e that satisfies ALIGN. In the
case of /bar-sts/ we have no such luxury: all candidates violate ALIGN and there-
fore we must settle for the suffix-splitting (ba.ro)w.

We conclude by showing the tableaux for CVVC and CVCC roots. They behave
analogously and present no additional complications.

(6) Vowel length with CVCC roots

/barr-wss/ H WSP ALIGN \ DEr(V) Max(V) ‘
(@) = (barro)s | 1 ‘

(b) (bar.row) 1 ' 1 '

(c) (baar.ro)s : 1 1 :

(d) (bar.re) | 1 ! 1

(7) Vowel length with CVVC roots

/baar-we/ WSP ALIGN DEep(V) Max(V)
(@) = (baa.rv)s 1

(b) (ba.ro)s 1 1

(c) (baa)ros 1 1

(d) (baa.rw) 1 1

4.3 Lexically conditioned length

Our metrical analysis of Dagaare action nominals is relatively straightforward.
Much more intriguing are the number and imperfective paradigms. Table 15 be-
low illustrates lexically conditioned length alternations with the imperfective
suffix /-rV/.

In CV-roots the vowel lengthens or stays short; in CVV-roots the vowel stays
long or shortens; in CVC-roots the suffix creates a CC cluster /CVC-rV/ which
either survives or shortens, sometimes variably within a single lexical item. Why
are length alternations so uniform in the action nominal paradigm, but riddled
with lexical exceptions in the number and imperfective paradigms? To answer
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Table 15: Lexical conditioning in the imperfective

Underlying Imperfective Alternation

(a) /da-rV/ daa-ra lengthening ‘buy’
/ta-rV/ ta-ra - ‘reach’

(b) /faa-rv/ faa-'ra - ‘seize’
/gaa-rV/ ge-ré shortening ‘go’

(c) /bog-rV/ bdn-nj - ‘know’
/won-1V/ wo-nd C-deletion ‘understand’
/bal-rV/ bal-14 ~ bal-a variation ‘be tired’

this question with any degree of confidence would require a deeper understand-
ing of Dagaare morphophonology than we have at the moment. However, one
is immediately struck by the observation that it is the vowel-initial suffixes that
tend to have uniform paradigms. In addition to the action nominal /-UU/, the per-
fective /-EE / and the plural /-V / seem fairly regular. It is the consonant-initial
suffixes that permit exceptions, in particular the number /-rl/ and the imperfec-
tive /-rV/.1% Trying to explain these apparent suffix-related regularities is an in-
teresting project, but must be left for future work.

5 Summary

We have provided new evidence for metrical structure in Dagaare based on vowel
length alternations in action nominals. If the root is CV the root lengthens and
the suffix shortens; if the root is CVV the suffix shortens; if the root ends in C
nothing happens. Similar length alternations appear more idiosyncratically with
number and aspect suffixes. We have proposed a metrical analysis that explains
the length alternations in action nominals and lends further support to the met-
rical analysis of vowel length proposed in Anttila & Bodomo 2009 for Dagaare
nouns.

Space does not permit a discussion of the perfective /-EE/ and the plural /-V/ here. We hope
to return to the topic in a more complete exposition in the future.
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Chapter 3

“Backwards” sibilant palatalization in a
variety of Setswana

Wm. G. Bennett
University of Calgary and Rhodes University

Palatalization of coronals and stridents is well-known and widespread, and is most
commonly associated with front vowels or glides as triggers. In some dialect(s) of
Setswana, a much different type of palatalization occurs: alveolar stridents /s ts ts"/
become pre-palatal [[ tf t/"] before back vowels and the glide [w]. Clear empirical
support for this pattern comes from productive alternations induced by the nom-
inalizing suffix /-o/, as well as alternations with an assortment of less productive
morphemes, and lexical evidence. If palatalization before front vocoids is phoneti-
cally natural, then palatalization before back vocoids seems like it must be phonet-
ically unnatural. However, this paper suggests that it is not the case: palatalization
before back vowels actually makes phonetic sense, as a consequence of using lip
rounding as a phonetic enhancement of the S~S distinction.

1 Introduction

1.1 The puzzle

Palatalization of coronals and of stridents is well-known and widespread, and is
most commonly associated with high front vowels/glides as triggers (Bateman
2007; 2010; Kochetov 2011; etc.). A common example is Japanese, in which the na-
tive lexical stratum exhibits allophony of [s] and [[] depending on the following
vowel: [s] occurs generally, but appears as [[] before [i]. Similar patterns are re-
ported in a vast number of languages; Bateman (2007) lists at least Nupe, Korean,
English, Mandarin Chinese, Hausa, Mina, Romanian, Moldavian, and Yagua as
having similar alternations.

This sort of [s]—[[]/ __ i alternation makes a lot of sense. It makes sense ar-
ticulatorily in that [i] requires the tongue body to be elevated and close to the

Wm. G. Bennett. 2019. “Backwards” sibilant palatalization in a variety of Setswana.
In Emily Clem, Peter Jenks & Hannah Sande (eds.), Theory and description in African

I Linguistics: Selected papers from the 47th Annual Conference on African Linguistics, 41—
61. Berlin: Language Science Press.


http://dx.doi.org/10.5281/zenodo.3367124

Wm. G. Bennett

palate, while [s] requires the tongue body to be much lower, such that the tip
forms a constriction. Thus, it seems reasonable that [s] should be harder to pro-
duce than [[] before [i], so we might expect to find the former turning into the
latter in that context. This alternation also makes acoustic sense: in the sequence
[si], coarticulation between the [s] and [i] should make [s] sound more like [[].
This is because retraction of the tongue blade (to position the blade to produce
[i]) increases the length of the cavity in front of the frication. This should shift
the noise spectrum of [s] downward, towards that of [[]. So, a s—/ alternation
before a high front vocoid is phonetically natural, which seems to fit nicely with
how common such processes are cross-linguistically.

Some varieties of Setswana give us a glimpse of a very different sort of pattern.
In general, [s] and [[] contrast (1). The examples in (2) (from Cole 1955) show
underlying /s/ changing into [[] before [5].!

(1) s and [ are contrastive in Tswana (Cole 1955: 25)
-seba -[eba
‘slander’ ‘look round’

@) s—=J/—>0)

a. -hisa s1-hifo
‘burn’ ‘burner’

b. -omisa sI-womif2
‘dry’ ‘dryer’

c. -busa m-mu/d
‘govern’ ‘government’

If the s—J/ __ i pattern makes sense, then these examples seem downright
weird. Here, we observe the same s— [ alternation induced by a vowel that is low
and back, not high and front. This pattern is not merely s— |, but rather S—: it
holds for all the strident affricates and fricatives alike (as §2 will demonstrate).

The weirdness of this data makes it interesting. A large body of current work
appeals to phonetic naturalness as a guiding factor in phonological systems, in
various forms. For instance, Hayes (1999) argues that phonological constraints
are functionally motivated, and must be phonetically sensible. Steriade’s (2008)
P-map proposal, similarly, posits that input-output changes are moderated by
perceptual distance, such that phonetically sensible changes are preferred. And

"While Cole describes this merely as “Setswana”, it seems to obtain only for certain Southern
dialects, and not for standard Setswana. See §2.1 and §2.6 for more discussion.
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3 “Backwards” sibilant palatalization in a variety of Setswana

the entire body of literature under the banner of “evolutionary phonology”? takes
phonological patterns to be the direct result of phonetically-driven changes, cou-
pled with morpho-phonological analogy. The pattern we observe in (2) seems
phonetically as un-natural as can be, in that it is virtually the opposite of a pat-
tern that is phonetically well-motivated. Instead of a high front vowel [i], we
observe a relatively low back vowel [5] causing palatalization.® As §2 will show,
this is not a behaviour unique to [5]; other back vowels also induce the same
S—$S/ U alternations.

Palatalization before back vocoids is not unprecedented. For instance, Bate-
man (2007: 68) notes palatalization before [u] in Tohono O’Odham. But, cross-
linguistic surveys of palatalization (Bateman 2007; Kochetov 2011) consistently
find that high front vocoids are the “best” triggers for palatalization. If palataliza-
tion is triggered by a back vocoid like [u], then front vocoids also trigger palatal-
ization. Indeed, the generalization that Bateman reports for Tohono O’Odham
is that palatalization is triggered not only by [u], but also by [i] and [e]. This
dovetails with an observation (made by Bateman and Kochetov alike) that higher
vocoids are better palatalization triggers. In other words, cases such as Tohono
O’0Odham show palatalization only before high back vocoids (which [o] defini-
tively isn’t), and high front vocoids also trigger the same palatalization. A fur-
ther pertinent fact is that many Southern Bantu languages have palatalization
triggered by [w] (Louw 1975/76; Ohala 1978; Herbert 1990; Bennett 2015; Bennett
& Braver 2015, etc.). However, this phenomenon preferentially targets bilabials
for palatalization, and only marginally applies to non-labials; it therefore seems
dissimilatory in nature. Some previous analyses argue that it isn’t dissimilation
(e.g. Kotzé & Zerbian 2008), by instead positing that the palatalization is really
triggered by an /i/ or /j/ (which is typically covert). Neither of these lines of rea-
soning lead to a plausible analysis of the Setswana examples in (2). The /so/—[[5]
alternation is not obviously dissimilatory. There is also no evidence for a covert
front vocoid in these examples, and indeed front vocoids in Setswana do not oth-
erwise cause palatalization of /s/ (cf. (2a): s1-hifs, *[1-hif5).

The question at hand, then, is how to understand the S—S/ __ U pattern seen
in (2). Is this data reflective of a real process? If so, is it phonetic, phonological,
or morphological? If it seems so squarely the opposite of a well-understood and
phonetically natural pattern (S—S/ __ i), why and how does it also exist?

?(Ohala (1981; 1990; 2004), etc.; rehashed and renamed by Blevins (2004)
* A more direct opposite of [i] would be the vowel [a], but this does not exist in Setswana.
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1.2 The proposal

The main claims of this paper are three. The first is that S—$ palatalization be-
fore back vowels is robust and productive in at least some variety of Setswana.
The second is that the alternation seems entirely sensible when viewed from
another angle: lip rounding may be a reason to prefer S over S before back vo-
coids. This leads to the third claim: if phonetics informs phonology, it does so in
a non-deterministic way. S—S/ __ U is the opposite of well-understood S—S/
_ T alternations, in that it is triggered by back vowels instead of front vowels.
Moreover, it seems intuitively unlikely that any language could have both S—S/
_Tand S—S/__U, because the occurrence of the one undermines the evidence
for the other.

If opposite phonological patterns can both be phonetically natural, then pho-
netic naturalness cannot in principle give us a complete understanding of phonol-
ogy. )

The paper is structured as follows. §2 presents the Setswana S—S process in
further detail. §3 observes that the phenomenon does not appear to be unique
to this language: parallels can be found in a few other Bantu languages, and
perhaps further afield. §4 presents rounding as a potential basis for S—$ being
phonetically natural before back vocoids like [5]. §5 concludes and observes some
of the broader ramifications.

2 Data and Support

2.1 Background about the data

Setswana (a.k.a. Tswana) is a southern Bantu language (Guthrie S.50) spoken
mainly in northern South Africa and Botswana. Examples marked as “own data”
were collected by the author, with the help of a native-speaker consultant from
Taung, North-West Province, South Africa. This speaker did not report a specific
name for his idiolect, but did report being clearly aware that his accent is typi-
cal of that area, and is non-standard.* Additional data comes from other sources
on Setswana, chiefly Cole’s (1955) grammar (no specific dialect information is at
hand for most of Cole’s data). For lack of a better name, I will refer to the di-
alect(s) represented in these sources of data simply as “Setswana”; but it should

‘T thank Thabo Ditsele, Andy Chebanne, and an anonymous reviewer for confirming that
Setswana dialects from further east (Gauteng) and north (Botswana) do not exhibit this S—S
pattern.
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be noted that standard, prescriptive, Setswana does not exhibit the patterns de-
scribed here.> On the basis of a dialect comparison by Malepe (1966), it seems
that this is a characteristic found only in southern dialects, including those that
Malepe calls Rolong, Tlhaping, and Tlharo, though further research is needed to
verify how geographically widespread the phenomenon is.

The consonant inventory of Setswana is given in Table 1 (Bennett et al. 2016;
see also Cole 1955; Chebanne et al. 1997, U. Arellano 2001). Consonants in paren-
theses are marginal. Unaspirated stops and affricates may be realized as ejectives
(apparently in free variation). The affricate [qx] is often analyzed as /q"/ or /kx"/,
and [x] is often characterized as /x/ (Cole 1955, etc.; see Bennett et al. 2016 for
further discussion and data).

Table 1: Consonant inventory of Setswana

pp"b tthd k kb ()
tsts"  tit"  tftdz qx
() s ] X h
m n n 7
r
W 1 j

The vowel inventory is given in Figure 1 (Bennett et al. 2016). The vowel sys-
tem has at least four contrastive degrees of height, possibly more.® To avoid a
deluge of diacritics, the semi-close vowels [e o] are rendered as T’ and v’ in all
examples (rather than ‘e’ and ‘0’ as in the standard orthography and some pre-
vious transcriptions like those of Cole 1955; see also Le Roux & Le Roux 2008
for finer acoustic details). The tonal system of Setswana is complex and involves
numerous alternations (see Chebanne et al. 1997 for an overview); as such, tones
are not marked in the single-word examples given here. As far as I can tell, they
do not affect the consonantal alternations of interest here.

SFor instance, Arellano’s (2001) Sound System of Setswana does not mention the S—S$ alternation
as part of the phonology.

®This is a slight simplification. The transcriptions given here follow Cole’s (1955) orthographic
ones, which do not generally reflect a vowel harmony process that produces raised counter-
parts of each pair of mid vowels; see Dichabe (1997) for further details on this harmony. Some
sources claim that some or all of these additional degrees of height are not merely derived,
but are also contrastive in that they occur in contexts not explainable by the vowel harmony
(for example, see Chebanne et al. 1997; Creissels 2005, and also Khabanyane 1991 on Southern
Sotho).
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F@®
ro

Figure 1: Vowel inventory of Setswana (Bennett et al. 2016)

2.2 OnSandS$

The focus of interest for this paper is palatalization of stridents before back vo-
coids, characterized in shorthand as S—S§/ __ U. The “S” denotes all anterior
stridents, whether they appear alone or in NC sequences: {s ts ts" ns nts nts"}.
The “S” likewise denotes posterior stridents: {f t[ t/" nf nt[ nt/*}. The “U” denotes
back vowels and glides: {0 & u w}. There is no evidence that the voiced posterior
affricate [d3] participates in the pattern; this is consistent with the absence of [z
3] from the native consonant inventory.

2.3 Productive, synchronic S~S alternations

The examples from §1 point to a neutralizing pattern. That is, S and S are nor-
mally contrastive, and we find S—S, but not the reverse S—S. The most robust
and productive source of synchronic S~S alternations comes from nominaliza-
tions formed with the suffix /-5/. Some examples are given below in Table 2. For
/ts*/—[t/"], it’s difficult to find examples showing this alternation because /ts"/
is relatively uncommon in stem-final position. But, it can be derived in irregular
causatives; these forms do show S—5/ __ U in the expected fashion.

The S~S alternations we see here are not characteristic of nominalizations in
general. Agentive nominalizations are formed with a suffix /-i/, and these don’t
exhibit the same alternation (cf. -t"usa ‘help’ > mo-t"usi ‘assistant, helper’; *meo-
t"ufi). As such, the S~S alternation evident in these forms must be due to the
presence of the vowel [o]. This is corroborated by other morphemes that also
show the same related S~S pattern.
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Table 2: Productive S—S§ alternations in /-5/ nominalizations

/s/—[]]
-hisa ‘burn’ st-hifs ‘burner’ (own data)
-omisa ‘dry sth. sI-womifo ‘dryer’ (own data)
-busa ‘govern’ m-muf> ‘government’ (Cole 1955: 77)
-thusa ‘assist’ t"ufo ‘assistance’ (Cole 1955: 90)
/ts/—[tf]
-bitsa ‘call’ pitfo ‘a call’ (own data)
-xoputsa  ‘remind’ s-xoputfo ‘reminder’ (Cole 1955: 86)
-lootsa ‘whet, sharpen’  tootf> ‘whetstone’ (Cole 1955: 90)
-bwtsa ‘ask’ putfo ‘question’ (Cole 1955: 90)
-its1 ‘know’ kitfs ‘knowledge’ (Cole 1955: 90)
-ikskosbetsa ‘stoop (refl, caus)’ bus-iksksbetfo  humility’ (Cole 1955: 205)
-ipatsa ‘despise (refl)’ inatfo ‘self-disparagement’ (Cole 1955)
/tst/—[tf"]
-bonts™a  ‘show’ pont[™ ‘a showing’ (own data; cf.
bona ‘see’)
-t{"alifa ‘become wise’ -t{"alits"a, ‘make wise’ (Cole 1955: 205)
-tdhalrt/*wa

2.4 S—S in other morphological contexts

The S~S alternation can also be observed in certain pronominal concords; exam-
ples are given in Table 3 below (from Cole 1955). The first set of forms are pro-
nouns, demonstratives, and quantifiers with class 8/10” concord. In pronominal
stems that have front vocoids like [¢], class 8/10 forms always have [ts]. How-
ever, class 8/10 forms have [t[] when the following vowel is [5], manifesting the
S—$S/ __ U pattern. The second set of forms show class 7 behaving the same
way: we find [s] in class 7 forms generally, but [[] before [5]. (These pronomi-
nal stems are few in number, and phonotactically non-diverse; in reading Cole’s
(1955) grammar, I was unable to find any that have other vocoids.

We can also observe S—S5/ U in certain verbal suffixes. One is the reversive
verb extension, variously /-sl-/ or /-slsl-/ (3) (Cole 1955:212fF). The form in (3a)
looks on the surface like an applicative structure /-ts"-¢l-a/, based on a root /-ts"-/
(which is not attested by itself). Related stems that have the reversive extension
instead of the applicative one have [t["] instead of [ts"] (3b,3c).

"Classes 8 and 10 are homophonous, so I will not distinguish them here.
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Table 3: S-S alternations in pronominal stems

Class 8/10: ts before € t[ before o
tse ‘this’ tfone ‘they’
tsew ‘that’ tfosi ‘only they’
tsens ‘that one’ tfoopedi ‘both’
tsele ‘that one yonder’ tfoti" ‘all’
muyatse ‘his/her spouse’ muyatfd ‘your spouse’
Class 7: s before ¢ [ before o
se ‘this’ Jone ‘i’
SEB ‘that’ Josi ‘only it’
sene ‘that one’ tfotde ‘all’
sele ‘that one yonder’

(3) Reversive verb extension

a. -ts"ela ‘pour’
b. -tf*sla ‘serve, dish out food’
c. -tf'slola ‘spill’

The passive suffix also shows evidence for the same S—S/ __ U alternation,
albeit in a less simple way. This is illustrated in (4) and (5), based on data and ob-
servations from Cole (1955: 193-195). The basic form of the passive is /-w-/ (4a).
However, Cole reports that the same extension is normally realized instead as
/-iw-/ after roots ending with {s ts ts"} (4b); roots ending with /ts/ additionally
change the /ts/ into [d] (4c). This is not direct evidence for the S—S/ __ U alter-
nation, but the allomorphy is clearly phonotactically-based, and systematically
fails to produce surface SU sequences.

(4) Passive suffix allomorphy (Cole 1955:193ff)
a. -bon-a > -bon-w-a
‘see’
b. -bes-a > -bes-iw-a
‘roast’
c. -bits-a > -bid-iw-a
‘call’
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Furthermore, Cole (1955) does note that some Eastern dialects of Setswana use
/-w-/ instead of /-iw-/ in these instances. In those forms, we do find the S—S/__ U
alternation, occurring just as expected (5). Thus, the passive suffix allomorphy
avoids creating SU sequences; where it does create them, we find S—S as usual.

(5) Setswana: Eastern dialects (Cole 1955)

a. -bes-iw-a ~ -be[-w-a
‘be roasted’

b. -bid-iw-a ~ -bit[-w-a
‘be called’

Palatalization can also be observed with the diminutive suffix /-ana/, which
causes a host of changes to preceding consonants (for further details and discus-
sion, see Cole 1955; Louw 1975/76; Herbert 1990; Bateman 2007; Kotzé & Zerbian
2008). The generalization of note here is that some of these changes can derive
stridents from other, non-strident, consonants. These derived consonants follow
the same S—S alternation we see elsewhere. This is illustrated in (6): /d/ changes
to [ts] generally (6a), but to [t[] when it precedes a back vocoid (6b).

(6) S—S in diminutives (Cole 1955)

a. pudi — puts-ana
‘goat’

b. li-yodu — lryotfw-ana
‘thief’

2.5 Further lexical evidence

We can also observe the S—S/ __ U pattern in the lexicon. One source of ev-
idence is from lexical doublets. These substantiate the same observation made
about the diminutives above: when something changes a consonant into S, it
also changes into S before U. Cole (1955: 83ff) notes that certain nouns of class
5/6 have doublets, one with [ts] or [s], the other with {b 1 d r h x}. Table 4 gives
some examples of this variant S (mainly drawn from Cole 1955:83ff); for example,
the first one [li-tsatsi] ‘sun, day’ has [ts], while the usual plural form Cole reports
is [ma-latsi], with [1] instead.
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Table 4: Lexical doublets with S

-latsi li-tsatsi (cf. pl. ma-latsi) ‘sun, day’ (I~ ts)
-dibsyo  li-tsibsyo ‘ford’ (d ~ ts)
-bele li-tsele ‘breast’ (b ~ ts)
-rapd li-sapo ‘bone’ (r~s)
-rama  lr-sama ‘cheek’

Table 5: Lexical doublets have S instead of S before U

-boyo  li-tfoxo (cf. pl. ma-boyo) ‘arm’ (b ~ t[ before U)
-bolt li-tfwilt “fist’

-rop"i  li-fop"i ‘blister’ (r ~ [ before U)
-rope  li-fope ‘ruin’

o l-tffos ‘paw’

-xodi  li-fodi ‘starling’ (x ~ [ before U)
-hulo  Ii-fulo ‘foam, froth’ (h ~ [ before U)
-hudu  Ii-fudu ‘hole for stamping corn’

When a back vowel follows the initial consonant of the root, we do not find
doublets with S; instead, they have S. This is illustrated in Table 5 (examples again
from Cole 1955).8

Additional support for S—S/ __ U comes from the distribution of stridents in
the lexicon. The occurrence of SU, i.e. {s ts ts"} before a back vocoid, seems to
be vanishingly rare. Some examples of SU forms are attested in Cole’s grammar,
but many are presented as variant forms that may also be realized with S. A few
words systematically must have SU (not SU), but are clearly loanwords. These
are illustrated in Table 6 below. It is worth noting, however, that there are also
loanwords where source S does neutralize to S before U. Such forms cannot be
attributed by some general characteristic of the treatment of loanwords, because
loans with [s] before non-back vocoids normally retain it faithfully as [s] (as in
‘stool’ in Table 6).

8Cole (1955: 83) notes some exceptional forms that deviate from this generalization in minor
ways. For example, [li-sayo] ‘buttock’ is listed with variant forms [li-ts"ayo ~ li-fayo]. No [[] is
expected here, since the following vowel is [a]. But, interestingly, the plural is only given with
[s], as [ma-sayo].
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Table 6: Sporadic S—S/ U in loanwords

Exceptional SU sequences in loanwords

li-tsula “Zulu person’ < Zulu

~ l1-sosles

~ lr-zesles

pasd ‘post office’ < Afrikaans
dzesu Jesus’

zuu ‘200’

Loanwords with non-exceptional S—S/ __ U

li-[5le ‘soldier’ s—| neutralization
Jukiri ‘sugar’
st-tulo ‘stool’ normally s—s

In the native lexicon, S may occur before any of the vowels: {f t/ t/} are not as
restricted as {s ts ts"}. Some examples of S before non-back vowels are given in
Table 7 below (from Cole 1955).

The preponderance of examples in Table 7 show S before [a], rather than the
other non-back (i.e. front) vowels. This is not an accident of presentation, but
reflects the trend in the data that Cole (1955) provides. S seems more common
before [a] than before front vowels. SI sequences (where ‘T’ stands for front vow-
els) also seem less common than SI sequences, but they are not nearly as rare
as SU. These observations, consolidated in Table 8, are based on my own impres-
sions of data collected first-hand, as well as examination of Cole’s (1955) data.
Cole’s (1955: 35) description of the relationship between S and S agrees with my
impressions.

The generalization that SU sequences are almost completely absent from the
lexicon suggests that the S—S/ U generalization is not merely part of the
morpho-phonology of the language, but also holds over the lexicon as a phono-
tactic generalization. The observation that S is more common before back vow-
els than front vowels is not obviously expected. It is conceivable that S is over-
represented before back vowels because the S—S/ __ U neutralization derives S
in this context, but more extensive quantitative study is needed to be sure.
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Table 7: S may occur before non-back vowels (Cole 1955)

Si ma-fi ‘milk’
St di-faft ‘coward’
mo-[1 ‘meerkat’
-ftna ‘(to) bare teeth’
ntf™ ‘ostrich’
bo-ratf™t ‘brush’
Se -[eba ‘(to) look round’
[elen ‘shilling’
Sa -fa ‘disperse’ (of mist)
-fa ‘(to) burn (unacc.)’
-fa(j)a ‘give child a name’
-fa ‘new’
mo-[a ‘young person’
-faqyala ‘become angry’
ntfa ‘dog’
-tf"a ‘dry up (unacc.)’
si-t/"aba ‘nation, tribe’
Table 8: Impressionistic trends in the distribution of S and S before
front, central, and back vowels
Front {i1 ¢} Central {a} Back {u & o}
S {s ts ts"} common uncommon very rare
S{tf i uncommon common common

52



3 “Backwards” sibilant palatalization in a variety of Setswana

2.6 Historical and comparative support

Finally, there is also historical and comparative evidence that corroborates the
S—S§/__ Upattern. According to Malepe’s (1966: 67ff) dialect survey and compar-
ative analysis, the Rolong, Tlhaping, and Tlharo dialects underwent a historical
change *S > S/ {uw o}. Evidence for this change comes from dialect variation of
exactly the sort expected based on the lexical variation seen so far. For example,
Malepe identifies ‘hearth’ as [li-if5] in the Rolong dialect, but [li-iso] in Kwena
and other dialects. There is no S~S dialect variation before front vowels.’”

The point: circumstantial evidence confirms that the S~S alternations seen
above are a change from S, to S — a change conditioned by back vocoids. It is
not the case that there is back-and-forth allophony with no contrast. Nor is it
the case that the alternating stridents were historically *S, with de-palatalization
or fronting induced by front vowels.

3 Parallels elsewhere?

Setswana is not alone in having a “backwards” distribution of S and S before
vowels. A similar pattern is reported much further north, for Haya and Nkore-
Kiga, Bantu languages spoken in Tanzania and Uganda. In both cases, the re-
ported pattern is that [s z] occur before /i/, while [[ 3] occur before /e a o u/
(Byarushengo 1975; Hyman 2003b; see also Hansson 2001; 2010). This is more
narrowly the opposite of patterns like the Japanese one, with a split between the
high front vowel [i] versus all the other vowels.

In the Haya and Nkore-Kiga cases the origin of the “backwards” pattern seems
to be morphological. Hyman’s (2003b) analysis of the S~S alternations in Haya
is that Proto-Bantu *c spirantized to [s] before the short causative *-i-, and the
causative *-j- was absorbed in the process, yielding a string of changes *c-i- > sj
> [5].1° This resulted in synchronic s~[ alternations between related verb stems,
e.g. [-faaf-a] ‘hurt (intransitive)’ vs. [-fdas-a] ‘hurt (transitive)’ (Hyman 2003b:
85). The stem-final [s] in the latter form is due to the historical presence of *-i-,
while the unaffixed form retains [[]. Such alternations were then generalized by
analogy, in effect treating all s-final stems as “pseudo-causatives”.

’Malepe (1966) characterizes Rolong, Tlharo and Tlhaping as Southern dialects. He identifies the
hometown of the primary consultant, Taung, as a Tlhaping area. Another consultant I worked
with came from Kuruman, which Malepe notes as a Tlharo area.

1°See also Bennett & Pulleyblank (2018) for an argument that morphology is a major factor in
the synchronic distribution of [s] and [f] in Nkore-Kiga.
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The Setswana pattern is clearly not morphological in this way, however: it
seems entirely phonotactic in nature. The S~S alternation can be seen in a wide
range of morphemes, and even root-internally. This includes many situations
where any kind of spirantizing influence of a historical superhigh vowel is im-
plausible, e.g. in demonstratives, possessives, and /-5/ nominalizations. In short,
the Setswana pattern is clearly not due to front vocoids; not historically, and not
synchronically.

Examples of other languages more in line with Setswana, with phonotactic s~[
patterns induced by back vocoids, are less abundant. However, there is a pos-
sible example in Tigrinya!': numerals exhibit s~[ alternation, with [ appearing
only before back, round, vowels. Thus, we find [s] in [sob¥a] ‘seventy’, but [[] in
[Jobatte] ‘seven’ (Banksira 2000:231fF).

4 A roundabout explanation

4.1 Rounding as an enhancement for S~S distinction

Why should back vowels have an affinity for [-anterior] stridents? One possible
reason is rounding. Back vowels normally involve lip rounding, both in Setswana
and cross-linguistically.

In at least some languages with s S#S contrast, lip rounding serves as a re-
dundant phonetic enhancement of that contrast (Stevens et al. 1986; Keyser &
Stevens 2006). English is such a language: [[] is normally articulated with some
degree of lip rounding. This rounding makes good phonetic sense: it shifts the
noise spectrum of [f] downward, further away from that of [s].!2 With this in
mind, an interaction between posterior sibilants and round vowels seems much
less outlandish.

4.2 Conjecture: A historical pathway

If posterior sibilants have an affinity for rounding, then perhaps the situation we
find in Setswana is a phonologization of that interaction. How would this work?
One possibility is a historical pathway as follows.

UT thank Sharon Rose for pointing this example out to me.

ZKeyser & Stevens (2006: 49) demonstrate this interaction for English, but the phonetic effect
of rounding seems to be far more general. See Ni Chiosain & Padgett (2001: 7) on Turkish, and
McCollum (2015: 342-343) on Kazakh, for instance.
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. Proto-Bantu did not have a S#S contrast (Meinhof 1932; Hyman 2003a,
etc.), but Setswana currently does. At some point, that contrast must have
arisen in some intermediate ancestor of present-day Setswana; call it “Pre-
Tswana”.!®

. Lip rounding serves to enhance the S#S contrast. Pre-Tswana would have
used this enhancement, in much the same fashion as English and other
languages.

. Ina SU sequence, normal C-V co-articulation would cause S to be produced
with some degree of rounding.

. Adding lip rounding to S shifts the spectral distribution down, making it
closer to that of S.

. This means that SU sounds more like SU. Speakers of Pre-Tswana would
be more likely to misperceive S as S when it comes before U than before
other vowels.

. The result:
a) *SU > SU: *S and *S merge to S before round (=back) vocoids.

b) *SA > SA: *S remains S before non-round (=non-back) vocoids.

c) *SA > SA: *S also remains S before non-round (=non-back) vocoids.
The S#S contrast is retained, except before back vocoids.

This pathway is conjecture, with certain facts still to be confirmed. The use of
rounding as an enhancement gesture on S remains to be quantified. The degree
of rounding on back vowels, likewise, remains to be documented. However, it is
worth noting that at least one much earlier description corroborates the presence
of lip rounding on S before back vowels.

One of the earliest published descriptions of the phonetics and phonology of
Setswana comes from Daniel Jones and Sol Plaatje (Jones & Plaatje 1916, et seq.).
Jones & Plaatje (1916: xx.32) make a fine-phonetic distinction between two kinds
of posterior sibilants, [[] and [{], the latter being essentially a rounded [f]. In
their transcriptions, [{] corresponds to modern <§w>, and to <8> before any back
(round) vowel. Thus, [t[oti"] ‘cl.10-all’ is transcribed by Jones & Plaatje (1916: 3)

3Based on Malepe’s (1966) list of historical changes, it seems that [s] comes primarily from Proto-
Bantu velars (particularly *k), while [f] is more often from historical “t and *p (especially *pw).
This may be the reason why [[] is more common with back vowels than front vowels.
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as [c|otlhe’], with rounded [{] rather than plain [[]. This degree of rounding on
/f/ is not distinct from sequences regarded in later work as S-w clusters (e.g. Cole
1955; Chebanne et al. 1997, and in standard orthography). Thus, modern standard
rendering <bétsSwana> (= [betfwana]; archaic variant of baTswana) is transcribed
by Jones & Plaatje as [beclana]. This implies that /[/ has considerable rounding
before back vowels, in at least the Setswana dialect spoken by Plaatje. Jones &
Plaatje do not indicate rounding on any other coronal consonants before back
vocoids (e.g. [kxatwani]).

Although the presence of rounding on stridents before back vowels still needs
to be documented instrumentally, the fact that Jones & Plaatje detected round-
ing in this position is highly suggestive. The point: while the historical pathway
sketched out above is conjectural, the available evidence suggests that it’s very
much on the right track.

4.3 From diachronic change to synchronic phonology

Modern Setswana (or at least the variety considered here) has productive S—S
alternations, not merely a skew in its lexical items. This means that at some point,
the interaction between stridents and back vowels must have changed from di-
achronic drift to part of the learned, synchronic, phonology.

Co-articulatory rounding blurring the phonetic distinction between [s] and
[J] seems insufficient to explain the synchronic situation. There is a contrast
between S and S. All Setswana speakers I have consulted seem to be entirely
capable of distinguishing these consonants acoustically and articulatorily, and
also capable of producing both anterior and posterior sibilants before all vowels.
The S~S pattern also seems to be a point of non-trivial salience from a sociolin-
guistic standpoint: compare modern spellings Setswana and Tswana with more
archaic spellings Sechuana and Chuana (used by Jones & Plaatje (1916), for in-
stance, and the apparent standard at that time). This entails the possibility that
speakers could produce both SU and SU, and moreover have some awareness of
the possibility of varying between them. So, it is plainly not the case that /s/ and
/[/ simply sound alike before back vocoids.

In the synchronic phonology, it seems like the S—S pattern is a qualitative
alternation, not merely the result of gradient gestural overlap or co-articulatory
rounding of S. The phonetic pathway sketched out above is a plausible origin
story for the pattern. But at some point, it must have been integrated into the
phonology of Setswana, with a concomitant shift in representation.
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5 Summary and conclusions

5.1 Summary

The primary aim of this paper has been to demonstrate the existence of a “back-
wards” pattern of sibilant palatalization in some variety of Setswana. As we have
seen, there are speakers who robustly produce S—$ alternations conditioned
by a following back, round, vocoid. These alternations apply systematically to
the class of anterior stridents [s ts ts"], and yield their posterior counterparts
[J tf t/*]. They occur productively across various different categories of mor-
phemes, including verbs, nouns, quantifiers, and demonstratives; the pattern also
appears to hold over the lexicon in a near-complete way (with the exception of
some recent loanwords). Though the pattern is not part of standard Setswana,
evidence that it is real and robust comes not only from speakers I consulted, but
also from the consultants who provided the data for Cole’s (1955) grammar, and
from Sol Plaatje’s own intuitions (Jones & Plaatje 1916).

The secondary aim of the paper has been to argue that the S—S/ U pattern
is not as phonetically unnatural as it might at first seem. The use of rounding
as an enhancement of the S#S contrast offers a very reasonable mechanism for
stridents to shift away from S, and to S, in the context of a back, round, vocoid.
The synchronic S—S/ __ U alternations can be regarded as a sort of phonolo-
gization of co-articulatory rounding of stridents before back vowels. Though not
immediately intuitive, the pattern is not wholly unnatural.

5.2 Broader conclusions

The existence of S—S/ U in Setswana has broader ramifications for the rela-
tionship between phonetics and phonology.

If the claim that S—S/ U is a natural development as suggested in §4, then
we must conclude that two very different kinds of S—S alternations are both
natural: S—S/ __ I, and S—S/ __ U. The naturalness of these patterns comes
from different sources: one is an interaction based on the tongue blade, the other
based on the effects of lip position. But both are phonetically natural — despite
seeming like near opposites.

The naturalness of S—S/ __ U leads to a much broader conclusion: to the
extent that phonetics guides phonology, it does so non-deterministically. The idea
that phonological systems and mechanisms are somehow derived from phonetics
is very much in vogue in some recent work (Ohala 1981; 1990; 2004; Hayes 1999;
Steriade 2008; Kawahara 2008, to name just a few). But in this case, “Does it make
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phonetic sense?” is not the right question to ask. S—S/ T and S—S/_ U are
both phonetically natural, albeit in different ways.

Though S—S/ T and S—S/ __ U are both phonetically natural, they seem
intuitively incompatible with one another, in that the occurrence of the one de-
prives us of most of the data that makes the other apparent. The S—S/ __ U
pattern in Setswana is evident largely because {s ts ts"} do occur before front
vowels, without palatalizing; without this data, the S—S/ __ U palatalization
would not be apparent as such.! It therefore seems unlikely that a stable phono-
logical system could have both S—S/ __Tand S—$S/ __ U simultaneously. If two
mutually-incompatible phonological patterns can both be phonetically natural,
then phonetic naturalness is in principle not enough to give us a complete under-
standing of sound patterns — the choice between these two kinds of palatalization
cannot be made on the basis of naturalness.

Explaining this issue away as something that doesn’t bear on the phonetics-
phonology relationship seems very unsatisfying. The Setswana pattern seems
entirely phonotactic in character. It is not linked to any particular morpheme(s),
nor to one lexical stratum, etc. Despite seeming phonetically odd, it clearly does
not have the hallmarks of a “crazy rule”; instead, it has the hallmarks of being
part of normal phonology.

Interestingly, Malepe (1966) also reports that the Kgatla dialect of Setswana
has S—S/ __ i, the much more familiar sort of pattern found in Japanese and
many other languages. This implies that both S—S/ T and S—S/ __ U can
both arise from the same phonetic and phonological substrate.

Why S—§/ __iis so common cross-linguistically, and why S—S/ __ u is not
more abundant, is a lingering question for future work to sort out. But as a prelim-
inary, it seems unlikely that the choice between them can be attributed to micro-
level phonetic differences. That is, it’s unlikely that the appearance of S—S/
U in Setswana is somehow tied to the fine phonetic quality of S, S, or U in the
language, because Pre-Tswana also developed the S—S/ i pattern, albeit in a
different dialect.

!41f Setswana also had S—$S/ __I, then the surface generalization would be S—S/ __ {ireowu},
i.e. before all vowels except [a]. With so many fewer opportunities to observe non-palatalized
sibilants, and with palatalization happening everywhere else, it would be easy for learners to
re-analyze the pattern as one of de-palatalization: S—S/ __ a.
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Chapter 4

Liquid realization in Rutooro

Lee Bickmore
University at Albany, SUNY & University of the Free State

This paper provides a description and analysis of te distribution of the liquids [r]
and [1] in Rutooro (E.12), a Ugandan Bantu language. The allophone that appears is
conditioned by the backness of both the preceding and following vowel. Assuming
/r/ is underlying, it changes to [l] in contexts when the preceding vowel is back
and the following vowel is front. A systematic set of apparent surface counter-
examples, leading to phrasal minimal pairs, are argued to be the result of the rule
applying twice — both lexically and post lexically, where a separate post-lexical
rule of vowel deletion is responsible for the opacity.

1 Introduction

Rutooro (E/J.12) is a Bantu language spoken by roughly a half million speakers in
western Uganda. Other closely related languages in the “Nyooro/Ganda” group
include: Luganda, Runyankore, Ruciga, Nyooro, Soga, and Gwere. Previous work
on the language includes a dictionary (Kaji 2007) a brief article on the tone (Kaji
2008), and a Runyooro-Rutooro grammar (Rubongoya 1999). The data presented
in this paper were collected from Barbara Balinda, a 26 year old native speaker
from Fort Portal, currently residing in Albany, NY.

The goal of this paper is to describe and analyze the distribution of liquid con-
sonants in Rutooro. It will be argued that the lateral [1], the flap [¢], and the trilled
[r] are all allophones of a single underlying sound. While the realization of the
trill is fairly straightforward to characterize, the complementary distribution be-
tween the lateral and flap is much more complex, and is the focus of this study.
First, the distribution of these two allophones within single words is such that
it is not immediately obvious which should be characterized as the elsewhere
case and therefore chosen to be basic. Only after examining liquid realization
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within phrases is it evident which of these must be posited as underlying. Second,
whichever is chosen to be basic, the derivation of the other must include informa-
tion about both the preceding and following vowels. Third, given the triggering
environment, it does not appear that this process can be considered one of assim-
ilation. Finally, while Kaji (2008) provides a solid description of the complemen-
tary distribution among these three allophones (completely consistent with what
I found), it is based solely on word-level data. This study significantly expands
our understanding of the realization of these sounds by considering phrasal data.
Accounting for this allophony in a rule-based approach, it will be argued that
the rule affecting a change in [lateral] actually has two chances to apply: once at
the word level and again at the phrasal level. This cyclic-type ordering actually
leads to phrasal minimal pairs involving the two liquids, even though they are
not underlyingly contrastive.

2 Distribution of liquid consonants

2.1 Liquid realization at the word level

Phonetically, there are three liquid consonants in Rutooro: the lateral [1], the flap
[c] and the trilled [r], all in complementary distribution. (The articulation of the
[r], while a trill in the speech of some Rutooro spreakers, is realized as an alve-
olar approximate in that of others.) The practical orthography of the language
represents the liquid as {I), the flap as <r) and the trill as {rr). I will use this more
orthographic representation of these three sounds from here forward. In addi-
tion, while I will suggest below that it is not in fact immediately obvious whether
the underlying segment should be posited as /1/ or /r/, evidence discussed later
suggests it should be /r/. T assume that here and will defend it in §2.3.!

The trilled liquid is the phonetic realization of two underlying /r/s becoming
adjacent due to a process that deletes a vowel (most commonly /i/) between them.
This can be seen in the examples below.

(1) a. omu-rro
/omu-riro/
c3-fire

“fire’

"With regard to the Rutooro transcriptions, no tone is marked. Rutooro is one of the relatively
few Bantu languages where all lexical tone contrast has been lost. Synchronically, a High is
predictably found on the penult of each phonological phrase.
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b. ku-rr-a
/ku-rir-a/
INF-Cry-FV
‘to cry’

c. ba-kor-r-e
/ba-kor-ir-e/
3PL-work-APPL-FV
‘that they work for’

I will now show that the distribution of the lateral and flap allophones of /r/ de-
pends upon both what immediately precedes and follows the liquid. Specifically,
it is the backness of any adjacent vowels which condition the distribution. The
lateral is found when two conditions are met: 1) it is word-initial or preceded by
a back vowel, and 2) it is followed by a front vowel. This is illustrated in the ex-

amples from nouns below (where the hyphen separates the nominal class prefix
and the stem).

2) [1]in [+bk] __ [-bk]

a. omu-gole ‘bride’
b. oru-baale ‘hail’
c. e-gali ‘bicycle’
d. eki-cooli ‘corn’

(3) [lin [, — [-bK]

leesu ‘waistcloth’

The liquid phoneme is realized as [r] when either: a) followed by a back vowel
or b) preceded by a front vowel.

(4) [r]in [+bk] __ [+bkK]

a. en-garo ‘hand’
b. oru-kurato ‘meeting’
c. aka-tuunguru ‘onion’
d. en-jora ‘cloth’

(5) [r]in [-bk] _ [+bk]
a. bendera ‘flag’
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b. eki-bira “forest’
¢. i-somero ‘school’
d. eki-cumbiro ‘kitchen’

(6) [r]in [, [+bK]

a. raangi ‘color’
b. ruhanga ‘God’
c. rugabire ‘sandal’

(7)  [r] in [-bk] _ [-bK]

a. omu-zaire ‘parent’
b. eki-gere ‘foot’
c. firimu “film’
d. omu-ceeri ‘rice’

Given the distribution described and illustrated above, neither the environ-
ment where [r] is found, nor the one where [1] is found can be stated simply, i.e.
without recourse to disjunction. In (8) we formulate the rule necessary if /r/ is
chosen to be basic, and in (9) we formulate the rule necessary if /1/ is chosen to
be basic. As can be seen both involve a disjunctive environment, requiring the
use of curly brackets.

(8) Assuming /r/ to be underlying

#
r—1/ { [+bk] }[+bk]

(9) Assuming /l/ to be underlying

[-bk]__
l—rx/ { _[+bk] }

While neither the distribution of [1], nor [r] is easily identified as the “else-
where” case, we will see evidence later which favors the choice of /r/ as the
phoneme. Until then, as noted above, I will assume /r/ in the discussion which
follows.

The forms in (2-6) show the realization of the liquid in contexts where the
liquid is tautomorphemic with the surrounding vowels. That this allophonic vari-
ation can in fact result in morphological alternations is shown in the examples
below:
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(10) Verb roots ending Back Vowel + /r/

a. ku-har-a ‘to scratch’

b. ba-hal-e ‘that they scratch’
c. ku-zoor-a ‘to find’

d. ba-zool-e ‘that they find’

e. ku-sasur-a ‘to pay’

f. ba-sasul-e ‘that they pay’

(11) Alternations in class 5 nominal prefix /ri-/

a. e-ri-ino ‘tooth’

b. li-ino ‘it is a tooth’

c. e-ri-iso ‘eye’

d. li-iso ‘it is an eye’

e. e-rii-ndazi ‘doughnut’

f. lii-ndazi ‘it is a doughnut’

In (10) it can be seen that the root-final liquid, preceded by a [+back] vowel,
surfaces as [r] before the [+back] default Final Vowel /-a/ (cf. 4), but as [1] before
the [-back] subjunctive Final Vowel /-e/ (cf. 2). In (11) the liquid of the Class 5
noun prefix surfaces as [r] when preceded by the [-back] preprefix /e-/ (cf. 7),
but as [1], when no preprefix precedes (cf. 3), signaling the copulative meaning.

Below, it is shown that [back] value of glides is equally relevant in the deter-
mination of the distribution of the liquid allophones.

(12) Effect of glides

a. ba-sasul-e ‘that they pay’ /ba-sasur-e/
b. ba-sasur-w-e ‘that they be paid’ /ba-sasur-u-e/
c. ba-zool-e ‘that they find’ /ba-zoor-e/

d. ba-zoor-w-e ‘that they be found’ /ba-zoor-u-e/
e. ku-gi-ry-a ‘to eat them (C4)’ /ku-gi-ri-a/

f. ku-ly-a ‘to eat’ /ku-ri-a/

g. e-ry-aato ‘boat’ /e-ri-ato/

h. ly-aato ‘it is a boat’ /ri-ato/
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The examples in (12a-12d) show that the glide [w] acts as a [+back] segment in
triggering the realization of this liquid phoneme. As the liquid is surrounded by
two [+back] vocoids in those cases, it surfaces as [r]. The examples in (12e-12h)
show that the glide [y] acts as a [-back] segment in this regard. Since the liquid
is word-initial and followed by a [-back] vocoid in those cases, it surfaces as [1]

2.2 Liquids realization at the phrase level

Having established the environments that [1] and [r] appear in at the level of the
word, let us now turn to phrases. First we consider the short phrases in (13-15).

(13) ku-leet-a li-nu
INF-bring-Fv c5-DEM
‘to bring this one (C5)’

(14) ba-leet-e li-nu
3pPL-bring-suBJ c5-DEM
‘that they bring this one (C5)’

(15) e-ki-sani li-ino
1v-c7-drawing c5-tooth

‘the drawing is a tooth’

In (13-15) the word-initial (but phrase-medial) Class 5 noun prefix in each case
is realized as [1]. We saw this in (15) and (11b, d, f) where the liquid was followed
by a [-back] vowel but not preceded by any sound (being both word and phrase-
initial in those cases). However, we have also seen that when the liquid is both
preceded by and followed by [-back] vowels, as in (7) and (11a, c, e), it is realized
as [r]. We conclude from the examples in (13-15) that it is not possible to simply
say that the domain of application of the r—1 rule in (8) is the phrase (with no
regard to word boundaries) as such would ungrammatically predict the realiza-
tion of [r] in these cases. One way to account for these facts is to posit the r—1
rule in (8) as a word-level process, taking place before any post-lexical rules.

Before investigating liquid resolution in additional phrasal contexts, we must
first examine a process of vowel deletion that operates across words. As seen
in the phrasal data below, a [-hi] vowel at the end of a word deletes before a
following word-initial vowel, with a compensatory lengthening of that second
vowel.
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(16) a. ku-leet oo-muu-ntu
/ku-leet-a  o-mu-ntu/
INF-bring-Fv 1v-cl-person
‘to bring the person’

b. ku-som ee-ki-tabu
/ku-som-a e-ki-tabu/
INF-read-Fv 1v-c7-book
‘to read the book’

c. ba-han aa-baa-ntu
/ba-han-e a-ba-ntu/
3pL-advise-SUBJ 1vV-C2-people

‘that they advise people’
The rule accounting for this is formalized below:

(17) Vowel Deletion
Vo oo/ dyolV
[-hi]

Given, this process we can now examine some additional phrases that are rele-
vant to our understanding of liquid realization, namely those where an under-
lying liquid precedes a word-final vowel that will be deleted by the rule in (17).
First let us examine the case where the vowel preceding the liquid is [-back], and
the first vowel of the following word is [+back]

(18) a. ba-zool oo-muu-ntu
/ba-zoor-e  o-mu-ntu/
3pL-find-suBjJ 1v-cl-person
‘that they find the person’

b. ba-zool aa-baa-ntu
/ba-zoor-e  a-ba-ntu/
3pL-find-sUBJ 1v-C2-person
‘that they find the people’

c. a-ka-tal aa-ko
/a-ka-tare a-ko/
1v-c13-market 1v-DEM.13

‘this market’
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d. o-bu-zaal 00-bu
/o-bu-zaare o-bu/
IV-C14-KINSHIP IV-DEM.14

‘that kinship’

In each case above the liquid is underlying preceded by a back vowel. While it
is followed by a [-back] vowel underlyingly, due to application of Vowel Deletion,
it is followed by a [+back] vowel on the surface within the phrase. As can be seen,
in each case the liquid is realized as [1]. Here again, if were to assume that liquid
realization is a phrase-level process that occurs after Vowel Deletion, we would
incorrectly predict that the liquid should surface as [r], as it did in (4) between
two back vowels. If, however, we consider the liquid realization rule to take place
at the word level, we directly account for the patterns in (18), as we did in (16).
This is illustrated in the derivation below of (18a), where Vowel Deletion counter-
bleeds the r—1 rule.

(19) /ba-zoor-e o-mu-ntu/ UR
ba-zool-e o-mu-ntu r — 1 (word-level)
ba-zool oo-mu-ntu V-Deletion (phrase-level)

Finally, let us examine the case where the vowel preceding the liquid is [+back],
the word-final vowel after it is [-back], and the following word begins with a
[+back] vowel.

(20) a. ku-zool ee-bi-tabu
/ku-zool-a e-bi-tabu
INF-find-Fv 1v-c8-book

‘to find the books’
b. ku-hal ee-bii-ntu
/ku-har-a e-bi-ntu/

INF-scratch-Fv 1v-c8-thing
‘to scratch the things’

c. e-ky-aal  ee-ki
/e-ki-ara  e-ki/
1v-c7-finger 1v-DEM.7
‘that finger’
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d. e-ki-kool ee-ki
/e-ki-koora  e-ki/
1v-c7-dry.leaf 1v-DEM.7
‘that dry leaf’

In each case above the liquid is realized as [1]. Yet, this is unexpected given our
current analysis. If the r—1rule applies at the level of the word, we would expect
it not to apply in these cases since the liquid within the word is both preceded
and followed by a [+back] vowel, an environment where [r] is attested (cf. 4). In
order to account for the realization of the liquid as the lateral in these phrases,
we must assume that the r—1 rule applies after Vowel Deletion, as it must be fed
by it. This is shown in the derivation below of (20a).

(21) /ku-zoor-a e-bi-tabu/ UR
ku-zoor ee-bii-tabu V-Deletion (phrase-level)
ku-zool ee-bii-tabu r — 1 (phrase-level)

Yet, if the r—1 rule is only a phrase-level one, it will fail to account for phrases
such as the ones in (13-18), as detailed above. Within this rule-based derivational
framework, one way to account for all of the phrases examined here is to posit
the r—1 rule as both a word-level, as well as a post-lexical phrasal process. In
crude terms, under this analysis an underling /r/ has two chances to become [l]:
first if the structural description of the process is met within the word, and again
if the structural description is met at the level of the phrase, after vowel deletion.

Next, it is interesting to note that while [r] and [l] are allophonic variations
of a single phoneme in Rutooro, their complex realizationpatterns can actually
lead to minimal pairs at the phrase level. This is shown below.

(22) tu-bal aa-maa-ndazi
/tu-bar-e a-ma-ndazi/
1PL-count-sUBJ 1v-c6-donut

‘let’s count the donuts’

(23) tu-bar-a a-maa-ndazi
/tu-bar-a a-ma-ndazi/
1PL-count-Fv 1v-c6-donut

‘we count donuts (Habit)’

The example in (22) is in the Subjunctive which is formed by adding the suffix
/-e/ onto the verb. The r—1 rule will apply at the level of the word as its structural
description is met there. Vowel Deletion will eliminate the /-e/ resulting in a
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compensatorily lengthened [aa] after the liquid. The example in (23) is in the
Habitual which is formed by adding the default Final Vowel /-a/ onto the verb.
The r—1 rule will not apply at the level of the word as the /1/ is both preceded and
followed by a [+back] vowel. This remains true at the phrasal level as well, and
thus the liquid is realized as [r]. Thus, even though these two phrases are minimal
pairs, differing only in distinct realizations of [r] and [1], it is not evidence of
an underlying contrast between these two sounds, as has been carefully shown
throughout this paper.

2.3 Evidence for /r/

Having now considered all of these phrases, let us return to the question as to
whether it would be equally plausible to set up the liquid as underlyingly /I/. In
(13-18), one could assume the 1—r rule formalized in (9) would be applicable only
at the level of the word. At that level it would not apply to a form such as /ba-zool-
e o-mu-ntu/ (18a) since a [+back] vowel precedes the liquid and a [-back] vowel
follows. Vowel Deletion would yield ba-zool oo-mu-ntu (the correct phonetic
output). The structural description of the l—r is now met, but we must prevent
the rule from applying, as it would incorrectly predict the liquid should surface
as [r]. We would therefore be forced to posit that the rule only applies at the
word level, and not the phrasal one.

Under the /I/ analysis, the UR of (21) would be /ku-zool-a e-bi-tabu/. The struc-
tural description of the I —r rule is met at the level of the word as the /1/ is fol-
lowed by a [+back] vowel, yielding: ku-zoor-a e-bi-tabu. Vowel deletion would ap-
ply at the phrase level, producing the ungrammatical *ku-zoor ee-bi-tabu (where-
as the grammatical output is [ku-zool ee-bi-tabu]). This, then, is evidence that
under this rule-based account, the liquid must be set up underlyingly as /r/, and
not /I/.

One final note on the allomorphy involving liquids should be noted here. As in
many Bantu languages, the liquid(s) in Rutooro also alternate with /d/, the latter
allophone appearing only after a nasal. Relevant Rutooro forms are given in (24),
and the rule to account for this in (25).

(24) a. ku-ras-a
INF-shoot-Fv
‘to shoot’
b. kuu-n-das-a
INF-1sG-shoot-Fv

‘to shoot me’
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(25) r—d/[+nas]

The analysis proposed in this paper posits /r/ as the phoneme, with the r—l
rule in (8) and the fortition rule in (25). (It is not clear whether the existence of the
trilled-r requires a third allophonic rule or is simply what happens to a geminate
[rr] in the phonetic implementation component.) If one were to posit /d/ as the
underlying segment, then both a d—1 rule (with the environment found in 8) as
well as a d—r rule (with the environment found in 9) would be required. I would
submit that the /r/ analysis is to be preferred over a /d/ one since the rule in (25)
is less complex, not having the disjunctive environment found within the rule in

9).

3 Character of rule

The last point of discussion concerns the character of the rule itself. The first
point to be made is that liquid realization in Rutooro does not fall among the
vast class of rules which are triggered by a single adjacent segment. We have
provided ample justification above that this allophony is dependent on the back-
ness of both the preceding and following vowels. Second, one can ask whether
this process is one of assimilation. I would submit that there is no evidence to sup-
port that. In the distinctive feature model, the structural change of this process
involves a single feature, [lateral], but what conditions the change is not [lateral]
but [back]. Even from a more phonetic perspective, while one might be able to
argue that in some language one of the liquids has a somewhat more fronted or
backed realization vis-a-vis the other liquid, in Rutooro such a motivation seems
impossible, since the allophone [r] is realized both in the most back context (i.e.
between two [+back] vowels) as well as the most front context (i.e. between two
[-back] vowels). Even saying that the lateral is phonetically motivated as a re-
sult of some kind of “transition,” from the tongue being more back and moving to
the front is problematic, since the [1] also occurs word-initially before back vow-
els, where arguably no transition is involved. In summary, it seems that while
cannonical cases of allophonic variation are both postlexical and assimilatory
in nature, liquid realization in Rutooro is neither — being required to apply at
the word (lexical) level and involving changing one feature ([lateral]) due to the
presence of a very different one ([back]).
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Abbreviations

APPL  Applicative INF  Infinitive
c# Class(Number) v Initial Vowel
DEM Demonstrative SuBJ] Subjunctive
FV Final Vowel
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Chapter 5

Tumbuka prosody: Between tone and
stress

Laura Downing
University of Gothenburg

Tumbuka is spoken in the northern Lake Malawi region where it is typical for Bantu
languages to have what has been called a restricted tone system: all words must
have a High tone. This kind of prosodic system has stress-like properties, and func-
tions similar to Kisseberth & Odden (2003). Vail (1972) suggests that Tumbuka is a
purely stress language. This paper argues, in contrast, that because Tumbuka High
tone realization has tone-like properties, as defined in Hyman (2006; 2009; 2012;
2014), as well as stress-like properties, it cannot be considered a canonical stress
language. It is proposed that the synchronic Tumbuka prosodic system evolved
from one where contrastive High tone takes a phrasal domain through processes
- formalizable as an OT factorial typology — which made phrasal prosody more
transparently predictable by eliminating most tonal contrasts.

1 Introduction

Since McCawley (1978) observed that the tone systems of Proto-Bantu and many
synchronic Bantu languages have both tonal and accentual - i.e., stress-like —
qualities, a tradition of research has investigated where the prosodic systems of
particular languages fit on a typological continuum from more tonal to more
stress-like. One goal of this research is to determine what properties define the
two types of prosodic systems. As it is assumed that the direction of change in
Bantu prosody has been from Proto-Bantu’s more tonal system to a more stress-
like one, another research goal is to determine what systemic factors favor the
change from a more canonical tonal to a more stress-like tonal system. (See Clem-
ents & Goldsmith 1984; Hyman 2006; Odden 1999). As Gussenhoven (2006) ob-
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serves, in pursuing both goals, it is the languages that lie between tone and stress
that prove most instructive.

This paper takes as case study an analysis of the prosodic system of Tumbuka
(N.20), where tone realization is mostly predictable, except in the substantial ideo-
phonic lexicon. After presenting a sketch of Tumbuka prosody in §2, §3 shows
that Tumbuka tonal distribution has both tonal and stress-like properties, as de-
fined in Hyman (2012; 2014). That is, its prosodic system lies between tone and
stress. §4 takes up the question of how Tumbuka’s phrasal tone system fits into
a historical scenario linking it to the more canonically tonal Proto-Bantu system.
It is proposed that phrasal High tone realization is the triggering factor leading
to loss of tonal contrasts. §5 concludes the paper.

2 Sketch of Tumbuka prosody

Tumbuka (Bantu N.21) is one of the three national languages of Malawi (with
Chichewa N.31 and Yao P.21). The data presented come from my fieldwork on
the language. (There is no grammar of the language, as far as I know, though
there are some dissertation-length studies: e.g., Chavula (2016), Mphande (1989),
and Vail (1972).)

2.1 Words in isolation — non-ideophones

As shown by the data in (1) and (2), cited from Downing (2008); Downing (2012),
there are no lexical or grammatical tonal contrasts in the non-ideophonic lexicon
of Tumbuka. (We turn to ideophones in §2.3, below.) Vowel length is also not
contrastive: the penult of every word in isolation is lengthened and its first half
bears a High tone:

(1) No tonal contrasts in nouns

Singular Gloss Plural
a. muu-nthu ‘person’ Wwaa-nthu
b. m-liimi ‘farmer’ wa-liimi
c. m-ziinga < *-dinga ‘bee hive’ mi-ziinga
d. m-siika ‘market’ mi-siika
e. khuuni < *-kuni ‘tree’ ma-kuuni
f. baanja ‘family’ ma-baanja
g. ci-paaso “fruit’ vi-paaso
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5 Tumbuka prosody: Between tone and stress

h. ci-ndiindi ‘secret’ vi-ndiindi
i. nydama < *-nyama ‘meat, animal’ nyaama
: 7 . 7’ \ < ’ .
j. mbuuzi < *-budi goat’ mbuuzi

(2) No tonal contrasts in verbs or verb paradigms

a. ku-liima < *dim- ‘to farm’
ti-ku-liima ‘we farm’
ti-ka-liima ‘we farmed’
t-angu-liima ‘we recently farmed’
n-a-wa-limiira ‘T have farmed for them’
Ww-a-liima ‘they have farmed’
wa-zamu-liima ‘s/he will farm’

b. ku-zéenga < *jéng- ‘to build’ zéenga! ‘build!”
ti-ku-zéenga ‘we build’
ti-ku-zéenga ‘we build’

nyuumba yi-ku-zengéeka  ‘the house is being built’

wa-ka-zéenga ‘they built’
wa-ka-ku-zengéera ‘they built for you sg’
Wwa-ka-mu-zengeraa-ni ‘they built for you pl.
n-a-zéenga ‘T have built’

wa-zamu-zéenga ‘s/he will build’
Wa-zamu-zengeraana ‘they will build for each other’

To put these Tumbuka prosodic patterns into a wider perspective, penult length-
ening (especially phrase-penult), is considered a correlate of stress and is very
common cross-Bantu (see, e.g., Doke 1954; Downing 2010b; Hyman 2013; Philipp-
son 1998). It is also very common cross-Bantu for contrastive High tones to be
attracted to the penult (see, e.g., Kisseberth & Odden 2003; Philippson 1998). And
it is attested (though it is not clear how widespread this is) for other languages
of the northern Lake Malawi region to have what have been called restricted or
predictable tone systems: all words must have a High tone (Odden 1988; 1999;
Schadeberg 1973). For example, Odden (1988) characterizes HiBena (a Bantu lan-
guage spoken in SW Tanzania) as having a predictable tone system because every
noun must have a High tone, realized on either the penult or the pre-stem vowel,
and most verb forms require a High tone on the penult:
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(3) HiBena (Odden 1988: 236)

a. Nouns
mu-goosi ‘man’
hi-fuva ‘chest’
mu-guunda ‘feld’
lu-fwiili ‘hair’
li-fuldha ‘cloud’

b. Verbs
kwaamile ‘put to pasture’(subjunctive)
ndi-lima ‘Twill cultivate’(near-future)
ndaa-limaga ‘T used to cultivate’
ndaa-limiige ‘T was cultivating’
ndihaa-limile T cultivated’ (intermediate past)
ndaa-limile T cultivated’ (far past)
hu-limila ‘to cultivate for’

Is Tumbuka, then, another predictable tone language?

2.2 Tumbuka phrasal prosody

Tumbuka words have the isolation pronunciation illustrated in (1) and (2) only
when they are final in a phrasal domain. That is, penult lengthening and a High
tone on the initial mora of the lengthened penult are phrase-level properties,
not word-level ones, as only some words in a sentence have this prosody. (See
Gordon 2014 for recent discussion of the issue of disentangling word-level from
phrase-level prosody.) Evidence that the relevant prosodic domain is the Phono-
logical Phrase is that, as Downing (2006; 2008; 2010a; 2012; 2017) shows, neutral
prosodic phrasing in Tumbuka is conditioned by the right edge of NP. Subject
NPs and Topics are phrased separately from the rest of the clause. A verb plus its
first complement form a single phrase, and following complements are generally
phrased separately:

(4) Tumbuka prosodic phrasing (parentheses indicate phrasing)
a. (ti-ku-phika siima)
we-TAM-cook 9.porridge

‘We are cooking porridge’
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b. (W-aana) (Wa-ku-wa-vwira Wa-bwéezi)
2-child 2sBj-TAM-2.0BJ-help 2-friend
“The children help the friends’

c. (ti-ka-wona mu-nkhiungu) ku-msiika).
we-TAM-see 1-thief Loc-3.market
‘We saw a thief at the market.

d. (m-nyamaata) (wa-ka-timba nytiumba) (na liibwe).
1-boy 1-tAM-hit 9.house  with 5.rock
“The boy hit a house with a rock’

e. (Wa-liimi) (Wa-luta ku-maunda)
2-farmer 2-go  Loc-fields
“The farmers have gone to the fields’

In short, in the non-ideophonic vocabulary, tone is predictable and non-con-
trastive. Instead, it could be considered a correlate of phrasal stress — that is,
intonational level pitch-accent — as High tones consistently occur on the first
mora of penult syllables that are lengthened as another correlate of phrasal stress.
(See Downing 2017 for detailed discussion of Tumbuka intonation.) For these
reasons, Kisseberth & Odden (2003) and Vail (1972) classify Tumbuka as a stress
language, suggesting that it has lost all Proto-Bantu tonal contrasts.

2.3 Tone is contrastive in ideophones

Even though it is true for much of the Tumbuka lexicon that High tone is ana-
lyzable as a predictable correlate of phrasal stress, it is not true that High tone
is entirely predictable because tone is contrastive in the ideophonic lexicon. This
has been extensively documented by Mphande (1989), Mphande & Rice (1995),
and Vail (1972).

A couple of the minimal pairs listed in Vail’s and Mphande’s work that I have
re-elicited in sentences are cited in (5). Notice that while ideophones are re-
stricted to occur in phrase-final position — the position where we find predictable
High tone on non-ideophonic words — the tone of ideophones is not predictable.
As illustrated by the data below, we find contrastively level High and Low-tones
on the ideophones, rather than the predictable pattern of a falling tone over a
lengthened penult:
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®)

(6)

80

Contrastive tone in Tumbuka ideophones (Downing elicitation notes);

ideophones underlined

a.

(Ku-diindi ) (ku-ka-Pa yii ) (sénoni-la na wobofi)
Loc-cemetery LocSBJ-TAM-be [pgo so  I-was with fear
‘At the cemetery it was deserted-quiet, so I got scared.

cf. tonal minimal pair:

(Ntchewe yiithu) (yi-ka-tchimbirira ku-ma-kduni)

9.dog 9.our 9SBJ-TAM-ran.to Loc-4-wood

(Namiise) (ti-ka-wona kuti yi-kwiza yaayi)

Evening we-TAM-see that 9SBj-come not

(Yi-li ku-zyepa yii)

9SUBJ-BE INF-Lost Ipgo

‘Our dog ran into the woods. In the evening we saw that it was not
coming. It got lost completely’

(Jéeni ) (wa-ku-liira. ) (Maso yaake)  (ya-li cée)

1Jane 1SuBJ-TAM-cry 4.eye 4.her 4.SBj-cop IDEO

‘Jane is crying. Her eyes are red.

cf.- near minimal pair:

(Wa-ka-mu-kora mu-nkhiungu) (wa-kw-ifa ngbéoma )
2SBJ-TAM-10Bj-catch 1-thief 1SBJ-TAM-steal 10.maize
(ztupa) (li-li ngéé)

5.sun  5SUBJ-COP [pgo

“They caught the thief stealing maize in broad daylight’

While the ideophones in (5) are monosyllabic, Mphande (1989) amply demon-
strates that ideophones can be longer and can have any combination of High and
Low tones. Note that vowel length is also contrastive:

a.

o T

= 0

Sample Tumbuka ideophones (Mphande (1989: 154-155))

khuu ‘blowing of wind’
mwaa ‘of being scattered like sand’
yii ‘of absolute silence or desertedness’
bi ‘of being very dirty’
pipi ‘of pungent smell’
. buli ‘appearing suddenly’
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g. wunji ‘of being gathered together’

h. khwapu ‘of a trap suddenly released’
i. zoto ‘of hitting and denting a surface’
j. chwubi ‘of plunging into a liquid’

k. 166lii ‘of staring stupidly’
L. koti ‘of stopping weakly’

m. gali ‘of sudden flash of light’

n. lipwiiti ‘of being completely non-stiff’

o. hyugumu ‘of sneaking away unnoticed’

p. vyalakata ‘of sitting down in an exhausted way’
q. thélelele ‘of sliding off a slippery surface’
r. kikiki ‘of laughing in a shrill [way]’

It is important to point out that ideophones form a large subset of the lex-
icon: Mphande (1989)’s study investigates the grammatical properties of some
500 Tumbuka ideophones. As we can see from the examples above, the ideo-
phones are not simply onomatopoeic words, though most do have some kind of
depictive quality, said to be typical of ideophones (Dingemanse 2012). This num-
ber and range of functions are typical: Childs (1994: 179) shows that ideophones
make up a large and productive part of the lexicon in many African languages.
They therefore cannot be considered a marginal part of the language.

To sum up this section, the fact that contrastive tone is characteristic of the
substantial ideophonic lexicon makes it misleading to characterize Tumbuka as
a purely stress language, as Kisseberth & Odden (2003) and Vail (1972) do.

3 Evaluating Tumbuka prosodic properties

Hyman (2009; 2012; 2014) argues, in fact, that it is a misleading shortcut in gen-
eral to classify languages in terms of monolithic categories like stress language
or tone language. He develops a property-driven approach to prosodic typology,
which has the goal of characterizing the “same and different ways that individ-
ual properties are exploited within phonological systems.” I show in this section
how this approach allows us to define precisely which canonical stress and tone
properties are exploited in the Tumbuka prosodic system.
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3.1 Stress-like properties

In order to evaluate the stress-like and tone-like properties of the Tumbuka pro-
sodic system, one first needs to adopt an explicit set of canonical properties. I
begin by evaluating the stress-like properties of Tumbuka prosody, adopting Hy-
man’s (2012; 2014) definition of a canonical stress system, cited below. Properties
a. and b. are proposed to be definitional of stress systems:

(7) Canonical stress properties (Hyman 2014: 61)

obligatory: all words have a primary stress

a.
b. culminative: no words should have more than one primary stress

e

predictable: stress should be predictable by rule

o

autonomous: stress should be predictable without grammatical
information

demarcative: stress should be calculated from the word edge
edge-adjacent: stress should be edge-adjacent (initial, final)

non-moraic: stress should be weight-insensitive

5@ oo

privative: there should be no secondary stresses

-

audible: there should be phonetic cues of the primary stress

To put Tumbuka in perspective, I evaluate its canonical stress properties in
parallel with those of Swahili and English in the table in Table 1. I assume that
readers of this article are familiar with the English stress system. Swabhili is an-
other Bantu language, and the prosody of words in isolation is very similar to
that of Tumbuka. Words have a lengthened penult vowel, realized with falling
intonation: see (8a) — (d). However, unlike Tumbuka, words in phrase-medial
position also have lengthened penults and, often, a High tone - see (e) and (f):

(8) Swahili stress prosody (Ashton 1947: 5; Mohamed 2001: 14; Polomé 1967)

a. né:nda ‘goV’

b. ni-ta-ku-pi:ga ‘I shall hit you’

c. jiko ‘kitchen’

d. jiké:ni ‘in the kitchen’

e. si:na hakika ‘T am not sure.

f. kijamna anau:mwa kid6:go. “The youth is a bit unwell’
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Table 1: Stress-like distribution of High tones in Tumbuka?

Property Tumbuka Swabhili English
word level phrase level wordlevel word level

obligatory J J J

culminative ? J J

predictable J N

autonomous J

demarcative J J J

edge-adjacent penult penult

non-moraic J J

privative ? J

audible J J J

As we can see in the table in Table 1, since the potential correlates of stress —
High tone along with penult lengthening — are phrase level properties, Tumbuka
actually has no word level stress properties:

Recall that the canonical, defining property for a stress system is that all (pho-
nological) words should be stressed. Tumbuka thus contrasts with Swahili, which
has a perfect canonical stress system. Surprisingly, as Hyman (2014) demon-
strates, even though stress is a central phonological property of English, the
stress system of English is far from canonical.

In sum, even though High tones have a stress-like distribution, the fact that
stress correlates like High tone and penult lengthening are only phrase-level
properties makes Tumbuka a non-canonical stress language, since stress is by
definition a word-level property.

3.2 Tone-like properties of the Tumbuka prosodic system

Hyman (2006: 229), citing Welmers (1959; 1973), defines the following canonical
property of a tone language:

(9) A language with tone is one in which an indication of pitch enters into
the lexical realization of at least some morphemes.

Even though High tone is a predictable correlate of non-ideophonic words in
a position to be assigned phrasal stress, Tumbuka still satisfies this definition

83



Laura Downing

of a tone language because, as we saw in §2.3, above, tone is contrastive in the
substantial ideophonic lexicon.

While ideophones often have special phonology (Newman 2001, Dingemanse
2012), this is no reason to dismiss them as the kind of morpheme that can provide
evidence that Tumbuka prosody has some tonal properties. As Newman (2001) ar-
gues, the special phonology of ideophones can only be considered to ‘stretch’ the
grammar of the prosaic language; it does not disregard it. Recent work by Shih
& Inkelas (2015) on Mende tone patterns, for example, shows that ideophones
in that language “operate within fairly conservative parameters of the overall
Mende tonotactics grammar.” Echoing this viewpoint, Dingemanse’s (2012:657)
recent survey article concludes: “..if ideophones flout the rules, it is in orderly
ways. They form a coherent system of their own, building on the regular system
but orthogonal to it” Indeed, Mphande (1989) argues that contrastive tone in one
area of the Tumbuka grammar (ideophones) is more likely if tone is active in
the phonology in general. In stress languages like Swabhili, for example, it is not
reported that ideophones have contrastive tone (Ashton 1947: 313ff; Lodhi 2004).

As Sharon Rose and Thilo Schadeberg (p.c.) point out, it is not surprising that
the ideophonic lexicon is the area of the Tumbuka lexicon that preserves Proto-
Bantu tonal contrasts. Ideophones typically must be pronounced with a partic-
ular prosody. Furthermore, in all the data I have collected, ideophones always
come in phrase-final position, the position of phrasal stress where tone contrasts
might be expected to be protected from neutralization. (See work like Beckman
(1997), Harris (2004) and Steriade (1995), and references therein, on the correla-
tion between stressed position and the realization of phonemic contrasts.) We
return to these points in the next section

To sum up, while Tumbuka’s prosodic system uncontroversially has tonal
properties — e.g. contrastive tone in the substantial ideophonic lexicon — Tum-
buka is certainly a non-canonical tone language because only the ideophonic
lexicon exhibits tonal contrasts. Elsewhere, High tone is a predictable correlate
of phrasal stress. Since stress is a phrasal property of Tumbuka, not a lexical one,
this aspect of its prosodic system is also non-canonical: stress is canonically a
property of words, not just of phrase-level phonology (Hyman 2012, 2014, though
see Gordon 2014).
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4 The path to Tumbuka’s prosodic system

The question naturally arises of how Tumbuka’s prosodic system might have
developed from Proto-Bantu’s more canonically tonal one, reconstructed with a
two-tone contrast (H vs. @) for all lexical morphemes (Meeussen 1967). The analy-
sis builds on the observation that, in a number of synchronic Bantu tone systems
High tones surface on or near the stressed phrase penult syllable, whatever their
input position. (See e.g., McCawley 1978; Clements & Goldsmith 1984; Philippson
1998; Kisseberth & Odden 2003; Downing 2010b.) What I propose is that phrasal
tone realization can lead to a loss of tonal contrasts because the input source of
the High tone becomes ambiguous when High tone realization takes a phrasal
domain.

The first step in the development of a Tumbuka-like prosodic system from
Proto-Bantu could be a language like Digo (Bantu E.73; Kisseberth 1984). If a verb
word contains a single High tone, it surfaces on the (stressed) penult syllable, no
matter which syllable in the word sponsors the High tone. These generalizations
are illustrated in (10) with verbs in the -na- tense-aspect; the form of the verbs is
SBJ-na-STEM:!

(10) Digo High tone shift to penult of a toneless verb stem (Kisseberth 1984:
112, fig. (12)); underlyingly High-toned subject prefix is underlined

a. a-na-vuguura ‘s/he is untying’
cf. ni-na-vuguura ‘Tam untying’
b. a-na-Bukuisa ‘s/he is shelling corn’
cf. ni-na-pukuusa ‘T am shelling corn’
c. a-na-ramuuka ‘s/he is waking up’
cf. ni-na-ramuuka ‘T am waking up’
d. a-na-onjerééza ‘s/he is adding to’
cf. ni-na-onjereeza ‘Tam adding to’
e. a-na-rafiiza ‘s/he is insulting’
cf. ni-na-rafiiza I am insulting

'T follow Kisseberth (1984) in characterizing the tone pattern of Digo as illustrating attraction of
a High tone to the penult, even though, as we can see, Kisseberth transcribes the resulting tone
pattern as a rise-fall over the final two syllables (except when the final syllable begins with a
voiced consonant). Also, note that I am simplifying other complexities of the distribution of
High tones in Digo in order to highlight the similarities with the Tumbuka system.
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Following work like Clements & Goldsmith (1984) and Philippson (1998), one
could posit the following steps in deriving a positionally restricted tone system
like that of Digo from Proto-Bantu:

(11) Diachronic steps from Proto-Bantu to Digo

a. Loss of Proto-Bantu vowel-length contrast; predictable penult
lengthening (stress).

b. Pre-penult High tones are attracted to the stressed penult.

c. Delinking of High tones from all syllables except the penult makes
the connection between the input source of the High tone and its
output position of realization surface opaque.

Digo is not Tumbuka, though. In Digo, High tone is contrastive — see the verbs
with first person vs. third person subject prefixes in (10), above. However, just
as in Tumbuka (non-ideophonic lexicon), the position of realization of High tone
is not contrastive: it consistently targets the penult. To account for the loss of
contrastive High tone, I would like to take up Philippson’s (1998) suggestion that
languages where High tones have a phrasal domain of realization hold one key
to this development. Digo is such a language.

As shown by the data in (12), in Digo verb-object combinations, the High tone
from one word (e.g., the verb) can be realized on the penult of the following
word (e.g., a noun object). That is, the domain for High tone realization is the
phrase, not the word. As a result, the same word can be realized with High tone
or Low tone depending on the phrasal tonal context — cf. (12b) vs 13c). This makes
it syntagmatically opaque which word contributes the High tone to the output
because a verb+object phrase can have the same tone pattern whether the High
tone’s source is the verb or the noun:

(12) Digo verb+noun combinations (Kisseberth 1984: 162ff)

a. Low toned verb + High toned noun

ku-saga ma-peémba ‘to grind maize’
ku-vugura fuindo ‘to untie a knot’

. . 7 A < . . Py
ni-na-tsora chi-daaft Iam plckmg a young coconut

b. High toned verb + Low toned noun

ku-onyesa njiira ‘to show the way’

ku-afuna nyadma ‘to chew meat’

ni-na-ezeka baanda ‘T am thatching a shed’
a-na-henza mu-gaanga ‘s/he is looking for a doctor’
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c. Low toned verb + Low toned noun

ku-henza mu-gaanga ‘to look for a doctor’

ku-saga mu-haama ‘to grind millet’

The similarity in the tone of the Digo phrases in 13a, b) with the Tumbuka verb+ob-
ject phrases illustrated in (4) is striking.

I propose that the phrasal domain of tone realization in languages like Digo
can lead to misanalysis of the source of the High tone, and favor reinterpreting
the occurrence of High tone as predictably linked to phrase penult position rather
than linked to a particular morpheme or word in the phrase. To make this idea
formally concrete, in OT terms, Digo High tones satisfy a constraint optimizing
associating the High tone with a phrase penult syllable:?

(13) ALiGoNR(H, PHONPHRASE) (AR(H,PP)):
Align every High tone with the right edge of a Phonological Phrase.

Since input lexical contrastive High tones are maintained in the output, Faith-
fulness constraints on the realization of input High tones must be high-ranked:

(14) Farra-H

a. Max-H: Every input High tone must have a correspondent in the
output, and

b. DEep-H: Every output High tone must have a correspondent in the
input.

However, High tones are not faithfully realized in their input position. There-
fore, a Faith constraint on the position of the High tones must be ranked below
the alignment constraint in (13):

(15) Farru-Pos(itioN) (F-Pos)

a. Max-Pos: Every input TBU must have the same High tone in the
output, and

b. DEep-Pos: Every output TBU must have the same High tone in the
input.

The constraint ranking for Digo is summarized below:

2An additional constraint, NONFINALITY, must outrank this alighment constraint to optimize
realizing the High tone on the penult. I omit this constraint from the tableaux as it is never
outranked in the languages under consideration here.
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(16) Ranking 1: Digo attraction of High tones to phrase penult

Fartu-H » ALIGNR(H, PHONPHRASE) » FAITH-Pos

As aresult of this constraint ranking, the occurrence of a High tone on a phrase
final word is not predictable from the input tone of the phrase final word. This
point is exemplified in (17), where a High tone contributed by the verb optimally
surfaces on the penult of the following low-toned noun to satisfy the alignment
constraint in (13):

(17) Digo analysis
| 4-na-henza mu-gaanga | Farte-H | AR(H,PP) | F-Pos |

4-na-henza mu-gaanga !

I¥"a-na-henza mu-gaanga *

However, as shown in (18), the lexical tone contrasts on verbs and nominal
complements is preserved, as it is not optimal to insert a High tone to satisfy
(13):

(18) Input tonal contrasts preserved

| ku-henza mu-gaanga | Farte-H | AR(H,PP)) | F-Pos |

I¥” ku-henza mu-gaanga

ku-henza mu-gaanga !

In spite of the similarity found in some contexts, Digo phrasal prosody is not
identical to that of Tumbuka because in Digo lexical tone contrasts are consis-
tently maintained. To optimize the obligatoriness of High tones in Tumbuka
(non-ideophonic) phrasal domains, we need an additional alignment constraint,
the mirror image of (13), which is satisfied if every Phonological Phrase is right-
aligned with a High tone:

(19) ArioNR(PHONPHRASE, H) (AR(PP,H)): Align the right edge of every
Phonological Phrase with a High tone.

It is this second alignment constraint which is the driving force behind the
reanalysis of the relationship between a High tone and its phrasal domain: from
High tone taking a phrasal domain of realization (to satisfy (13)), to High tone
being an obligatory marker of a phrasal domain (to satisfy (19)).> The relative

*] thank one of the anonymous reviewers for stating this point so clearly.
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rankings of (19) with FAITHFULNESs constraints define a factorial typology of
High tone realization in phrasal domains that connects Digo and Tumbuka.

ALIGNR(PHONPHRASE, H) is obviously low-ranked in Digo, since High tone
contrasts are maintained. If Dep-H (14b) is ranked below (19), then we derive a
prosodic system where it is optimal to insert a High tone in order to satisfy the
constraint in (19):

(20) Ranking 2: obligatory phrasal High tone

Max-H » ALIGNR(H, PHONPHRASE), ALIGNR(PHONPHRASE, H) » DEP-H,
Faita-Pos

Under this ranking, High tone realization takes a phrasal domain to satisfy the
alignment constraints; lexical tone contrasts can be realized in the output. Like
Digo, the position of High tones within the phrase is predictable. In contrast
to Digo, a High tone obligatorily occurs on the penult of a Phonological Phrase,
due to the ranking AL1IGNR(PHONPHRASE, H) » DEP-H, even when no lexical High
tones are found in the input. Some dialects of Shingazidja (Bantu G.44; Cassimjee
& Kisseberth 1998; Patin 2017) illustrate this type of prosodic system.*

The tableaux in (21) exemplify how the ranking in (20) optimizes obligatoriness
of phrasal High tone while maintaining some tonal contrasts. As we can see
in (21b), even phrases without an underlying High tone optimally have one on
the surface. Digo data is used here for ease of comparison; these data are to be
considered Digo’:

(21) Shingazidja-like language analysis, using Digo data
a. High tone in the input
‘ a-na-henza mu-gaanga ‘ Max-H ‘ AR(H,PP) AR(PP,H) ‘ Depr-H F-Pos
a-na-henza mu-gaanga «! ‘ ‘
a-na-henza mu-gaanga «!

I¥"a-na-henza mu-gaanga

*

b. No High tone in the input
‘ ku-henza mu-gaanga ‘ Max-H ‘ AR(H,PP) AR(PP,H) ‘ Der-H F-Pos

ku-henza mu-gaanga ‘ «! \

I¥” ku-henza mu-gaanga ! !

Even though high-ranked Max-H optimizes maintaining all the input High tones
in the output, the constraint ranking in (20) increases the opacity of the phrasal

T am abstracting away from the details of the very complex Shingazidja phrasal tone realization
system in order to highlight the aspects that are similar to Tumbuka. See Cassimjee & Kisse-
berth (1998); Patin (2007; 2017) and Philippson (2005) for detailed discussion and analysis.
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tone system. A High tone on the phrase penult vowel might have its source in
the input of either of the words in the phrase - or in neither.

In Tumbuka, High tone is obligatory at the phrase level, and tonal contrasts are
lost in the non-ideophonic lexicon. This type of prosodic system is optimized by
ranking all of the FAITHFULNESs constraints below the ALIGNMENT constraints:

(22) Ranking 3: Tumbuka, obligatory and non-contrastive phrasal High tone
ALIGNR(H, PHONPHRASE), ALIGNR(PHONPHRASE, H) » FArTH-H,
FarTH-Pos

When both Alignment constraints are high ranked, High tone realization not
only takes a phrasal domain, High tone also ceases to be contrastive. A High
tone occurs obligatorily on the phrase penult, even when no lexical High tones
are found in input. This is illustrated in the following tableaux, where, again,
Digo’ data is used for ease of comparison:

(23) Tumbuka analysis with Digo’ data
a. Input High tone
| 4-na-henza mu-gaanga | AR(H.PP) = AR(PPH) | Farta-H  F-Pos
a-na-henza mu-gaanga 4l ' '
a-na-henza mu-gaanga

*

*! *

|
I
1
|

|
I
1
¥ a-na-henza mu-gaanga !

*

b. No input High tone
| ku-henza mu-gaanga | AR(H,PP) = AR(PPH) | Farta-H = F-Pos

ku-henza mu-gaanga | o |

I¥” ku-henza mu-gadnga ! * !

What drives the re-ranking of FAITHFULNESS constraints, I propose, is the am-
biguity of analysis of High tones that take a phrasal domain. When High tones
optimally shift long distance and a High tone obligatorily occurs at the edge of
every Phonological Phrase, the input source of the High tone, if any, is not syntag-
matically recoverable. This favors reinterpretation of High tones as predictable
correlates of Phonological Phrase edges, rather than as contrastive tones realized
in a phrasal domain.

So far, the analysis does not account for why ideophones, unlike other lexical
categories, maintain lexical tone contrasts in Tumbuka. Recall from the discus-
sion in §3.2, above, that it is a defining property of ideophones that they must
be realized with a particular prosody. In OT terms, this generalization could be
formalized as a FArTH-PROSODYIDEOPHONE (F-IO) constraint, which is never out-
ranked. (See Shih & Inkelas 2015 and Smith 2011 for discussion and analysis of
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lexical-category specific phonological effects, including category-specific FAITH-
FULNESS.) Since ideophones always end a Phonological Phrase, an alignment con-
straint, ALIGNIDEO (A-IO), is necessary to optimize that requirement. The ana-
lysis is exemplified with the hypothetical example below where word 2 is an
ideophone:

(24) Word 2 (nyujumu) is an ideophone; | indicates a Phonological Phrase

boundary
[ anahenzanyugumu | F-IO | A-IO [ AR(HPP) = AR(PPH) [ Farru-H = F-Pos |
4-na-henza nyunumu | «! ‘ * ‘
a-na-henza nyunuumu | «! [ I
¥$"a-na-henza nyunumu | ‘ N « ‘

Clearly more work on the prosody of ideophones in Bantu languages, espe-
cially in languages with reduced tonal contrasts in other areas of the lexicon, is
needed in order to see how (a-)typical the Tumbuka system is in maintaining
tone contrasts just in the ideophonic system.

5 Conclusion

To sum up, I have made the following two proposals about the Tumbuka prosodic
system. First, Tumbuka High tone realization has both stress-like and tone-like
properties, as defined in Hyman (2006; 2009; 2012; 2014). As a result, Tumbuka
cannot be classified as a purely stress language, as Kisseberth & Odden (2003)
and Vail (1972) suggest. It is at best a non-canonical stress language. Second, the
synchronic Tumbuka prosodic system plausibly evolved from a Digo-like and/or
Shingazidja-like prosodic system through a process — formalizable as an OT fac-
torial typology — which made phrasal prosody more transparently predictable by
eliminating tonal contrast except in the non-ideophonic lexicon: i.e., the area of
the lexicon where FAITHFULNESS constraints are least susceptible to low ranking.
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This paper examines the interaction between lexical tone and phrase-level into-
nation in Limbum. On the basis of an acoustic study of novel data, we claim that
Limbum has a phrase-final low boundary tone (L%) that interacts with lexical tones
to give rise to hybrid falling tones: tones whose specifications are partially lexical
and partially phrasal. We argue that hybrid tones and other tonal processes in Lim-
bum are readily captured in an analysis that assumes tonal geometry and empty
nodes. We propose to represent L% as a floating low register feature (1) that links
to lexical tonal root nodes, giving rise to various surface patterns depending on the
tonal specifications of the root nodes. Our account supersedes previous analyses
in terms of tone sandhi rules.

1 Introduction

Limbum is a Grassfields Bantu language spoken by about 1,340,000 speakers in
the Donga Mantung division of the North West region of Cameroon. Limbum is
an understudied language, especially with regards to its suprasegmental phonet-
ics and phonology. In previous work (Fiore 1987; Fransen 1995), Limbum has been
described as a tone language with three level tones (H, L, M) and four contour
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tones (HL, LM, ML, LL).! It has also been observed that low-falling tones appear
as level tones when they occur in a non-sentence-final position, a process which
Fransen (1995) argues is the result of a sandhi simplification rule.

In this paper, we present an acoustic analysis of novel data from recordings
of three native speakers of Limbum. We show that the data are actually more
complex and Fransen’s analysis fails to account for the whole range of tonal
alternations. Instead, we claim that Limbum has a final low boundary tone (L%)
in certain syntactic contexts. Adopting the decompositional approach by Snider
(1999), we argue that L% is a floating low register feature that can create phrase-
final falling contour tones by associating to lexical tonal root nodes. Crucially, we
assume that falling contour tones are not falling underlyingly: they only differ
from level tones by having an additional empty tonal root node associated to
their TBU. L% interacts with lexical tonal specifications to create hybrid surface
tones, i.e. tones that combine lexical and phrasal tonal features.

The paper is structured as follows. In §2, we present our acoustic study and
offer a qualitative analysis of FO tracks for all tested items. §3 comprises the
formal part of this paper, in which we provide a unified analysis of the tonal
processes described in the previous section. In §4, we discuss why our analysis
fares better than alternative accounts and probe typological implications.

2 Acoustic Study

2.1 Data and Methods

Data presented in this study were collected from two male (ages 23 and 29) and
one female (age 26) speakers of Limbum (Central/Warr dialect). Recordings of
one of the male speakers were conducted at the phonetics laboratory at Leipzig
University in the winter of 2015 using a T-bone SC 440 supercardioid microphone
(sampling rate 44.1 kHz, 16-bit). The recordings of the two other speakers were
conducted in Buea, Cameroon using an H5 Zoom recorder with a SM10A Shure
microphone (same sampling and bit rates).

The speakers were given a reading task with a set of constructed test sentences.
In the examples in (1), I¢ (in boldface) is the target word. We tested five sentence

The sources mentioned also discuss a somewhat dubious fifth contour tone, HM. Fiore (1987)
argues that HM is an allotone of HL and proposes segmental length as a factor conditioning
allotony, a view that is shared in Fransen (1995). However, Fiore (1987) presents only two ex-
amples of HM-toned words, and our informants accept this tone on only a single lexical item,
baa ‘two’. On the basis of its highly limited distribution, we decided not to include HM in our
study.
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types: Declarative sentences in which the target word appears in a sentence-
final position (Decl.Fin), declaratives in which the target word appears in a non-
sentence-final position (Decl.Med), simple wh-questions with the target word as
the last item (Wh.Fin), wh-questions with the final question particle a (Wh.Prt),
and polar questions which always end in the particle a (Pol). The semantic differ-
ence between Wh.Fin and Wh.Prt is that the latter signals that the wh-element is
aknown referent.2 A complete list of target words (two words per tone)® is given
in Table 1. In total, our study comprises 7 tones x 2 words x 5 sentence types x 3
speakers. Each sentence was pronounced 1-2 times by each speaker. Values for
sentences with more than one repetition were aggregated in R studio (v. 3.2.2).”

(1) Tanké6 am yg 1é
T. PST see bat
‘Tanko saw a bat’ (Decl.Fin)

(2) Tankd am yg 1é fi
T. PST see bat new
‘Tanko saw a new bat’ (Decl.Med)

(3) 4 nda amyg lé
FOC who PST see bat
‘Who saw a bat?’ (Wh.Fin)

(4) &4 nda amyg lé a
Foc who psT see bat PRT
‘Who saw a bat?’ (Wh.Prt)

%See Driemel & Nformi (forthc.) for further discussion of the functional domains of particles in
Limbum.

*We found two microprosodic effects of vowel height: (1) With low-vowel items, FO values
overlap for HL and ML; (2) with high-vowel items, LM undergoes flattening when it precedes
a L tone. Since these effects appear to be due to phonetic variation and distract away from
the actual tone patterns, we present the FO traces of all items combined rather then separating
them into high- and low-vowel items.

“We adopt the convention of writing two vowels for syllables with contour tones in order to
accommodate the tonal diacritics. However, this also reflects the extra length observed espe-
cially (but not exclusively) on sentence-final contour tones. Note that the use of two vowel
symbols does not represent a phonemic length contrast because such a contrast is absent in
the dialect of Limbum under discussion.

*It was only possible to record taad ‘father’ and so6 ‘basket’ for one speaker. We used two repe-
titions per item from that speaker, aggregated in R.
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(5) Tanké am y& 1é a
T. PST see bat PRT
‘Did Tanko se a bat?’ (Pol)

The aim of our acoustic study was to test prior observations that contour tones
alternate with level tones phrase-medially (Fransen 1995), and also to examine
whether lexical tones interact with boundary tones. In the following, we abbre-
viate alternating low-falling/level tones as L(L), M(L), and H(L), and we use T(L)
to refer to the whole group of alternating tones. Level tones are abbreviated as L,
M, H, and T, respectively. Annotations were done in Praat (Boersma & Weenink
2016) and automatically extracted from TextGrid and PitchTier files. Starting
from the M-toned verb ye ‘see’ (see (1)), the onset (O) and nucleus (N) of the
target words and any syllables following them (fi in Decl.Med and the particle a
in Pol and Wh.Prt) were annotated. A Praat script by Remijsen (2013b) was run to
generate Pitch objects that are automatically trimmed for spikes using the algo-
rithm in Xu (1999). The items were manually corrected for microprosodic effects
on F0. Interpolation for words with voiceless consonantal onsets (for two out of
our 14 test words) was done using the smoothing algorithm in Praat. FO values
at equidistant time points within intervals were then extracted using the Praat
script by Remijsen (2013a). The F0 values were converted into semitones (st) in
R, with the midpoint value of y ‘see’ serving as base line for the semitone scale
for each individual item.

Table 1: List of target words and attested tone types in Limbum

Tone Word1l Gloss1 Word2 Gloss2

LEVEL TONES

L ba ‘bag’ bi ‘people’
M ba ‘fufu’ bo ‘children’
H ba ‘hill’ lé ‘bat’

LOW-FALLING CONTOUR TONES

L(L) rad ‘bridge’ rdoo ‘going’
M(L) taa ‘father’ bii ‘co-wife’
H(L) daa ‘cutlass’ ki ‘funnel’

RISING CONTOUR TONES

LM yaa ‘princess’ $00 ‘basket’

98



6 Hybrid falling tones in Limbum

2.2 Results

The graphs below show the descriptive statistics of the tones in each tested con-
text with FO traces normalized for all three speakers.

2.2.1 Falling contour tones

The nuclei of L(L), M(L), and H(L) toned words are all falling sentence-finally
(Decl.Fin and Wh.Fin, left graph in Figure 1). Sentence-medially, no pronounced
falling movement can be observed in the nuclei, confirming the claim in Fransen
(1995) that contour tones alternate with level tones sentence-medially (Decl. Med,
right graph in Figure 1). LM is rising in all sentence-types and the FO0 traces
show that LM is not lowered sentence-finally. Low-falling L(L) is accompanied
by breathy voice in Decl.Fin and Wh.Fin (see Gjersge et al. 2016 for discussion).
Pitch contours in Decl.Fin largely overlap with those in Wh.Fin.

Contour tones in sentence-final position:

Declaratives and wh-questions (no particle) Contour tones in sentence-medial position

HL (wh) | | H —— HL (dedl) H ) H — HL

4 ML (wh) | | ! --- ML (decl) 4 ' ! ! --- ML
LM (wh) | 1 1 LM (decl) i i i e LM
LL (wh) | 1 i --= LL (decl) H ) \ LL
2 2
=3
0 0 ~

FO (semitones)
FO (semitones)

Target word Target word

Normalized time axis Normalized time axis

Figure 1: T(L) contour tones realized as falling tones sentence-finally
(Decl.Fin and Wh.Fin, left graph); the same tones showing a flat pitch
trace in non-final position (Decl.Med, right graph).

2.2.2 Level tones

Figure 2 shows FO0 traces for the level tones L, M, and H in Decl.Fin, Wh.Fin,
and Decl.Med. In sentence-medial position (right graph), the three level tones
are realized with a stable flat contour. Sentence-finally (left graph), H and M are
also flat. The L tone, however, shows a conspicuous falling contour extending
to almost six semitones below the mid level of ye. That the L tone is realized as
low-falling sentence-finally is a new observation that has not been noted in Fiore
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(1987) or Fransen (1995). As with contour tones, FO movements in Decl.Fin were
not different from those in Wh.Fin.

Level tones in sentence-final position:

Declaratives and wh-questions (no particle) Level tones in sentence-medial position

H(wh) | | H — H{(decl) 1 1 H — H
4 Mwh)| ! ' --= M (dec)) il : : ' M
4 u:n) ' ' L (decl) 4 i | ' L
2+ L — R e
z ' | - i 1 ]
5 0 == 1/ 5 0 / \
B e S P R I e N e ITIiTT
g -2 : RN g -2 : [ . B
41 o 4+
-6 y e | o N 64 v '8 o N £ T
Target word Target word

Normalized time axis Normalized time axis

Figure 2: T level tones in final (Decl.Fin and Wh.Fin, left graph) and
sentence-medial (Decl.Med, right graph) position.

2.2.3 Questions with the final particle a

There are a number of striking differences between the two sentence types with
the final question particle a, i.e. between Wh.Prt and Pol. The main difference
is that FO trends on the particle are generally low-falling in Wh.Prt while FO
remains on the same level as that of a previous T tone in Pol. Following a T(L)
tone, particles have a mid tone in Pol. In other words, Wh.Prt is very similar to
Wh.Fin and Decl.Fin whereas Pol more closely resembles Decl. Med.

T(L) tones in Wh.Prt (left graph of Figure 3) reach a low target on the particle.
Level tones in Wh.Prt (gray FO traces in Figure 4) also reach a low target on the
particle. Note that both the T(L) and level tones show a small anticipatory fall
from the nucleus midpoint before the low target in the particle. The rising tone
LM has only a small-scale rise from its nucleus to the particle. The flattened LM
trace appears to be an effect of the L target of the following particle, conditioned
by a tonal coarticulation effect which lowers the mid peak in the sequence LM.L.
This effect was weaker for the low-vowel item (see footnote 3).

In polar questions, the particle has a mid tone when it follows a T(L) toned
word (right graph in Figure 3). However, F0 on the particle remains stable after a
level tone, continuing its low, mid, or high pitch level (black FO0 traces in 4). FO on
the particle shows a small but insignificant rise after L, and the mid target of LM
seems a little higher than that of T(L) tones. We will briefly consider explanations
for these rises in §2.3. The divergent tonal behavior of polar and wh-questions
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is another new observation missing in previous descriptions of Limbum. A final
point to note is that FO values for HL and ML appear to converge in pre-particle
position. However, this convergence only seems to occur on low-vowel items
(see footnote 3).°

Contour tones in sentence-final position: Contour tones in sentence-final position:
Wh-questions (with particle) Polar questions (with particle)
— HL
i - ML i
4 ML 4
L
i
2 | 2 -
B B
s 04 s 0
£ E
& g
g -2 g 21
411 4
64 Yy [ E !0 N PRT 64 Yy [ EiO N PRT
Target word Target word
Normalized time axis Normalized time axis

Figure 3: Words with a T(L) contour tone preceding a final particle in
Wh.Prt (left graph) and Pol (right graph).

Level tones in sentence-final position:
Polar and wh-questions (with particle)

H (wh) }' —— H (pol)
4 M (wh) ! --- M (pol)
L (wh) ! L (pol)
2 | 3 - —
/]
é 04 m*’-§§‘_‘~~____
8 !
£ -2 ; ! TR CSRRR L
-4 1 L
64 Y 1 E 1O N PRT

Target word

Normalized time axis

Figure 4: Words with a level tones preceding a final particle in Wh.Prt
(gray FO traces) and Pol (black F0 traces).

At present, we cannot offer a convincing explanation why the M and H targets converge for
some items in this context. We suspect that it is due to an independent process that does not
interfere with the tonal alternations that we consider in this paper. Further studies are needed
to scrutinize the conditioning factors and the productivity of this process.
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2.2.4 Duration

Vowels on our target words are generally longer sentence-finally (Decl.Fin and
Wh.Fin) than in other contexts. Duration differences are most prominent for al-
ternating falling/non-falling tones, which are realized as TL sentence-finally and
as T sentence-medially. For instance, in ‘bridge’, ‘father’ and ‘cutlass’, vowels are
long sentence-finally (rda, tad, and daa) but short sentence-medially (ra, ta, and
da). Level tones, in particular H, may also occasionally be longer sentence-finally.
Thus, ‘hill’ and ‘bat’ are sometimes pronounced as long bad and Iéé in Decl.Fin and
Wh.Fin but as short ba and Ié in Decl.Med and Wh.Prt. The rising contour tone
LM shows no durational differences across the different sentence types. Even
though differences in vowel duration are attested in the recordings of all of our
three speakers, there is a great deal of inter- and intra-speaker variation as to
how big these length differences are, and failure to lengthen a final vowel in
Decl.Fin and Wh.Fin is not considered ungrammatical. We therefore attribute the
observed durational differences to an optional pre-boundary lengthening effect.

2.3 Interim summary

Table 2 summarizes the tonal alternations described in this section. Low-falling
contour tones (LL, ML, HL) only occur in phrase-final position (Decl.Fin and
Wh.Fin). Elsewhere, the fall to L is missing, and the first part of the contour is
realized as a level tone. Non-low level tones are invariant in all contexts, while
L is lowered phrase-finally. The question particle a receives a L tone in Wh.Prt,
while in Pol, it copies the tone of a preceding level tone but receives a M tone
when it follows a contour tone. L can thus be distinguished from L(L) only in Pol.
LM is always realized as LM in all tested environments.

Table 2: Surface tones across all tested sentence types

L M H LL ML HL LM
DeclFin LL M H LL ML HL LM
DeclMed L M H L M H 1M
WhFin LL M H LL ML HL LM
WhPrt LL ML HL LL ML HL LM
Pol LL MM HH LM MM HM LM
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Our data also reveal a small number of minor phonetic effects. First, the mid
target in the sequence LM.L is not reached in Wh.Prt. We assume that this is a
coarticulatory effect conditioned by the two L targets, one from the lexical tone
and other from the particle. As mentioned earlier, this effect is stronger for the
high-vowel item than the low-vowel item. We do not have a straightforward
explanation for the small rise on the particle in Pol following L and LM. For now,
we do not consider this a relevant phonological process because the extra rise on
L does not reach a M target and the extra rise on LM does not reach a H target.

3 A formal account of tone-intonation interaction

In this section, we present our formal analysis of tonal alternations in Limbum.
We assume that each of our test sentences constitutes an Intonational Phrase (IP).
The core idea of our analysis is that Limbum has a low boundary tone L% at the
right edge of an IP in Decl.Fin, Decl. Med, Wh.Prt, and Wh.Fin, but not in Pol. We
represent L% as a floating register feature I Lowering of L, the falling/non-falling
alternations, and the divergent tonal patterns on the particle a in Wh.Prt and Pol
all result from the presence (or absence) of I and constraints governing if and
how [ associates to tonal root nodes.

3.1 Theoretical background
3.1.1 Tonal root nodes and floating tonal features

The central idea of our analysis is that boundary tones and lexical tones are cru-
cially represented by the same tonal features. Adopting the idea of tonal decom-
position and geometry (Clements 1983; Hyman 1986; Snider 1999; Yip 1999), we
assume that tones — much like segments — can be decomposed into distinctive fea-
tures. Following Snider (1999)’s Register Tier Theory (RTT), we distinguish four
different tiers: a register tier (with register features h and 1), a tonal tier (with
tonal features H and L), a tonal root node (or o) tier, and a TBU tier. A register
feature specifies whether it is higher or lower compared to an adjacent register
feature, while a tonal feature specifies whether a tone is high or low within a
given register. As shown in Figure 5, RTT thus allows to distinguish four pitch
levels: High (H/h), Mid1 (H/1), Mid2 (L/h), and Low (L/l) (Snider 1999: 62). Since
there is only one mid pitch level in Limbum, we represent M as L/h and assume
that the combination H/I (Mid1) is not part of the tonal lexicon.

We represent contour tones as two 0’s linked to a single TBU (following Fiore
1987 and Fransen 1995, we assume that the syllable is the TBU in Limbum). While
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LM, the only rising tone in Limbum, is fully specified for both o’s, low-falling con-
tour tones have one fully specified and one empty tonal root node underlyingly
(see Figure 6). Basing our analysis within the broader framework of featural af-
fixation (Akinlabi 1996), we represent the boundary tone L% as a floating low reg-
ister feature L. This floating feature interacts with lexically underspecified (and
in some cases also with fully specified) o’s, most notably by creating low-falling
contour tones. Table 3 gives a summary of the tonal features of underlying tones
in Limbum.

Hicu Mipl Mip2 Low

h 1 h 1
of ooy
o o o 0

Figure 5: Tonal geometry in RTT

LEVEL TONES CONTOUR TONES

<] <]
</ </
(6] (6] (0]
| L—
(e} (e)

Figure 6: Level and partially specified contour tones

Table 3: Underlying tone inventory

LL) ML) HL) LM L%

L M H
ToNE (1) L L H Lo Lo Ho LL
RecisTER (p) 1 h h lo ho ho I1h 1

While equating phrasal tones with register features might seem ad-hoc and un-
warranted at first sight, there is a crucial parallel between the two: both can be
understood as abstract phonetic targets relative to a previous target. Boundary
tones following a pitch accent of the same type have the effect of intensifying an
already initiated downward or upward movement (Pierrehumbert 1980), while a
sequence of two low register features is phonetically realized as further lowering
in RTT. Lexical tone features show a strikingly different behavior from both reg-
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ister features and boundary tones in this respect, as a sequence of three H-toned
TBU’s is not expected to show a rising contour under standard assumptions. In-
stead, it would be more likely for pitch to steadily decrease due to downdrift, or
for some of the H tones to undergo downstep. For that reason, we believe that
there is a natural ontological link between register features and boundary tones,
and we capture this connection by the simplest formal means, viz. an identical
representation of the low register feature 1 and the low boundary tone L%.

3.1.2 Constraining tonal processes

Having established the representations of lexical and phrasal tones, we now de-
tail how the tonal alternations described in the previous sections are derived, us-
ing the general framework of Optimality Theory (Prince & Smolensky 2004/1993).
While our analysis is in principle compatible with most versions of OT, we couch
our analysis in Coloured Containment (Trommer 2015; Zimmermann 2017), which
provides the means to accurately constrain association lines within and across
phonological (sub-)structures. Containment Theory (van Oostendorp 2004) re-
stricts the generative power of GEN to manipulating association lines between
phonological nodes and inserting epenthetic nodes. This means while GEN can
add new lines and mark existing lines as invisible, it cannot delete any phono-
logical material that is present in the input. This vastly reduces the number of
possible candidates that need to be evaluated compared to analyses of tone in
Correspondence Theory (Zoll 2003; Zhang 2007).

In our analysis, we do not invoke the powerful machinery of multi-level mark-
edness in Containment. We employ Containment solely for its precise way to
evaluate association relations between phonological nodes, as illustrated in very
general terms in (6) and (7). For our analysis, the relevant nodes are the tonal root
node (o), register features (1, h; ), and tonal features (L, M, H; 1). The constraint
o—o, for instance, should be read as “Count one violation for each register fea-
ture not associated to a tonal root node”.

o

(6) é Count one * for each o not associated to a .
[0

(7) g Count one * for each [3 not associated to a a.

Two constraints corresponding to classical OT faithfulness constraints Max and
DEp are given in (8) and (9), respectively. Note that IDENT does not apply in Con-
tainment because nodes present in the input cannot be altered in any way.
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®) Mascs Count one * for each deleted association line
g between a node o and a node (.

©) DEp & Count one * for each inserted association line
é between a node o and a node 3.

Another crucial set of constraints is given in (10) and (11). The first constraint
militates against not fully specified tonal root nodes while the second constraint
demands a TBU (the syllable) to be minimally specified for a tone and a register
feature. Note that these constraints are different from a conjunction of p<—o and
t«—o: while such a local constraint conjunction would penalize only those root
nodes (syllables) that are linked to exactly zero tonal and zero register features,
the constraints here demand full specification. The last constraint that needs to
be introduced here is *loh (12), which penalizes tonal root nodes associated to
two non-identical register features.

Tt @ Count one * for each tonal root R such that R is not

(10) 7

o associated to both a register feature and a tonal feature.

: P Count one * for each syllable node S such that S is not
(11) A/ linked to both a register feature and a tonal feature
° by a path of association lines.

(12)  *loh Count one * for each tonal root linked to both I and h.

We adopt the theory of morphological colors (van Oostendorp 2006) to restrain
access to morphological information by the phonological component. The theory
of morphological colors forbids morphological look-up but enables the phonol-
ogy to distinguish between elements of different morphological provenience.
This will become relevant in the analysis of particle tones below.

A final assumption underlying our analysis is a stratal organization of gram-
mar as it is modeled in Stratal OT (Kiparsky 2000; Bermudez-Otero 2012). All
evaluations relevant for the tonal processes in Limbum that we are concerned
with at this point take place at a postlexical level corresponding to the IP domain.
The input to this stratum is a sentence, with all words bearing their lexical (and,
if applicable, morphological) tones, plus either L% or no boundary tone depend-
ing on sentence type. We do not engage in further discussion on tonal processes
at lower levels and only concern ourselves with the level of the IP, i.e. the level
where L% is introduced.
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3.2 Tonal hybridity and tone-intonation interaction

Recall from the previous section that there are three classes of tones in Limbum:
level tones which remain level tones in all positions (L, M, H), level tones that
alternate with falling contour tones at the end of declarative sentences and wh-
questions (L(L), M(L), H(L)), and a rising contour tone (LM).

We begin with our analysis of T(L) (= falling/non-falling alternating) tones.
These tones are equipped with a fully specified tonal root node and an additional
empty tonal root node. In the presence of L%, i.e. a floating low register fea-
ture, a line is inserted between the empty root node and the low register fea-
ture and an epenthetic L tone is inserted to make the o fully specified. These
processes are driven by three constraints: T<—o0—p militating against empty o’s,
ALT(ERNATION) penalizing insertion of lines between material of the same color,
and Der(H) prohibiting insertion of a H tone. The whole picture is given in the
tableau in Table 4.” The faithful candidate in a. (which is also the input) violates
c—o and crucially also t«—o0—p. Candidate b. incurs violations of DEp(L) and
Der(Line) but is optimal compared to candidates c. (violation of Dep(H)) and d.
(violation of Art). The winning candidate b. is a tonal hybrid: it combines lexical
tonal features on its first o and both phrasal and epenthetic tonal features on
its second o. Note that in the case of LL, the optimal candidate has two identical
tonal root nodes associated to the same TBU. The fact that LL is realized as falling
follows directly from RTT: the second | must be realized low relative to the first 1.

In phrase-medial position, empty tonal root nodes remain empty. The rea-
son for this is the absence of a boundary tone locally adjacent to the o phrase-
medially. The tableau in Table 5 shows how ALT and DEP(p) conspire to render
the fully faithful candidate a., which violates the markedness constraint against
empty o’s, optimal. For the same reason, low-falling do not occur in polar ques-
tions Pol and wh-questions with the particle a Wh.Prt: in Pol, no L% is present,
and in Wh.Prt, the low register feature associates to the particle and is not avail-
able to fill the empty root node of the lexical word (see below).?

"Our analysis makes the prediction that if other boundary tones such as H% exist in Limbum,
they should also interact with empty tonal root nodes. At present, we have not found any
evidence of such boundary tones. Our impressionistic judgment of list intonation in Limbum
is that non-final items are marked by a toneless prosodic boundary much like in polar questions,
and T(L) tones are realized non-falling accordingly.

81t was mentioned in footnote 1 that there is (at least) one lexical item with a HM tone in
Limbum. Our informants confirm that for this word, HM patterns like H(L) in that it alternates
with a level H tone when not adjacent to L%. While this does not seem to a be productive
alternation, it is compatible with our account if we choose to represent the second o of HM as
being specified for a H tone and underspecified for a register feature.
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Table 4: Combining L% and underspecified tonal root nodes creates

hybrid tones
Dep | , | Dep | © P
Input = a. ALt 0o loh '\Of L (l) Dep (l)
h 1 |
|
u |
a. ‘ * | *
o o :
L [
o} (= H) |
h 1 :
< fu; |
b. - | * *
o o |
L [
6 (=HL) !
h 1 |
// ‘
I—I/ H |
C. - * *
o o :
I/ ‘
o (=HM) |
h 1 :
H / |
d. -~ \/l *| | *
o o |
L [
o (=HM) !
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Table 5: No falling contour tones in the absence of L%
T f P
Input = a. ALt Dep | Dep A7 !
1 h [0} o
h
H
[ a \/ *
(o] (o]
L
o (=H)
h
H/[\
b. \/‘ N *!
(o] (o]
L
o (=HH)
h h
L
c. - *|
o o
L
c (=HM)
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The only rising contour tone in Limbum, LM, is unaffected by boundary tones.’

The interplay of three constraints is responsible for the immunity of fully speci-
fied contour tones against overwriting by floating register features: a high-ranked
MAX constraint against overwriting of register features, a DEp(0) constraint pe-
nalizing insertion of tonal root nodes, and the markedness constraint *loh. The
tableau in Table 6 shows how the fully faithful candidate a. is chosen as optimal.

Table 6: Full specification as a protective shield: LM in the presence of
L%

Input = a.

o
&
"
O
*
=
o
=
0«0

I/
6 (=LML)

We now turn to the discussion of level tones. One of the striking arguments in
favor of an analysis with L% as opposed to a phrase-medial contour simplification
rule (Fransen 1995) is the observation that L is realized as LL in Decl and Wh.
These are the exact same environments for which we independently assume a
L% based on the behavior of T(L) tones. The fact that L tones are further lowered
in these environments is strong evidence for the presence of L%, and the fact that
M and H tones are not affected by it follows directly from the constraint *loh. The
tableau in Table 7 illustrates this process. Candidate b. is a hybrid that hosts two
| features of different affiliation under the same o, satisfying *loh. In RTT, this
configuration is equivalent to that of a low-falling LL tone spread over two tonal

°See §2.3 for a discussion of incomplete plateauing of LM before L% in Wh.Prt.
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Table 7: L% affects L but not M

| | e
Input = a./a’. Dep : Max| : “loh | | Dep |
(o) o 0 o
1 1 [ [
| |
L | |
a | | *1
o [ [
| [ [
[ [
c =L) | |
1 1 | |
, | |
L | |
L s | |
T b g | | *
0 \ [
| [ [
o (=LL) [ [
h 1 [ [
| |
L | |
[N | | *
o [ [
| [ [
[ [
o (=M) | |
h l | |
| |
z | |
L\// | |
b’ ’ | po*! *
0 \ [
| [ [
c (=ML) [ [

root nodes. M and H level tones, however, have a h register feature that blocks
association of a floating 1 feature. The immunity of M and H thus follows from
the same set of constraints as the immunity of LM discussed above.

We now turn to polar and wh-questions with the final particle a. Polar ques-
tions are marked with a toneless particle a but lack the L% boundary tone. Recall
from §2.2.3 that the flat contour of level tones extends to the particle a while the
particle receives a M tone following T(L) toned words. As shown in the tableaux
in Table 8 and Table 9, the tonal features of an underlying level tone with a sin-
gle, fully specified o can spread to the tonally unspecified particle because this
does not violate NoSk1p or ALT. When there is a o intervening between the fully
specified root node and the tonal root node on the particle, spreading with skip-
ping is ruled out by NoSki1p and across-the-board spreading is ruled out by ALT.
Therefore, the optimal repair for the toneless TBU is insertion of a default M
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tone. Empty o’s remain empty in T(L) tones in Decl.Med because the DEP con-
straints penalizing M tone insertion outrank t«—o—p. Leaving the particle o
empty, however, would fatally violate higher-ranked t<—c—p.

Table 8: Spreading of a level tone in the absence of L%

No;

Dep | Dep | T, ° | Dep P
Input = a. Skip ‘ ALt ’\G]‘ ' H 1 h '\Of L Dep |
1 i i
\/ I I
L I |
a. I o *
0 o | [
| | I I
(o} o (=L) I I
I | |
N I I
L/ | |
I b, - | | *
o) (o) | |
| | \ I
c o (=L.L) [ [
\ \
1 h I I
. | |
L\/ L/ I I
c. o | [ *! *
0 ) | |
| | ! !
o o(=LM) [ [
Table 9: Default M insertion in the absence of L%
No | T 1 Der| Dep | Dep| T, P | Der P
I = Al
nput = a Skip j LT '\Of | H 1 h \of L Dep |
1 I \
| |
Y e
a. | * * %
o o o | |
L | I I
c o (=L) I I
! | |
R | |
L\/ ~. | |
b. NN * | * *
o o o | |
L— | | \
c o (=LL) I I
T T
1 h I I
. | |
L L/ | I
I ¢ J’ | | * * *
o o o | |
L I I
c o (=LM) [ [
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In Wh.Prt, the particle receives a low tone and the preceding T(L) tones are
realized as level tones. This pattern follows assuming there is an additional mark-
edness constraint *p?°: “Count one * for each register feature associated to more
than one o”, ranked below DEep(h) but outranking t<—o—p. The floating I links
to the particle o (because of 6—p) but not to the other empty tonal root node
due to *p?°. In other words, it is better to use the floating 1 to fill one unspecified
syllable but leave a o on a specified syllable empty than to violate *p?° and fill
every o. Spreading of level tones to the particle in polar questions (tableau in
Table 8) is not affected by *0° because it is ranked below DEp(h), leaving the

potential repair of T<—o—p by epenthesis suboptimal.

4 Discussion

In this section, we briefly consider three potential alternative analyses and dis-
cuss some typological implications of our own account.

4.1 Alternative: Contour simplification

Our analysis differs substantially from the rule-based account in Fransen (1995).
Fransen proposes an analysis in which T(L) tones are fully specified as LL, ML,
and HL underlyingly. They are then subject to a tone sandhi rule, TL — T, which
applies in all environments except before a pause. This means that contour tones
always surface faithfully phrase-finally in all sentence types. The tone sandhi rule
seems rather arbitrary, and it seems like a mere stipulation that the rising tone
LM is not subject to simplification. An even more severe drawback of Fransen’s
sandhi analysis is that it fails to predict the lowering of L. On our account, the fact
that L becomes LL in exactly the same environments in which T(L) are realized
as TL follows from the presence of L%. Also, our account does not need to stipu-
late an exception to contour simplification for LM because its immunity follows
directly from its full specification and higher-ranked Max(Line) constraints.

4.2 Alternative: Moras

Another possible approach would be an account on which the mora is the TBU.
Throughout the paper, we have followed Fiore (1987) and Fransen (1995) in assum-
ing the syllable to be the TBU in Limbum. Since in §2.2.4 we reported that T(L)
tones are longer phrase-finally than phrase-medially, it seems appropriate that
we defend our decision to ignore the mora in our analysis. First, our informants
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rejected all minimal pairs that were put forward to support a phonemic oppo-
sition of long vs. short vowels in Fiore (1987) and Fransen (1995). We therefore
conclude that there is no independent reason to assume a moraic level of repre-
sentation in the variety of Limbum discussed here. Second, in order to account
for the shortness of medial T(L) tones, a moraic analysis would have to argue
that a prosodically fully integrated mora is only realized when it is also tonally
specified. This would require a rather unusual definition of structure integration
and is at odds with standard assumptions about moras and prosodic structure
(Hyman 1985; Hayes 1989; Davis 2011b,a; Zimmermann 2017). Third, phrase-final
lengthening also applies to level tones, especially to H. This shows that there is
no 1:1 relationship between contour tones and vowel length. Fourth, there seems
to be a great deal of inter-speaker variation in how prominent the length differ-
ences are. It is therefore safe to assume that the emergence of vowel length is
best ascribed to boundary effects and accommodation to contour tones and does
not need to be reflected on an abstract phonological level.

4.3 Alternative: Cophonologies

Another possible approach to the data discussed here would be to adopt cophono-
logies (Orgun 1996; Inkelas & Zoll 2007; Sande 2017). A cophonology approach
to Limbum tone would assume that certain sentence types have their own gram-
mar, each giving rise to a specific tone pattern. A cophonology analysis does
not need resort to tonal decomposition, floating features, or assumptions about
morphological colors. Rather, it would have to stipulate specific (sub-)rankings
for declarative sentences, wh-questions, and polar questions. While such an ap-
proach might be technically feasible, we believe it would have a number of dis-
advantages over our unified item-based account as it would miss crucial gener-
alizations about the data. For instance, the asymmetry between alternating T(L)
tones and non-alternating LM persists through all sentence types. Also, under
a cophonology account it would be entirely accidental that M and LM are both
unaffected by L%-induced lowering regardless of the sentential context.

4.4 Typological considerations

The interaction between lexical tones and intonation is a topic that has recently
attracted growing attention by scholars (Hyman & Monaka 2011; Gussenhoven
2014; Downing & Rialland 2016). In Limbum, p—o is ranked relatively low which
has the effect that the boundary tone L% fails to be realized in some cases (in par-
ticular following non-low level tones and LM). Limbum can therefore be char-
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acterized as an instance of incomplete avoidance according to Hyman’s (2011) ty-
pology: avoidance because lexical M and H block L% from surfacing, incomplete
because L and toneless root nodes do allow it to surface. It is also interesting
to note that in Limbum, boundary tones affect only final syllables, as opposed
to other languages where sequences of more than one syllable are affected (see
Kula & Hamann 2017).

From a functional point of view, it is not surprising that Limbum makes use
of intonational means to distinguish declarative sentences from polar questions,
and neither is it unusual that wh-questions pattern differently from polar ques-
tions (see e.g. the surveys in Chisholm et al. 1984 and Jun 2005). Curiously, the
two wh-question constructions in Limbum differ in the presence of the final parti-
cle a but not in their tonal make-up. A promising road for future research would
be to investigate whether lexical optionality is more generally associated with
prosodic uniformity, and if the opposite relation holds as well.

5 Conclusion

In this paper, we have argued that Limbum has a low boundary tone L% in declar-
atives and wh-questions but not in polar questions based on an acoustic study
with three native speakers. We have shown how tonal alternations, both across
lexical items and across sentence types, follow from basic assumptions about
tonal geometry and from the distinction between fully specified and empty tonal
root nodes. By representing L% as a low register feature, we have proposed a uni-
form way to model tonal alternations at phrasal edge positions. On our account,
tonal hybridity follows straightforwardly from autosegmental linking of phrasal
tonal features to lexical tonal root nodes. Limbum thus illustrates the benefits of
register features and empty phonological representations, and provides justifica-
tion for the use of geometry-oriented constraints for analyzing tone-intonation
interactions.
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Chapter 7

Notes on the morphology of Marka
(Af-Ashraaf)

Christopher R. Green

Syracuse University

Evan Jones
University of Maryland

This paper provides an overview of selected aspects of the nominal, pronominal,
and verbal morphology of the Marka (Merca) dialect of Af-Ashraaf, a Cushitic lan-
guage variety spoken primarily in the city of Merca in southern Somalia, as well as
by several diaspora communities around the world, and in particular, in the United
States. Marka is interesting to us for a variety of reasons, not the least of which
is the general dearth of descriptive work on the language in comparison to two
of its closest relatives, Somali and Maay. While many details of the structure of
Somali are fairly well established (e.g., Bell 1953; Saeed 1999), and those of Maay
are the subject of several recent works (e.g., Paster 2010; 2018), the various ways in
which Marka relates to and/or differs from these languages, are yet poorly under-
stood. Our goal in this paper is to begin to remedy this situation, beginning with a
comparison of selected morphological characteristics across the three languages.

1 Introduction

This paper describes aspects of the morphology of Marka, a variety of Af-Ashraaf
spoken in and around the city of Merca in Southern Somalia, as well as by dias-
pora communities in the United States and elsewhere. The data that we present
are from our own fieldwork with our main consultant, a mother tongue speaker
of Marka, conducted in three locations across the United States over a span of
several years. The data were collected by the first author in Minneapolis, Min-
nesota, in October 2014 and in Phoenix, Arizona, in October 2015. Data were

Christopher R. Green & Evan Jones. 2019. Notes on the morphology of Marka (Af-
Ashraaf). In Emily Clem, Peter Jenks & Hannah Sande (eds.), Theory and description
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also collected by the second author in Minneapolis in 2009 and 2010. These cities,
among a few others in the United States, are home to sizable diaspora populations
of Marka speakers.

Marka is one of two varieties of Af-Ashraaf, the other being Shingani, which
is spoken primarily in and around the Somali capital, Mogadishu; Shingani is
also sometimes called Xamar, which is the name locals attribute to Mogadishu
itself. To our knowledge, there is one published theoretical article on Shingani
which pertains to so-called “theme constructions” (Ajello 1984). There is also a
self-published book of pedagogical materials for the dialect (Abo 2007) and a
short grammatical sketch (Moreno 1953). There is less available for Marka; this in-
cludes an unpublished grammatical sketch [in German] (Lamberti 1980), and one
article on aspects of its verbal inflection (Ajello 1988). In addition, both Ashraaf
varieties are briefly mentioned in several classificatory works (as cited below)
and in Banti (2011). Compared even to other African languages, the varieties of
Af-Ashraaf are under-described and certainly under-documented.

In this paper, we present data highlighting certain morphological characteris-
tics of Marka. Our immediate goal in this paper is to begin to establish (and in
some instances reaffirm) characteristics of contemporary Marka. In order to bet-
ter situate this language variety alongside two of its closest and better-described
cousins, namely Somali and Maay, we provide comparable examples from these
languages wherever possible. We believe that this is an important component
of our ongoing work on Marka. While we have not yet explored it empirically,
and despite all classifications of Ashraaf treating it as a dialect of Somali, our
Marka speakers have intimated to us that both Marka/Somali and Marka/Maay
intelligibility presents a challenge, though they deem Somali to be somewhat
more intelligible to them than Maay. Our hope that by directly comparing these
three languages throughout our ongoing research wherever possible, it will per-
mit further discussion concerning the classificatory and structural relationships
between them.

As we mention above, the Marka data that we present are our own. Compara-
tive lexical and morphological data for Somali are drawn primarily from Green
et al. (forthcoming), and the data therein are in line with other published sources
on the language (e.g., Bell 1953; Saeed 1999). These data are from Northern Somali;
hereafter, any reference to Somali refers to Northern Somali unless otherwise in-
dicated. Corresponding Maay data are drawn from a recent grammatical sketch
of the Lower Jubba variety of the language Paster & Ranero (2015), which itself
is in line with other published materials on the language (e.g., Paster 2007; 2010;
2018). The comparative data that we present allow us to begin to draw some
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generalizations, though preliminary, about morphological similarities and differ-
ences between Marka, Somali, and Maay. We highlight two unique characteris-
tics of Marka that stand out in comparison to Somali and Maay; these include
the morphological encoding of pluralization and grammatical gender.

The Marka data presented below are transcribed using the International Pho-
netic Alphabet (IPA). Somali data are given in the standard Somali orthogra-
phy (Andrzejewski 1978); in this orthography, certain written symbols differ
markedly from their IPA counterparts. These and their phonetic equivalents are
as follows: ¢ [f], dh [d], kh [x], x [&], j [t[], and sh [[]. Although Maay does
not have an official or standard orthography, we follow the conventions used in
Paster & Ranero (2015) in presenting Maay data below. Like in the case of Somali,
some Maay written symbols differ from their IPA counterparts. For Maay, these
letters and their phonetic equivalents are as follows: j [tf], sh [[], ny [pn], d’ [d], ¥’
[f], and g’ [d]. Data for all three languages include morpheme breaks which are
indicated by a hyphen; finer-grained distinctions such as clitic boundaries are
not indicated.

Arriving at a better understanding of Marka’s place alongside Somali and
Maay has broader implications, as its place (and of Af-Ashraaf, more broadly)
in classifications of Lowland East Cushitic languages is not entirely clear. As we
mention above, despite the fact that some classifications treat Ashraaf as a dialect
of Somali, Marka and Somali appear not to have a high degree of mutual intelli-
gibility, begging the question as to whether the former is properly classified as a
dialect of the latter. Although it is not our intent to engage in a lengthy discus-
sion of classification, we believe that it is nonetheless important to ground our
paper in a short description of the state of the science concerning the internal
classification of languages believed to be most closely related to Marka.

Generally speaking, there are several competing classifications concerning the
composition of the so-called ‘Somali’ branch of the Lowland East Cushitic lan-
guages in the larger Afro-Asiatic language family (e.g., Abdhullahi 2000; Ehret &
Ali 1984; Heine 1978; Lamberti 1984; Moreno 1955). Lamberti (1984) and Ehret &
Ali (1984) are of importance to our interests, as they specifically refer to Ashraaf
varieties in their classifications. Note that ‘Somali’ is the name of both the sub-
group as a whole and of a language within the sub-group designated ISO:som in
Lewis et al. (2016). Lamberti (1984) defines five dialect groups of ‘Somali’ wherein
Ashraaf is considered a separate dialect group from both the better-described
Northern and Benaadir Somali dialects. He further divides Ashraaf into Shin-
gani and Lower Shabelle varieties, of which the latter is the Marka variety dis-
cussed elsewhere. Examples provided compare only the “peculiarities” (to use
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Lamberti’s term) of the Shingani variety to Af-Maxaad Tidhi (i.e., a group com-
posed of Northern and Benaadir Somali), but no diffentiation is provided per-
taining to the Marka variety of Ashraaf, which is the focus of the current paper.
Ehret & Ali (1984), on the other hand, group Xamar and Marka (i.e., Ashraaf)
varieties with Benaadir Somali and little detail about their properties relative to
one another or to other varieties/dialects is given. We certainly do not mean to
imply that we are the first to look at Af-Ashraaf, nor is it our intent to engage
in a classification debate in this paper, but we believe that it there is much more
to learn about the properties of this language group (i.e., Af-Ashraaf’s two con-
stituent varieties, Shingani and Marka) and its relationship to its closest relatives.
In order to begin to do so, we turn our attention first in this paper to properties
of Marka morphology.

2 Nominal morphology

Singular nouns in Marka are unmarked, and their plural counterparts are all
formed by the addition of the suffix -(r)ajno wherein an epenthetic rhotic ap-
pears after vowel-final stems. We illustrate in Table 1 that Marka adopts a sin-
gle strategy to pluralize nearly every noun. The exception to this is a few high
frequency nouns that are used in proverbs whose plurals are identical to those
found in Somali (e.g., ilig ‘tooth’ vs. ilko ‘teeth’). Corresponding Somali plurals
are provided for comparison, wherever possible. The fact that outside of these
few outliers, Marka adopts a single pluralization strategy distinguishes it from
both Somali and Maay. This is because Somali adopts at least five different plural-
ization strategies (e.g., suffixation of -0 or -yaal, partial suffixing reduplication,
tonal accent shift, and both broken and sound pluralization in some Arabic bor-
rowings), while Maay adopts two or three, depending on the particular noun
(Paster 2010), all of which involve suffixation.

Like Somali and Maay, Marka encodes two grammatical genders in its nominal
system: masculine and feminine. Nouns have inherent gender, however, there is
no overt segmental indication of gender on nouns themselves. Rather, a given
noun’s grammatical gender is recoverable from the patterns of agreement that it
requires on its modifiers. This can be seen, for example, in definite determiners,
wherein the initial consonant of the determiner (except in one context discussed
below) reveals the noun’s gender. These consonants, however, often alternate
following particular stem-final segments. The masculine definite determiner is
-e after liquids and pharyngeals and -ke in most other contexts. The feminine def-
inite determiner is -de after [d] and pharyngeals and -te in most other instances.
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Table 1: Pluralization

Marka Singular Marka Plural Somali plural
dabaal fool dabaal-ajno fools dabbaal-o

af language  af-ajno languages af-af

karfin tomb karfim-ajno tombs

khoor necks khoor-ajno necks qoor-ar
mindi knife mindi-rajno knives mindi-yo
maro head mara-rajno heads madax

guddoomije chairman guddoomija-rajno chairmen guddoomiya-yaal

Following vowel-final stems, the definite determiner is always -re, even in asso-
ciation with those nouns that are biologically masculine or feminine. This points
towards a neutralization of the morphological encoding of gender in such con-
texts. Thus, both masculine and feminine nouns whose stem ends in a vowel take
the definite determiner -re. In addition, and as one might expect, certain nouns
are free to change their gender in accord with the biological gender of their refer-
ent, as in saaxibke ‘the (male) friend’ vs. saaxibte ‘the (female) friend.’ Examples
of Marka masculine and feminine singular nouns in their indefinite and definite
forms are in Table 2.

Table 2: Grammatical gender and definite determiners (Marka)

Indefinite Definite

Masculine: nin ‘man’ nin-ke ‘the man’
san ‘nose’ san-ke ‘the nose’
abti ‘maternal uncle’  abti-re ‘the maternal uncle’
dabaal ‘fool’ dabaal-e  ‘the fool’
gasa¥ ‘can’ gesef-e ‘the can’

Feminine: maalip’ ‘day maalin-te  ‘the day’
kab ‘shoe’ kab-te ‘the shoe’
irbad ‘needle’ irbad-de  ‘the needle’
saddey ‘three’ saddey-de ‘the three’
ingo ‘mother’ inga-re ‘the mother’
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Although there is no overt gender marking on Marka nouns, it appears at least
preliminarily that the accentual gender distinction found in Somali is maintained
in Marka. As discussed in detail in Hyman (1981) and Green & Morrison (2016),
Somali nouns exhibit a tonal accent on either their final or penultimate mora; the
mora is the tone and accent bearing unit in the language. It is typically the case
that non-derived masculine singular nouns have a tonal accent on their penul-
timate mora while non-derived feminine singular nouns have a tonal accent on
their final mora. Like Somali, Marka appears to exhibit this same phenomena, as
seen for example in a comparison of masculine kdrfin-ke ‘the tomb’ and femi-
nine mindi-re ‘the knife. This accentual distinction is helpful in determining the
grammatical gender of nouns with vowel-final stems. Compare, for example, the
masculine noun sdnno ‘year’ to the feminine noun mindi ‘knife, both of which
take the same definite determiner -re. Their corresponding definite forms are
sanna-re ‘the year’ and mindi-re ‘the knife’

While Marka maintains a fairly clear distinction between masculine and fem-
inine grammatical gender in singular nouns, whether segmental, accentual, or
both, this distinction is lost upon pluralization. That is, all plural nouns require
feminine gender agreement. This characteristic distinguishes Marka from both
Somali and Maay. Somali has a complex grammatical gender system; following
the noun classification adopted in Green et al. (forthcoming), nouns in Classes 1c
and 2 maintain the same gender in both the singular and plural, while nouns in
Classes 1a, 1b, 3, 4, and 5 exhibit so-called gender polarity (Meinhof 1912) where a
noun’s gender changes from masculine to feminine (or vice versa) upon pluraliza-
tion. Maay, on the other hand, also collapses its grammatical gender distinction
in nouns upon pluralization, but unlike Marka which levels gender to feminine,
all Maay plural nouns are masculine. A summarized comparison of these three
systems is in Table 3.

In addition to the definite determiners described above, Marka has four addi-
tional determiner which can modify nouns. The initial consonant of each deter-
miner alternates under the same conditions described above for definite deter-
miners. There are two demonstrative determiners: kon/ton ‘this’ and kaas/taas
‘that” These have direct correspondents in both Somali and Maay, although So-
mali has an additional distal demonstrative to point out ‘that yonder’ The Marka
interrogative determiner is kee/tee ‘which?, which, once again, has direct corre-
spondents in both Somali and Maay. Like Somali, Marka exhibits so-called remote
or anaphoric definite determiners, namely kii/tii. In Somali, these are described
as being associated with past tense referents (Lecarme 2008; Tosco 1994). They
appear to instead have a disambiguating function in Marka, which we gloss as
‘the/that (one) X.’ In addition, Marka has a determiner, koo/too, that speakers use
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Table 3: Grammatical gender — singular vs. plural

Marka Somali Maay Gloss
igaar inan dinarn ‘boy’
igaare (m) inanka (m) dinagki (m) ‘the boy’
igaarajno inammo dinamo/dinanyyal/dinamoyal  ‘boys’
igaarajte (f)  inammada (f) dinamoyi/dinanyyalki/ ‘the boys’
dinanmoyalki (m)
naag naag bilar ‘woman’
naagte (f) naagta (f) bilanti (f) ‘the woman’
naagajno naago bilamo/bilanyyal/bilamoyal ‘women’
naagajte (f)  naagaha (m)  bilamoyi/bilanyyalki/ ‘the women’
bilamoyalki (m)
Table 4: Possessive determiners
Marka Somali Maay
1sG kee/tee kay/tay key/tey
25G kaa/taa kaa/taa ka/ta
3sG.M kiis/tiis kiis/tiis y'e/tis
3SG.F kiife/tiife keed/teed y’e/tie
1pPL karn/tay kayo/tayo (exc.)  kaynu/taynu
keen/teen (inc.)
2PL kiin/tiin kiin/tiin kin/tin
3PL kiifon/tiifon kood/tood y’o/tio

to point out an item that the speaker knows about but the hearer does not. There
is a great deal of similarity in the determiners discussed thus far when compar-
ing Marka to both Somali and Maay; however, the possessive determiners in each
are more divergent. Possessive determiners in the three varieties are shown in
Table 4; they are presented in masculine/feminine pairs in their default forms.
Note that Marka and Maay lack the exclusive vs. inclusive distinction encoded
in Somali for first person plural. Also, third person masculine possessive deter-
miners in both the singular and plural in Maay differ greatly from those found
in both Somali and Marka.
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Concerning the derivational morphology that can be added to nouns, there
are several parallels between Marka and Somali; the following list should not be
taken as exhaustive. Thus far, we find that there are two Marka suffixes, -nimo
and -ija, that derive abstract nouns. Examples include: Aurnimo ‘freedom’ (cf.
hur ‘free’) and insaanija ‘humanity’ (cf. insaan ‘human’). These correspond to
-nimo and -iyad in Somali. The Somali suffix -tooyo, which derives stative abstract
nouns is absent in Marka, and we have not yet been able to find another mor-
pheme that accomplishes this function. The Marka suffix -dari derives antonyms,
as in nahariisdari ‘merciless’ (cf. naharis ‘mercy’); this corresponds to -darro in
Somali, which accomplishes the same function. The Marka suffix -lo corresponds
to Somali -le and is used to derive agentive nouns, as in dukaanlo ‘store owner’
(cf. dukaan ‘store’). Finally, we have found that inchoative and experiencer verbs
can be derived from nouns in Marka via the suffixes -wow and -fow, respectively,
as in dugowow ‘to become old’ (cf. duq ‘elder’) and rijofow ‘to have a dream’ (cf.
rijo ‘dream’).

3 Pronouns

Marka has a single series of subject pronouns which are inflected for person,
number, and for biological gender with human referents; Marka does not encode
an exclusive vs. inclusive distinction in its first person plural subject pronouns.
Marka subject pronouns may be used independently whereupon they take on
characteristics similar to other nouns. In addition, they may also cliticize to com-
plementizers and negative markers under some conditions. A comparison be-
tween subject pronouns in Marka, Somali, and Maay is in Table 5. In addition to
these subject pronouns, Marka (like Somali) has a non-specific subject pronoun,
la.

Table 5 reveals that there are many similarities across the three language va-
rieties under consideration regarding their subject pronouns. A comparison of
their object pronouns in Table 6, however, shows far fewer similarities in this
particular category. To begin, Somali has so-called first series (OP1) and second
series (OP2) object pronouns, the latter of which appear only in those instances
where two non-third person pronominal objects are required. Somali maintains
an exclusive vs. inclusive distinction in both series of its object pronouns; neither
Marka nor Maay encode such a distinction, and both have only a single series of
object pronouns. Both series of Somali object pronouns have third person gaps in
both the singular and plural. Marka and Maay differ in that each has third person
object pronouns. While Marka’s third person object pronouns appear innovative
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Table 5: Subject pronouns

Marka Somali Maay
1sG aan aan ani
25G at aad aoi
3sG.M uus uu usu
3SG.F ishe ay ii
1pL annurg aannu (exc.) unu

aynu (inc.)
2pL asiin aydin isin
3pPL ishoon ay iyo

in all instances, the situation with Maay is somewhat different. A comparison of
Maay subject vs. object pronouns in Tables 5 and 6 shows that they are in many
instances identical. The exception of the first and second person singular, and
the second person plural to some degree. In addition to its other object pronouns,
Marka has the reflexive/reciprocal pronoun is, similar to that found in Somali.

Table 6: Object pronouns

Marka Somali (OP1) Somali (OP2) Maay
1sG in i kay i
2sG ku ku kaa ki
3sG.m su - - usu
3SG.F sa - - ii
1rL nun na (exc.) kayo (exc.) unu

ina (inc.) keen (inc.)

2PL siin idin kiin isin-siy
3pPL S00 - - iyo

Marka object pronouns cliticize onto adpositional particles, of which there are
three. Object pronouns also co-occur with a non-specific subject pronoun (NSP)
meaning ‘one. We notice no prosodic difference between them, but according
to our speaker’s intuition, sequences of NSP+object pronoun are divisible, while
object pronoun-+adposition are a single unit. Examples are in Table 7.
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Table 7: Pronouns with adpositional particles (Marka)

Object pronoun  NSP ka ‘in/from’ u ‘to/for’ la ‘with’

1sG in lain igka iin inla
2sG ku laku  kuka (koo) kuug kula
35G.M su lasu  suka suur sula
3SG.F sa la sa saka saar) sala
1pL nurg lanug nupka nuur nunla
2PL siin lasiin  siigka siip siinla
3pL S00 lasoo sooka Jelo)y soola

4 Verbal morphology

The simplest Marka verbs are formed by a single verbal base. These simple bases
may contain just the verb root itself, but more complex bases can contain one
or more derivational affixes, such as a Weak Causative, Middle, or even a combi-
nation of the two. Suffixes inflecting for person, number, and gender follow the
stem. Marka has two verb contexts with a single verbal base, namely the Present
Habitual and Past Simple. These contexts correspond go the Present Habitual and
Simple Past in Somali (Green et al. forthcoming), and to the Simple Present A and
Simple Past in Maay (Paster & Ranero 2015). Like both Somali and Maay, inflec-
tion in Marka for first person singular and third person masculine singular are
identical. Likewise, inflection for second person singular and third person fem-
inine singular are identical. The basic inflectional properties of Marka verbs for
four stem types (Bare, Weak Causative, Weak Causative + Middle, and Middle)
are given in Table 8, which shows inflection for the Present Habitual and Table 9,
which shows inflection for the Past Simple.

Other contexts (e.g., Present Progressive, Past Progressive, Past Habitual, and
Assumptive) are formed via auxiliary constructions containing two verbal bases;
the first base is the infinitival form of the main verb which is, in turn, followed
by an inflected form of an auxiliary verb. These are comparable to those found in
Somali (Green et al. forthcoming), and also to the Present Progressive, Past Pro-
gressive, and Generic Future in Maay (Paster & Ranero 2015); exceptions, how-
ever, include the Near Future and Conditional in Maay, in which both the main
verb and auxiliary are inflected.

In the Marka Present Progressive, the infinitival main verb is followed by an
inflected Present Habitual form of rebo ‘to do. For the Past Habitual, the main
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Table 8: Present Habitual (Marka)

Bare WeakCaus WeakCaus+Middle Middle
‘see’ ‘cook’ ‘sell’ ‘sink’
15G/3sG.M deje karife iibsade dubme
25G/3SG.F dejte  Kkarise iibsate dubmate
1pL dejne  karine iibsane dubmane
2PL dejtiin  karisiin iibsatiin dubmatiin
3PL dejaan karifaan iibsadaan dubmadaan
Table 9: Past Simple (Marka)
Bare WeakCaus WeakCaus+Middle Middle
‘see’ ‘cook’ ‘sell’ ‘sink’
15G/35G.M deji karifi iibsadi dubmi
25G/3SG.F dejti karisi iibsati dubmati
1pL dejni karini iibsani dubmani
2PL dejteen  kariseen iibsateen dubmateen
3PL dejeen  karifeen iibsadeen dubmadeen

verb infinitive is followed by an inflected Past Simple form of jiro ‘to be, exist’
The Past Progressive and Assumptive are similar in that they involve Present
Habitual and Past Simple forms of rejo, respectively; the precise meaning of this
verb is unclear. In the interest of space, we illustrate the formation of only one
auxiliary construction, the Present Progressive of sugo ‘to wait, in Table 10.

Table 10: Auxiliary constructions — Present Progressive (Marka)

Marka Gloss
15G/35G.M sugo rebe Tam/he is waiting’
25G/3SG.F sugo rebte ‘you are/she is waiting’
1rL sugo rebne  ‘we are waiting’
2PL sugo rebtiin ~ ‘you (PL) are waiting’
3PL sugo rebaan  ‘they are waiting’
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Marka creates stative verbs via an auxiliary construction composed of an ad-
jective or adjectival participle followed by an inflected form of the irregular verb
ahaan ‘to be. Such stative verbs are used in instances where one might find an
attributive or predicate adjective in other languages. In our description of Marka,
we follow others (e.g., Andrzejewski 1969; Ajello & Puglielli 1988) who have
called such verbs in Somali hybrid verbs, although other names have also been
used elsewhere in the literature. Paster & Ranero (2015) refer to such verbs as the
Simple Present B in Maay. For the sake of comparison, one might encounter Way
adagtahay ‘It is difficult’ in Somali, which is similar in form to Ani farahsiny-ya
‘T am happy’ in Maay. In Marka, the situation is similar, as in Uus weynye ‘It is
big. In each of these examples, the adjectival portion of the auxiliary construc-
tion is italicized.

Like in Maay (and some southern dialects of Somali), all verbal inflection in
Marka is accomplished via suffixation. Northern Somali, however, maintains a
small class of four irregular verbs whose inflection is accomplished through pre-
fixation in non-auxiliary contexts. These include ool ‘to be located, odhan ‘to say,
ogoon ‘to know, and imow ‘to come.’ These four verbs correspond to jaalo ‘to be
located, doho ‘to say, aqaano ‘to know, and imafo ‘to come, in Marka. Table 11
compares inflection in Northern Somali vs. Marka in the Past Simple and the
Past Progressive for the verb ‘to say’ In the Past Simple, this irregular verb is
inflected via prefixation in Somali, while in Marka, inflection is via suffixation.
Both languages employ an auxiliary construction in the Present Progressive.

Table 11: Northern Somali vs. Marka - ‘to say’

Past Simple Past Progressive

Somali Marka Somali Marka
1sG idhi dihi odhanayay doho reji
25G/35G.F tidhi dahti odhanaysay doho reti
3sG6.M yidhi dahji odhanayay doho reji
1rL nidhi dahni odhanaynay doho reni
2PL tidhaahdeen dahteen odhanayseen doho reteen
3pL yidhaahdeen dahjeen odhanayeen doho rejeen

Inflection in Marka of the verb ahaafo ‘to be’ is irregular. Table 12 shows
that ‘to be’ is conjugated as expected in auxiliary contexts like the Past Pro-
gressive, nstances and differs somewhat in the Present Habitual compared to
other verbs in maintaining a unique third person singular masculine form (see
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Table 8). For the Past Simple, Marka has a single invariable form of ’to be’ for all
person/number/gender combinations.

Table 12: Inflection of ‘to be’ (Marka)

Past Simple Present Habitual  Past Progressive
1sG ahaaj ife ahaadeje
25G/3SG.F ahaaj ite ahaadete
3s6.M ahaaj ije ahaadeje
1PL ahaaj ine ahaadene
2PL ahaaj itiin ahaadetiin
3pL ahaaj ijaan ahaadejaan

A last point pertaining to verbal morphology in Marka verbs concerns redupli-
cation. Partial prefixing reduplication is used to indicate intensity or iteration of
action in some verbs. When this occurs, the maximum size of the reduplicant ap-
pears to be CVV; for example, dhadhagaaqo ‘to move about restlessly, fidget. In
such instances of reduplication, Marka remains faithful to the underlying quality
of the vowel in its reduplicants. We have found that Marka also employs total
prefixing reduplication to derive an adjective from a noun, as in buurbuur ‘moun-
tainous’ (cf. buur ‘mountain’).

5 Concluding thoughts

This paper offers a renewed look at the nominal, pronominal, and verbal mor-
phology of the Marka variety of Af-Ashraaf. While we have not yet had the
opportunity to conduct a systematic comparison of Marka and its closest rela-
tive, Shingani, we have taken the first steps to compare Marka directly to two
of its better-known and better-documented relatives, Maay and Somali. Marka
shares characteristics with both Somali and Maay, but conclusions concerning
the extent to which Marka aligns more closely with one or the other must await
further research. At present, we endeavor to highlight those properties of Marka
that distinguish it from both Somali and Maay, such as its methods of encoding
pluralization and gender. While there is most certainly a great deal more work
to be done, we hope that this short description lays the foundation for further
inquiries into Marka grammar and provides those with interest in the ongoing
debate concerning the internal classification of East Cushitic languages new in-
formation upon which to justify their analyses.
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Abbreviations
CAUS causative NSP non-specific subject pronoun
EXC  exclusive OP  object pronoun
F feminine pL  plural
INC  inclusive sG  singular
M masculine
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Implosives in Bantu A807? The case of
Gyeli
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Implosive consonants in Bantu A80 languages are widely attested in the litera-
ture. The status that specific authors assign to them, however, differ significantly,
ranging from mere phonetic contrasts to phonemic status or even absence in cer-
tain languages. Given this variety of language analyses, along with a controversy
about necessary and sufficient features of implosive sounds, this paper aims at re-
assessing the range of implosives and non-implosives within A80 and especially
Gyeli (A801). I show that though implosives are expected in Gyeli from previous
literature, these sounds are better described as pre-glottalized stops with a rela-
tively long prevoicing time. That raises the question whether this analysis might
be more appropriate for other A80 languages as well. While this paper cannot pro-
vide any conclusive answer on the latter question, it hopes to raise awareness of
the methodological problems associated with the present description of A80 im-
plosives, encouraging a systematic re-evaluation of the data. It also encourages a
discussion on how the general fieldworker should go about describing implosive(-
like) sounds.

1 Introduction

The occurrence of implosives is areally expected in northwestern Bantu, as Clem-
ents & Rialland (2008: 58) have shown. Implosives have also been reported for
several Bantu A80 languages, including Mpiemo, Shiwa, Kola, and Bekwel. Most
authors agree that implosives in A80 languages have phonetic rather than phone-
mic status, but differ in how they view the relation between implosives and
voiced stops, e.g., whether /b/ is an allophone of /b/ or whether a language lacks
/b/ altogether. There are also cases where different authors do not agree on the
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presence or absence of implosive sounds in the same language, namely in Gyeli
and Shiwa. This differing treatment of implosives in the A80 literature raises the
question whether these consonants really are implosives in the first place in all
of these languages.

Data from Gyeli, an endangered and understudied Bantu A80 language spoken
by “Pygmy” hunter-gatherers in southern Cameroon, suggests that consonants
which could be taken to be implosives are better described as phonemic voiced
plosives that are phonetically realized with pre-glottalization and relatively long
prevoicing, typically found in stem-initial position. During prevoicing, speak-
ers expand their cheeks, increasing both the vocal tract size and amplitude be-
fore release of the voiced plosives /b, d/. The effects of this realization can eas-
ily be mistaken for an implosive, given that both implosives and pre-glottalized
stops involve the manipulation of the larynx and the resulting waveform looks
in many cases like that of a typical implosive. The cheek expansion clearly indi-
cates, however, that the airstream mechanism in Gyeli is egressive. The case of
pre-glottalized voiced stops in Gyeli may serve as a starting point to reconsider
special voiced stops in A80 languages and clarify the status of implosives, at least
in some languages.

In the remainder of the Introduction, I will critically review definitions of
implosives provided by the literature and introduce the Gyeli language. In §2,
I present the distribution of implosives and their phonetic/phonemic status in
Bantu A80 languages. §3 provides a detailed discussion of voiced stops in Gyeli,
while §4 concludes this paper and gives an outlook on future work that is needed.

1.1 Definitions of ‘Implosives’ in the literature

The average linguist venturing out into the field to describe an under-studied lan-
guage has to be knowledgeable in all parts of grammar they intend to describe.
More often than not, they are not necessarily expert phoneticians, though, and
describing phenomena such as implosives, which have long been a source of
controversy, can be very challenging. This is due to i) an apparently different
airstream mechanism that was hard to perceive by some early linguists and ii)
the nature of phonetic variation ascribed to implosives. Xi (2009), who gives an
excellent overview of the historical development of implosive studies, points out
that many linguists have had difficulties in accurately describing implosives be-
cause they were perceptually used to a pulmonic airstream mechanism. Accord-
ing to her, prior to the recognition of a glottalic airstream, these sounds were
often described as pre-glottalized, laryngealized, or pre-nasalized stops which
had a long-lasting impact, especially on descriptive linguists.
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In order to analyze and name encountered phenomena as best as they can, de-
scriptivist fieldworkers try to have a good understanding of at least the essential
literature on specific topics. Textbook definitions often seem to come in handy,
especially in terms of terminological issues and definitions. Textbook definitions
typically summarize core features that are widely agreed upon in defining im-
plosive sounds. Generally speaking, implosives seem to be plosives which are
produced with an ingressive airstream due to larynx lowering. This view is rep-
resented, for instance, by Crystal (2008: 228), who states in his Dictionary of
Linguistics and Phonetics that, “[the term implosives] refers to the series of pLO-
SIVE sounds it is possible to make using an airstream mechanism involving an
inwards movement of air in the mouth (an INGRESSIVE AIRSTREAM).” Also general
introductions to linguistics emphasize the ingressive airstream as a defining fea-
ture of implosives, for example by McGregor (2015: 41): “Implosives are produced
by pulling the larynx downwards during oral closure, and releasing the oral clo-
sure, resulting in an audible inrush of air” In earlier classic textbooks, another
assumed property of implosives was included in the definition, namely a glottalic
airstream mechanism, as in, for instance, Fromkin & Rodman (1998).

The realization of phonemic segments are variable, however, and not every
sound that is classified as an implosive is realized the same way, which has been
noted already by, for instance, Greenberg (1970). This becomes very clear when
looking at the phonetics literature where each of the defining core criteria for
implosives have been challenged. Especially for sounds that seem to be at the
fringe of an abstract implosive category, authors tend to give much wider defini-
tions or, at least, question the relevance of any seemingly defining feature. There
is controversy about categorizing ‘unusual’ implosives, encompassing all core
features, namely i) airflow mechanism, which could be ingressive vs. potentially
egressive and glottalic vs. not necessarily glottalic, ii) manner of articulation,
which has been described as plosive vs. sonorant vs. non-obstruent, and iii) lar-
ynx lowering, which does not seem to be sufficiently defining, but a matter of
degree.

In the World Atlas of Language Structures, a reference for typology and cross-
linguistic comparison, Maddieson (2013) describes implosives as stops produced
with a downward movement of the larynx, including the possibility of an inward
airflow. Thus, an ingressive airflow is not a necessary, but an optional feature.
Also Ladefoged & Maddieson (1996: 82) stress that the presence or absence of
negative intra-oral pressure is a variable phonetic feature, proposing “a gradient
between one form of voiced plosive and what may be called a true implosive.”
Lindau (1984) states that implosives may be non-glottalized, involving no glottal
closure. Clements & Rialland (2008: 56) support this view, stating that “implosives
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cannot be neatly distinguished from non-implosive sounds in terms of an alleged
glottalic airstream mechanism.

Even the manner of articulation in implosives has been challenged. Clements
(2000) views implosives as sonorants rather than stops. Later on, Clements & Osu
(2002) define implosives rather as non-obstruent (non-explosive) stops which
lack a build-up of air pressure, resulting in a weak burst at release.

Finally, a lowering of the larynx appears in many definitions of implosives
which might then seem to be the only criterion left in defining implosives. Ewan
& Krones (1974), however, hold that larynx lowering is not unique to implosives,
but also found in certain voiced stops of English or French. As such, larynx low-
ering is not a sufficient feature. As with all other proposed phonetic properties
of implosives, larynx lowering is also subject to variation, involving more or less
lowering which, in turn, may have different effects on the airstream and blur the
lines between voiced stops and implosives. Thus, Xi (2009: 11) explains that, “if
the degree of lowering the larynx is attenuated, implosives are likely to change
to voiced stops. Alternatively, for voiced stops, if the pre-voicing is prolonged
by enlarging the supra-glottal cavity, it would drive the voiced stops change to
implosives”

This controversy reflects a larger issue pertaining to the nature of categories:
to what degree can the phonetic details of a category in one language be as-
sumed to hold for the phonetic details of the same category in other languages?
The short answer is that it can be assumed that there are likely to be differences.
Even closely related languages such as Bantu A80 display different realization
rules for the same segment, as is evident from the literature (see §2). What we do
not know is the extent to which phonetic details of e.g., , plosives or implosives
differ in terms of voicing details, energy of burst, or aspiration because the rele-
vant literature does not give any information on this. Differences are, however,
expected, as are similarities.

Knowing about the phonetic details of a segment in one language can serve as
a starting point to investigate and/or re-evaluate categories and their extension
across (related) languages, provided that their phonetic details become known
as well. Ultimately, this will help answer questions on how we can establish cat-
egories for cross-linguistic comparison, given the wide range of phonetic varia-
tion, and how telling these categories are.

This brings us back to the practical issues of the descriptive fieldworker. How
does one know, given all the within-category variation, that one is dealing with
arealization of that category or something different? In this paper, I explore this
question with a class of sounds in Gyeli that resemble implosives, but which I
argue are pre-voiced stops, based on phonetic analysis rather than on perceptual
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intuitions only. Assuming the generally agreed-upon core features of implosives-
ingressive airstream, larynx lowering, and plosive manner of articulation-I will
show that Gyeli prevoiced stops do not meet the criteria of ingressive airstream
and larynx lowering, but that auditory effects similar to implosives are achieved
through glottalization, prevoicing, and cheek expansion.

1.2 The Gyeli language and data

While I discuss implosive sounds across Bantu A80 languages in this paper, Gyeli
is the main language of analysis and the only language for which I have first-hand
data. In this section, I briefly provide some basic information on the language and
my methodology.

Gyeliis a Bantu A80 language (A801, following Maho 2009) spoken in southern
Cameroon by so-called “Pygmy” hunter-gatherers. The language is known under
a variety of names, including Bakola, Bagyeli, and Bajele. There are about 4000-
5000 speakers who currently still transmit the language to their children. Nev-
ertheless, Gyeli is classified as an endangered language due to a rapidly chang-
ing environment that forces speakers to give up their traditional foraging sub-
sistance strategy, adopting farming practices from neighboring agriculturalist
Bantu groups. In total, Gyeli has eight contact languages, the most prominent of
which are Kwasio (A80) as Gyeli’s closest relative, Bulu (A70), and Basaa (A40).
Currently, several Gyeli dialects are emerging, depending on the main contact
language of regional Gyeli group.

Previous literature on Gyeli comprises a few grammatical descriptions of dif-
ferent Gyeli varieties which also differ in terms of their degree of coverage. The
most substantial work comes from Grimm (2015) who provides a complete gram-
mar of the variety spoken in Ngolo, i.e., the Bulu contact region. An earlier de-
scription of ‘Bajele’ by Renaud (1976) investigates the phonology and nominal
morphology of the Gyeli variety spoken around Bipindj, i.e., in the Kwasio area.
There is also an unpublished manuscript on the dialect of Lebdjom, i.e., the Basaa
contact region, by Ngue Um (2012). Other linguistic work on Gyeli include an eth-
nobotanic study of tree names by Letouzey (1995) and a study of color category
innovation in language contact by Grimm (2014). There are no previous phonetic
studies of Gyeli other than Renaud’s (1976) observations in his phonological de-
scription.

Data on the Gyeli language stems from my own fieldwork conducted in Camer-
oon between 2010 and 2014. The analysis of the relevant sounds (voiced plosives
which are potential candidates for implosives) was done including both tokens
from carefully pronounced word list recordings and tokens from natural text.
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2 Implosives in Bantu A80

When describing a language, related and neighboring languages can give valu-
able hints as to what one might expect to find. In the case of Gyeli, one might
expect to find implosive sounds. Implosives are attested in Bantu A80 languages
as well as more broadly in northwestern, eastern coastal, and southeastern Bantu
languages. Maddieson (2003: 28) states that these languages often have at least
one implosive, which is most frequently a bilabial. According to him, Bantu im-
plosives have certain phonetic features in common. First, they are typically pro-
duced without glottal constriction. And second, lowering of the larynx is crucial
in Bantu implosive production, having a double effect. On the one hand, the low-
ering increases the amplitude of vocal fold vibration during closure, resulting in
a strong voicing at the release. On the other hand, the larynx lowering during
production causes an ingressive airstream.

Taking these diagnostics into account, when analyzing implosive sounds in
spectrograms and waveforms, there are a few things one would expect to find,
and also a few that one would not expect to find. In terms of the absence of glottal-
ization, there should be no indication of a glottal closure. A glottal closure might
be visible through a higher amplitude in the waveform or signs of ‘noise’ in the
spectrogram. A glottal closure can, however, also be indicated by the absence of
a visible stop closure altogether when it accompanies another stop, since overlap-
ping gestures of glottal and other stop closures might result in the “suppression
of any audible burst or frication when it is released,” as Ladefoged & Maddieson
(1996: 73) explain. Regarding the effects of larynx lowering, one would expect
to see the increasing amplitude of vocal fold vibration in a typical cone shape
that occurs in the waveform right before the release as well as an increase in FO.
The release, in turn, should have a comparatively stronger voicing than potential
voiced plosive counterparts. The diagnostic of an ingressive airstream that is at-
tributed to Bantu implosives cannot be inferred from spectrogram or waveform
analyses; instead, special techniques for airflow and air pressure need to be used
(see, for instance, Demolin 2011 for a discussion on aerodynamic techniques for
phonetic fieldwork.) There might be other cues to airflow though, for instance
observing the movement of both the larynx and the cheeks. I will return to these
diagnostics in §3.

While implosives have been widely reported for Bantu A80 languages, there
is only one phonetic study of these sounds by Nagano-Madsen & Thornell (2012)
on Mpiemo. Therefore, the following discussion cannot provide a comparison of
phonetic features, but rather outlines differing phonemic status and possibly dis-
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tribution of implosives in those A80 languages for which data on implosives (or
their absence) is available. What becomes apparent in this comparison is that im-
plosive sounds in A80 receive a very different treatment in terms of their phone-
mic vs. phonetic status. This differing treatment seems puzzling, especially when
accounts differ substantially on even the same language. It first brings us back to
the issue of deciding what sounds should be labelled as implosives. Beyond this,
is also raises the questions of how much phonetic variation or similarity there
really is in A80 ‘implosives’ and in how far this phonetic variation is played out
on the phonological level.

Table 1 summarizes the status of potential implosives! within the phonemic
plosive series in a representative sample of A80 languages.? Most authors agree
that implosives in A80 languages, if present, have phonetic rather than phonemic
status. Cheucle (2014: 461) even reconstructs voiced stops in Proto-A80 as implo-
sives. Despite this tendency, there is still a lot of variation in the description of
voiced plosives and/or implosives in several respects, including i) their general
presence or absence, ii) the type of voiced plosive/implosive (e.g., bilabial, alveo-
lar, palatal, velar), and iii) their phonemic status.’

There are three accounts of Gyeli (A801), describing different varieties of the
language. Each account differs in its assessment of voiced plosives/implosives. In
Grimm’s (2015) analysis, the Gyeli variety spoken in Ngolo (Bulu contact area)
has no implosives at all. Voiced plosives /b/ and /d/ in stem-initial position are
realized with preglottalization and relatively long prevoicing. This account is ex-
plained in detail in §3. In comparison, Renaud (1976: 49) suggests the presence of a
bilabial implosive in the Gyeli variety spoken around Bipindi (Kwasio and Basaa
contact area). The implosive is, however, only a phonetic variant of [b] occuring
before the vowels /u, o, 8, 2, 3, a, 4/ in both C; and C, position. The implosive
realization is, according to Renaud (1976), in free variation with an egressive glot-

!Square brackets indicate phonetic status while slashes / / indicate phonemic status.

*There are, of course, more A80 languages, as classified by Maho (2009). Also Cheucle (2014)
gives an excellent overview of A80 languages and the existing literature. Sufficient description
for comparison, however, is mainly restricted to the languages listed in Table 1 which almost
cover the major languages, with the exceptions of A82 (So) and A87 (Bomwali) for which there
is no data.

*Obviously, there are differences across languages pertaining to the phoneme inventory and
realization rules. Bantu A80 languages differ most noticeably in the presence or absence of
palatal stops and labio-velars. Some languages also lack the voiceless bilabial stop. There are
also some commonalities though, including bilabial, alveolar, and velar places of stop articula-
tion, and voicing contrast as a distinctive feature. For reasons of space, I refrain from discussing
prenasalized plosives and affricates. Realization rules, if not involving implosive allophones,
are not described here. It should only be noted that they may differ across languages and/or
authors’ descriptions.
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Table 1: Status of voiced stops/implosives in A80 languages

Language Implosives  Restrictions  Plosive series Source
Gyeli (A801)
Gyeli (Ngolo) no /p,b,t,d 1, kg 2/ Grimm (2015)

Bajele (Bipindi) b

Bakola (Lepdjom) /6, d, §/

Shiwa (A803) no

(6, d. §]
Kwasio (A81) no
Makaa (A83) no
Bekol (A832) no
Njem (A84) no

Konzime (A842) no

Bekwel (A85b) [6, d. §, d]
Mpiemo (A86c) [6, d]
/6, d/

free variation
with [b]

stem-initial

none

in C,
before low
vowels in C,

in Cy, not
before /i, u/

/p, b, t, d, 5, k/

/p, b, t, d, {, k, kp/

/p,b, t,d, k, g/
/p,b,t,d, k, g/

/p,b,t,d, c, 5 k/
/b, t,d, c, 5, k, g kp/

/(p),b,t,d, ¢, 3, k, g,
kp/

/p,b,t,d, ¢, 1.k, g,
kp, gb/

/p,b,t,d ¢ 1k g,
kp, gb/

/p,b,b, t,d, d, c, % s
k, g. g, (kp), (gb)/

/p,b,t,d, ¢ 1,k g,
kp, gb/

no information

Renaud (1976)

Ngue Um (2012)

Ollomo Ella (2013)
Dougeére (2007)

Lemb (1974)
Heath (2003)

Henson (2007)

Beavon (2006)

Beavon (1983)

Cheucle (2014)

Thornell &
Nagano-Madsen
(2004)

Beavon (1978)

talized stop. Preceding the vowels /i, e, ¢, &/, /b/ is realized as a modal voiced stop
with a particularly strong burst, including inflating the cheeks and a battement
(beat) of the lips. The third account of Gyeli concerns the variety spoken in Lebd-
jom (Basaa contact area). Ngue Um (2012: 3) assigns phonemic status to bilabial,
alveolar, and palatal implosives whose occurrence is restricted to the stem-initial
position. According to him, there are no voiced plosives, but only voiceless ones.
This seems typologically unexpected.

Shiwa (A803), represents another controversial case as to the presence or ab-
sence of implosives. According to Ollomo Ella (2013) and Puech (1989), Shiwa has

4Ollomo Ella (2013: 51) classifies Shiwa as A833 rather than A803, but I stick with Maho’s (2009)

classification.
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no implosives, neither phonologically nor phonetically, but a plain plosive series
of bilabial, alveolar, and velar plosives, all distinguished by a voicing contrast.”
In contrast to their analysis, Dougére (2007: 56) asserts that all voiced stops in
Shiwa are generally realized as implosives in all environments, i.e., word/stem
initially and intervocalically.

For Kwasio (A81), Makaa (A83), Bekol (A832), Njem (A84), and Konzime (A842),
no implosives are reported, neither phonemic nor phonetic. As to Kwasio, all
principal authors — Lemb (1974), Dieu (1976), and Yemmene (2004) — describing
the phonology agree that there is a voicing opposition between at least bilabial
and alveolar plosives, but no indication of a phonetic realization of implosives for
any of these obstruents. For Makaa, Heath (2003) does not report any implosives
either, but states that the phoneme /b/ lacks a voiceless counterpart /p/. The same
holds for Bekol as described by Henson (2007) who reports that instances of [p]
are so rare and only found in loan words that it might not be a phoneme in the
language. For Njem, Beavon (2006) outlines the phonetic realization of the entire
stop series (bilabial, alveolar, palatal, and velar), but implosives are not among
the variants. In Konzime, labial and alveolar stops are “released with oral cavity
friction” before high vowels, according to Beavon (1983: 134), but do not exhibit
implosive features.

Cheucle (2014: 147) describes all voiced stops — bilabial, alveolar, palatal, and
velar — as having an implosive realization in C; position in Bekwel. She treats
this feature as phonetic rather than phonemic and remarks that the degree of
implosion varies across speakers.

Finally, Mpiemo receives a different treatment of implosives by different au-
thors. Beavon (1978) views bilabial and alveolar implosives as having phonemic
status which are opposed to their voiced stop counterparts. According to him,
they are restricted to C; position and precede all vowels except for /i/ and /u/. In
contrast to this, Thornell & Nagano-Madsen (2004) assign phonetic status to bil-
abial and alveolar implosives in Mpiemo, categorizing them as allophones of /b/
and /d/. They also observe the same distribution of voiced stops and implsoives as
Beavon: voiced stops occur before /i/ and /u/ and nasals, in all other stem-initial
environments, they are realized as implosives. Figure 1 shows a bilabial implosive
of Mpiemo as presented by Thornell & Nagano-Madsen (2004: 172).

The implosive exhibits a typical cone-shape amplitude increase during closure.
In fact, Nagano-Madsen & Thornell (2012), in their detailed phonetic study of
Mpiemo implosives, state that this amplitude increase during closure is a strong

*In addition to Ollomo Ella’s (2013) plosive series, Puech (1989) also posits a phonemic voiced
palatal stop.
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Figure 1: Bilabial implosive in Mpiemo

acoustic correlate of implosives in Mpiemo. In contrast, their egressive counter-
parts show a decreasing voicing amplitude. Other characteristics of Mpiemo im-
plosives, according to the authors, include a glottalic ingressive aistream, full
voicing (which also holds for egressive plosives), an increased FO during occlu-
sion (while FO decreases in voiced plosives), and a closure duration for implo-
sives which is generally longer than that for voiced stops. Implosion at release,
however, is not a consistent phonetic feature. Keeping the phonetic Mpiemo im-
plosive features in mind as well as Maddieson’s (2003) general remarks about
Bantu implosives, I now turn to describing the phonetic features of voiced stops
in Gyeli.

3 Prevoiced stops in Gyeli

Despite expectations inherited from the literature on other Gyeli dialects and
comparison to related languages, I argue that the Gyeli variety spoken in Ngolo
(Bulu contact region) does not have implosives, neither on a phonemic nor on a
phonetic level. According to Grimm’s (2015) description, the phonemic distinc-
tion the language makes is between voiced and voiceless stops. Bilabial voiced
plosives occur word- and stem-initially, and in medial position they are realized
as [B]. Alveolar voiced stops are found in word-medial position, but I am concen-
trating my analysis on those in initial position since it is not to be assumed that
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a medial position would host implosives if initial positions do not. Velar voiced
stops are almost exclusively limited to word-medial positions, so they do not
qualify as potential implosives.

Gyeli bilabial and alveolar voiced stops in word- and stem-initial position are
realized with glottal constriction and prevoicing before the burst. At the same
time, speakers inflate their cheeks to varying degrees before release. As such,
these sounds have a few phonetic/acoustic features in common with what are
typically taken as features of implosives, including glottalization, amplitude in-
crease before release, and often a strong burst at release. Especially the cone-
shape amplitude increase before release, as observed in the waveform in Fig-
ure 3, makes Gyeli prevoiced stops look like typical implosives so that one might
be inclined to analyze them as implosives at least phonetically. There is, how-
ever, good evidence to assume that these sounds are produced with an egres-
sive airstream. The key argument that also explains the cone-shape amplitude
increase is the speaker’s expansion of the cheeks which goes against assuming
an ingressive airstream. At the same time, variation in the degree of cheek expan-
sion within the same and across different speakers suggests that implosive-like
phonetic features are not stable enough to label Gyeli voiced stops as implosives.
In the following, I will compare Gyeli voiced stops to Bantu and Mpiemo implo-
sives, showing that they are not the same class of sounds. I will also provide a
more detailed analysis of Gyeli voiced stops along a variety of parameters, in-
cluding voicing, amplitude, intensity, and closure duration. I am restricting my
illustrations to bilabial voiced plosives due to space limitation. It should be noted
though that the same features apply to stem-initial alveolar voiced stops.

3.1 Glottalization

What Maddieson (2003: 28) generally says about Bantu implosives, namely that
they are produced without any glottal constriction, does not apply to Gyeli voiced
stops. There is glottal constriction throughout, accompanying the entire bilabial
or alveolar closure. This might be visible as ‘noise’ in the spectrogram in the
circled area of Figure 2. This could mean two things. On the one hand, one might
want to say that Gyeli voiced stops could still be implosives which just exhibit
different acoustic features than the majority of Bantu implosives. On the other
hand, one could take this as a cue that Gyeli voiced stops are indeed different from
implosives found in other Bantu languages. The criterion of glottalization alone
is, as also discussed in §1.1, inconclusive. Data from Mpiemo also illustrates that

®Glottalization effects might not be as obvious in every token; in Figure 3, for instance, it is not.

145



Nadine Grimm

the degree of vocal fold constriction might be subject to variation across speakers
(Nagano-Madsen & Thornell 2012: 75).

3.2 Voicing

As can be seen in both Figure 2 and Figure 3, voiced stops in Gyeli are fully voiced,
from the onset through the offset of the closure. This is a feature they have in
common with voiced stops as well as implosives in Mpiemo (Nagano-Madsen &
Thornell 2012: 74).
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Figure 2: Production of [b] in bé¢ ‘shoulder’, speaker 1

3.3 Voicing amplitude

While Nagano-Madsen & Thornell (2012) convincingly show for Mpiemo that im-
plosives are correlated with an increasing voicing amplitude during closure and
voiced stops with a decreasing one, this distribution does not map onto Gyeli
stops in any way. Rather, what one finds is a high degree of amplitude variation
both speaker-internally and across different speakers which correlates with the
degree of cheek inflation. For instance, [b] in the lexeme bé¢ ‘shoulder’ might
differ significantly in its voicing amplitude. In Figure 2, the voicing amplitude
is neither increasing or decreasing, but remains level throughout the closure be-
cause cheek expansion is minimal in this token. In contrast, the same lexeme in

"Both Figure 2 and Figure 3 have been produced in Praat.
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Figure 3% is produced with a steadily rising amplitude. Though this token looks
suspiciously like an implosive, it is not. The amplitude increase is explained by an
extreme case of cheek expansion. This distribution does not seem to depend on
variability between speakers, but even the same speaker produces tokens with a
voicing amplitude more on the level side of the spectrum and other tokens with
amplitude increase.
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Figure 3: Production of [b] in bé¢ ‘shoulder’, speaker 2

Cheek expansion during stop prevoicing, even if minimal, is a feature of every
initial voiced stop in Gyeli and does not depend on the phonetic environment.
Thus, in contrast to Renaud’s (1976) analysis of the Bipindi variety of Gyeli, ei-
ther realization similar to Figure 2 or Figure 3, or even an amplitude increase in
between these two extremes, is found before any of the seven vowels /i, u, e, o,
g, 0,2/’

8The noisy part around 0.1sec into the recording seen both in the waveform and the spectro-
gram is some background noise and not part of the human speech production. Unfortunately,
background noise cannot be completely avoided in fieldwork. I nevertheless choose to present
this token since it has the sharpest amplitude increase while representing the same lexeme
which makes it comparable.

Video recordings of natural Gyeli text, that may show cheek expansion, are available in the
DoBeS archive, found under the language name ‘Bakola’. In this paper, I rely on my long famil-
iarity with the language and speakers. Systematic video recordings of voiced stop production
are a future project.
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3.4 Intensity

Nagano-Madsen & Thornell (2012: 75) state for Mpiemo that “Intensity showed
a good correlation with voicing amplitude and FO and it is higher/ increasing
for implosives than for plosives” In comparison, there does not seem to be a
general difference in average FO between those tokens of [b] which show a level
or an increasing amplitude. Average F0 for the tokens in Figure 2 and Figure 3, for
example, are both within the range of 135 to 145Hz. There is, however, a difference
in the intensity curve which raises steadily in tokens with increasing voicing
amplitude while the intensity in level amplitude tokens is first relatively low and
then shows a sudden and sharp increase towards the offset of the closure.

3.5 Closure duration

Closure durations of voiced plosives vary a lot depending on speaking rate (care-
ful vs. fast speech), the lexical vs. grammatical function of a morpheme or stem,
and the environment (intonation phrase initial vs. medial). 200 tokens of [b]*
have been measured for closure duration in different environments, covering ac-
companiment by different vowels and different functional environments (gram-
matical morpheme vs. lexical stem).

Generally, closure duration does not seem to depend on the quality of the
following vowel, as shown for lexical and word-initial occurrences in Table 2.1!
Closure durations are rather similar and no distinction can be made between, for
example, high and low vowels.

Occurrences of [b] in grammatical morphemes tend to be much shorter than
those occuring in lexical stems. While the noun class prefix be- has an average
duration of about 50ms (unless produced very carefully), [b] in béné ‘buttock’
measures around 160ms. Both tokens are word-initial. Tokens that are lexical,
but not word or phrase inital (e.g., preceded by a noun class prefix or a sub-
ject marker) tend to have a shorter duration than their word-initial counterparts.
Thus, the second occurrence of [b] in be-béné ‘buttock’ only has a closure length
of around 80ms, which is still longer that [b] in the prefix which is 30ms in this in-
stance. Closure durations are also longer in very careful speech or to emphasize
a particular word. In these cases, the voicing amplitude is not necessarily higher,

These measurements comprise tokens of various prevoicing amplitude patterns, i.e., those that
are more similar to Figure 2 and those that are more similar to Figure 3. The reason for this is
that there is no binary distinction, but rather a scale which, however, does not seem to affect
closure duration. Thus, VOT is the same for low amplitude and amplitude increase tokens.

"Only a few tokens were available for [b] before /o/; this might have skewed the results.
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Table 2: Closure durations of voiced bilabial plosives

v Average duration Lexical example Duration

i [b]=108ms bijo ‘hit’ [b] = 130ms
u [b] =108ms bilo “fish (v.)’ [b] = 130ms
e [b] =105ms bé ‘pit’ [b] = 81ms
o [b] =120ms bégese ‘enlarge’ [b] = 157ms
e [b] =115ms b¢ ‘sow’ [b] = 145ms
5 [b] =103ms bandi ‘black colobus monkey’  [b] = 137ms
a [b] =100ms bape ‘disease’ [b] = 151ms

but closure duration is relatively longer. In any case, longer closure times might
correlate with the percept of implosives while shorter closure times sound more
like modally voiced stops.

3.6 Airstream mechanism

A final consideration in terms of phonetic features concerns the airstream mech-
anism involved in the production of plosives. While no aerodynamic data were
collected for Gyeli so far (and also Nagano-Madsen & Thornell (2012) base their
phonetic analysis of Mpiemo implosives on data that does not include airflow
mechanisms or laryngographic measurements), statements about the airflow can
be made with some certainty by observing speakers. Especially for voiced stop to-
kens that involve an increasing voicing amplitude, Gyeli speakers tend to achieve
an increase of the vocal tract size by expanding the cheeks. This has already been
noted by Renaud (1976) and confirmed by Grimm (2015). To expand the cheeks,
the airflow has to be egressive. At the same time, this gesture excludes a signifi-
cant lowering of the larynx. I take this as the key argument not to consider Gyeli
voiced stops as implosive realizations.

4 Conclusion and outlook

The findings in Gyeli, as well as the treatment of implosives and their relation
to voiced plosives in the A80 literature, have several implications. First, it seems
that a fundamental issue in the description of A80 implosives is a terminological
question. In the absence of any decisive criteria to clearly identify implosives,
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scholars may categorize a range of sounds as implosives which, in fact, might be
very different from one another.

This leads to methodological implications. On the one hand, it shows how im-
portant it is to provide (basic) phonetic information in grammatical descriptions.
These are, however, often insufficient or absent altogether. On the other hand,
the phonetic description of sounds in a language might seem daunting to field-
workers whose expertise lies in other areas of grammar. It might be useful for ex-
pert phonetician fieldworkers to develop some general guidelines for descriptive
linguists, comparable to the many questionnaires on, for instance, information
structure or object marking.

Multiple theoretical implications are at stake. On a micro-areal level, a bet-
ter understanding of implosive(-like) sounds in Gyeli and other A80 languages
enables us to clarify whether these consonants indeed display a high degree of
variation or whether they are more uniform than currently suggested by the lit-
erature. Since all languages in the area are closely related and in intense contact
with one another, one might expect to find significant similarities also in the pho-
netic realization of sounds. This does not mean that the phonetic features of a
particular phoneme in one language hold for other languages in the area as well.
But given that authors have differing treatment of implosives vs. voiced stops in
the same language in several cases of A80, it is possible that these languages share
certain features which are interpreted in different ways. Thus, important ques-
tions still need to be answered: what phonetic features do these sounds in A80
have in common, if anything, and in which respects do they differ? A possible pa-
rameter of variation could be, for instance, an oropharyngeal expansion which,
according to Ladefoged & Maddieson (1996: 55), may constitute “a continuum
that links modally voiced stops to implosives.” Obviously, more phonetic analy-
ses are needed to answer these questions, which then help to answer yet others,
for instance about their phonemic or allophonic status and their alleged free vari-
ation. For future work it would also be desireable to include a more systematic
data comparison of different A80 languages, using aerodynamic techniques as
well as measuring larynx movement.

Implosive(-like) sounds in A80 may also provide an interesting window onto
language contact phenomena. In this area of intense language contact and a high
degree of multilingualism among speakers of all languages, it would be fascinat-
ing to investigate to what degree implosives or some acoustic features of them
are borrowed. Gyeli speakers, for example, are known to imitate their linguis-
tic neighbors deliberately in order to increase their prestige. While the closest
related language, Kwasio, does not seem to have implosives, other neighboring
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languages such as Basaa do. One could hypothesize that Gyeli voiced stops are a
partial imitations of implosives found in other languages, just without borrowing
larynx lowering and an ingressive airstream, which are acoustically replaced by
glottalization and a voicing amplitude increasing through expanding the cheeks.

On a broader level, it is, of course, important for fields such as typology, his-
torical linguistics, or language classification to know whether one is comparing
conceptually the same or different sounds. Clarifying whether certain sounds in
some Bantu sub-families are really implosives might change the extension of as-
sumed linguistic areas and might better our understanding of language relations
in respect to their genealogical classification.
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Chapter 9

Downstep and recursive phonological
phrases in Basaa (Bantu A43)
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This paper identifies contexts in which a downstep is realized between consecu-
tive H tones in absence of an intervening L tone in Basaa (Bantu A43, Cameroon).
Based on evidence from simple sentences, we propose that this type of downstep
is indicative of recursive prosodic phrasing. In particular, we propose that a down-
step occurs between the phonological phrases that are immediately dominated by
a maximal phonological phrase (¢max).

1 Introduction

In their book on the relation between tone and intonation in African languages,
Downing & Rialland (2016) describe the study of downtrends as almost being a

field

in itself in the field of prosody. In line with the considerable literature on

the topic, they offer the following decomposition of downtrends:

1.

2.

Declination

Downdrift (or ‘automatic downstep’)

. Downstep (or ‘non-automatic downstep’)
. Final lowering

. Register compression/expansion or register lowering/raising
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phonological phrases in Basaa (Bantu A43). In Emily Clem, Peter Jenks & Hannah
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In the present paper, which concentrates on Basaa, a Narrow Bantu language
(A43 in Guthrie’s classification) spoken in the Centre and Littoral regions of
Cameroon by approx. 300,000 speakers (Lewis et al. 2015), we will first briefly
define and discuss declination and downdrift, as the language displays both phe-
nomena. We will then turn to the focus of this paper, that is (‘non-automatic’)
downstep. The fact that, under the influence of floating Low tones, Basaa dis-
plays downstepped High tones, i.e. tones that are identified as phonologically
High but display a register that is lower than an immediately preceding H, is
well known (a.o. Dimmendaal 1988; Bitjaa Kody 1993; Hyman 2003; Hamlaoui
et al. 2014). The originality of the present paper lies in the fact that downstep can
also be found at certain word junctures where it cannot be traced to the presence
of a lexical L tone. In line with Match Theory (Selkirk 2009; 2011) and the The-
ory of Prosodic Projection (a.o. Ito & Mester 2012), we propose that this type of
downstep is indicative of recursive phonological phrasing. More specifically, we
propose that in Basa4, a downstep occurs between the immediate daughters of a
maximal phonological phrase (¢max).

The paper is structured as follows. §2 introduces Basaa and its basic tone pat-
terns. It also provides a brief overview of the types of downtrends found in this
Bantu language. §3 concentrates on the distribution of the particular type of
downstep that interests us, i.e. with no lexical L tone involved. §4 provides a
possible analysis for this tonal phenomenon. §5 concludes the paper.

2 Basic patterns of tone in Basaa

2.1 Downdrift

Basaa is a tonal language with a three-way underlying opposition between H(igh),
L(ow) and toneless (@) tone-bearing units (TBUs) (Dimmendaal 1988; Hyman
2003; Makasso 2008 and in particular Bitjaa Kody 1993; Hamlaoui et al. 2014;
Makasso et al. 2016 on toneless TBUs). As a result of a number of tonal pro-
cesses, Basaa’s surface realizations contrast H, L, LH (rising), HL (falling) and
*H (‘downstepped’ H) tones. Table 1 provides an illustration of Basaa’s minimal
tonal contrasts.!

As in many other African tone languages, in utterances presenting mixed se-
quences of tone, Basaa displays “automatic downstep” or downdrift: “a progres-

"The system of transcription used in this work is the IPA. For the readers familiar with previous
literature on Basaa, we have the following correspondences: /p/ or /b/ — /B/; /t/ or /d/ — /1/;
/k/ or /gl — Iy/; Iyl — [jl; Iny/ — In/; Ij/ — Idg/; [e/ — /).
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Table 1: Tonal minimal pairs in Basaa (Makasso & Lee 2015)

H tone L tone HL tone LH tone
jay ‘to annoy’ jay ‘also’
bay ‘to tolerate’  bay ‘to make’
bo: ‘to move out”  bo: ‘(smell) bad’ bd  ‘nine’
ti: ‘to be unable to cut’ tl:  ‘shoulder (crL7)’
nd: ‘to copulate’ n3:  ‘snake (cL9)’
banga ‘drug’ (cL7) banga ‘great’

sive lowering of tone realisation” (Downing & Rialland 2016: 2). As seen in the
pitch track in Figure 1, corresponding to the sentence in (1), each L tone sets “a
new, lower, ‘ceiling’” for the following H tones (Connell 2011).

(1) i-b-3dngé bana ba-rh-bara m-angold ma b-a*sar.
i'-b-oongé bana ba-m-bara m-angolo ma b-asan
AUG-2-children 2.DEM 2.AGR-PST1-take 6-mangoes 6.CONN 2-fathers
“These children picked up the mangoes of the fathers.
(Makasso et al. 2016)

350
300+

]
2004

70

Pitch (Hz)

\ \ LI B \ \ \ I

H L HHHH H H H LL H H 'H
\ \ I I B \ \ \ T \
i

635ngé | bana |ba| mbara | maggoldo |ma balsay

These children picked up the mangoes of the fathers

0.2907 2.476
Time (s)

Figure 1: Downdrift in a Basaa sentence with a mixed tone sequence
(Makasso et al. 2016)
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In sentence (1), tones that are phonologically identified as H are realized on four
different pitch registers. The first three of these correspond to the phenomenon
known as ‘downdrift’. We will come back subsequently to the last change of reg-
ister, a case of (non-automatic) downstep. Note in passing that H tones preceding
a L tone display H-raising, a phenomenon also found in languages like Yoruba
(a.0. Connell & Ladd 1990; Laniran 1992; Laniran & Clements 2003) or Dagara
(Rialland & Somé 2000; Rialland 2001), and that the first H in (1) displays greater
H-raising than the next H that also precedes a L (but that no such raising is ob-
served when the initial H is followed by a H, as in Figure 2 and Figure 3).

2.2 Declination

In addition to having downdrift, Basaa also exhibits declination, that is, ‘a grad-
ual modification (over the course of a phrase or utterance) of the phonetic back-
drop against which the phonologically specified F0 targets are scaled’ (Connell
& Ladd 1990; Connell 2011). Declination, which is considered a phonetic univer-
sal (Ladd 1984; Connell 2011), is found in both Basaa declarative sentences and
yes/no-questions. This is illustrated in Figure 2 and Figure 3, for the sentence with
only H tones in (2) (Makasso et al. 2016).

(2) a hinda i kép i-n-laméa jéy  pwér
7.black 7.coNN hen 7.AGR-PST1-may search l.owner
“The black hen may look for its owner.
b. hinda i kop i-nlama jén  pwér-¢.
7.black 7.coNN hen 7.AGR-PsT1-may search owner-Q

‘May the black hen look for its owner?’

Before we turn to the focus of this paper, that is the downstepping of adjacent
H tones, let us briefly discuss (non-automatic) downstep under the influence of
a lexical floating L tone.

2.3 Downstep under the influence of a floating L tone

Several tonal/segmental processes have been identified that result in the realiza-
tion of a downstepped H tone. High Tone Spread (HTS), the major tonal process
of present day Basaa according to Hyman (2003), can lead a L tone to disassociate
and lower a following H. This is the case in example (1). The word for ‘fathers’ is
underlyingly L-H. When following the H-toned class 2 connective, it acquires a
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Figure 3: Yes-no question — High tones only (Makasso et al. 2016)

Time (s)

200
1504
-~
*, . ey ent®n "
1004 L Caaare ne? - =, .
m S — T [ — T
H H H H HHH H H H
| | 1 | | 1 1 1 1 1
hinda i kaop i|n| lama i€y mwér
The hen might be Looking for its owner
0.06577 1614
Time (s)
Figure 2: Assertion — High tones only (Makasso et al. 2016)
200
1504
‘e T uvenen etne Ot o
ool AT non o0 ’...nt ..n..onn.“““..nn-."n-u-o-..;-o....-o'!o--
A ST — | | T 1 |
H H H H H H H H H H
1 1 1 | | 1 | 1 1 |
hinda 1 kaop i |n lama i€y mwir £
The hen might be Looking for its owner
1253 12.88
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H on its first TBU through HTS. That has the effect of disassociating the initial
L, which in turn creates a downstepped H (*H, see again Figure 1).

Floating L tones are also pretty common in Basaa, some of them clearly result-
ing from a historical loss of segments. The augment in (1) introduces a floating L,
which systematically creates a downstep on a following H.? This is also the case
of the present tense morpheme and the locative marker, for instance, illustrated
respectively in (3) and (4).

(3) a-n-*dsé.
a-n'-dgé
1.AGR-PRES-eat

‘He/She is eating’

(4) i*ndap
i ndap
Loc 9.house

‘in the house’

The rightward association of floating L tones that creates *H tones is found
within prosodic words (), i.e. prosodic units roughtly corresponding to lexical
heads, within phonological phrases (¢), i.e. prosodic units based on (lexical) syn-
tactic phrases (XPs), and within intonational phrases (1), i.e. prosodic units based
on syntactic clauses, in a prosodic hierarchy where 1 > ¢ > w (see for instance
Selkirk (2011) and references therein for details on the prosodic hierarchy, and
Hamlaoui & Szendr6i (2015; 2017) for the definition of syntactic ‘clause’ assumed
here).

3 Where adjacent Hs are distinguished

We have briefly illustrated in Figure 1, Figure 2 and Figure 3 than whenever two
H tones are brought together in Basaa, within words and between words, they
form a plateau. This is also what we have observed in all the repetitions of vari-
ous sentences that we have recorded (see Makasso et al. (2016) for an overview).
At least on the surface then, Basaa thus differs from a language like KiShambaa
(Bantu G23, Tanzania), in which downstep applies between any two indepen-
dent H tones (Odden 1982). We have however identified a few contexts in which

See example (14) for a case where both the H and L tone of the augment are carried by the
noun it modifies, suggesting that this type of downstep involves an underlying lexical L.
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two adjacent H tones are realized on different registers, where the second one is
perceived as downstepped. Let us look at them in turn.

3.1 In the phrasal domain

First, in the phrasal domain, [Dem N] and [Wh N] present a downstep at the
juncture between the two words. They are so far the only noun phrases in which
we have observed a downstep, and in that they contrast with [N Dem], [N Adj],
[N conn NJ, [poss N] and [N poss], where no such downstep is found.

(5) ini  ‘*kwémbé
7.DEM 7.box
‘this box’

(6) ndg¢  *soyol
which 1.grandfather
‘which grandfather’

According to Hyman (2003) and Hyman & Lionnet (2012), who assume a H vs.
L underlying tonal distinction in both Abo (Bantu A42, Cameroon) and Basaa,
all noun class prefixes are underlyingly L. In their approach, prefixless nouns
thus start with a floating L tone which would be responsible for the downstep
observed in examples (5), (6) and (7) to (17). Whenever the prefixless noun follows
e.g. a verb or a connective, i.e. a context where HTS (or metatony) applies, this
floating L tone could be overridden and thus not create a downstep. We provide
sentences in the next subsection in which words that are not analysed by Hyman
and Hyman & Lionnet as starting with a floating L tone also display a downstep
when preceded by a word that ends with a H tone.

3.2 At the sentence level

Whenever the proper tonal configuration is met, a downstep distinguishes the
two complements of a verb. This is illustrated in (7) to (11), with different types
of complements. Sentence (8) is illustrated in Figure 4.

(7) ba-n-ti soyol *kwémbé.
2.AGR-PsT1-give l.grandfather 7.box
‘They gave the grandfather the box.
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(8) me n-ti liwanda li soyol ‘ndap.
I pstl-give 5-friend 5.conN l.grandfather 9.house
‘T gave the friend of the grandfather the house’

350
3004
-y
200 _.MM Tenpreeetreemettion, eomm—
eny,, . -
— A
% 1001
B S — | | | | | |
L L H H H H H H H i
L L | | | | | |
mi nti Liwanda Iy sdyal Indap
1 gave the friend of the grandfather the house
002382 1626
Tine (=)
Figure 4: Downstep between two complements in sentence (8)
(9) men-ti i-*so6yol nund *ndap joy.

I pstl-give AuG-l.grandfather 1.DEM 9.house 9.your

‘T gave this grandfather your house’

(10) mée n-ti ndg¢ maangé *ndgé muraa?
I pstl-give which 1.child which 1.woman
‘Which woman did I give to which child?’

(11) ms n-ti malér  pkéni *ndap ikéni.
I pstl-give l.teacher 1.big 9.house 9.big
‘I gave the big teacher the big house’

Example (12) is crucial in connection to Hyman and Hyman & Lionnet’s hypoth-
esis, as demonstratives are not, to the best of our knowledge, among the words
that they would posit have a floating L tone but still display a downstep when
they are the second complement of a verb.
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(12) mé n-ti soyol Mini ‘*kwémbé.
I pstl-give l.grandfather 7.0Em 7.box
‘I gave the grandfather this box.

If an initial floating L tone were posited to be associated with demonstratives, it
would remain to be explained why no downstep is found in [N Dem] phrases,
as in (9) and (13) (Hyman 2003: 273), a context where HTS does not apply (Ham-
laoui et al. 2014: 28). The absence of downstep before the second complement in
example (27) in §5, which starts with a demonstrative, would also be unexpected
if a lexical L tone is present in the underlying representation.

(13) i-bddngé bana
AUG-2.children 2.DEM
‘these children’

(14) li*wanda  lini
AUG.5-friend 5.DEM
‘this friend’

A further context in which a downstep is inserted at the sentence level is be-
tween a complement and a verb modifier, as illustrated in (15).

(15) a-n-sémb moo *longe.
1.AGR-PsT1-buy 6.0il 7.well.
‘He did buy the oil’

Whenever the verb is followed by a complement and a locative adjunct though,
as in (16) and (17), no such downstep occurs between them (the downstep on the
last word, ‘ndéap’ is due to the floating L introduced by the locative). Sentence (16)
is illustrated in Figure 5, where the last H tone of the second complement forms
a plateau with the first H tone of the locative phrase.

(16) i-bddngé bana ba-rh-bara kwémbé i soyol
AUG-2.children 2.DEM 2.AGR-PsTl-pick.up 7.box  7.conN l.grandfather
i *ndap.
Loc 9.house

“These children picked up the box of the grandfather at home’
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250

200

150

e,
Ty A s Snpiran  serntay .,
- —
§ 100 ﬁ\_
g -
& T T T T | T — | T
H LHL HHHHH H HH H H H =
Lo ! L1 [ ! !
ibvngé | Bina | Bambira kwémbé |1 séyol i| naip

These children picked up the box of the father at home

1256 24.29
Tine (=)

Figure 5: Absence of downstep between a complement and a locative
phrase (16)

(17) i-bddngé bana ba-n-ti soyol ‘kwémbé i
AUG-2.children 2.DEM 2.AGR-PsT1-give l.grandfather 7.box LOC
‘ndap.
9.house

“These children gave the box to the grandfather at home

4 Why adjacent Hs are distinguished

4.1 Recursive prosodic phrasing

In Hamlaoui et al. (2014) and Hamlaoui & Szendréi (2015; 2017), we have discussed
two tonal processes which, we have argued, allow us to diagnose certain prosodic
edges. First, we have proposed that the contexts in which HTS is blocked from
happening indicate the presence of a phonological phrase right edge (“a H tone is
prohibited from spreading across the right edge of a Phonological Phrase”, Ham-
laoui et al. 2014: 27). In the proper tonal configurations, we have thus established
that a simple sentence displays the phonological phrasing indicated in (18).

(18) XP)¢ \Y XP)¢7 XP)¢.
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We have also examined various types of phrases, and concluded that the non-
application of HTS indicates that the configurations in (19) contain two right
phonological phrase edges, while those in (20) are monophrasal. The wh-phrase
is the only context we have identified so far where both HTS and downstep ap-

ply.’

(19) a. Dem)y N)y
b. N)y Dem)y
c. N)¢ Adj)dJ
d. Adj)y N)y

e. N)g coNNN)g

(20)

p

Poss N)
b. N ross)s
c. whN)y

Note that the groupings given in (19) and (20) are not affected when such
phrases are embedded within a sentence. This is briefly illustrated in (21a) and
(21b) with two types of NPs as complement of a verb.

(21) a. XP)¢ \% N)¢ A)¢
b. XP)4 V N)4 cONN N)y

In other words, in both (21a) and (21b), the application of HTS indicates more
prosodic cohesion between a verb and the word that immediately follows it than
between words (like a noun and its modifier) which can reasonably be assumed
to be part of the same lexical XP. This will become particularly relevant subse-
quently in the phrasing of sentences in Figure 7 and Figure 8. This appears to be
a mismatch between syntax and phonology.

Second, we have proposed that Falling Tone Simplification (FTS), in its turn,
provides evidence for the presence of intonational phrase left edges (see Ham-
laoui & Szendr6i (2017) for an extended discussion). In contrast with HTS, FTS

3A downstep in the wh-phrase is, at first sight, problematic for the proposal we make in this

paper as, if we are on the right track regarding HTS, the latter process indicates that [Wh
N] is monophrasal. Note however that wh-words seem to carry a floating H which, as we
have shown in Hamlaoui & Makasso (2011), triggers the lengthening of the wh-word in certain
contexts. The rightward association of a H tone at play in this type of phrases might thus
differ from what goes on in the other types of phrases listed here and thus not be sensitive to
(non-max) phonological phrase edges.
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applies between all the phrases in a simple sentence like (18), which constitutes
an intonational phrase. This is illustrated in (22).

(22) (XP V XP XP),.

We have seen that the configurations in which we observed a downstep could
not be traced to the presence of a lexical floating L tone. What then determines
the presence of these downsteps? We propose that the contexts in which down-
step occurs in Basaa correspond to the maximal phonological phrase of the pro-
sodic hierarchy, where ¢ and other prosodic categories are recursive (a.o. Ito &
Mester 2012). More specifically, we propose that Basaa inserts a downstep be-
tween the phonological phrases that are the immediate daughters of a maximal
phonological phrase. The distinction of adjacent H tones in absence of a lexical
floating L is thus indicative of recursive phonological phrasing.

Let us spell out our reasoning. We focus on the sentence level, as this is where

our hypotheses concerning the syntactic structure are the most restricted. First,
we know from the data we have examined that downstep does not occur between
two phrases that do not belong to a larger lexical XP, that is, between subject and
verb, for instance, or a complement and (what can safely be assumed) a clause-
level adjunct. These phrases form a plateau (a point we will come back to subse-
quently). Second, we know that downstep does not occur either between a verb
and its complement, which do belong to a simple lexical XP (VP). Third, we know
that downstep occurs between two complements of a verb, or a complement and
a verb modifier. It thus seems that downstep occurs when more syntactic struc-
ture is involved within a lexical phrase (here VP), and thus intuitively indicates
an ‘intermediate’ degree of cohesion between two phrases. In a canonical sen-
tence with a verb with more than one complement, it is usually assumed that all
the arguments of the verb are contained within a complex V(erb)P(hrase), which
can be represented (among other ways) as shown in Figure 6 (Larson 1988).
In this syntactic representation, the VP is recursive. Although it was long as-
sumed that the prosodic structure was flater than the syntactic structure (Selkirk
1981; 1984; 1986; Nespor & Vogel 1986), a number of studies have provided evi-
dence that prosody can be as recursive as syntax (Ladd 1986), and this view can
now be considered standard (a.o. Selkirk 1995; 2009; 2011; Truckenbrodt 1999;
Wagner 2005; Elfner 2012). If prosodic structure is by default based on syntac-
tic structure, as is assumed here, it is expected that, at least in some languages,
phonological evidence is found for recursive prosodic phrasing within VPs. Tru-
ckenbrodt (1999), for instance, argues that this is the case in Kimatuumbi (Bantu
P13), a distant relative of Basaa (Odden 1987; 1990), where prosody suggests that
the sequence [V NP NP] is phrased ((V NP)g NP).
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Figure 6: Representation of a Verb Phrase (adapted from Truckenbrodt
(1999))

When it comes to Basaa sentences, the evidence provided by HTS and down-
step is compatible with the phrasing suggested by Truckenbrodt for Kimatuumbi,
and repeated in (23). It is also compatible, among others, with the phrasing in (24)
(Selkirk 2009; 2011), which better reflects the amount of embedding found in the
syntactic structure. Downstep could be a correlate of the phonological phrase
that contains the entire VP.

(23) [V NP NP] — ((V NP)4 NP),

(24) [VNPNP] — ((V (NP)¢)¢ (NP)¢)¢

The occurrence of downstep in sentences with “complex” complements as in
sentences (10) and (11), however suggests that in Basaa, the second complement
forms a phrase of its own, as in (24). What we can see indeed is that downstep
does not occur just anywhere within a complex VP. The fact that the two com-
plements are distinguished by a downstep suggests that there is more prosodic
cohesion within each of the complements than suggested solely by the evidence
provided by HTS. Indeed, the phrasing provided by HTS suggests a flat structure
within a VP such as the one in example (11). This is shown in (25). In this structure
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there does not seem to be a reason why downstep should not occur between any
(or each) of the phonological phrases.

(25) V N)¢ A)¢ N)¢ A)¢

Downstep however only targets the juncture between the two complements,
which suggests that there is an additional level of prosodic structure, shown in
bold in (26) and reflecting the syntactic cohesion between each nominal head
and its modifier.

(26) (VN)gA)g )y (N)g Ay )y [full bracketing: (VN (A)g)g (N)4 (A)g)g]

What seems crucial here is that not all phonological phrases are distinguished.
In (26), if noun and adjective are indeed contained within a single phonological
phrase, how come they do not show downstep just like the two complements
of a verb? After all, they seem to be in a comparable syntactic configuration (i.e.
two lexical phrases contained in a larger lexical phrase).

We propose that this is due to the fact that downstep only targets the phonolog-

ical phrases that are immediately dominated by a maximal phonological phrase.
This is in line with Ito & Mester’s (2012; 2013) Prosodic Projection Theory, in
which domain-sensitive processes can target different projection levels (i.e. (non-
)maximal, (non)-minimal projections). Downstep would here constitute evidence
for a certain type of nesting of phonological phrases. Let us examine the prosodic
structure that obtains in some of the sentences in which downstep is found, and
contrast them with some in which it isn’t.
Figure 7 constitutes the representation of a sentence like (7), with simple NPs
(nouns) for subject and complements. What we see in Figure 7 is that down-
step does not target a phonological phrase of a particular level. Rather, it targets
the immediate daughters of a ¢max, the maximal projection of a phonological
phrase. As long as a ¢max displays unary branching, as the one corresponding
to the subject in Figure 7, no downstep happens. Note as well that more struc-
ture within each of the NPs constituting the complements (as in examples (10) to
(11)) does not change the configuration found at the ¢gmax level corresponding
to VP1 in Figure 7, and downstep is still rightly predicted to distinguish the two
complements (the same applies for a structure consisting of a complement and a
verb modifier, as in (15)). Our proposal is also formulated so as not to distinguish
daughters of a ¢gmax that do not all correspond to ¢s (as in a simple VP).

Figure 8 corresponds to a transitive sentence with a simple subject, a comple-
ment consisting of a noun and an adjective, and a clause-level adjunct.
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TP L FTS

NP T (pmax/m{\

/\ @max Downstep
T VP1
A ¢
<NP> VI
/\ ¢min  @min HTS
Vi VP2 ‘ ‘
0w ® o ©
/\ N V N N
NP V2’
/N
V2 NP

Figure 7: Simplified syntactic representation and corresponding recur-
sive prosodic structure in a Basaa ditransitive sentence

As was mentioned above, whenever the first complement of a verb consists of
a complex noun phrase, as for instance a noun and an adjective, HTS, which
seems to be an indicator of ¢min right edges, only applies between the verb
and the noun, and never between the noun and the adjective. We propose that
this is due to the fact that the verb and noun form a ¢ that violates the default
syntax-phonology mapping (as it does not correspond to any syntactic lexical
phrase). In Figure 7 this extra ¢ is simply conflated with the one corresponding
to VP2. As can be seen in Figure 8, the ¢gmax corresponding to the VP only has
one immediate daughter, so no downstep can be inserted.

4.2 How H tones are downstepped

As pointed out by one of our reviewers, the question arises whether Basaa has
a rule of downstep insertion which specifies the contexts in which downstep
takes place, or whether downstep is simply the “elsewhere case”. In the latter
view, Basaa would be underlyingly similar to KiShambaa, in that adjacent in-
dependent H tones are systematically distinguished and that this distinction is
phonetically implemented as a downstep. Under this view, a process of H-tone
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TP L FTS
/\ /\
TP PP L ¢@max/min
/N T
NP T (max/min ¢max Downstep
N |
T VP ¢
/\
<NP> V' ¢
N
V NP ¢min  @min HTS
N | |
NP AP 0w 0 o ) Q)
N V N A P(N)

Figure 8: Simplified syntactic representation and corresponding recur-
sive prosodic structure in a Basaa transitive sentence

fusion (Odden 1982; Bickmore 2000) would apply within multimorphemic words
and non-maximal phonological phrases that would result in H tone plateaus
within these prosodic domains. As for the plateaus between maximal phono-
logical phrases, they could be the result of the application of an upstep process
systematically taking place at the left edge of that domain (with the idea that
downstep + upstep = plateau). Default downstepping of H tones would thus only
be visible between the daughters of maximal phonological phrases as neither
H-tone fusion nor upstepping applies. This seems like an interesting approach,
which according to our reviewer would be more in line with what has been de-
scribed in other Bantu languages. For the time being, it is however unclear to
us whether this inflation in assumptions is generally more desirable to account
for the grammar of Basaa than assuming that consecutive tones of the same cat-
egory are realized on the same level (albeit with a slight declination) and that a
rule (categorically) distinguishes H tones in one particular prosodic configura-
tion (potentially via the insertion of a L tone at particular prosodic edges). It is
also unclear to us whether the H-tone fusion hypothesis makes any empirical
predictions that could be tested in Basaa.
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If an upstep occurs at certain prosodic edges (e.g. the left-edge of ¢max), it
seems to us that this would be measurable at certain junctures (e.g. between
the last downstepped H of a complement and the first H of a following clausal
adjunct, for instance). It would also result in the absence (or reduction) of down-
drift when H and L tones alternate. We know that this happens in left-dislocation
contexts where FTS is prevented from applying which, according to Hamlaoui &
Szendréi (2017), correspond to the left edge of the clause (the core i). We have in-
formally checked sequences where H and L tones alternate within an intonation
phrase (in particular (H-L)gypject (H-L-X)yerh sequences) and we have identified 5
cases out of 13 (in repetitions of 4 sentences) where there was a reset, and thus no
downdrift at the left edge of the verb. Although this result does not strongly sup-
port the idea that downstep is the elsewhere case, it suggests that more phonetic
investigations are needed to decide between the two approaches.

5 Conclusion

In this paper, we have concentrated on the distinction of consecutive H tones
in absence of an intervening (floating) L tone in Basaa, a Northwest Bantu lan-
guage spoken in Cameroon. Based on evidence from simple sentences, we have
proposed that this particular type of downstep is indicative of recursive prosodic
phrasing. In particular, and in line with Ito & Mester’s (2013) Prosodic Projection
Theory, we have proposed that in the present language, a downstep is inserted
between the phonological phrases that are the immediate daughters of a maxi-
mal phonological phrase. Too little information on the syntactic representation
of noun phrases is available at the time of writing to check our proposal against
this type of data. Before closing this paper, let us briefly mention that in sentences
like (27) and (28), where a downstep is found within each of the complements,
the complements themselves fail to be distinguished. Sentence (27) is shown in
Figure 9.

(27) mén-ti nunu *soyol ini  ‘*kwémbé.
I pstl-give 1.0EM l.grandfather 7.DEM 7.box

‘I gave this grandfather this box.

(28) me n-ti ndgé  *soyol ndz¢  *soyol?
I pstl-give which 1.grandfather which 1.grandfather
‘Which grandfather did I give to which grandfather?’
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I gave thiz grandfather this box
0.142 1.636

Tine (=)

Figure 9: Downstep neutralization in sentence (27)

This might suggest that the number of possible downsteps is maybe not unlimited
and that there are cases of neutralizations. We leave this issue open for future
research.
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LH  rising tone PRO pronoun

Loc locative PST past

NP  Noun Phrase Q question particle

POSS  possessive TP  Tense Phrase

PRES present VP  Verb Phrase
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The melodic tone system of Kikamba, as described by Roberts-Kohno (2000; 2014),
stands out as particularly complex within the context of recent crosslinguistic
work on melodic tone in Bantu (Odden & Bickmore 2014; Bickmore 2015). It is
unique, for example, in possessing a melody that assigns four distinct tones to
three stem-internal positions simultaneously. The apparent existence of such com-
plex melodies raises doubts as to whether there are any substantive restrictions
on the possible form of a tonal melody. We argue, however, that these doubts are
premature. We propose a new analysis of Kikamba in which (a) melodies refer
to no more than two target positions at a time and (b) melodies target only two
possible stem-internal positions, each of which occurs commonly within Bantu
melodic tone systems. This simplification is achieved by (a) rejecting the existence
of a melodic L tone assigned to the penult, and attributing its putative effects to in-
teractions among other, more basic tones, and (b) distinguishing between melodic
tones assigned early in the phonological derivation and other suffixal tones added
later. In general, we argue that since core properties of melodic tone are often
obscured in surface forms due to interactions with language-particular rules, the
crosslinguistic comparison of melodic tone should proceed on the basis of a (more)
underlying level in which these rules are controlled for. Once this is done, the ex-
ceptional properties of Kikamba melodic tone largely disappear.

Patrick Jones & Jake Freyer. 2019. Reconsidering tone and melodies in Kikamba. In
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1 Melodic tone in Bantu and Kikamba

In all Bantu languages that make distinctive use of tone, tonal alternations within
the verb stem help to signify various aspects of verbal inflection, including tense,
aspect, mood, polarity, clause type, and focus (Odden & Bickmore 2014). In (1)
below, we see a clear example of this from Kihunde (Mateene 1992).

(1) Melodic tone in Kihunde (Mateene 1992)!

a. Infinitive (p. 17)
i-[king-ul-an-a]
NC.5-[close-REV-RECP-FV]?
‘to open each other’

b. Recent Past (p. 22)
tw-a-[king-ul-an-a-a]
1PL.SBJ-PST-[close-REV-RECP-ASP-FV]
‘we opened each other (recently)’

c. Negative Hypothetical (p. 38)
ta-ta-[king-al-ap-ir-é]
1PL.SBJ-NEG-[close-REV-RECP-ASP-FV]

‘if we do not open each other’

In the infinitive form in (1a), the verbal stem is the straightforward sum of its
parts: neither the root nor any suffix bears an underlying H tone, so the fact that
the stem as a whole surfaces as toneless is unsurprising. However, when the same
stem (modulo the inflectional suffixes Asp and Fv) appears in the Recent Past form
in (1b) or the Negative Hypothetical form in (1c), H tones appear on the stem’s
second and final vowels (V2 and FV). Logically, since the non-inflectional content
of the stem is constant between these forms, the tonal differences between them
must somehow arise from differences in inflection. Thus, the tones that appear
within the stem in (1b) and (1c) are grammatical tones.

Two key questions that arise in the analysis of grammatical tones concern (a)
where they come from and (b) how they come to be assigned to their surface
positions. Here, for the sake of explicitness, we wish to lay out our own assump-
tions on these matters clearly at the outset. First, we assume that the stem tone

"The forms here differ from those cited by Mateene in that they contain the reciprocal suffix
—ajy; its presence obviates a process of local tone plateauing that would otherwise obscure the
basic facts of melodic tone assignment in (1c).

2Square brackets in examples and glosses mark verb stem boundaries.
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10 Reconsidering tone and melodies in Kikamba

alternations in (1) arise primarily from differences in underlying representation:
the URs of (1b) and (1c), but not (1a), contain tonal melodies that are exponents of
inflection. These melodies consist of one or more melodic tones, each of which is
labeled with a desired target, i.e. a stem-internal position to which it wishes to
be assigned. Thus, the Recent Past form in (1b) contains the melody {Hy}, con-
sisting of a single melodic H tone whose target is V2. The Negative Hypothetical
form in (1c) contains the melody {Hy,+Hgy}, containing one H that targets V2
and another that targets FV. Finally, we assume that melodic tones are matched
with their targets in an early process of Initial Mapping, before other tone rules
apply. This process may require a negotiation between tones targeting the same
vowel (e.g. Hy, and Lgy in a disyllabic stem), so that perfect mapping of tones to
targets is not guaranteed.3

In Kihunde, a language with no tone shift and only limited spreading, the target
of a melodic tone is generally identical to its surface location. In other languages,
operations like shift and spread, applying after initial mapping, can obscure a
target’s identity. Consider, for example, the Kinande form in (2). This corresponds
exactly both in meaning and in segmental makeup with the Kihunde form in (1b),
and, like it, its melody {Hy,+Lgy} contains a melodic H that targets V2 (Hyman &
Valinande 1985; Jones 2014). However, due to general rules of leftward shift and
leftward spread that apply after initial mapping (and which affect underlying
tones as well as grammatically-assigned tones) this H surfaces not on V2 but on
the first vowel of the stem (V1) and on the first vowel before it (VO0).

(2) Recent Past (Kinande)
tw-a-[ king-ul-an-a-d]
1PL.SBJ-PST-[close-REV-RECP-ASP-FV]

‘we opened each other (recently)’

3These assumptions are broadly similar to those adopted, for example, by Bickmore (2007);
Ebarb (2016), Marlo (2008; 2009), Marlo (2015), and Odden (2009). One important conceptual
difference between our approach and that of the works just cited, however, is our avoidance
of construction-specific tone assignment rules. In our view, the task of associating particular
tones to particular stem-positions in a tense-dependent way belongs solely to morphology,
which associates different tenses with different melodies. The task of the phonology is only to
associate the component tones of these morphologically-assigned melodies with their desired
targets. One consequence of this is that under our approach, the melody is a single coherent
entity at the level of underlying representation, and not simply the sum of all tones assigned
by melodic assignment rules.
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There is thus a critical distinction between a melodic tone’s surface location and
its target: while the former may be directly observed, the latter reveals itself only
in the context of analysis.*

This issue bears directly on questions of typology. Recent work collected in
Odden & Bickmore (2014), as well as antecedent work by Kisseberth & Odden
(2003) and Marlo (2013), has considerably extended our knowledge of melodic
tone patterns throughout Bantu, to the point that we can now begin to make
informed generalizations about (a) what tones may appear in tonal melodies, (b)
how many tones a single melody may contain, and (c) what stem-internal posi-
tions may serve as targets for melodic assignment. These generalizations, drawn
from Odden & Bickmore (2014) and Bickmore (2015), are presented in Table 1.

Table 1: Typological generalizations for melodic tone in Bantu (Odden
& Bickmore 2014; Bickmore 2015)

Common Exceptional

Melodic tones HandL H, L, SH, SL (Kikamba)
H, L, HL, LH (Bakweri)

Max # of tones per melody 1or 2 3 (Simakonde: Manus 2014)
4 (H-L-H-SL in Kikamba)

Targets for melodic tones V1, V2 VO (i.e. pre-stem)
Pen, FV V3, V4
# of targets per melody lor2 3 (Kikamba)

In the context of the generalizations summarized in Table 1, the melodic tone
system reported for Kikamba stands out as uniquely complex. Of all languages
surveyed in Odden & Bickmore (2014), it ties with Bakweri (Marlo et al. 2014) in
having the largest melodic tone inventory (H, L, SH, and SL), it has the largest
number of tones per melody (four), and its melodies target the greatest number
of stem positions at a time (three). In addition, it is one of just two languages that
are reported to assign a melodic L tone to the penult.

“This point is clearly articulated by Odden & Bickmore (2014: 5): “Ultimately, stem tones will
be shaped by the general rules of the language. An in-depth synchronic analysis is thus nec-
essary to strip away these rules, revealing what the specific content of each pattern is, where
these tones are associated, and what happens to tones once they are initially associated, not
to mention saying when a particular pattern is found”.
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What are we to make of this? One possibility is that melodic tone in Kikamba
is simply an extreme instantiation of a phonological subsystem that has no prin-
cipled bounds. It is possible, in other words, that any arbitrary combination of
melodic tones associated with any arbitrary set of stem positions may consti-
tute a legitimate tonal melody, so we should not be particularly surprised to find
complex melodies that assign four distinct tones at once, and to three distinct
positions. Indeed, the very existence of such apparently complex melodic pat-
terns seems to suggest that there are few substantive constraints on what a tonal
melody can look like.

On the other hand, it is also possible that the considerable (and typologically
unusual) degree of complexity reported for Kikamba might give way to a sim-
pler system upon reanalysis. This possibility is especially worth exploring due
to the highly indirect relationship between surface tone patterns and underlying
melodies discussed above, since this indirect relationship allows the same set of
surface facts to submit to a wide range of analytical interpretations.

Here, we pursue this latter possibility and develop a reanalysis of the Kikamba
melodic tone system. In this effort, we are relying entirely upon data previously
reported by Roberts-Kohno (2000) and Roberts-Kohno (2014). As we will see,
upon reanalysis, the melodic system of Kikamba actually deviates very little from
the “standard” Bantu melodic tone systems described in Table 1. This finding of-
fers hope that, contrary to what the surface facts of Kikamba might suggest at
first, melodic tone is not a purely arbitrary system that can vary without limit.
Instead, it is one whose variation is constrained by general principles that careful
language-internal and crosslinguistic analysis can reveal.

2 The standard analysis of Kikamba melodies
(Roberts-Kohno 2014)

The exceptional properties of the Kikamba tone system reported in §1 emerge
from the analysis of Kikamba melodic tone developed by Roberts-Kohno (2000;
2014), briefly summarized in Table 2.° This analysis posits ten distinct patterns of

*In all examples from Kikamba, tone is transcribed as follows: high tone is indicated with a
single acute accent (e.g. [4]), low tone is indicated with a single grave accent (e.g. [a]), super-
high tone is indicated with a doubled acute accent (e.g. [4]), super-low tone is indicated with
a doubled grave accent (e.g. [4]), and falling tone (which always results from separate H and L
tones assigned to the same vowel) is indicated with a circumflex (e.g. [4]). Vowels that are not
marked with any diacritic are phonologically toneless, and are generally pronounced with L
tone.
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Table 2: Kikamba tone melodies posited by Roberts-Kohno (2000; 2014)

Melody Example Form

{2} o-kaa-[kon-aang-a]
‘(person) who will hit’

{Hy} tw-aa-[kon-aang-i-¢]
‘we hit (long ago)’

{Hpv} to-i-kaa-[kon-aang-4]

‘we will not hit’

{Hy2+Lgy} to-[kon-4ang-i-¢]
‘we hit (earlier today)’

{Hy2+Lpen} o-[kon-aang-éét-¢]
‘(person) who’s been hitting (today)’

{Hy9+Lpen+Hpv} t6-[kon-4ang-i-¢]
‘(person) whom we hit (today)’

{SLgv} ko-[kon-aéng-a]
‘to hit’
{HVZ +HFV +SLF\/} to-i- [kon-ééng—é—é]

‘we do not usually hit’

{Hys+Lpen+Hpy+SLgy}  to-i-[kon-aang-éét-¢]
‘we had not hit (long ago)’

{Hy,+SHgy} tw-da-[kon-aang-4]
‘if/when we hit’

melodic tone assignment, with melodies containing anywhere from zero to four

melodic tones.®

To facilitate comparison between stems, the iterative morpheme —aang (not consistently
present in forms provided by Roberts-Kohno 2014) is included in all forms in Table 2. Here
and elsewhere, its meaning of ‘here and there/a little bit/randomly’ is omitted from glosses to
save space.
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In this analysis, the relationship between underlying tone melodies and sur-
face tone patterns is entirely straightforward: melodic tones surface on their spec-
ified targets, with the minimal complication that Hy, spreads rightwards onto
all following toneless vowels. This straightforward relationship arises for a sim-
ple reason: the analysis posits a distinct underlying melodic tone for every tonal
turning point within the stem.

In this paper, we develop a new analysis in which some turning points derive
not from the presence of an underlying melodic tone, but rather from interactions
between a more limited set of tones. Most importantly, we will reject Lp.,, as a
melodic tone, and re-analyze the melodic SLgy tone proposed by Roberts-Kohno
as a non-melodic floating tone. The end result is an analysis which is somewhat
more abstract, but which (a) finds both crosslinguistic and language-internal sup-
port and (b) results in a underlying melodic system that is both more internally
coherent and more in line with what we should expect in light of the crosslin-
guistic generalizations about Bantu melodies established in §1.

3 Primary melodies of Kikamba

3.1 Overview

In this section, we consider the melodies described by Roberts-Kohno (2014) that
do not involve SL or SH tones. (We discuss those that do involve SL and SH tones
in §4.) We show that what Roberts-Kohno (2014) analyzes as 6 arbitrary melodies
can be reduced to 5 melodies that form a logically coherent set: three single-
tone melodies {Hy,}, {Hpy} and {Lgy} and two two-tone melodies representing all
the logically possible ways of combining them {Hy,+Hgy} and {Hy,+Lgy}. This
simplification is made possible primarily by the elimination of Lp,,, as a possible
melodic tone, with its effects attributed instead to general rules and constraints
of the language.

3.2 {Hpy} melody

The most straightforward melody of Kikamba causes a single H tone to surface
on the stem’s final vowel. This melody is present, for example, in Habitual forms
in “Assertive” clauses (i.e. declarative main clauses without object focus). In (3)
below, we see such a form in nonfinal position, where it is not affected by the
presence of phrasal L tones to be discussed in §4.2. Following Roberts-Kohno
(2014), we analyze this melody as {Hgy}.
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(3) {Hpy} melody in Habitual (Assertive, nonfinal)
né-to-[kon-aang-a-a]
ASSERT-1PL.SUBJ-[hit-ITER-ASP-FV]

‘we always hit’

3.3 {Hy,} melody

Another straightforward melody causes a H tone span from V2 to FV. This melody
is present, for example, in Remote Perfective forms in Assertive clauses, as in (4)
below. Again following Roberts-Kohno (2014), we analyze this melody as {Hy},
consisting of a single melodic H tone attracted to V2. This H is subsequently tar-
geted by a rule of Rightward Spreading, which extends it until the end of the word.
(This rule of unbounded spreading targets only grammatical tones; see Bickmore
(1997; 1999) for discussion of a similar situation in Ekegusii, with accompanying
theoretical analysis.)

(4) {Hy,} melody in Remote Perfective (Assertive, nonfinal)
né-tw-aa-[kon-aang-i-¢]
ASSERT-1PL.SUBJ-PST-[hit-ITER-ASP-FV]

‘we hit long ago’

34 {HVZ +HFV}

In some forms, such as the Assertive Hodiernal Perfective form in (5), H tones
are assigned to both V2 and FV. In this case, Hy still spreads to the right, but
it stops at the antepenultimate vowel, leaving one L-toned vowel in between
it and Hgy. Roberts-Kohno (2014) analyzes this L-toned vowel as the result of
Lpen, a melodic L tone assigned to the penult. By contrast, we propose that it
results from the Obligatory Contour Principle (OCP): the rightward spread of
Hyy, is blocked just in case it would cause two distinct H tones to be associated
to adjacent syllables.

(5) {Hy,+Hgy} melody in Hodiernal Perfective (Assertive, nonfinal)
né-to-[kon-aang-i-¢]
ASSERT-1PL.SUBJ-[hit-ITER-ASP-FV]

‘we hit (earlier today)’

Considerations which favor the OCP-based analysis are (a) the well-document-
ed role of the OCP in stopping tone spread in other Bantu languages (e.g. Myers
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1997; Odden 2014) and (b) language-internal symmetry. Since Kikamba melodies
independently allow for Hy, and Hgy, and since Kikamba melodies allow for
multiple tones, it is natural to expect a melody that combines them. {Hy,+Hpy}
is just this melody. On the other hand, a {Hyy+Lpe,+Hpy} is unexpected from
the perspective of inventory symmetry and compositionality, since there is no
melody in which putative {Lp.,} is assigned by itself.

As shown in (6), Kikamba imperatives surface with a H tone on V2 that spreads
rightwards only up to the penult, leaving the ultima L-toned. Following Roberts-
Kohno (2014), we assume that H cannot spread further onto the ultima because
it is blocked by a final melodic L tone. The imperative’s melody, therefore, is

{Hy2+Lpv}.

(6) {Hyy+Lgy}in Imperative forms
[kon-44ng-é0-i-a]
[hit-ITER-CAUS-CAUS-FV]

‘make (someone) hit!’

However, departing from Roberts-Kohno, we propose that not all surface
forms that show a H span from V2 to the penult result from a {Hy,+Lgy} melody.
In fact, most instances of this pattern have another origin: a {Hy,+Hgy} pattern
that is subjected to a rule of Final Lowering. We see this, for example, in Hodiernal
Perfective forms. When they appear in Assertive or Relative clauses and lack 3rd
singular personal agreement morphology, their stems clearly show a {Hy,+Hpy}
pattern, as we have already seen in (5) above. However, when the same stems ap-
pear in a clause with object focus, or with a 3™ singular personal subject marker,
the final H tone is lowered to L. These facts are shown in Table 3, where melodies
derived from Final Lowering are given in bold.

As an alternative to final lowering, we might instead propose that forms with
3rd singular personal agreement and forms with object focus are simply assigned
a variant tone pattern by the morphology.” In our view, however, this solution
is unsatisfactory because it fails to provide the semantically uniform class of
“Hodiernal Perfective” forms with a uniform tone pattern, and also because it
fails to explain why the two tone patterns shown by Hodiernal Perfective forms

"This is the solution adopted by Roberts-Kohno (2014), who posits a {Hy,+Lpe,+Hgy} pattern for
most Hodiernal Perfective forms (as seen in §3.4), but posits a {Hy,+Lpy} pattern for Hodiernal
Perfective forms with 3™ singular personal agreement.
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Table 3: Final H Lowering in the Hodiernal Perfective

Assertive (nonfinal)  Relative Object-Focus
Hodiernal Pfv [HVZ +HFV] [HVZ +HFV] [HVZ +va]
‘we hit (today)” né-to-[kon-aang-i-¢] to-[kon-dang-i-¢] to-[kon-aang-i-¢]
... W/ 3sG SUbj. [HVZ +LFV] [HVZ +LFV] [HVZ +LFV]
‘he hit (today)”  n-6o-[kon-dang-i-¢]  o-[kon-dang-i-¢]  4-[kon-a4ang-i-¢]

are so similar. Moreover, as we will shortly see, Final Lowering has effects that
extend beyond the Hodiernal Perfective forms. We therefore posit the rule of
Final Lowering in (7).

(7) Final Lowering: Hpy — Lgy
a. in object-focus clauses

b. in forms with 3rd singular personal subject agreement

This rule is admittedly stipulative at the moment. It is not presently clear
whether lowering should be induced directly by reference to morphosyntactic
features, or indirectly by interactions with tones that these features introduce. (It
is tempting, for example, to relate the lowering of Hgy in forms with 3rd singular
personal subject agreement markers to the fact that these markers systematically
differ from others in tone.) More study of this question is needed.

Closely related to the Hodiernal Perfective forms just analyzed are Hodiernal
Stative forms that show a H tone span from V2 to the antepenult. Roberts-Kohno
(2014) analyzes these forms as possessing a distinct {Hy,+Lpe,} melody, where
the presence of a melodic L on the penult limits the rightward spread of H to the
antepenult. However, there are two crucial observations to make of such forms.
First, this tone pattern appears to result from Final Lowering, since it occurs in
exactly the same contexts where the {Hy,+Lgy} pattern emerges in the Hodier-
nal Perfective forms in Table 3. Second, this pattern occurs only in forms with
penultimate long vowels introduced by the final suffix sequence —eet-¢. Both of
these points are illustrated in Table 4. (As in Table 3, melodies affected by Final
Lowering are given in bold.)

We account for both of these facts by proposing that forms with H spans from
V2 to the antepenult underlyingly possess a {Hy,+Hgy} melody, where (a) Hgy
is lowered to Lgy via Final Lowering (7) and (b) derived Lgy spreads to the sec-
ond mora of a long penult due to a rule of Long Retraction, which applies before
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Table 4: Tonal variation in Hodiernal Stative Forms

Assertive (nonfinal)  Relative Object-Focus
Hod. Stative [Hy, + Hpy] [Hys + Hpy] [Hyy + Lpy]
‘we have hit’”  né-t6-[kon-dang-éet-¢] t6-[kon-dang-éet-¢] to-[kon-Aang-éét-i]
... W/ 3sG subj. [HVZ + va] [HVZ + LFV] [HVZ + LFV]
‘he has hit’ n-60-[kon-dang-éét-¢8]  o-[kon-dang-éet-¢]  4-[kon-dang-éét-z]

Rightward Spreading extends Hy, to the right. Long Retraction is formulated in
Figure 1.

L

’
/7
7/

VVC,V#

Figure 1: Long Retraction

Note that Long Retraction is independently motivated within Kikamba. Roberts-
Kohno (2014) observes that final super-low (SL) tones spread onto the second
mora of a long penult, exactly as predicted by Long Retraction. Thus, for exam-
ple, in forms that have a final SL tone, such as infinitives, we see surface contrasts
such as ko-[kon-d] ‘to hit’ vs. ko-[kon-adng-d] ‘to hit repeatedly. As discussed in
§4, we view SL tones as L tones that are downstepped by a following floating L
(cf. Clements & Ford 1981). This allows for a straightforward analysis of final “SL
spreading”: a final L spreads to the penult via Long Retraction, and this spread L
is then downstepped by a following floating L.3

Under this analysis, all Hodiernal Stative and Hodiernal Perfective stems share
the same underlying melody - {Hy,+Hpy} — but surface with different tone pat-
terns due the varying applicability of Final Lowering and Long Retraction. This
analysis is illustrated in the derivations in Table 5. Note that in these derivations,
only the stems of verbal forms are shown, so that all forms may be seen side by
side.

8As a reviewer notes, a similar lowering happens in Kuria: phrase-final L becomes SL (i.e.
downgliding L) after another L (Mwita 2008; Marlo et al. 2014: 10).
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Table 5: Derivations of forms with underlying {Hy, + Hgy} melodies

Hod. Perf Hod. Perf. 3sG Hod. Stat. Hod. Stat. 3sG
UR {Hy, + Hpy} {Hy; + Hpy} {Hy, + Hpy} {Hy, + Hpy}

[kon-aang-i-¢] [kon-aang-i-¢] [kon-aang-eet-¢]  [kon-aang-eet-¢]
Initial Map. [kon-dang-i-¢] [kon-dang-i-¢] [kon-dang-eet-¢]  [kon-adang-eet-¢]
H;py, Lowering — [kon-dang-i-¢] - [kon-dang-eet-¢]
Long V Retract — — - [kon-dang-eet-¢]
R. Spread [kon-aang-i-¢] [kon-4ang-i-¢] [kon-4ang-éet-¢]  [kon-aang-éet-¢]

3.6 {Lpv}

The final set of forms to consider in this section are those that realize no H tones
at all within the stem. The central question here is whether the final vowels of
these verbs should be analyzed as underlyingly toneless, as proposed by Roberts-
Kohno (2014), or as bearing a final L tone. We opt for the latter analysis, by a
chain of reasoning that is somewhat indirect.

First, some forms that surface without any H tones in the stem are clearly
derived, via Final Lowering, from forms with an underlying {Hgy} melody. In
Table 6, we see that these forms occupy the exact same positions within mor-
phological paradigms as previous forms affected by Final Lowering: object-focus
forms, and forms with 3" singular personal subject agreement.

Table 6: Final Lowering in Habitual forms

Assertive (nonfinal)  Relative Object-Focus
Habitual (Hpv] [Hrv] [Lrv]
‘we always hit’ né-to-[kon-aang-a-a] to-[kon-aang-a-a] t6-[kon-aang-a-a]
W/ 3sG subject [LFV] [LFV] [va]

‘he always hits’  n-6o-[kon-aang-a-a] o-[kon-aang-a-a]  4-[kon-aang-a-a]

When Final Lowering occurs in forms with a preceding Hy tone, it is clear
that the rule must produce a final L tone, rather than a final toneless vowel. This is
crucial, for example, in explaining the extent of spreading in Hodiernal Perfective
forms with third person personal subject agreement (cf. Table 3): the fact that
lowering of Hgy produces Lgy is what ensures that Hy, is able to spread to the
penult, but no further. We can reasonably assume that Final Lowering produces
the same results in Table 6, where no confirming evidence from tone spread is
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available. Thus, at least some forms in the language without any Hs must be
analyzed as having a final L. We assume that learners simply generalize this
result, positing final L in forms with no H tones even when Final Lowering is not
involved. One such form is the Hesternal Perfective, which shows a final L even
in the absence of object focus or a 3 singular personal subject marker (8).

(8) Hesternal Perfective (Object Relative clause)
to-naa-[kon-aang-i-¢]

‘(thing that) we cut (yesterday)’

One final reason for positing final L rather than @ has to do with the realiza-
tion of forms like the Hesternal Perfective when they occur before pause in an
Assertive phrase. In these contexts, as we will see in §4.2, these forms surface
with a final SL tone. This is just what we expect if, as we will propose, the ends
of Assertive phrases are marked by a final floating L tone. (Note that has been
independently proposed for closely-related Kikuyu by Gjersge 2016.) In this case,
we can regard the final SL tone as simply a downstepped final L, derived from
the general lowering of L to SL before floating L tones discussed in §3.5. On the
other hand, this simple explanation is not available if we regard the final vowel
of (8) as toneless. In that case, the final floating L tone at the end of the Assertive
phrase will have no preceding L tone to downstep.

3.7 Summary

In this section, we have achieved a modest reduction (from six to five) in the
number of tonal melodies needed to account for the forms which Roberts-Kohno
analyzes without any final SL or SH tones. A more impressive result has been a
considerable increase in the internal coherence of the proposed melody set: while
the melodies posited by Roberts-Kohno (2014) constitute arbitrary combinations
of Hys, Lpen, Lry and Hgy, our proposed melodies are simply all combinations of
{Hy>}, {Hpy} and {Lgy} that assign no more than one tone to one vowel. Finally,
we have identified two important synchronic processes, Final Lowering and Long
Retraction, that are needed to account for intraparadigmatic alternations in stem
tones, and well as the crucial role played by the OCP in blocking tone spread. In
§4, we complete our analysis of verbal tone in Kikamba by analyzing forms in
which additional tones are added beyond this basic melody set.
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4 Floating L tones

4.1 Overview

So far, we have not yet considered any forms that Roberts-Kohno (2014) analyzes
as possessing a final melodic super-low (SL) or super-high (SH) tone. In this sec-
tion, we argue that these forms are best accounted for not by positing a new
melodic tone, but by recognizing a distinct class of floating tones that are intro-
duced into the derivation only after all melodic tones have been assigned. In §4.2,
we begin with a discussion of phrasal tone, in which the facts concerning float-
ing L tones are somewhat more clear. In §4.3, we then proceed to a discussion of
verb-bound floating L tones which Roberts-Kohno analyzes as melodic. Finally,
in §4.4, we briefly discuss a form that appears to warrant a final floating H.

4.2 Phrasal tones

So far, all verbs in Assertive clauses have been presented as they would appear
in non-final position. The reason for this is that at the end of an Assertive clause,
verbs systematically show the effects of a phrase-final boundary tone. These ef-
fects vary depending on whether the phrase-final verb ends in a H tone or a L
tone. If the verb ends in a high tone in non-final position, then it appears with
a final falling tone phrase-finally (cf. 9a,9b,9¢). If the verb ends in a low tone in
non-final position, then it ends with a super-low tone phrase-finally (cf. 9d).

(9) Position-based alternations in stem-final tone

a. {Hpy}: Habitual ‘we always hit’

Non-final né-t6-[kon-aang-a-a] ...
Final né-t6-[kon-aang-a-a]

b. {Hy,+Hpy}: Hodiernal Perfective ‘we hit (today)’
Non-final né-to-[kon-aang-i-¢] ...
Final né-t6-[kon-aang-i-¢]

c. {Hyy}: Remote Perfective ‘we hit (long ago)’

Non-final né-tw-aa-[kon-aang-i-¢] ...
Final né-tw-aa-[kon-aang-i-¢]

d. {Lpy}: Hesternal Perfective ‘we hit (yesterday)’
Non-final né-t6-naa-[kon-aang-i-¢] ...
Final né-té-naa-[kon-aang-i-¢]

Roberts-Kohno (2000; 2014) proposes that these alternations are the result of a
phrasal SL tone. In a similar spirit, we propose that these alternations are caused
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by a floating L, tone which marks the right edge of an Assertive phrase. WhenL,,
follows a word-final L tone, it causes it to downstep and surface as SL. However,
when L, follows a word-final H tone, it docks onto the word-final vowel to form a
final fall. Crucially, this docking of L, must take place rather late in the derivation.
The reason for this concerns the interaction of L, with Hy,. As shown in (9¢),
when a verb with a {Hy,} melody is assigned L, at the end of the assertive phrase,
the result is simply a falling tone at the end of the H tone span from V2 to FV. L,
thus interacts with Hy, very differently than Ly, which occupies the FV by itself
and limits the spread of Hy, to the penult (cf. 6). The reason for this, we propose,
is ordering: Ly is a melodic tone that is assigned at the same time as Hgy, and is
thus present early in the derivation when Hy, spreads to the right. By contrast,
L, is a phrasal tone introduced only after all word-level phonology is complete.
It is therefore not able to block the rightward spreading of Hy, simply because
it is not present when that spreading takes place.

Two additional notes on phrasal tone are in order. First, though we have fo-
cused above on the effects of phrasal tone on a phrase-final verb, L, is always
assigned to the last word of an Assertive verb phrase. Thus, if an Assertive verb
is followed by a L-final noun, that noun will surface with a final SL tone due
to L,-induced downstep (cf. 10b). Similarly, if an Assertive verb is followed by
a H-final noun, that noun will generally surface with a final fall (cf. 10d). (Note
that in the examples to follow, parentheses are used to mark the edges of the As-
sertive phrase, i.e. the minimal phonological phrase in which an Assertive verb
appears.)

(10) L, manifests on the final vowel of the Assertive phrase
a. e-i.0
‘a banana’
b. (né-t6-[kon-aang-a-4] e-i.0),
‘we usually hit a banana’
c. n-da.a
‘a louse’
d. (né-to-[kon-aang-a-a] n-da.a),
‘we usually hit a louse’
The second point concerns the final fall observed in (10d). A pervasive gener-
alization in Kikamba is that falling tones are only permitted before pause. Thus,

if a H-toned noun like n-da.d ‘louse’ or chai ‘tea’ stands at the end of an As-
sertive phrase but is not utterance-final, we do not see a phrase-final falling tone.
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Nonetheless, L, does not simply disappear without a trace: instead, the vowel
that would have realized a falling tone (had it been prepausal) surfaces as super-
high (cf. 11c). In this way, the presence of L, can be detected even in the absence
of any L-toned surface vowel. This will prove crucial to the discussion of puta-
tively melodic super-low tones in §4.3.

(11) HL permitted only pre-pausally (Roberts-Kohno 2000: 252)

a. kemiina
‘Kemiina (a name)’

b. (né-né-ké-[neengie] kemiina ),
‘T gave it to Kemiina’

c. (né-né-[neengie] kemiind ), chai

‘I gave tea to Kemiina’

4.3 “Melodic” SL tones

A number of non-assertive verb forms show alternations very similar to those
observed at the ends of assertive phrases. For instance, verbs that show final SL in
phrase-final position surface with final L phrase-medially (cf. 12a,b), while verbs
that surface with phrase-final falls surface with phrase-medial SH (cf. 12c,d).

(12) Contextual stem alternations of non-assertive verbs
a. ko-[koni]
‘to hit’
b. ko-[kona] ma-i.0
‘to hit bananas’
c. to-i-[kon-aang-éet-¢]
‘we had not hit (long ago)’
d. to-i-[kon-aang-éet-¢] ma-i.o

‘we had not hit bananas (long ago)’

Roberts-Kohno (2000; 2014), recognizing the clear similarities between these
alternations and the phrasal alternations in (10) and (11) above, argues that both
should be analyzed as the result of an assigned SL tone. Similarly, we propose
that all the alternations in (10-12) derive from the variable presence of a floating
L tone.
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However, as Roberts-Kohno discusses at length, there is a crucial difference
between the alternations observed in (12) and those involving Assertive clauses
in (10) and (11). While the floating L,, tone assigned in Assertive phrases surfaces
on whatever element stands last within the Assertive phrase, the floating L re-
sponsible for downstep in (12a) and for the final falling tone in (12c) is closely
bound to the verb. Thus, when it fails to downstep the final L of nonfinal ko-kona
‘to hit’ in (12b), it does not then instead cause a final downstep in final ma-i.o
‘bananas’. Similarly, when the floating L tone is unable to form a final falling
tone on the verb in (12d), it does not trigger downstep of following ma-i.o, but is
instead realized indirectly through in the verb’s SH tone. Unlike the phrasal L,
tone, then, the floating L tone in (12) must be realized on the verb itself, or not at
all. We propose that this is because the floating L tone in these forms is a tonal
suffix to the verb, rather than a boundary tone to the entire phrase.

The ultimate fate of suffixal L depends both upon the final tone of its verb and
on its phrasal context. If suffixal L is assigned to a verb with a final L tone, then it
will manifest by downstepping that L so long as the verb appears in phrase-final
position, as in (12a). In phrase-medial position, as in (12b), the floating L simply
deletes, with no effect on the preceding tone. If the suffixal L belongs to a verb
with a final H tone, then it will manifest as part of a final falling tone in utterance-
final position, as in (12c), but as part of a final super-high tone utterance-medially,
as in (12d). These options are summarized in Table 7.

Table 7: The fate of floating L tones in Kikamba (@ = floating L)

phrase-medial phrase-final, utterance-medial utterance-final
© deletes LD — 'L LD —°L
HO — H H® — HL

The fact that suffixal L is found only in verb forms, and the fact that it is closely
bound to individual verbs rather than phrases that contain them, makes it appear
much like a melodic tone like Hpy or Lpy. However, just as with L, the fact that
suffixal L is not a melodic tone is shown through its interaction with Hy,: while
melodic Lgy limits the spread of Hy to the penult (cf. 6), suffixal L simply adds
on to a long H tone span from V2 to FV. This may be seen clearly in the Negative
Habitual forms in (13), where suffixal L added to a form with a {Hy,} melody
creates either a falling tone in utterance-final position (cf. 13a) or a final super-
high tone in phrase-medial position (cf. 13b). In both forms, rightward spreading
of Hyy, is totally unimpeded by the presence of the suffixal L on FV. This suggests
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that suffixal L, like L, is added only after all other tones have associated and (in
the case of Hyyy) spread.

(13) Combination of suffixal L with a {Hy,} melody
a. to-i-[kon-dang-4-a]
‘we do not usually hit’
b. to-i-[kon-4ang-a-4] ma-i.0

‘we do not usually hit bananas’

The general conclusion, then, is that while suffixal Ls are more closely linked
to the verb than Lq,, they must nevertheless be distinguished from melodic tones
originating from a single melody because they are assigned at different points in
the phonological derivation. This limits the true melodies of Kikamba to those
established in §3.

4.4 Melodic SH

A final tone pattern described by Roberts-Kohno involves a H tone span from V2
to FV which is raised to SH on the final vowel (e.g. tw-da-[ kon-aang-d] ‘if/when
we hit’). We tentatively propose that this form results from a suffixal floating
H tone which upsteps the preceding word-final H. More investigation into these
forms is required, however.

5 Conclusion

Under the reanalysis of Kikamba melodic tone proposed here, the melodic inven-
tory of Kikamba can be reduced from the ten melodies in (14) to the five melodies
in (15a-b), the latter of which may combine with the suffixal floating L tone (and,
much more rarely, the suffixal floating H tone) in (15c).

(14) Melodic inventory of Roberts-Kohno (2014)

a. 0 melodic tones

{2}
b. 1 melodic tone
{Hrv} {Hy2} {SLpv}
¢. 2 melodic tones
{Hy2+Lrv} {Hy2+SLpv} {Hy2+SHpy}
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d. 3 melodic tones

{Hy2+Lpen+Hpy} {Hy,+Hpy+SLgy}
e. 4 melodic tones
{Hy2+Lpen+Hpy +SLpy}

(15) Our proposed melodic inventory

a. 1 melodic tone

{Hva} {Hpv} {Lrv}
b. 2 melodic tones

{Hy2+Hpv} {Hyz+Lpv}
c. Suffixal floating tones

{Lsuf} {Hsut}

This reanalysis produces a tonal inventory that is internally coherent, consisting
of a few basic melodic tones whose logical combination yields the full range of at-
tested melodies. More importantly, under this reanalysis, the melodic system of
Kikamba is no longer a typological outlier whose relation to other Bantu systems
is mysterious. On the contrary, the melodic system instantiates a near-canonical
Bantu melody system (cf. Table 1): H and L melodic tones assigned to V2 and FV
combine in melodies that target no more than 2 positions at a time. It is important
to note, however, that the advantages of (15) are not only aesthetic or even only
typological. Arriving at this inventory, and in the process eliminating aspects of
(14) such as Lpe,,, we have been able to provide unified tonal analyses of semanti-
cally coherent sub-paradigms (e.g. those of the Hodiernal Perfective and Stative)
that were not possible using the less constrained melodic inventory. Thus, the
current proposal is supported by both typological and language-internal consid-
erations.

If this analysis is on the right track, it strongly confirms the crucial importance
of synchronic analysis in the typological study of melodic tone. Because the rela-
tionship between surface tone patterns and underlying melodies is often highly
indirect, we can only meaningfully compare the melodies of Bantu languages af-
ter detailed and, we would argue, theoretically consistent, analyses of them have
been developed.

Finally, we end on what is to us, at least, an optimistic note. Looking at the in-
credible surface diversity of melodic tone patterns in Bantu, it can be tempting to
conclude that melodic assignment is an inherently unconstrained system, where
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essentially anything is possible, and where the melodic inventory of a given lan-
guage is limited only by what its idiosyncratic history makes possible. In the
course of our analysis of Kikamba, however, we hope to have shown that the
considerable surface diversity observed in Bantu melodic tone patterns is often
misleading. With synchronic analysis that carefully distinguishes surface stem
tone patterns from underlying melodies, it is possible to find deep similarities be-
tween superficially distinct melodic systems. This opens up the possibility that
perhaps melodic tone in Bantu is more constrained than it initially appears, so
that it may ultimately be possible to state strong restrictions on what constitutes
a possible melodic system.

Abbreviations

Glosses are abbreviated as follows:

1rL first person singular NEG negation
ASP aspect PFV  perfective
ASSERT  assertive PST past tense
CAUS causative RECP reciprocal
FV final vowel REV  reversive
ITER iterative SBJ subject marker
NC.5 class 5 nominal UR Underlying
concord prefix representation
Tonal abbreviations are:
H high SH super-high
L low SL  super-low
Stem position abbreviations are:
V1 stem-initial vowel FV  stem-final vowel
V0 pre-stem vowel Pen penultimate vowel

V2 second stem vowel
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In this paper, we present pilot data from a small number of native speakers of So-
mali, investigating the acoustic correlates of the tongue root and/or voice quality
feature relevant to vowel harmony in that language. We find statistically detectable
differences along the predicted acoustic dimensions (on the basis of previous artic-
ulatory descriptions), and use Linear Discriminant Analysis (LDA) to extend clas-
sifications to previously-uncategorized items. However, we find no clear evidence
that these differences are categorical or phonological.

1 Introduction

The vowel inventory of Somali (East Cushtic) is commonly described as contain-
ing five major vowel categories {i,e,a,0,u}, each of which is contrastive for length
and (purportedly) for an additional feature that has been variously described
as FRONT/BACK (Andrzejewski 1955), +ATR (Saeed 1993), TENSE/LAX (Green et al.
forthcoming), and (aryepiglotallically) sSPHINCTERED/EXPANDED (Edmondson et

Wendell Kimper, Wm. G. Bennett, Christopher R. Green & Kristine Yu. 2019. Acous-
tic correlates of harmony classes in Somali. In Emily Clem, Peter Jenks & Hannah

IIIII Sande (eds.), Theory and description in African Linguistics: Selected papers from the 47th

Annual Conference on African Linguistics, 199-212. Berlin: Language Science Press.
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al. 2004). This last feature is of particular interest, since it is implicated in a
phonological process of vowel harmony that Andrzejewski (1955) describes as
extending iteratively beyond word boundaries. If this description is accurate, So-
mali may constitute the sole putative case of truly iterative harmony beyond
word boundaries.

However, investigating this harmony process in Somali presents a number of
interesting analytical challenges. The relevant feature contrast is neither repre-
sented orthographically nor noted in dictionaries of the language, a relatively
small number of lexical items have been described as belonging to one class or
the other, and there are few minimal pairs. Furthermore, Andrzejewski (1955) de-
scribes inter-speaker and dialect variation with respect to lexical classification.
Finally, the articulatory dimensions ascribed to the relevant feature contrast are
acoustically diffuse, making clear identification of feature values difficult with-
out articulatory data.

In this paper, we present acoustic data from four native speakers of Somali,
with the aim of describing the acoustic correlates of harmony classes and devel-
oping a method for classifying tokens of vowels whose feature values have not
been described. While we do find statistically significant differences between har-
mony classes along several acoustic dimensions relevant to tongue root and/or
voice quality features, we find no clear evidence to support a categorical phono-
logical feature contrast, and instead suggest the possibility of a near merger be-
tween previously-distinct vowel categories.

2 Background

The first necessary step towards categorising vowels along the relevant feature
dimension is to identify its likely articulatory and acoustic correlates. Andrze-
jewski describes the difference between harmony classes as fronting or tongue
advancement:

The difference between vowels of Series A and B is that the vowels of Series
B are more ‘front’, i.e. articulated with the mid part of the tongue more
advanced towards the hard palate and teeth-ridge than the corresponding
vowels of Series A. (Andrzejewski 1955)

Throughout this paper, we follow Andrzejewski in adopting Series A and Series

B as labels for the two harmony classes; minimal pairs can be seen in Table 1.
There is overlap between the retracted or backed tongue position characteris-

tic of the Series A vowels and the coarticulatory effects of uvular and pharyn-
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Table 1: Minimal pairs (Andrzejewski 1955).

Series A Series B
dhis ‘build’ (Imper. Sg.)  ‘he built’
hel ‘find’ (Imper. Sg.)  ‘he found’
kab ‘a sandal’ ‘he set’ (e.g. a fractured bone)
qod ‘dig’ (Imper. Sg.) ‘he dug’
tus ‘show’ (Imper. Sg.)  ‘he showed’
diiday ‘I fainted’ ‘T refused’
hees ‘song’ ‘he sang’
laab ‘chest (thorax)’ ‘he folded’
duushay ‘she flew’ ‘she attacked’

geal consonants in the language (i.e. [q] and [x]). Indeed, of the items for which
Andrzejewski provides a classification, only Series A items contain uvulars or
pharyngeals. For further discussion, see §4.4.

Edmondson et al. (2004) provide a careful articulatory description of the dif-
ference between Series A and Series B vowels, using laryngoscopic data from
a single native speaker of Somali. They argue that the main difference between
Series A and Series B vowels is constriction or expansion of aryepiglottalic folds,
describing the differences as in (1). They also provide some acoustic data suggest-
ing differences in F; and F, consistent with advancement or retraction of the
tongue root, and oral airflow data showing that articulation of Series A vowels
exhibits substantially lower airflow than Series B vowels.

(1) Properties of Harmony Sets (Edmondson et al. 2004)
Set 1 (Series A)
1. Sphincteric compacting of the arytenoid-epiglottal aperture in the
posterior-anterior dimension.
2. Vowel quality that is more retracted.
3. Voice quality that is tense.
Set 2 (Series B)
1. Expansion of the arytenoid-epiglottal aperture in the
anterior-posterior dimension.
Vowel quality that is more fronted and/or raised.
Voice quality that is lax.
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Edmondson et al. (2004) note that these findings and previous descriptions
are consistent with register features, based primarily in voice quality rather than
supra-laryngeal articulation. See e.g. Trigo (1991) for further discussion of the
relationship between tongue root and register features.

Based on these previous descriptions, the acoustic dimensions under consid-
eration in our study reflect the likely correlates of both register and tongue root
features.

Duration and F;, have been found to be relevant for contrasts involving voice
quality (Edmondson & Li 1994; Halle & Stevens 1969), as has spectral slope (King-
ston et al. 1997), since lax voice quality results in a relative increase in the energy
of the first harmonic. In addition, Edmondson et al. (2007) note that constriction
in the aryepiglottic sphincter (as was found for Series A vowels) should result in
a higher center of gravity.

F; and F, are the most likely correlates of a process involving advancement or
retraction of the tongue root (Starwalt 2008). F; bandwidth has also been shown
to be relevant to timbre differences in tongue root contrasts in Akan (Hess 1992)
and other languages (Starwalt 2008). We have also included F5 in the set of mea-
surements, as it is involved in tongue root retraction in Arabic pharyngealization
Ghazeli (1977).

3 Methods

3.1 Subjects and elicitation

The present data come from four native speakers of Somali. Speaker 1 (male)
and Speaker 2 (female) are originally from regions in Northern Somalia; Speaker
3 (female) is originally from Central/Southern Somalia, and Speaker 4 (female)
is originally from Central Somalia. Speakers 1, 2, and 4 currently reside in US
diaspora communities, while Speaker 3 resides in South Africa; all speak some
English.

Elicitation sessions for Speakers 1-3 consisted primarily of establishing famil-
iarity with lexical items (and grammaticality of sentences) from Andrzejewski
(1955). Clear repetitions were elicited for familiar lexical items, and additional
items that the speakers volunteered were included for analysis. Elicitation for
Speaker 4 consisted of a list of monosyllabic words, with CVC structure and flat
tones; all items were previously unclassified.
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3.2 Data preparation

Measurements for F; bandwidth, spectral slope (band energy difference) and cen-
ter of gravity were taken at vowel midpoints using Praat (Boersma & Weenink
2008). Duration was measured from vowel onset to vowel offset, and mean mea-
surements for Fj_; were taken across the middle 80% of the vowel’s duration.

Only monophthongs were included in the analysis. The number of tokens of Se-
ries A, Series B, and unclassified vowels for each vowel category for each speaker
is given in Table 2. To reduce collinearity and improve comparability, data were
centered within each vowel category for each speaker.

Table 2: Token counts for Series A, Series B, and unclassified vowels.

Speaker 1 Speaker 2 Speaker 3 Speaker 4

A B U A B U A B U A B U

[u] 24 12 89 23 9 43 0 0 0 0 0 70
[i] 50 72 116 32 37 61 30 88 172 0 O 30
[a] 80 86 239 89 52 90 86 78 246 0 0 104
[0] 41 44 88 38 18 23 62 36 82 0 0 22
[e] 30 55 36 18 33 13 46 30 54 0 0 0
225 269 568 200 149 230 224 232 554 0 0O 226

4 Results

4.1 Acoustic correlates

The first question to address is whether Series A and Series B vowels show sig-
nificant differences along the predicted dimensions (and in the predicted direc-
tions). Speakers have been analysed separately, since there is reason to expect
inter-speaker variation (Andrzejewski 1955).

Because the relevant acoustic dimensions are collinear, linear models? (with
series and vowel category as predictors) were fitted separately for each acoustic
dimension, excluding extreme outliers (|z| > 3). Bonferroni correction was ap-
plied (a/8) to adjust for familywise error (corrected p-values are reported). For

<

Linear mixed effects models with random intercepts for either “word” or “sentence” were at-

tempted, but rarely converged.
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those dimensions which showed a statistically significant difference between Se-
ries A and Series B, Hartigan’s Dip Test for Unimodality was applied. Data from
Speaker 4 was excluded from this stage of the analysis, as it contained only un-
classified tokens.

Distributions and means for Speakers 1-3 can be seen in Figures 1-3. Series A
and Series B vowels differed in F; and F; bandwidth for all speakers (p < 0.001),
as well as spectral slope (p < 0.05 for Speaker 1; p < 0.001 for Speakers 2-3). F,
showed significant differences for Speakers 1-2 (p < 0.001) but not for Speaker 3,
F3 was significant only for Speaker 2 (p < 0.01), and center of gravity was signif-
icant only for Speaker 3 (p < 0.05). Neither duration nor F, showed significant
differences for any speaker, however it is worth noting that Somali has tonal
and prosodic processes (Green et al. forthcoming) that were not controlled for in
elicitations, potentially resulting in noise that could obscure relevant differences.

Of the acoustic dimensions that showed significant differences, the only one to
show any statistically detectable departure from unimodality was F; bandwidth,
and only for Speaker 3. Furthermore, the source of this multimodality may not
be directly related to vowel series — as can be seen in Figure 3, while the lower
mode appears to consist primarily of Series A observations, the higher mode
shows substantial overlap between Series A and Series B.

4.2 Classification

Acoustic analysis of the previously-classified items shows that Series A and Se-
ries B items differ detectably along a number of the expected acoustic dimensions
(F;, F; bandwidth, F,, F5, center of gravity, and spectral slope). But do these dif-
ferences pattern in a way that might allow listeners (or learners) to map acoustic
realizations onto discrete phonological categories? The small effect sizes and lack
of detectable departure from unimodality found above provides cause for doubt.
In this section, we submit both classified and unclassified forms to cluster ana-
lysis, to determine the extent to which observations pattern into discoverable
categories.

For Speakers 1-3, data for both classified and unclassified tokens were sub-
jected to k-means cluster analysis, using data from only those acoustic dimen-
sions that had shown significant differences for any speaker in the previous stage
of analysis. Series A and Series B means were used as initial centers for the clus-
ters, and the analysis was done separately for each speaker.? The results of clus-
ter analysis matched prior classifications somewhat poorly — 66% of tokens for

2For Speaker 2, it was necessary to remove outliers prior to cluster analysis.
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Acoustic Correlates of Vowel Series: Speaker 1
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Figure 1: Density plots of Series A and Series B vowels for Speaker 1
(centered measurements, extreme outliers removed). Dashed lines rep-
resent combined distributions; vertical lines represent series means;
asterisks indicate statistically significant differences (after Bonferroni
correction).

Acoustic Correlates of Vowel Series: Speaker 2
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Figure 2: Density plots of Series A and Series B vowels for Speaker
2 (centered measurements, extreme outliers removed). Dashed lines
represent combined distributions; vertical lines represent series means;
asterisks indicate statistically significant differences (after Bonferroni
correction).
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Speaker 1, 62% for Speaker 2, and only 54% for Speaker 3. The sets of matched
tokens for each speaker (all acoustic dimensions) served as training data for a
linear discriminant analysis (LDA), which was then used to predict classification
values for the full set of tokens for that speaker.

For Speaker 4, Series A and Series B grand means from Speakers 1-3 served
as the initial centers for k-means cluster analysis. Additionally, an initial LDA
was trained on pooled classification-matched data from Speakers 1-3 and used
to predict classification values for data from Speaker 4. Classifications from the
cluster analysis and the initial LDA matched on 84% of tokens; the set of matched
tokens served as training data for a second LDA, which was then used to predict
classification values for the full set of tokens from Speaker 4.

The acoustic correlates of classes differed considerably between speakers —
the only acoustic dimension whose correlation with the discriminant was con-
sistently medium-sized or larger was spectral slope (medium for Speaker 1, large
for Speakers 2—4). All other acoustic dimensions showed medium-sized or larger
correlations for at least one speaker, and all except F; bandwidth showed medium
or larger correlations for three out of the four speakers. As with the individual
acoustic dimensions, the linear discriminant itself does not appear to show a bi-
modal distribution - for all three speakers, Hartigan’s Dip Test on failed to detect
any departure from unimodality.

4.3 Lexical status

The match between the cluster analysis and previous classifications, while fairly
poor, was nevertheless above chance for Speakers 1 and 2 (and marginal for
Speaker 3, from whom there were fewer observations). This suggests, as with
the acoustic analysis, that there is some difference between Series A and Series B
vowels that the cluster analysis is sensitive to. However, as before, the unimodal-
ity of the linear discriminant casts doubt on the presence of clear categories.

If the distinction between Series A and Series B vowels has contrastive status
as a phonological feature, it should be lexically specified — we would therefore
expect the realization of this feature to be consistent across tokens of an individ-
ual lexical item, and those tokens should be assigned to the same category in the
classification procedure more often than expected by chance.

Classifications for individual segments were compared across multiple tokens
of each lexical item, and all items which appeared more than once were catego-
rized as either invariant or variant — for example, all 6 instances of the [i] in biyo

95% Confidence Intervals: 62-70% for Speaker 1, 54-64% for Speaker 2, 49-58% for Speaker 3.
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from Speaker 3 were classified as B, so this was categorized as invariant. On the
other hand, the initial-syllable [a] in dabqaad from Speaker 2 was classified as
A for 2 out of 4 tokens and B for the remainder, so it was categorized as variant.
Baseline frequencies of A and B classes (combined with the number of tokens for
each item) were used to calculate the chance probability of invariance. As can be
seen in Figure 4a, segments were invariant considerably more frequently than
would be expected by chance (p < 0.001 for all speakers).

For each word with more than one monopthong, consistency was examined
between the vowels in each token. For example, in one token of aha from Speaker
1, both vowels were assigned to class A, so it was categorized as invariant. On the
other hand, in one token of culus from Speaker 2, the first [u] was classified as B
while the second was classified as A, so it was categorized as variant. Figure 4b
shows that vowels within the same word token were classified consistently more
frequently than would be expected by chance (p < 0.001 for Speakers 1 and 3,
p < 0.01 for Speaker 2).4

Turning to the purported minimal pairs, Figure 5 shows the high degree of
acoustic variability of tokens belonging to each member (compared with the dif-
ferences between members). There was also considerable variation in classifica-
tion between tokens — none were consistent across all speakers, and no speaker
produced any minimal pairs where both members were consistently classified
distinctly.

4.4 Uvular and pharyngeal consonants

Recall from Section 2 that, for lexical items given classifications in Andrzejewski
(1955), only Series A words contain uvular or pharyngeal consonants. Could this
be a possible source of the effects presented above? If vowels in these words
undergo (gradient) coarticulation, we would expect their presence in Series A
(but not series B) to result in the kind of small but detectable differences in the
acoustic correlates examined. Additionally, because flanking consonants would
be held constant among tokens of a single lexical item, we would expect this to
result in increased consistency of classification.

The acoustic analysis from Section 4.1 was repeated for all subjects with items
containing either uvular or pharyngeal segments removed. The results were by

*Calculations of chance probability were done under the assumption of independence, which
does not entirely hold in this case — vowel-to-vowel coarticulation influences the acoustic
dimensions on which classification was based, and would be expected to slightly increase the
likelihood of vowels in the same word token sharing the same classification. As such, this result
should be viewed with appropriate caution.
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Acoustic Correlates of Vowel Series: Speaker 3
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Figure 3: Density plots of Series A and Series B vowels for Speaker
3 (centered measurements, extreme outliers removed). Dashed lines
represent combined distributions; vertical lines represent series means;
asterisks indicate statistically significant differences (after Bonferroni
correction).

Consistency of Lexical Classification
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Figure 4: Invariance of classification (a) among vowel tokens for each
position of each word, (b) within individual word tokens, and (c) con-
sistency of invariance across tokens of the same word. Error bars rep-
resent 95% confidence intervals; predicted values represent means of
the chance probabilities for each item.
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Figure 5: Formant plots for minimal pairs, pooled data for all speak-
ers. Ellipses represent 90% confidence; overlaid numbers represent the
proportion tokens for each member of the pair that were classified as

and large the same - the effects for spectral slope for Speaker 1 and center of
gravity for Speaker 2 fell below the threshold for statistical significance, but the
outcomes for all other measures for all three speakers were unchanged. Likewise,
the lexical consistency analysis was also repeated with items containing uvular
or pharyngeal consonants removed. For Speakers 1 and 2, the effect was retained
— classification was invariant across tokens of a single lexical item more often
than would be expected by chance. However, for Speaker 2, the lexical consis-
tency effect was not found in the absence of uvulars and pharyngeals.

These results suggest that coarticulatory effects are unable to fully explain
either the acoustic difference between Series A and Series B vowels or the con-
sistency of classification across tokens of individual lexical items.

5 Discussion

The aim of this study was to provide a detailed acoustic description of the feature
distinguishing harmony sets in Somali, to develop a method of classification that
can be applied to vowels whose feature specification has not been described, and
to begin to ascertain its phonological status in the language. The data presented
in the previous section show that there is considerable gradience and variability,
but some clear patterns do emerge; a summary of results is presented in Table 3.
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Table 3: Summary of results of acoustic analysis and classification.
Checkmarks represent statistically significant effects, and effect sizes
of correlation coefficients from classification are listed alongside.

F, F; Band. F, F; Sp. Slope  C. Grav.
Sp.1 v M v S v L X XS v M X S
Sp.2 vV M v S v XS v M v L X L
Sp.3 v S v M X L X L v L v L
Sp.4 NA M NnxA S NA L NA M NaA L nNaA L

The most consistent acoustic correlates of harmony Series were F;, F; band-
width, and spectral slope, which were statistically detectable for all subjects from
whom previously classified items were available. This is consistent with Edmond-
son et al. (2004)’s articulatory findings — constriction of the aryepiglottic fold
should result in a lowered position of the tongue root, resulting in higher Fy,
while the resulting effects on voice quality predict a steeper spectral slope. It is
not clear at present whether differences in F; bandwith are an independent mea-
sure of voice quality or simply a reflection of the effects on Fy, since the two are
highly correlated.

However, we find no clear evidence in this data for a categorical phonolog-
ical distinction. First, there is no detectable departure from unimodality along
the relevant acoustic dimensions®. Additionally, the mean differences between
previously-classified Series A and Series B vowels, while statistically detectable,
are fairly small; for F; they range from 27.93Hz for Speaker 1 — which is just
barely above the just noticeable difference threshold for F; (Kewley-Port 1995) -
to 57.89Hz for Speaker 2.

The purported minimal pairs fared even worse, with a mean difference of
6.32Hz for Speaker 1 and 14.98Hz for Speaker 2, both of which fall below the
threshold of perceptibility.® There is therefore no evidence from this data that
these actually are minimal pairs, at least for these speakers. We have found fewer
than a dozen minimal pairs described in the literature; of these, many minimally-
distinct roots take obligatory suffixing morphology, and others are uncommon
words that were not known to all of our speakers. The remaining pairs show no
differences that rise above the threshold of perceptibility.

>The one exception here is F, bandwith for Speaker 3, but as mentioned above this might not
be related to vowel series.
Speaker 3 did not produce a sufficient number of minimal pair tokens.
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One finding that does provide a suggestion that vowel series distinctions might
possibly be phonologically relevant is the lexical consistency of classification — a
given vowel exhibits similarities across different tokens of the lexical item it be-
longs to, resulting in consistent classification far higher than would be expected
by chance. This suggests that there is some lexically-specified property which
affects vowels along the relevant acoustic dimensions.

The distinction between Series A and Series B vowels in Somali seems, then,
to have an intermediate status — neither fully contrastive nor entirely absent.
This is consistent with a near merger (Labov et al. 1972), and suggests several
avenues for further research. First, data from a larger number of speakers and
representing a more carefully balanced sample of lexical items is needed to be
certain that the lack of categoricity is not a symptom of noisy data. Additionally,
perceptual data is needed to determine whether listeners are able to accurately
distinguish minimal pairs.

6 Conclusion

In this paper, we have presented pilot data from a small number of native speak-
ers of Somali, investigating the acoustic correlates of the tongue root and/or voice
quality feature relevant to vowel harmony in that language. We have found sta-
tistically detectable differences along the predicted acoustic dimensions (on the
basis of previous articulatory descriptions) but no clear evidence that these differ-
ences are categorical or phonological, suggesting the possibility of a near merger.

It is difficult to draw any broad conclusions with a small number of speakers,
particular with respect to a phenomenon that has been described as subject to
dialect and individual variation. However, it does seem likely from our data that
the categorical distinction between Series A and Series B vowels is in the process
of being lost in at least some varieties of Somali. Further research is warranted,
with higher numbers of speakers from a broader variety of dialect regions, more
controlled and balanced word lists, and a variety of elicitation tasks.
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Chapter 12

Prosody and the conjoint/disjoint
alternation in Tshivenda

Leland Paul Kusmer

University of Massachusetts at Amherst

Tshivenda (Guthrie S21) shares with other Southern Bantu languages a distinctive
alternation in the form of the verb, termed the conjoint/disjoint alternation. I will
present data from original fieldwork showing that, in contrast to other related lan-
guages, the Tshivenda conjoint and disjoint forms are not in complementary dis-
tribution by syntactic context, and instead show a distinctive three-way split in ac-
ceptability. I will also show that the same three-way split obtains in the frequency
of utterance-internal penultimate lengthening. I discuss two possible analyses of
this correlation, one in which the disjoint is a purely prosodic phenomenon and
one in which the correlation is due to the influence of some third factor such as
information structure.

1 Introduction

Tshivenda! shares with other Southern Bantu languages a distinctive morpho-
logical alternation in the form of the present tense prefix, commonly termed
the CONJOINT/DISJOINT ALTERNATION. As shown below, the simple present is ex-
pressed either by the prefix /a-/ (termed the disjoint form) or /@-/ (termed the
conjoint).

(1) Tshivenda (Bantu)?

a. ndi(a) & nemeneme
1sG Dsj eat termite

‘T eat termite.’

!Guthrie S21; ~1.3m speakers in South Africa (Limpopo Province) & Zimbabwe.
2Unless otherwise noted, all examples are from my own fieldwork on Tshivenda.

Leland Paul Kusmer. 2019. Prosody and the conjoint/disjoint alternation in Tshivenda.

In Emily Clem, Peter Jenks & Hannah Sande (eds.), Theory and description in African
I Linguistics: Selected papers from the 47th Annual Conference on African Linguistics,

213-229. Berlin: Language Science Press.
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b. ndi *(a) la
1sG DsJ eat

T eat’

In this paper, I will present new data from original fieldwork on Tshivenda
which shows that the distribution of the disjoint prefix in that language shows
a three-way distribution: It’s obligatory in some contexts, impossible in others,
and optional elsewhere. This contrasts with other languages with this alternation,
e.g. isiZulu (Halpert & Zeller 2015), where the conjoint and disjoint forms are
typically in complementary distribution, i.e. no optionality is possible.

I will also present new data data on the prosody of Tshivenda, which strikingly
shows the same three-way distribution. The prosodic phenomenon in question,
penultimate lengthening, is common to many Bantu languages and applies to
some large prosodic unit (typically taken to be the intonational phrase). In Tshiv-
enda, the penultimate syllable of the utterance is always lengthened, but some
utterance-internal penults may also be lengthened. I will demonstrate that the
same contexts conditioning the three-way split in the disjoint prefix condition
a similar split in penultimate lengthening: In those contexts in which the dis-
joint prefix is required, penultimate lengthening is frequent; in those contexts in
which the prefix is impossible, penultimate lengthening is vanishingly rare; and
in those contexts in which the prefix is optional seem to allow an intermediate
frequency of lengthening.

I will argue that any analysis of these phenomena must capture the close re-
lation between the conjoint/disjoint alternation and prosody. I will then present
two possible analyses. In one, the disjoint prefix is a purely prosodic phenome-
non in the sense that it is conditioned solely by the location of the verb within
an intonational phrase.® In the other analysis, information structure plays the
role of a “third factor” conditioning both the disjoint prefix and the prosodic
structure. I will discuss the consequences of each of these analyses and propose
further research to help decide between these two options.

The structure of this paper is as follows. In §2, I will discuss the disjoint alter-
nation in Tshivenda, comparing and contrasting it with other Southern Bantu
languages. I will then present in §3 the results of a survey on the acceptability
of conjoint and disjoint verb forms in different syntactic contexts, showing that

*This first proposal closely mirrors one made in Cheng & Downing (2009) for isiZulu. However,
Halpert & Zeller (2015) has convincingly argued that the isiZulu case cannot be prosodic in
nature and must have a deeply syntactic origin. The present study cannot currently decide
between these two possibilities; it may be the case that a similar argument may be made for
Tshivenda.
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there is a three-way split in the acceptability of this prefix by syntactic context.
In §4, I'll go on to discuss the results of a study on sentence-internal penultimate
lengthening across a variety of syntactic contexts, showing that the same three-
way split in the distribution emerges. In §5 I will present two possible models of
the relationship between disjoint marking and prosody which can account for
this data. Finally, in §6 I will discuss the advantages and disadvantages of these
models and propose possible future work.

2 The conjoint/disjoint alternation

Southern Bantu languages frequently show an alternation in the form of the verb
under certain tenses. For instance, in isiZulu, the simple present takes a prefix
/ya-/ in some contexts, but is /a-/ elsewhere:

(2) isiZulu (Halpert & Zeller 2015)
a. uMlungisi u- pheka iqanda
M. 3s- cook egg
‘Mlungisi is cooking an egg’
b. *uMlungisi u- ya- pheka iqanda
M. 3s- YA- cook egg

(3) a. *uMlungisi u- pheka
M. 3s- cook
b. uMlungisi u- ya- pheka
M. 3s- YA- cook
‘Mlungisi is cooking
The short form of the verb (/g-/) is traditionally termed the “conjoint” form;

the long form (/ya-/) is called the “disjoint”. Halpert & Zeller (2015) gives the
following generalization for the distribution of these forms:

(4) Conjoint-disjoint generalization (isiZulu):
a. Conjoint (v): appears when vP contains material (after A movement)

b. Disjoint (ya): appears when vP does not contain material (after A
movement)
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Note two key properties of this generalization:

1. The forms of the verb are in complementary distribution.

2. The distribution is predictable based on syntactic context.

This seems to be the norm across Southern Bantu: The disjoint alternation is
a deeply (morpho-)syntactic fact. In fact, in isiZulu and other languages the al-
ternation appears in several different tense/aspect/polarity combinations with
different morphological realizations, but with the same structural generalization
governing which form is realized. In Tshivenda, by contrast, the disjoint alter-
nation appears only in the simple present tense — all other tense/aspect/polarity
combinations do not alternate.* Poulos (1990) gives the following generalization
about the distribution of the disjoint prefix:

(5) Conjoint-disjoint generalization (Tshivenda, after Poulos):

a. The disjoint is available everywhere.

b. The conjoint is ungrammatical when the matrix verb is last in the
sentence.’

In contrast to isiZulu, this generalization does not place the conjoint & dis-
joint forms in complementary distribution - rather, it seems to suggest that the
disjoint is the default form, with a specialized conjoint form required only in cer-
tain contexts. It also makes no reference to anything deeply syntactic in nature,
but instead refers to the linear order of constituents. I will show that while the
details of this generalization are inadequate — the disjoint is not in fact available
everywhere, and the conjoint is ungrammatical in some cases where the verb is
not last in the sentence — the underlying nature of this generalization is correct:
The Tshivenda conjoint & disjoint forms are not in complementary distribution,
and their distribution seems to be based on post-syntactic conditions.

“Creissels (1996) shows that Setswana, a closely-related language, shows tonal reflexes of the
conjoint/disjoint alternation in some tenses. While I can confirm that no such alternation oc-
curs in the present tense, I currently lack detailed tonal data on other tenses. However, Cassim-
jee (1992) does not note any anomalous tonal alternations, though she does note the present
tense conjoint/disjoint distinction; while this is not conclusive, it supports the hypothesis that
Tshivenda only shows this alternation in the present tense.

SPoulos’ original generalization ignores the distinction between matrix and embedded verbs;
in other Southern Bantu languages, the verb in a relative clause may take conjoint even when
sentence-final. I lack detailed data on Tshivenda relative clauses; however, see §6 for further
discussion.
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3 Survey design and results

I conducted a pilot study on the conjoint/disjoint alternation at the University of
Venda in Thohoyandou, Limpopo Province, South Africa. The study consisted of
a short questionnaire asking for grammaticality ratings on a variety of sentences.
The design of the survey was as follows:

« 8 conditions, varying what kind of material followed the verb.

« Fach sentence was presented twice: once in the conjoint, once in the dis-
joint.

« A total of 56 test items were presented, plus 44 fillers (grammatical) / con-
trols (ungrammatical) = 100 questions

« 12 native speakers of Tshivenda were asked to rate items from 1 (“mistaken
or incomplete”) to 5 (“natural and complete”).

The conditions varied based on what material followed the verb:

1. final the verb was sentence final.

2. temporal the verb was followed by a temporal adverb (‘today’,now’).
3. locative followed by a locative adverb (‘at home’, ‘in the forest’).

4. manner followed by a manner adverb (‘well’, ‘badly’).

5. fhedzi followed by the focus-sensitive operator fhedzi (‘only’).

6. secondary followed by a secondary predicate (‘go to the tree’).

7. object transitive verb + in situ object.

8. dislocated transitive verb + right-dislocated object.

A few of these conditions merit some further explanation. First, the pisLo-
CATED condition included sentences in which the direct object was coreferenced
by an object marker on the verb. In many Bantu languages, including Tshivenda,
objects coreferenced in this manner are generally not in their base position in-
side the vP (Buell 2005). For instance, as shown in (6), it is possible to separate
a coreferenced object from the verb with an adverb; this is not possible with a
non-coreferenced object.
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(6) a. Tshinonitshia dzhia (*zwino) thanga
7bird 5.7 Dsjtake now 9.seed
“The bird takes (*now) a seed’

b. Tshinonitshia i dzhi zwino thanga
7bird 5.7 Dsy9.0By take now 9.seed

“The bird takes it now, the seed’

The sECONDARY block included sentences in which the verb was followed by
a clausal adjunct marked with the dependent prefix tshi- (Van Warmelo 1989):

(7) ndou i (a) gidimai tshi ya daka -ni
9.elephant 9.suBy (DsJ) run  9.sUBJ DEP go forest Loc

‘“The elephant runs into the forest.

Finally, in the FHEDZI condition the verb was followed by the focus-sensitive
operator fhedzi, which may be roughly glossed as ‘only’. The intention was for
this to narrowly scope over the VP. However, the results show that speakers
mostly rejected these sentences (regardless of which form the verb took), indi-
cating that perhaps this narrow scope is difficult to arrive at pragmatically. This
condition will be discarded in the analysis here.

3.1 Results and analysis

Figure 1 shows the mean ratings per speaker for each condition, including con-
trols and fillers.® The dashed lines separate out conditions into groups with sim-
ilar behavior.

Within each condition, I calculated a by-speaker mean difference score be-
tween ratings given to the disjoint and to the conjoint sentences. In the resulting
score, a positive value indicates that the speaker preferred the disjoint form of
the verb, and a negative score that they preferred the conjoint. If the score is not
significantly different from zero, then no preference can be assessed. In Figure 2,
error bars indicate 95% confidence intervals.

®This box-and-whisker plot should be read as follows: The dark horizontal mark indicates the
median overall rating. The box extends out on either side to the edges of the 1% and 3™ quartiles,
while the “whiskers” extend out to 1.5 times the interquartile range; if no box or whisker is
drawn, this indicates that the quartiles are at the median itself, i.e. that most responses are at
the median. Speakers whose average response in that condition fell outside of the extent of the
whiskers are regarded as outliers and plotted as individual points.
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From Figure 2, it can be seen that the FINAL and DISLOCATED conditions show a
significant’ preference for the disjoint; the ADVERB and oBJECT conditions show
no significant difference from zero; and only the SECONDARY condition shows a
significant preference for the conjoint. Together with the fact that the ADVERB
and oBJECT conditions generally received ratings at ceiling, these results show
clearly that there is a three-way split in the grammaticality of the conjoint and
disjoint forms of the verb, summarized in Table 1.

Table 1: Conjoint/disjoint availability by context

FInAaL Disjoint
DISLOCATED OBJECT Disjoint
ADVERB Either
IN SITU OBJECT Either

SECONDARY PREDICATE Conjoint

Compare this distribution with the generalization stated in Poulos (1990). This
generalization is proven false on two counts: First, the disjoint form is not in
fact available everywhere — in particular, when a secondary predicate follows
the verb, the disjoint is ungrammatical. Second, the conjoint is ungrammatical
in some situations where the verb is not last in the sentence. However, in at least
some contexts, it is true that the conjoint and disjoint forms are equally accept-
able. This contrasts with the situation in most other southern Bantu languages,
particularly isiZulu, where the availability of the two forms is strictly determined
by the syntactic context. I take this as evidence that the disjoint alternation in
Tshivenda is a different class of phenomenon from the other Bantu languages. In
particular, in the sections that follow, I will present evidence that the alternation
is prosodically conditioned in Tshivenda, and that the optionality of the disjoint
prefix corresponds precisely to optionality in the prosodic phrasing.

4 Penultimate lengthening

The same syntactic contexts which condition the availability of the conjoint and
disjoint forms also differ systematically in their prosodic properties, specifically

"Significance was assessed at the 0.05 level using the Holm-Bonferroni correction for multiple
comparisons.
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in the distribution of penultimate lengthening. Tshivenda does not have lexically
contrastive vowel length, but lengthens the penultimate syllable of intonational
phrases:

(8) a. ndé6 mbindimédza ludambwa:na
1sg.psT destroy 11.dam

‘I destroyed the dam.

b. nd6 mbindimédza ludambwana namu:si
1sg.psT destroy 11.dam today

‘I destroyed the dam today’

Penultimate lengthening is common across the Bantu family (Hyman 2013).
It is typically regarded as a phonological (rather than phonetic) lengthening on
the grounds that it may have other effects on the suprasegmental phonology
of the utterance, in particular on tone. Tshivenda shares with many other Bantu
languages the property that contour tones may only occur on lengthened penults,
which is typically taken to indicate that the lengthening adds a tone-bearing unit
(e.g. a mora) to the target syllable.

The penult of the entire (declarative) utterance is always lengthened. How-
ever, there may be utterance-internal lengthening, as well. For example, in (9)
ludambwa:na shows penultimate lengthening despite not being utterance-final.

(99 ndé6 mbindimédza ludambwa:na namu:si
1sg.psT destroy 11.dam today

‘I destroyed the dam today’

Comparing (9) and (8b), it can be seen that internal lengthening in this syntac-
tic context is apparently variable. However, there is room for uncertainty about
the source of this variability: If penultimate lengthening is associated with the
intonational phrase level of prosodic structure, then the contrast between (9) and
(8b) may indicate a contrast in intonational phrasing. Alternatively, one might
propose that (8) still has an intonational phrase boundary after the verb, and what
is variable is not the structure but the lengthening itself. If the variability lies in
the prosodic structure formation, then one might expect to find some syntactic
contexts in which the prosodic structure is not variable and internal lengthen-
ing happens 100% of the time. By contrast, if variability lies in the structure-
sensitive phonological lengthening only, then even in syntactic contexts where
the prosodic structure was fixed, one might expect lengthening to be variable.
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In fact, I will show below that the distribution of utterance-internal lengthen-
ing shows a complicated three-way distribution that indicates variability in both
structure-sensitive phonology and prosodic structure formation.

I conducted a production study to determine the distribution of sentence-inter-
nal penultimate lengthening. The study comprised four syntactic contexts which
varied in what material followed the verb: IN sITU DIRECT OBJECTS, dislocated
direct objects, intransitive verbs followed by ADVERBs (balanced across tempo-
ral, manner, and locative adverbials), and SECONDARY PREDICATE clauses. Several
other syntactic contexts were also included and acted as controls for this study.
Within each syntactic condition, sentences were balanced for other prosodic fac-
tors such as the length and lexical tone on the verb. 12 native speakers of Tshiv-
enda were recorded with 3 repetitions per sentence; I'm reporting here on a sub-
set of the data including only 5 speakers and 1 repetition.

After hand-coding all the syllables as long or short, I tabulated the percent-
age of tokens displaying utterance-internal penultimate lengthening on the verb
within each syntactic condition. The results are shown in Table 2.

Table 2: Percentage of tokens with internal penultimate lengthening

(SENTENCE-FINAL) (100%)
DISLOCATED OBJECT 60%
ADVERB 25%
IN SITU OBJECT 15%
SECONDARY PREDICATE 5%

Strikingly, the distributions also show a three-way split: Utterance-internal
lengthening is common when only a dislocated object follows the verb; when
an in situ object or an adverb follows the verb, lengthening is less common; and
when only a secondary predicate follows the verb, lengthening is vanishingly
rare.® Notably, the syntactic conditions on this distribution are the same as for the
conjoint/disjoint alternation: That is, verbs followed by dislocated objects pattern
the same as sentence-final verbs; in situ objects and adverbs pattern together,
and secondary predicates pattern a third way.’ This overlap suggests a common

8 All but one of the secondary predicate cases showing internal lengthening come from the same
speaker, who shows many signs of list intonation in general.

°Such a correlation between prosody and disjoint marking has been noted before; see, for in-
stance: van der Spuy (1993); Buell (2005); Cheng & Downing (2012) on Zulu; Devos (2008) on
Makwe. I’'m grateful to an anonymous reviewer for bringing these references to my attention.
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origin for both phenomena; in the next section, I will outline a model of Tshivena
prosody that explains the commonalities.

5 Analysis

We have seen that both the conjoint/disjoint alternation and sentence-internal
penultimate lengthening show a three-way split in their distributions, and that
the syntactic conditions underlying this split pattern alike between the two phe-
nomena. I will first develop a model that can account for the three-way split in
penultimate lengthening. I will then discuss two possible ways that the correla-
tion between the prosody and the disjoint prefix can be explained. In one, the
disjoint prefix is directly conditioned by the prosodic structure; in the other, a
“third factor” is introduced which accounts for the variability in both prosodic
phrasing and disjoint marking.

5.1 Penultimate lengthening and prosodic variability

This distribution is challenging to explain under a model of prosody in which the
structure-sensitive phonological marking is in one-to-one correspondence with
the prosodic structure. There are two challenging aspects to this distribution: The
first is that the internal marking is sometimes categorically absent (the secondary
predicate case), but is never categorically present. The second is that some con-
texts seem to show an intermediate frequency of lengthening. This first property
can be captured by proposing that intonational phrase is variably marked by
penultimate lengthening, so that, even in contexts where the verb is always final
in an intonational phrase, the lengthening will not always be present. This sec-
ond property can be captured by specifying that these contexts are not actually
uniform, but that differences in the interpretation of in situ objects and adverbs
changes whether they are prosodically grouped with the verb or not. Informa-
tion structure (e.g. focus or givenness) is the most likely factor at play; since the
present study did not control information structure, these differences might ap-
pear as apparently random variation depending on what implicit context subjects
assign to the sentence.
To spell out this proposal in more detail:

« I will assume an indirect reference theory of prosody (Selkirk 2011), in

which prosody is split into two pieces: prosodic structure building and
structure-sensitive phonology.
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+ In particular, I will assume that each utterance has an abstract prosodic
structure which may or may not be marked in the phonology by e.g. penul-
timate lengthening. That is, it is the likelihood of marking, not the presence
or absence, that indicates a boundary. (Elfner 2016)

« I will further assume that recursive prosodic structures are possible and
that structure-sensitive phonology can make reference to maximal and
non-maximal recursive phrases (Ito & Mester 2012).

I propose that penultimate lengthening is controlled by two rules:

(10) Penultimate lengthening rules:
a. Always lengthen the penultimate syllable of a maximal 1 P.

b. Variably lengthen the penultimate syllable of a non-maximal 1 P.

Consider the dislocated object case. I propose that these sentences have a
prosodic structure like the following:!

(1) (max (ndé 0 mbindimé(:)dza ), ludambwa:na ) _p.x
1sg.psT 11.0B] destroy 11.dam

‘T destroyed the dam’

« The object ludambwana is final in a maximal 1 P and so is always length-
ened.

+ The verb mbindimédza is final in a non-maximal 1 P and so is variably
lengthened.

— In my data: The verb is lengthened >50% of the time.

Consider next the secondary predicate case. I propose that these sentences have
a prosodic structure like the following:

(12) (. Mmax ndi gidima (, ndi tshi ya hayani ), )\ Mmax
1sg run 1sg DEP go home.LoC

‘I run home’

« The goal hayani is final in a maximal 1 P and so is always lengthened.

Space does not permit me to include a full analysis of how the prosodic structures here are
generated, but I assume a constraint-based analysis along the lines of “Match Theory” (Selkirk
2011).
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« The main verb gidima isn’t final in any 1 P, and so is never lengthened.

— In my data: The verb is lengthened <5% of the time.

Finally, consider the other cases — adverbs and in situ objects. Here, I will pro-
pose that these sentences may be assigned on of two possible structures. While
I will remain neutral on what conditions each of these structures, information
structural factors such as focus or givenness seems likely; the experiment pre-
sented here did not control for these factors, and so I will treat the choice between
the two structures as essentially variable.

(13) a.  (-Max ((ndo  namai(:)la ), namu:si )_pax
b.  (-Max ndé namaila namu:si ) Max
1sg.PST stagger today
‘I staggered today.’

+ Under both prosodic structures, the adverb namusi is final in a maximal 1
P and is lengthened.

« Under (13a) there is no non-maximal 1 P and so no variable lengthening.

« Under (13b) the verb is final in a non-maximal « P and is variably length-
ened.

« One thus expects sentence-internal lengthening to occur less frequently
than with dislocated objects, but more frequently than with secondary
predicates.

— In my data: The verb is lengthened ~20% of the time.

Thus, one can understand the three-way split in penultimate lengthening as
arising from the combination of variation in prosodic structure (probably con-
ditioned by information structural factors) with a variable structure-sensitive
phonology rule.!!

5.2 Explaining the conjoint/disjoint alternation

If the prosodic structures proposed above are correct, then the following relation-
ship between intonational phrases, lengthening, and disjoint marking obtains:

UIf this analysis is correct, we should see corresponding tonal effects; space constraints will not
permit a discussion of Tshivenda tone-spreading phenomena here.
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Table 3: Summary of prosody and verb form relationship

CONDITION LAsT IN 1 P? LENGTHENED? FORM?
Dislocated obj Always Frequently Disjoint
Adverb, in situ obj Sometimes  Sometimes Variable
Secondary predicate Never Rarely Conjoint

It seems desirable to explain why disjoint marking should track the prosodic
structure so closely. There are at least two possible analyses compatible with the
data presented here. The first is what I will term the PrROsODIC DIsJOINT analysis,
in which disjoint marking is taken to be a direct consequence of the prosodic
structure. More specifically, Tshivenda disjoint marking would obey the follow-
ing generalization:

(14) Conjoint / disjoint generalization (Tshivenda):
a. Disjoint (/a-/): appears when the verb is last in an 1 P.1?

b. Conjoint (/e-/): appears elsewhere.

The prosodic disjoint analysis represents a significant break from previous
scholarship on Southern Bantu languages (see, for instance, Buell 2005; Cheng
& Downing 2009), which have typically analyzed disjoint marking as resulting
from a combination of syntactic- and information-structural factors. The sTrUC-
TURAL DISJOINT analysis, then, would propose that the correlations reported in
Table 3 are the result of a “third factor”: Insofar as syntax and information struc-
ture are capable of influencing both the prosody and the verb form, we should
expect these factors to be correlated with each other. In this analysis, there is no
direct link between disjoint marking and prosodic structure at all.

The present study is not capable of distinguishing between these options. In
the next section, I will discuss some of the predictions of each of these analyses.

6 Conclusions

I have shown using experimental methods that the conjoint/disjoint in Tshivenda
behaves differently from the reported generalizations given for the parallel alter-

I remain agnostic as to how this distribution is achieved. The most likely option seems to be
delention of the /a-/ prefix in the elsewhere case, which is somehow bled by the prosody. The
alternative, that the prefix is actually inserted by the prosody, seems highly unusual based on
previously-studied prosodic phenomena.
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nation in other Southern Bantu languages. In particular, while other Southern
Bantu languages typically show the disjoint and conjoint forms in complemen-
tary distribution, in Tshivenda there is a class of syntactic contexts in which the
disjoint prefix is apparently optional. Furthermore, I've shown that the three-
way split one see in the conjoint/disjoint alternation precisely mirrors a similar
three-way split in the distribution of penultimate lengthening. I've proposed two
possible analyses that can capture this parallel: One in which disjoint marking
is directly determined by the prosody, and one in which it is indirectly linked to
prosody by way of some other common factor which influences both.

Both analyses presented here make at least one strong language-internal pre-
dictions which I do not yet have the data to test. First, it predicts that conjoint-
form verbs should never be lengthened, regardless of syntactic context. This pre-
diction remains to be tested.

The prosodic disjoint analysis allows for a parsimonious description of the
Tshivenda conjoint/disjoint facts: Instead of a three-way split based on the syn-
tax, we can state the generalization in terms of a two-way split based on the
prosody. This analysis seems particularly appropriate for Tshivenda, in compar-
ison to the other Southern Bantu languages, in that the disjoint prefix is much
more limited in distribution in Tshivenda than elsewhere: The alternation occurs
only in the simple present (/ habitual) tense, and is only ever between /a-/ and
/o-/, rather than between two contentful morphemes. One might imagine, then,
that the Tshivenda /a-/ prefix is really just the present tense morpheme, and that
this morpheme undergoes a deletion process in some contexts. This would help
us understand why no /a-/ prefix appears when any other overt tense morphol-
ogy is present. More work will be required to determine if this specific analysis
is the correct one.

The structural disjoint analysis, by contrast, requires that we understand dis-
located objects, some in situ objects, and some adverbs to form a natural class,
in opposition to secondary predicates. As noted above, the most likely factor at
play here is information structure; furthermore, in order to explain the prosodic
facts, we need this factor regardless of which analysis of the disjoint we pur-
sue. If the determining factor is indeed related to information structure, then
we predict that dislocated objects will pattern uniformly in this respect; this is
perhaps unsurprising, given that dislocation itself is an information-structural
process related to backgrounding the object (see Buell 2005, among others). We
would then predict that in situ objects and adverbs pattern variably with re-
spect to this factor — that is, Tshivenda apparently allows for such elements
to be backgrounded without overt syntactic dislocation, or at least with a short-
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distance string-vacuous movement. Finally, we predict that secondary predicates
will all pattern uniformly differently from dislocated objects in this respect — pre-
sumably meaning that they can never be backgrounded or otherwise marked as
“given”. This is perhaps the most surprising prediction of this analysis, and yet
still seems well within the range of possibility.

Deciding between these two analyses, then, will require considerable further
work. In particular, the studies presented here did not treat information structure
as a factor in any way; it will be essential to control for this in future studies.
Optimally, this would involve both a judgment task and a production task, each
of which carefully controlled the discourse context for each test item. I1eave such
a study for future research.

Abbreviations
DEP dependent predicate marker PST  past
Ds]  disjoint prefix SG singular
Loc locative suffix suBJ subject
OBJ object
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Chapter 13

Obstacles for gradual place assimilation

Andrew Lamont

University of Massachusetts Amherst

In Harmonic Serialism, place assimilation can be modeled as taking one deriva-
tional step or two. These options correspond to whether a basic place assimilation
operation is available to GEN or not. This paper compares these two possibilities
against attested place assimilation patterns, focusing on progressive place assim-
ilation. While the one-step analysis is successful, the two-step analysis is shown
not to handle certain assimilation patterns.

1 Introduction

Harmonic Serialism (HS) is a serial version of Optimality Theory (OT) (Prince &
Smolensky 2004; McCarthy 2000).! HS shares the basic framework of OT: a func-
tion GEN takes an input and produces a set of candidates. The set of candidates
is fed into a function EvaL, which returns the optimal candidate with respect to
the ranked set of constraints, CoN.

The main difference between HS and Parallel OT is the function GeN. In Paral-
lel OT, GEN is unrestricted, producing an infinite set of candidates that can differ
from the input in unlimited ways. In HS, GEN is restricted to producing a set of
candidates that differ only minimally from the input. Given a finite set of opera-
tions, the candidate set includes the fully faithful candidate and every candidate
that can be derived from the input via the application of a single operation. This
property of GEN is called gradualness.

Gradualness means that derivations involving the application of more than
one operation take multiple steps in HS. This is modeled by looping between
GeN and EvAL. An initial input in is fed into GeN, and EvaAL selects the optimal

!See McCarthy (2016) for a recent overview.
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candidate outy. If candidate out; differs from its input in, it serves as the input
to the next step, in; = outy, and the process repeats. The derivation converges
once the optimal candidate does not differ from the most recent input: out,, = in,,.
That final optimal candidate is the output.

The effects of gradualness are clearly seen in iterative processes like feature
spreading (McCarthy 2009). For example, in Copperbelt Bemba (Bantu), if a word
does not end in a high toned mora, the rightmost high tone will spread to the end
of the word (Kula & Bickmore 2015), e.g. /ba-ka-fik-a/ > [ba-ka-fik-a] ‘they will
arrive’. In Parallel OT, the output [ba-ka-fik-a] is a member of the candidate set
produced from the input /ba-ka-fik-a/ by GeN. In HS, GEN is limited to spreading
the high tone once, and this derivation takes three steps: /ba-ka-fik-a/ > ba-ka-
fik-a > ba-ka-fik-a > [ba-ka-fik-a].

This example also speaks to the trade-off between GEN and Con in HS. Both the
Parallel OT and HS analyses require a motivating markedness constraint against
final toneless moras (Kula & Bickmore 2015). A simple constraint against final
toneless moras is sufficient for a Parallel OT analysis; candidates like [ba-ka-fik-
a] are not optimal because they contain final toneless moras. In an HS analy-
sis, forms like [ba-ka-fik-a] are optimal candidates at intermediate steps and this
markedness constraint cannot motivate gradual spreading. Instead, an alignment
constraint is necessary (McCarthy & Prince 1993a), assigning violations in pro-
portion to the number of intervening moras between the rightmost high tone
and the end of the word. The optimal candidate at each step of the derivation im-
proves on this constraint by spreading the high tone further until the derivation
converges.

Derivational steps in HS exhibit harmonic improvement, and can be modeled
in a harmonic improvement tableau (Tableau 1). Tableau 1 shows that the output
at each step of the derivation better satisfies the constraint ranking than the in-
put at that step. Successive optima improve gradually on the gradient alignment
constraint, ALIGN-R(WoRD, H), which penalizes the distance between the right
edge of the word and the rightmost high tone. Violations of the faithfulness con-

Tableau 1: Harmonic improvement in Copperbelt Bemba

‘ /ba-ka-fik-a/ H A11GN-R(WoRD, H) ‘ NOSPREAD

a. ba-ka-fik-a 3

b. ba-ka-fik-a 2 1
c. ba-ka-fik-a 1 1
d. [ba-ka-fik-4] 1
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straint against spreading a high tone, NOSPREAD, are determined relative to the
input of the current step, not the input to the entire derivation. Hence, each suc-
cessive output only violates NOSPREAD once. Every step of the derivation must
show harmonic improvement.

In Parallel OT, the constraint set Con defines the predicted typology. In HS,
the predicted typology results from the interaction between Con and GEN. Im-
posing limits on GEN restricts the typological predictions. Determining the oper-
ations available to GEN is an important research question in HS (see the papers
in McCarthy & Pater (2016) for perspectives on a broad range of topics).

This paper compares two approaches to place assimilation in HS, focusing on
progressive place assimilation: a two-step derivation with delinking and then
spreading (McCarthy 2007; 2008), and a one-step derivation where place features
are directly changed, ultimately arguing that the one-step derivation better fits
the attested typology. These two approaches to place assimilation are laid out in
§2. §3 tests the predictions of these approaches against cases of progressive place
assimilation cross-linguistically. §4 concludes.

2 Place assimilation in Harmonic Serialism

Place assimilation is a common process cross-linguistically wherein a consonant
takes on the place features of an adjacent consonant. Assimilation is overwhelm-
ingly regressive, i.e. in a cluster C;C,, C; is much more likely to assimilate to
C, than C, is to assimilate to C; (Webb 1982; Jun 1995). A robust example of
regressive assimilation is found in Diola-Fogny (Niger-Congo) (Sapir 1965). Ta-
ble 1 gives examples of the four phonemic nasals in the language taking on the
place features of a following consonant in coda-onset clusters, e.g. /ni-gam-gam/
> [ni.gan.gam] ‘T judge’ (1a).2

Table 1: Regressive place assimilation in Diola Fogny

Underlying Surface Gloss

/ni-gam-gam/ [ni.gan.gam] ‘Tjudge’

/pan-si-mapy/  [papjimanj] ‘you (plural) will know’
/ku-bon-bop/  [ku.bom.bopn] ‘they sent’

/ma-tim-tiy/  [natin.tim]  ‘he cut (it) through’

po oo

*Tones are omitted from data throughout this paper.
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Progressive place assimilation, i.e. where C, assimilates to C; in a C;C, cluster,
is often restricted to certain environments such as root-enclitic junctures (Lam-
ont 2015). An example is found in Masa (Chadic) (Antonino 1999; Shryock 1997).
Table 2 gives examples of the masculine enclitic /-na/ and the feminine enclitic
/-da/. Attached to roots ending with vowels, the enclitics surface faithfully with
coronal place, e.g. /tuu-na/ > [tuu.na] ‘body-Masc’ (2a). Attached to roots end-
ing with obstruents or nasals, the enclitics surface with the place features of the
root-final consonant, e.g. /vok-na/ > [vok.na] ‘front-masc’ (2g).

Table 2: Progressive place assimilation in Masa

Underlying  Surface Gloss
a. /tuu-na/ [tuu.na] ‘body-masc’
b. /gam-na/ [gam.ma] ‘fish species-masc’
c. /vun-na/ [vun.na] ‘mouth-masc’
d. /zey-na/ [zen.na] ‘warthog-masc’
e. /cop-na/ [cop.ma] ‘gremer lid-masc’
f.  /vet-na/ [vet.na] ‘hare-mAsc’
g. /vok-na/ [vok.pa] ‘front-masc’
h. /naga-da/ [naga.da] ‘earth-FEM’
i.  /lum-da/ [lum.ba] ‘canoe-FEM’
j. /binen-da/ [binen.da] ‘fish species-FEM’
k. /haran-da/ [harap.ga] ‘light-FEM’
I /rip-da/ [rip.pa] ‘termite species-FEM’
m. /fat-da/ [fat.ta] ‘sun-FEM’
n. /benek-da/ [benekka] ‘herb species-FEM’

2.1 Place assimilation as a two-step process

McCarthy (2007; 2008) proposes an HS analysis of place assimilation in which the
targeted consonant first loses its place features and then place from an adjacent
consonant spreads onto the target. Because only one operation can apply at a
time in HS, this gives two derivational steps: debuccalization and spreading. This
two-step process is referred to as gradual place assimilation in this paper exactly
because it takes multiple steps in the derivation.

In regressive assimilation, debuccalization, the first step, satisfies the Coda
Condition (CopaConD), which is violated by place features that are not associ-
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Tableau 2: Regressive place assimilation: Step 1

/ni-gam-gam/ H CopaConND \ Max(Pr) \
a. ni.gam.gam W L
b. ni.gam.Ham W 1

5 c. ni.gaN.gam 1

Tableau 3: Regressive place assimilation: Step 2

ni.gaN.gam H HaveEPLACE | NoLink(PL) \
a. ni.gaN.gam W L
= b. ni.gan.gam 1

ated with an onset. This constraint motivates deleting the place features from
the coda consonant, which violates MAX(PLACE). Tableau 2 shows the first step
of /ni-gam-gam/ > [ni.gay.gam] ‘I judge’ (1a). Candidates (2a) and (2b) violate
CopACoND because the labial place associated with the medial nasal is not as-
sociated with an onset; the final-consonant is taken to be exceptional. A place
node deletes in (2b) and (2c¢), as indicated with the capital letters H and N, for
debuccalized oral and nasal consonants, respectively. (2¢) is optimal because it
does not violate CopaConbD. This tableau demonstrates that only the coda can
be targeted for debuccalization; deleting the place features from the onset does
not improve on CopACOND.

The second step satisfies a markedness constraint against placeless segments,
HavePLACE. This constraint motivates spreading the place features from an adja-
cent consonant onto the placeless segment, which violates NoLINk(PLACE). Tab-
leau 3 shows this step, continuing the derivation from Tableau 2; the input to this
step is the output of the previous step [ni.gaN.gam]. Candidate (3a), the output of
Tableau 2, contains a placeless nasal and violates HAVEPLACE. Candidate (3b) is
optimal because it does not contain any placeless segments. This candidate will
be the input to a third step, where the derivation converges (not shown here).

The output of each step of the derivation is shown in the harmonic improve-
ment Tableau 4 along with the full constraint ranking. As this tableau makes
clear, each subsequent optimum increases in harmony until the convergent op-
timum is reached (4c). This candidate does not violate either markedness con-
straint and therefore does not motivate further derivational steps. As the square
brackets indicate, it is the ultimate output.

Progressive place assimilation, like that in Masa, cannot be motivated by Co-
DACOND, as this constraint is only satisfied by debuccalizing a coda consonant.
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Tableau 4: Harmonic improvement in Diola Fogny

\ /ni-gam-gam/ H CopaConD | HAVEPLACE Max(PL) ‘ NoLiNk(PL) ‘

a. ni.gam.gam 1 |
b. ni.gaN.gam 1 : 1
c. [ni.gan.gam] !

Instead, McCarthy (2008: 297) analyzes the first step as satisfying a constraint
against place features belonging to affixes, *PLACE 5. The derivation is other-
wise identical to Diola Fogny’s: the targeted consonant debuccalizes before place
features spread from an adjacent consonant.

Tableaux 5 and 6 show the derivation of /vok-na/ > [vok.na] ‘front-masc’ (2g).
In Tableau 5, the faithful candidate (5a) and a candidate in which the root-final
coda has debuccalized (5b) both violate *PLACE 1%, and lose to the optimal can-
didate (5¢), in which the affix nasal has lost its place features. This candidate
serves as the input to Tableau 6, where it loses to candidate (6b), in which the
place features of the adjacent dorsal stop spread onto the nasal.

Tableau 5: Progressive place assimilation: Step 1

‘ /vok-na/ H *PLACE s pprx ‘ Max(Pr) ‘
a. vok.na W L
b. voH.na W 1
i ¢. vok.Na 1

Tableau 6: Progressive place assimilation: Step 2

vok.Na H HavePLACE | NoLink(Pr) ‘
a. vok.Na W L
1 b. vok.pa 1

A harmonic improvement tableau for progressive place assimilation in Masa
is given in (Tableau 7). This exactly parallels the derivation in Diola Fogny (Tab-
leau 4), except for the highest-ranked markedness constraint: ConACoND moti-
vates regressive place assimilation and *PLACE,yx motivates progressive place
assimilation.

This ranking motivates a similar derivation with vowel-final roots like /tuu-na/
> [tuu.na] ‘body-masc’ (2a). The markedness constraint *PLACE g1y 1S violated
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Tableau 7: Harmonic improvement in Masa

‘ /vok-na/ H *PLACE ppprx | HAVEPLACE Max(PL) ‘ NoLink(PL) ‘
a. vok.na 1 |
b. vok.Na 1 : 1
c. [vok.na] ! 1

by the enclitic nasal regardless of the shape of the root. Debuccalization therefore
occurs with vowel-final roots just as it does with nasal- and obstruent-final roots.

The enclitics surface with coronal place regardless of the adjacent vowel’s qual-
ity, e.g. compare [tuu.na] ‘body-masc’ with [ma.dii.na] ‘dew-masc’ and [ci.ta.na]
‘job-masc’. The violation of HAVEPLACE introduced in the first step of the deriva-
tion is therefore not repaired by spreading place features from the adjacent root
vowel. Instead, coronal place features are inserted as a default (Lombardi 2002;
de Lacy 2006), which violates DEP(PLACE).

The derivation of /tuu-na/ > [tuu.na] ‘body-masc’ (2a) is shown in Tableaux 8
and 9. In the first step, the affix nasal debuccalizes to satisfy "PLACE zpgix. In the
second step, default place features are inserted to satisfy HAVEPLACE. Because
spreading place is preferred to inserting place with nasal- and obstruent-final
roots, DEP(PLACE) dominates NOLINK(PLACE).

Tableau 8: Default place epenthesis: Step 1

‘ /tuu-na/ H *PLACE ppprx ‘ Max(PL) ‘
a. tuu.na W L
1= b. tuuNa 1

Tableau 9: Default place epenthesis: Step 2

tuu.Na H HAvEPLACE ‘ DEepr(PL) ‘
a. tuu.Na \W% L
¥ b, tuu.na 1

This analysis treats the enclitics as underlyingly having coronal place features:
/-na/ and /-da/. The facts of the language are also consistent with their being un-
derspecified for place: the masculine enclitic underlyingly being /-Na/ and the
feminine enclitic being /-Ha/, their place and voice features predictable from con-
text. As McCarthy (2008: 286) argues, underlyingly placeless consonants do not
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Tableau 10: Progressive place assimilation as underspecification

/vok-Na/ H CopaCoND ‘ Max(PL) ‘ NoLink(Pr) ‘
a. vok.Na w L
b. voH.Na w L

1= c.vokpa 1

have to pass through a debuccalization step, as CopACOND can motivate place
assimilation directly.

Such a derivation is shown for [vok.pa] ‘front-masc’ (2g) in Tableau 10, with
the underlying form of the affix containing a nasal underspecified for place. Be-
cause CopACOND is satisfied by place features linked to an onset, directly spread-
ing place onto the nasal in (10c) is optimal. Debuccalizing the r