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Note how every circle can be seen as both cause (of something that follows from 

it) and effect (of something that preceded it), except for the present situation 

which is always only effect.

Does that remind us of something? Here is the tree diagram of a FN, showing 

how a present nodal situation forks into diverging continuations:

Fig. 1.13: Tree diagram of a FN.

It is easy to see that the present situation (as a result of everything that happened 

before) in a PN is identical with the present nodal situation (as a starting point for 

everything that will possibly occur after this) in a FN. Here is the whole picture:

Fig. 1.14: PN and FN symmetrically mirrored in the present situation.
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The line of the present – identified before as a transformational or conversion 

line – mirrors the tree structure of PNs in the tree structure of FNs, and vice versa 

(although we must not forget it is a mirroring of representations – but then again: 

what isn’t? The transformation is as real as it gets.)

But why call structures that operate with nodal situations ‘Future Narra-

tives’? Because what they allow for, what they elicit and demand, what they make 

happen, is exactly the production of stories out of discursive events that occurs 

instantly as they materialize at the line of NOW, as a node evaporates. We said: it is 

always and invariably the reader who makes a story out of what is ‘only’ discourse 

(story and discourse being the two basic components of narrative). Whether as 

witness or agent, s/he does exactly the same when experiencing a nodal situa-

tion and its dissolution. Whether it was caused by you or not, what happens is 

the raw material of story-making, which is, after all, nothing but the conversion 

of discourse into what the recipient perceives as a meaningful summary of what 

s/he has just encountered. The raw material of narrative can be any two events 

than can be linked in a language.¹⁸

Given such a wide idea of ‘narrative’, it seems meaningless to say that some-

thing has (or lacks in) ‘narrativity’, or even ‘narratability’ – it is not right or wrong 

to say so, but just plain meaningless. Because anything can be told, as long as it is 

related, or at least relatable, and if this relation, actual or potential, is embedded 

in a kind of language. There is no quality inside an object or an event or a struc-

ture or a process, or, to be more specific, in a sign sequence, that makes it innately 

narratable. Everything is narratable, as long as it can be represented as partak-

ing in a temporal sequence or as having at least two distinct time units, which, 

however, don’t even have to be present in the object itself (think of the ekphrasis 

of a historical painting). Because to narrate is something we do to something. 

And consequently there are no degrees of it (though Marie-Laure Ryan, following 

Fotis Jannidis, speaks of “a scalar property” [Avatars 7]), simply because ‘being 

able to be told’, pace Ryan, is not a quantity.¹⁹ What is more: ‘being able to be 

18 Espen Aarseth’s provocative question (oral communication) whether a telephone directory 

could then be regarded as material of narrative would have to be returned to the sender: if you 

can present or imagine two entries in that directory as two events (because that is what this defi-

nition asks for), then you could.

19 This is, of course, diametrically opposed to any position which holds that multi-linearity 

or interactivity are at odds with narrative (since they don’t display enough ‘narrativity’, I sup-

pose). Sturgess defines ‘narrativity’ “as the enabling force of narrative, a force that is present 

at every point in the narrative” (28). So, curiously enough, the condition for the existence of 

something is to be found in itself: there is narrative, because there is an enabling force within 

narrative that, I suppose, enables narrative to be narrative. What is the gist of Occam’s razor? 

Do not multiply concepts beyond necessity. See also Ryan, Virtual Reality 257: “When hypertext 
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told’ (leaving aside Wittgenstein’s famous remark on “das Mystische”) is just not 

a meaningful analytical category – simply because it lacks its opposite.

I do not say this because I have particularly strong feelings for narrative. I 

don’t. (Apart from the fact that I happen to believe it is our primary mechanism 

for bringing meaning into this world.) Quite the contrary: along with Goethe I 

hold that the three basic genres of literature – lyric, drama, and epic – hardly ever 

occur in pure, unmixed form, so that there is no such thing as the lyric, the dra-

matic, the epic (which is also why Goethe presented these three basic genres on a 

theorists describe the configuration typical of the genre [the network] as a storytelling machine, 

they trust the power of the reader’s imagination to create narrative connections between any 

two nodes and to make every transition meaningful. This trust presupposes either a very loose 

conception of narrativity on the part of the theorist [or none at all, CB] or a very strong desire for 

narrative coherence on the part of the reader.” Exactly so. Narrativization is the human default 

position. Since Ryan defines ‘having narrativity’ liberally as “being able to evoke [a narrative 

script]” (Ryan, Narrative Across Media 9), one wonders why she would like to deny such large 

areas of human experience that precious quality. Cf., by way of contrast, Landow (Hypertext 2.0), 

as quoted in Ryan’s Virtual Reality 219: “In a hypertext environment a lack of linearity does not 

destroy narrative. In fact, since readers always, but particularly in this environment, fabricate their 

own structures, sequences, meanings, they have surprisingly little trouble reading a story or read-

ing for a story [emphasis added].” Landow makes the same point in his updated Hypertext 3.0: 

“Since hypertext fiction and poetry often employ disorientation effects for aesthetic purposes, 

coherent and relevant linking might not seem to be necessary, but I suspect it’s simply that co-

herence [does] not take as obvious forms as it does in information hypermedia. For example, 

our experience of reading pioneering hyperfiction, such as Michael Joyce’s afternoon, proves 

definitively that much of what we have assumed about the relations of coherence to textuality, 

fixed sequence, and the act of reading as sense-making is simply false. Reading afternoon and 

other fictional narratives shows, in other words, that we can make sense of – that is, perceive 

as meaningful – a group of lexias even when we encounter them in varying order. This inherent 

human ability to construct meanings out of the kind of discrete blocks of text found in an assem-

blage of linked lexias does not imply either that text can (or should) be entirely random, or that 

coherence, relevance, and multiplicity do not contribute to the pleasures of hypertext reading 

[…]. [B]ut continued reading establishes the essential coherence of the link between [two given] 

lexias.” (204, emphasis added; see also, in general, chapter 6 of Landow’s Hypertext 3.0, “Re-

configuring Narrative”, 215–271). Or, to quote Boyd once more: “[W]e will interpret something as 

story if we can” (137). – In spite of all that and in Avatars especially, Ryan stresses “the difficulty 

of reconciling narrativity with interactivity” (xxiii). Again, the root of the problem seems to be 

that even the property of “being able to evoke [a narrative script]” – nothing more than a Bedin-

gung der Möglichkeit, which I, for one, would grant any day to any two events – is apodictically 

envisioned as being handed down: “[Interactivity] does not facilitate storytelling, because nar-

rative meaning presupposes linearity and unidirectionality of time, logic, and causality, while 

a system of choices involves a nonlinear or multilinear branching structure, such as a tree, a 

rhizome, or a network. Narrative meaning, moreover, is the product of the top-down planning of a 

storyteller or designer [emphasis added], while interactivity requires a bottom-up input from the 

user.” (99) Our differences could not possibly be spelt out any clearer.
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circle – to allow all sorts of gradations and mixtures between the three of them). 

These basic modes are only the loftiest of abstractions (see Goethe 187–89).²⁰ So it 

is exactly because I do not subscribe to any essentialist view of what narrative is 

(and that some things are narratives and others aren’t) that I can locate and iden-

tify it everywhere I see it happening. And for the very same reason I could never 

agree with somebody who said, as Frasca does, that “for an external observer, 

the outcome of a simulation is a narration” (emphasis added) (2). No, the process 

of simulation, like any other sequence of events, can be turned into narrative – 

which is decidedly not the same.

A while ago ‘narratologists’ and ‘ludologists’ clashed over the question 

whether it made sense to describe and explain gameplay with traditional narra-

tological terminology, or whether that wouldn’t be missing the point about game-

play. Since major protagonists of the supposed clash are now denying there ever 

was a real controversy, I’ll be damned to stir things up again. And indeed, it takes 

nothing away from the experience of gameplay if one says that a game can be told 

(in the sense that not the rules, but a run can be told – I mean, even a game of 

chess can be told!) – just as it takes nothing away from the experience of life that 

we are able to tell it, and indeed do so all the time. Users, either witnessing or 

being instrumental in bringing about the dissolution of a node, instantly convert 

the resulting event into an element of story – and they can’t help it: otherwise 

they wouldn’t see or experience whatever they see and experience as meaning-

ful. Like a bag of killed nodes,²¹ every run is the stuff of story, only that they have 

done this run themselves.²²

In claiming that there is a corpus of narratives called Future Narratives, we 

never claimed they are able to directly or im-mediately narrate multiple futures – 

in fact, we don’t see how that could ever be done. Rather we claimed that, by 

virtue of operating with nodes, they are able to preserve essential features of 

future time, viz. openness, indeterminacy, potentiality, the possibility of multiple 

continuations, and so on and so forth. They are able to do this because they not 

20 For a critique of triadic structures like these see Genette.

21 This is, admittedly, a very oblique allusion to the Wild (or game), das zur Strecke (bag) ge-

bracht wurde.

22 So it is only up to a point that I agree with Aarseth (Ryan, Narrative Across the Media 361–376): 

it is true that a game is a game and not a story, and that (some) games can be regarded as simula-

tion. But it is not true that it’s only when the game is over that it falls into narrativity and that this 

fall into narrativity means its death as simulation. Rather, I would argue, this conversion takes 

place all the time, with every move that we make in a game. It is narrative that makes us experi-

ence the game as meaningful in the first place, and while we’re playing it. These narratives are not 

spun when the game is over. They are spun while we’re playing it, and in that sense simulation 

and narrative are inseparable.
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merely represent or thematize, but actually stage these qualities of the future and 

thereby render them to experience. Narration kicks in at the line of conversion, 

and instantly so. Whatever is happening at that line of NOW can only be commu-

nicated through narrative (again: that is no denial of experience, quite the con-

trary: it is its preservation and mediation).

The mediation of futures can only be realized as a staging of virtual multiplic-

ity and multi-linearity, as the encounter of a space of possibilities. This staging, in 

turn, can only be mediated through or take the form of narration. Why? Because 

it is only then that whatever is communicated is communicated as a meaningful 

sequence. That is so by definition. (You might say we loaded the dice by defining 

narrative in such a way. Yes. In that case we’d stand guilty as charged.)

1.17   Stranger than Fiction: The Failure of Prediction, the Virtue 
of Scenarios, and Why FNs Are the Key to Our Future

It was a dark and dismal December day in 2007. I was sitting in some café in 

Oxford, reading the Guardian newspaper. They were covering the World Climate 

Change Conference on Bali (forerunner to the later Copenhagen, Cancún, and 

Durban conferences), and they were critically discussing the attempts (some des-

perate, some half-hearted) to curb the emission of greenhouse gases, especially 

of CO2, to keep the rise in global average temperature until 2100 below the critical 

threshold of 2C.

What caught my eye was that the Guardian journalists had spread out over 

two pages, if I remember correctly, four different scenarios of what would happen 

worldwide, if the global average temperature rose by 1C, 2C, 3C, and 4C respec-

tively – much like the scenarios the Guardian published, in much briefer form, 

two years later, on December 19, 2009. I give you the median scenarios of +2C and 

+3C and leave out the extreme scenarios +1C (“virtually impossible to achieve”) 

and +4C (“Possible with an extremely weak deal”  – like in Copenhagen and 

Durban…):

+ 2C The temperature limit the scientists want

The heatwaves seen in Europe during 2003, which killed thousands of people, will come 

back every year with a 2C global average temperature rise. The Amazon turns into desert 

and grasslands, while increasing CO2 levels in the atmosphere make the world’s oceans 

too acidic for remaining coral reefs and thousands of other marine life forms. The West 

Antarctic ice sheet collapses, the Greenland ice sheet melts and the world’s sea level begins 

to rise by seven metres over the next few hundred years. A third of the world’s species will 

become extinct.
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+ 3C Looking increasingly likely

After a 3C global temperature rise, global warming may run out of control and efforts to 

mitigate it may be in vain. Millions of square kilometres of Amazon rainforest could burn 

down, releasing carbon from the wood, leaves and soil and thus making the warming even 

worse, perhaps by another 1.5C. In southern Africa, Australia and the western US, deserts 

take over. Billions of people are forced to move from their traditional agricultural lands, 

in search of scarcer food and water. Around 30–50% less water is available in Africa and 

around the Mediterranean.

These scenarios were illustrated with maps and figures, but mainly the message 

was conveyed through text – and as narrative, too. And that is why it caught my 

eye.

For, a year before that, I had hit upon the idea that there was a hitherto un-

identified corpus of narratives that operated with nodes instead of events – nodes 

being situations that allowed for more than one continuation. I had called this 

corpus of narratives ‘Future Narratives’ – and, having other things to do, had put 

the idea on the back burner. Until now.

Because I saw, spread out before me, not only a FN (one node, four continua-

tions) of a non-fictional kind and, obviously, a FN of the highest practical impor-

tance: about the possible futures for intelligent life upon this planet. I also saw 

the deeper implications for my concept of FNs. In the early seventies, I had been a 

student of English and American Literature at Marburg, Germany, with Geography 

as a minor. Initially, my interest had been in Social Geography, but before long I 

had become fascinated with Meteorology and Climatology, which I regarded as 

a kind of counterweight to my predominant interest in the Humanities. Sitting 

there in the café in Oxford more than 30 years later, I still remembered enough of 

Meteorology and Climatology to know that hundreds and hundreds of scientists 

had had to work collaboratively with incredible masses of data for long periods 

of time, running them through the most sophisticated computer programs to 

simulate the most complex physical processes that we have on this planet – and 

still, to be communicated to decision makers, to stakeholders (but aren’t we all, 

in this matter?), and to the general public, the outcomes of their calculations had 

to be transformed into a narrative, and a very special kind of narrative, too: into a 

Future Narrative, a narrative that presented the present as a nodal situation with 

four distinctly different continuations. It struck me that future scenarios can be 

modelled and calculated, can be mathematically designed and computed with 

our most advanced technology – but in order to be communicated, they have to 

be mediated through narration, a kind of narration that both preserves the open-

ness and multi-linear indeterminacy of the future and, at the same time, relies on 

our capacity to see sequences of events as meaningfully related – which is, after 
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all, just another expression for seeing them as narrative. Which was when I took 

my concept of FNs off the back burner – and ordered another Caffè Mocha.

The situation appealed to me. Up until that point in time, I had believed the 

job to do was solely one of abstraction, that one had to parse whatever FNs one 

could find and sketch out a narratological grammar, a narrative poetics for that 

new kind of narrative, in order to understand how they worked, how they ticked. 

And that was still the case, that was still a task both necessary and intellectu-

ally challenging, as well as stimulating. This here, however, added a new dimen-

sion, because evidently this process here was running in the opposite direction: 

masses of most abstract data (no doubt gained from systematic observation of 

concrete phenomena and processes on the surface and in the atmosphere of this 

planet, but translated into a totally abstract language) had to be re-converted into 

something most concrete to be of any use at all. They had to be narratively pro-

cessed to have any impact whatsoever – to have a meaning. My task was still to 

abstract from the concrete, but it felt good to know – while drilling this tunnel – 

that on the other side of the mountain hundreds of scientists and communicators 

were engaged in going in exactly the opposite direction, engaged in the forging 

of FNs out of the abstract columns spit out by the most powerful computers sim-

ulating non-linear processes with data provided by mega-databases. Concrete to 

abstract, abstract to concrete – I loved the symmetry of these two complementary 

conversion processes; and yes, I loved the fact that we were not dealing with fic-

tions here. This was hard-core science of the most advanced kind. This was about 

reality.

And yet I knew that this instant of insight also complicated the whole picture. 

For I knew, too, they were trying to communicate the unpredictable (which is 

why they understandably chose the form of a FN in the first place). But does the 

unpredictable become any more predictable if you present four different, but 

equally uncertain continuations? I had no doubt that if you wanted to commu-

nicate uncertainty, it had to be through something that took the form of a FN 

(with situations that allow for more than one continuation…). Even so, that was 

no proof that it could indeed be done, and be done both convincingly and in a 

scientifically honest way. When it comes to highly complex systems and non-lin-

ear processes, the odds are heavily against predictability,²³ and any scenario of 

23 Cf. Leonard A. Smith’s fine exposition of the notion of non-linearity: “Nonlinearity is defined 

by what it is not (it is not linear). This kind of definition invites confusion: how would one go 

about defining a biology of non-elephants? The basic idea to hold in mind now is that a non-

linear system will show a disproportionate response: the impact of adding a second straw to a 

camel’s back could be much bigger (or much smaller) than the impact of the first straw. Linear 

systems always respond proportionately. Nonlinear systems need not, giving nonlinearity a criti-
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how such processes will behave in the future will be, to the degree that it gives 

the illusion of being a credible, reliable prediction, a falsification of the nature of 

the situation (and, for that matter, a bad FN). For reality is stranger than fiction. 

Reality is, it seems, in its most existential aspects – that is, in those aspects that 

really matter and that define life – utterly and irreducibly unpredictable.

The weather, to begin with the most common kind of everyday prediction, is 

notoriously difficult to predict, even and especially in temperate latitudes. This is 

because what we call ‘the weather’ is a highly complex interplay of many differ-

ent forces and factors such as inclination of the sun, temperatures in their daily 

and annual cycles, altitude, humidity, precipitation, areas of high and low pres-

sure, winds, clouds, differences in terrain, the thermohaline circulation of the 

oceans, the global wind system – to give only the most prominent ones.

All of these are interrelated, some of them directly so, some indirectly. And 

that makes it difficult to make even short-term predictions and downright impos-

sible to make medium- or long-range forecasts. Only at its most visible in weather 

forecasts, the problem is a general one. As early as in 1889, the French Mathema-

tician Henri Poincaré had shown that it is impossible to calculate the motion of 

three celestial bodies that exert a gravitational pull on each other, because their 

three point masses interact through gravitational forces and thereby perpetually 

cancel out formerly established values (the gravitational force that one body 

exerts upon a second one is equal to the force by which it is, in turn, attracted by 

that second body – so a ball that falls to the earth does attract the earth with the 

same force, only that it cannot significantly force this planet from its orbit). The 

step from two to three bodies is a game changer: for a classical three-body system 

(like sun, earth, and moon) is an “intrinsically non-integrable dynamical system, 

i.e. its solution cannot be derived by mathematical means” (Dürr 493–504, here 

500) – its dynamic is “chaotic” (Schellnhuber 3–195, here 152). You can observe 

it, but you cannot calculate or predict it. Ironically, “[Poincaré] had discovered 

chaos” (Orrell 99) at the very core of celestial harmony.

Evidently, things don’t get any better if you have a dynamic system with 

far more than just three mutually dependent bodies or factors. Quite the con-

trary. And that is why the irregularity of our weather is far greater than that of 

the (seemingly) regular and eternal motions of the planets around the sun, their 

moons in tow.

It is a characteristic of such dynamic systems as the global weather system 

that they display discontinuous trends and non-linear processes and produce dis-

cal role in the origin of sensitive dependence.” (10) Günter Küppers provides the link between 

non-linearity and chaos: „Die Komplexität des Chaos resultiert aus der Nicht-Linearität der Ent-

wicklungsgesetze.“ (Chaos und Ordnung 173).
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ruptive and extreme events, all of which constitutes remarkably chaotic behav-

iour. It is perfectly possible to estimate the general correlation of some factors: 

for example, high solar radiation combined with high humidity will lead to large-

scale evaporation and eventually to the formation of clouds, which will, in turn, 

shield the surface of the earth from the sunbeams and therefore decrease direct 

solar radiation. So there seems to be a self-regulating feedback loop here. The 

same with clouds as carriers of water: sooner or later, the downpour will begin, 

namely when they have reached their saturation point, which is a tipping point. 

The same with differences in air pressure, which produce wind, which eventually 

results in a levelling out of any differences in pressure (the wind is the process of 

levelling out, and if there is much levelling out to do, it will blow hard). Sooner 

or later, there will be a calm. Only when? There are tipping points all over the 

place in such a system, but also feedbacks, thresholds, non-linear accelerations, 

in addition to lag effects, self-stabilizing and self-destructing phenomena, and 

points of no return (scientifically called hysteresis): in fact, the whole menagerie.

The point is: we know what’s in the zoo, we know some patterns, we just don’t 

know what will happen in the medium run, because everything interacts with 

everything else, and this fact of high interdependence of all parameters makes 

the behaviour of the overall system systematically uncomputable and unpredict-

able. You change just one tiny bit and since this affects all other elements, it trig-

gers a process whose ultimate outcome is totally unforeseeable.²⁴

This effect of how in a dynamic system of highly sensitive interdependent 

factors the minutest change can have enormous consequences has generally 

become known as the ‘Butterfly Effect’. Dan Gardner has the story of how it was 

originally discovered:

Poincare’s [sic] observation [that prediction becomes impossible] remained little more than 

a theoretical insight until a meteorologist names Edward Lorenz made one of the acciden-

tal discoveries that are the stuff of scientific legend. In the winter of 1961, Lorenz, an MIT 

researcher, was testing weather forecasting models on what were then advanced comput-

ers. Among scientists, it was a giddy time. The new computing technology made it possible 

to run vast numbers of calculations, and complex modelling exercises became practical for 

the first time. Scientists were confident their ability to peer into the future would explode as 

a result: Soon they would predict earthquakes, the weather, and much else just as precisely 

as they did eclipses and tides. 

24 Günter Küppers concludes that any planning that tries to interfere with chaotic processes 

finds its limit not in a lack of knowledge – you may have all the knowledge you need and all 

the knowlege there is, still “chaotische Systeme zeigen ihre berechenbare Unberechenbarkeit 

schon im deterministischen Fall, und nicht erst in der Gesetzlosigkeit der Anarchie.” (Chaos und 

Ordnung 172).
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One day, as Lorenz’s computer ground out calculations, he stopped it midway through a 

modelling exercise. Later, he wanted the computer to resume, so he entered data the com-

puter had produced on the first run and left it to its work. But Lorenz was startled to find 

the computer spitting out results that were dramatically different than the first time around. 

Something was wrong. It wasn’t a programming error. And the computer was working fine. 

So what was the problem? Lorenz was stumped until he realized that he had programmed 

the computer to use data that extended to six decimal places. But when the computer deliv-

ered its results, it rounded numbers to three decimal places. It was the rounded numbers 

that Lorenz had re-entered into the computer, not the actual results. The difference between 

the two was almost invisible but even this slight deviation was enough to produce dra-

matically different forecasts. “This was exciting,” Lorenz recalled. “If the real atmosphere 

behaved in the same manner as the model, long-range weather prediction would be impos-

sible.” […] Lorenz himself came up with a […] down-to-earth image to capture the idea of 

minuscule changes making a big difference to outcomes: The flutter of a butterfly’s wings 

in Brazil, he said, could ultimately cause a tornado in Texas. The label “Butterfly Effect” has 

stuck ever since. (37, 38; cf. also Mlodinow 193–195)

A more scientific explanation of why the Butterfly Effect is called the Butterfly 

Effect is that when two variables are plotted against each other, the trajectory 

takes a form that resembles the shape of the wings of a butterfly (cf. Orrell 119). 

Lorenz introduced the term in 1972, a full eleven years after his discovery of the 

phenomenon (cf. Orrell 165).

Lorenz’s discovery itself had enormous consequences for the study of non-lin-

ear dynamic systems in general and for Chaos Theory in particular, since a sys-

tem’s sensitivity to its initial conditions, or its sensitivity dependence, invariably 

leads to highly different continuations and outcomes – to say this is practically a 

tautology (cf. Küppers, esp. 107–111, Smith 1ff.). But let us remain within Lorenz’s 

own field, weather forecasts: in spite of the ubiquity of the Butterfly Effect, 

weather forecasts for a day are comparatively accurate in our climes, that is, they 

have an accuracy of some 90%, depending, of course, on their scale or the size of 

the area they appertain to. It is in the two-day weather forecast that the Butterfly 

Effect begins to kick in in the form of increasing imprecision (or a failure of the 

computation to predict accurately), and for three days and beyond it is impossi-

ble to make reliable predictions. Since this is so for systematic reasons, there is 

a systematic limit to our prognoses, not so much affecting the accuracy as such, 

but the accuracy in its dependence upon the temporal extension of the forecast – 

with regard to weather forecasts it’s somewhere between 48 and 72 hours. And 

since these limits are set by the very nature of the processes we are observing, 

they cannot be pushed – no satellites or advanced computer technology allows 

us to calculate the medium-range behaviour of a non-linear dynamic system over 

a longer period of time. Any improvement will be in the region of one or two per-

centage points of accuracy, but the fundamental problem of unpredictability over 
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a longer period of time remains – since the process itself doesn’t ‘know’ where it’s 

going and has not yet actualized the conditions from which it will proceed further 

(cf. Gardner 246, Orrell 151). The evolution of a highly complex non-linear process 

is path-dependent. If X, Y, and Z are three different stages in such a process, then 

we cannot deduce Z from Y, if we do not have Y. If Y is not part of our present 

knowledge, because it is not yet realized, then we cannot build upon it, but only 

upon its possible range. There is, to change the metaphor, no way to steal that 

solid information about Y and no agent that could leak that document, because 

that document doesn’t exist (yet). It will come into existence, it will emerge. The 

scientifically honest way would be to say, ‘We’ll have next week’s forecast ready 

by next week.’ And it wouldn’t even be a cheeky thing to say.

 In temperate zones like Central Europe, the simplest of all rules of 

thumb, viz. ‘the weather tomorrow will be roughly the same as today’ will yield 

a 67% rate of accuracy over three days – the odd change in the weather account-

ing for the remaining 33%. It is a sobering idea that with all our technology, we 

cannot significantly improve the magnitude of the depth of our vision into the 

future in this respect. If two-week weather forecasts are nonsense and useless, 

why do we want them? Apparently because we are suckers for certainty, even 

when none can be had. Here’s an anecdote: Kenneth Arrow, the Nobel laureate 

economist, recalls that when he was working as an air force weather forecaster 

in World War II, he and his team found their long-term predictions were useless, 

because no better than random guesses. They informed their superiors, but were 

told in reply, “The commanding general is well aware that the forecasts are no 

good. However, he needs them for planning purposes.” (Orrell 301)

It would seem that the problem of medium- and long-range forecasting evap-

orates once you look at very long periods of time and choose a time scale and a 

spatial scale that edits out the details in favour of the larger picture: it is easier to 

predict that a summer’s day in central Europe will be warmer than a winter’s day 

than to predict whether it will rain or not the day after tomorrow. The climate of a 

region is a generalization of long-term observations of weather phenomena that 

show a stable, periodic recurrence. The various climate classifications we have 

are not only based on average values for the different parameters I filed above 

under ‘weather’, they are also based on averages of (annual or daily) changes and 

amplitudes. A place on the Sahara desert may have the same mean temperature 

as an island in the temperate zones, favoured by the generally attenuating effects 

of the sea and say, the Gulf Stream in particular. But in the Sahara this mean 

temperature of, say, 20C results from really mean extremes of 40C during the day 

and -10C at night, whereas on that mild island the same 25C result from a flat tem-

perate curve that is much less steep and more or less plays around this average 

of 25C. And since these differences matter, they are mapped into our climate clas-



82       The Theory and Poetics of Future Narratives: A Narrative

sifications. It does make a difference, too, whether the amount of average pre-

cipitation results from 310 days on which there is some kind of precipitation (like 

dew or heavy fog, for example) or whether the same amount of precipitation falls 

torrent-like in a few days. It is the difference between Seattle and a half-desert. 

The irregular can be taken into account if it happens regularly enough to form the 

signature of a region.

But what happens – and our eyes are still on what sort of change can be pre-

dicted and how we are to deal with those cases in which the prediction of exactly 

one and only one continuation is systematically impossible – if our current world 

climate system, which in the history of this planet is only one among many, begins 

to change, and dramatically so? By definition, we have no rules for singularities, 

whether they are events or trends. We have no precedents that would allow us to 

draw any parallels. We know that today’s world climate system is precariously 

based on the functioning of the thermohaline circulation of the oceans and on the 

planetary wind system (which are, in turn, a consequence of our world climate – 

their relationship being like that of a river and its river bed: the river digs its own 

bed and can only flow in its bed, but where its course runs is the result of the same 

kind of precarious give-and-take). We know there is a correlation between the 

amount of greenhouse gases, most notably CO2, in the atmosphere and the tem-

perature of that same atmosphere. We know that the concentration of CO2 in our 

atmosphere today is the highest in 600,000 years – and still counting. We know of 

Ice Ages and warm periods and of fluctuations even in historical time, like the so-

called Little Ice Age of ca. 1385–1850. Are we only bouncing back to normal? We 

know that a large amount of CO2 is stored in the vegetation of the large rainforests 

of this earth – once these are destroyed, their CO2 will be freed and it will further 

increase the temperature of the atmosphere. We know that another large amount 

of the CO2 of this planet is stored in Siberia’s permafrost.²⁵ If that unfreezes, we 

might easily hit a point of no return – when even the methane in the ocean floors 

(another potent greenhouse gas) is released because of the rising temperatures 

of the oceans. And there are indications it may already be too late to stop this, 

because of systematic lag effects. It’s taken us too long to step on the brakes. 

David Orrell paints this gloomy picture:

Without greenhouse gases in the atmosphere, the average temperature would be -18°C 

instead of +14°C. We have all been raised in a hothouse.

The greenhouse gases, which include water vapour, carbon dioxide (CO2), and methane, 

are therefore vital to our survival. However, you can have too much of a good thing. Increas-

ing CO2 from its pre-industrial levels of about 280 ppm to 380 ppm is a substantial relative 

25 For an illuminating discussion of some tipping elements see Huber, Schellnhuber 29–42.
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change. And even if we were to freeze CO2 emissions at current levels, its slow rate of decay 

means that the total amount will still continue to grow well into the future. Furthermore, 

because of the slow response of the ocean/atmosphere system, the effects of high CO2 levels 

will be with us for centuries, and may even be irreversible. A common property of non-linear 

systems is hysteresis: once a change has been made, it is difficult or impossible to undo. 

(285)

More concretely, this is what the + 4C scenario means in real terms:

+ 4C Possible with an extremely weak deal

At this stage, the Arctic permafrost enters the danger zone. Methane and carbon dioxide in 

the soils will be released into the atmosphere. At the Arctic itself, the ice cover would disap-

pear permanently, meaning extinction for polar bears and other native species that rely on 

the presence of ice. Further melting of Antarctic ice sheets would mean a further 5m rise 

in the sea level, submerging many island nations. Italy, Spain, Greece and Turkey become 

deserts. Southern England’s summer climate could resemble that of modern Morocco. 

(Guardian 19/12/2007)

Some argue that there may be some correlation between the activity of our sun’s 

spots and our global mean temperature. Whatever the magnitude of that influ-

ence may be (most likely comparatively low), what we are witnessing right now 

in terms of (seen in geological, or deep time) extremely abrupt change has, for all 

we know, absolutely no precedent in humanity’s historical time – and it is, the 

experts are agreed, man-made. 

This would seem to close the lid on predictions on world climate change. 

Because we not only have to deal with uncertainties within models,²⁶ and with 

uncertainties between models as well as with uncertainties that stem from 

dubious data quality (Costanza, Graumlich and Steffen 39ff., 142–143) – we also 

have to deal with natural processes for which we have no precedent and which 

themselves result from processes that are systematically incalculable, which are 

now being heated up (bad pun, I know) by the most unpredictable player ever 

seen on this earth: mankind.

If it is true that the changes in world climate we are observing now are to a 

significant degree attributable to man, then any sort of prediction is hopeless. We 

do not have the formula for that kind of calculation, simply because there is no 

such formula, no formula for how human societies will develop and therefore no 

formula for how the societal system will interact in the future with that other sys-

tematically uncomputable system on this planet – everything that is not society: 

nature. 

26 See Orrell on how model error can be of greater significance than the so-called Butterfly Ef-

fect, 9, 163–165.
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From the point of view of theory design, it is mandatory to conceptualize such 

a thing as the socio-ecological system of this planet (cf. Costanza, Graumlich and 

Steffen 12), because we do evidently observe how human societies fundamentally 

affect this planet and how these changes in turn affect societies (e.g., wars for 

resources like oil and water, migration, refugee movements, large-scale flooding 

of densely populated coastal areas, increasing number of extreme weather events, 

desertification of formerly arable land, etc.). But if you multiply the extremes 

and uncertainties of one system (cf. Kropp and Schellnhuber) by the extremes 

and uncertainties of the other, what you get is more uncertainty, not less – more 

unpredictability, not less. Small wonder then that, if you only examine the last 

hundred years of the human-environmental relationship, what you find is “dis-

continuities, nonlinearities, thresholds, feedbacks, and lag effects” (Costanza, 

Graumlich and Steffen 341) – in short, the whole familiar menagerie of non-line-

arity. And chances are that if you choose the larger perspective, the picture would 

still be the same: no straightforward linearity – of course not. And even if the 

picture were different and showed some correlation between whatever parame-

ters in the past, it wouldn’t matter, because that was then – it would only be more 

evident that we find ourselves in a singularity now,²⁷ in a situation that is totally 

new and that, because of its undetermined precariousness, certainly allows for 

more than one continuation.

It is an interesting philosophical question whether there are any laws of 

human history, whether historical events, by definition singular, form any 

abstract pattern that would allow us to extrapolate, to project trends and ten-

dencies into the future. Empirically, the question seems to be settled, because all 

attempts at formulating such historical laws have proved woefully inadequate, 

and since 1989 the number of people who publicly profess to believe in such iron 

laws of history has declined significantly. Serious socio-historical research only 

duplicates the fundamental problem of any science that observes non-linearity: 

when is an event an instance of some general rule and when is it only itself, a 

singularity from which nothing else follows (not in the sense that it has no conse-

quences – it does! –, but in the sense that nothing can be learnt from it, no lesson 

can be drawn from it).

Historians solve this problem the way they’ve always done: by narrating 

stories. Because, once emplotted in a narrative, historical events gain a meaning 

that seems to lift them from the solipsism of their singularity. By being nar-

rated, they are endowed with the semblance of a meaningful relationship to us – 

27 Cf. what scientists call the ‘Great Acceleration’ (since 1950), Costanza, Graumlich and Steffen 

13, 346, 351.
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although they happened only once and long ago. However, this will not do for 

the present situation. We don’t need Past Narratives. We need Future Narratives.

At the moment, the biggest obstacle to reality-related Future Narratives is our 

obstinate craving to have certainty where none can be had. As Leonard Mlodinow 

points out: “[I]n all except the simplest real-life endeavors unforeseeable and 

unpredictable forces cannot be avoided, and moreover those random forces and 

our reactions to them account for much of what constitutes our particular path in 

life.” (195) There is therefore “a fundamental clash between our need to feel we 

are in control and our ability to recognize randomness”: “[I]f events are random, 

we are not in control, and if we are in control of events, they are not random.” 

(186) Living in a world that is, to put it very mildly, “to some degree unpredict-

able, unknowable, and uncontrollable” (Gardner 176), it is our “hard-wired aver-

sion to uncertainty” (Gardner 15) and our equally deep-seated love of the feeling 

of being in control  – even if, yes, especially if this is only an illusion²⁸  – that 

makes us live in denial and embrace the predictions of whatever experts we can 

find. Refusing to accept that “[u]ncertainty is an ineradicable fact of existence” 

(Gardner, 41), we prefer to follow experts whom we know to get it wrong every 

time their expertise is asked.

In a large experiment carried out in the 1980s by the psychologist Philip 

Tetlock, almost 300 experts from various fields (Political Scientists, Economists, 

journalists) were asked, over a period of many years, what their predictions 

were for the immediate future. The outcome was depressing. As Tetlock himself 

remarked, the experts would have been beaten by a dart-throwing chimpanzee 

(cf. Gardner 25): their expert predictions were little more than random guesses. 

Within this group of under-performers those that were particularly bad were the 

ones who were more self-assured and confident than the rest of their peer group 

and who in general were not very comfortable with complexity and uncertainty 

(cf. Gardner 26). Ironically, they’re exactly the type that is more likely to be invited 

by the media to air their expertise. So a public averse to uncertainty get what they 

ask for: self-assured experts who deny uncertainty – and who get it wrong prac-

tically every time. Who wants an expert who says she doesn’t know and is only 

guessing? Well, they get it right more often, though still in the performance range 

of a chimpanzee. 

As corroborated in a number of surveys and by reality both before and after 

2008, the science of Economy is no exception. In fact, predictions by Economists 

are particularly awful. As Burton G. Malkiel, himself an Economist, remarked: 

28 Cf. Gardner 134: “Plenty of […] research points to the same conclusion: If we do not perceive 

ourselves to have at least a little control of our surroundings, we suffer from stress, disease, and 

early death.” See also 75, 76.
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“Financial forecasting appears to be a science that makes astrology look respect-

able.” (quoted in Orrell 238) The main reason for their failure to predict the 

market and GDP growth rates correctly is easy to identify: time and again, that 

is, systematically, they fail to predict turning points  – or exactly that which is 

surprising, what is new about the future. But if you miss that, you miss what is 

essential about the future: namely that it is not always ‘more of the same’. Since 

the different forecasting models equally fail to predict turning points and have 

a tendency to merely continue and prolong current trends, it does not come as a 

surprise that “[they] agree with one another far more often than they do with the 

real economy.” (Orrell 243) That was only to be expected.²⁹

But if that is so, it doesn’t seem to be a particularly promising strategy to 

single out the economy as a quasi-autonomous sub-system of society and ask 

these experts to feed into Integrated Global Models (IGMs) – of which we already 

have a great many (cf. Costanza, Graumlich and Steffen 425–426) – whatever they 

can offer by way of theories, tools, and knowledge:

The environment, society, and the economy each represent complex systems character-

ized by nonlinearities, autocatalysis, time-delayed feedback loops, emergent phenomena, 

and chaotic behavior […]. Furthermore, these fundamental systems are intimately linked in 

ways that we are only just beginning to appreciate […]. These complexities pose multiple 

challenges. Chief among these challenges is the recognition that to achieve the outcomes 

we desire, it will be necessary to incorporate simultaneously several different perspectives. 

Clearly it will be necessary to incorporate the essential theories, tools, and knowledge of 

multiple disciplines across the spectrum from social to biological to chemical to physical 

sciences […]. (Costanza, Graumlich and Steffen 419, 421)

As Charles Babbage once reported in a non-plussed way: “On two occasions I 

have been asked [by members of Parliament], ‘Pray, Mr. Babbage, if you put into 

the machine wrong figures, will the right answers come out?’ I am not able rightly 

to apprehend the kind of confusion of ideas that could provoke such a question.” 

(Smith 123)

In The Poverty of Historicism (1944/45), Karl Popper voiced strong, fundamen-

tal objections against the predictability of history:

“The course of human history is strongly influenced by the growth of human knowledge”, 

Popper wrote. But it’s impossible to “predict, by rational or scientific methods, the future 

29 In their current bestseller on debt and default crises, Carmen M. Reinhart and Kenneth S. 

Rogoff add a new twist to economic prediction in claiming that, contrary to what experts say, viz. 

‘This time is different’, “It almost never is.” (xxxv). Still, the basic problem remains: to be able to 

see the pattern of past crises does not seem to enable you to predict the next one, though once it 

has occurred, you will, of course, (great comfort) be able to explain it retrospectively.
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growth of our scientific knowledge” because doing so would require us to know that future 

knowledge and, if we did, it would be present knowledge, not future knowledge. “We 

cannot, therefore, predict the future course of human history.” (Gardner 43)

“Prediction is very difficult, especially if it’s about the future.” (quoted in Orrell 

1) This quip, sometimes attributed to Niels Bohr, sometimes to baseball coach 

Yogi Berra (cf. Taleb 136), bespeaks great wisdom, not always heeded; but, to my 

mind, it is surpassed by something Paul Gascoigne, the famous and infamous 

British football player once said  – because it contains in a nutshell the whole 

human ambivalence about uncertainty, even if, yes, especially if we have identi-

fied its relevance for human existence. “I never make predictions”, Gascoigne 

said, “and I never will.” (quoted in Gardner 244)

Some things are predictable, others are not. And it is surely a sign of wisdom 

to be able to tell the one kind from the other. “Kick a stone, and a sense of 

physics will explain what happens; kiss a person, and it’s more complicated” 

(Orrell 318)  – more complicated and therefore less easy to predict (and conse-

quently, more exciting). Because of their complexity, real-world systems appear 

to be uncomputable (cf. Orrell 115, 310, 311). They display ‘emergent’ properties 

that elude calculation (cf. Orrell 118). Some systems are “[s]ituated on the border 

between order and chaos, with no enduring pattern that repeats in a predicta-

ble way” (Orrell 111). Such systems have “a property known as computational 

irreducibility”, and, curiously enough, “there is a direct correspondence between 

a system being interesting  – that is, appearing to have a life of its own  – and 

our inability to predict its evolution.”³⁰ ‘A life of its own’ – the expression is very 

apt, because of all phenomena that escape prediction life is the most commonly 

known – as well as the closest to the bone. And it seems to be one of the great-

est attractions of life (not only when you’re kissing a stranger) that it is basically 

unpredictable. Otherwise it would be pretty boring. In David Orrell’s words again 

(but he is only echoing the wisdom of ages): “We are unpredictable, and that’s no 

bad thing.” (348)

So, if “[l]iving things have properties that elude prediction” (Orrell 14), and 

if the unpredictability of life, not only of individual lives, but also of the ‘lives’ of 

economies and societies and – as the uncertainties of one system (the socio-eco-

nomic system) are multiplied by those of another (the physical-ecological 

system) – of the amalgamated socio-ecological system of this planet is in principle 

30 Orrell 111. Cf. Taleb 149: “[The problem with prediction] comes mainly from the fact that we 

are living in Extremistan, not Mediocristan. Our predictors may be good at predicting the ordi-

nary, but not the irregular, and this is where they ultimately fail.” In other words: prediction 

necessarily fails whenever the path is non-linear.



88       The Theory and Poetics of Future Narratives: A Narrative

insurmountable, then we are faced with a formidable dilemma: on the one hand, 

the future at large is always uncertain (cf. Gardner 241), and it would be wise to 

not live in denial, but rather accept this fact. Yet, on the other hand, it would be 

good (and not only for reasons of psychological well-being) to at least have an 

idea of where we are going, for example in such existential matters as concern 

the future possibility of intelligent life on this planet (which would certainly be 

endangered if the system we live in – as is not just likely – has critical thresh-

olds and points of no return, coupled with processes that show considerable lag 

effects).

Ingeniously enough, the solution to this dilemma lies exactly in copying, or 

duplicating, the very processes of ‘life’ (here really meaning the general ability 

of highly complex systems to evolve in unpredictable ways) in order to arrive at 

something one might tentatively call test-runs of futures, or test-runs of known 

unknowns, revealing unknown unknowns, producing multiple evolutionary 

paths, multiple continuations. As the biologist Antoine Danchin once observed 

(whose deterministic premise we do not have to share so as to accept his conclu-

sion), “even if we do not deny its deterministic character, what we know about 

[life] does not enable us to predict its future. Life is simply the one material process 

that has discovered that the only way to deal with an unpredictable future is to be 

able to produce the unexpected itself [underlining added, CB].” (quoted in Orrell 

213–214) 

If we, in turn, copy or duplicate these processes once more  – in a gesture 

that repeats the evolutionary duplication of the world in the human mind com-

monly known as consciousness –, we (re-)produce the unexpected in ‘quasi’ 

situa tions, in sanction-free arenas. We said we could tentatively call that which 

then becomes possible ‘test-runs’. But there is already another word for it. And 

not only a word, but a concept: we are then producing Future Narratives. Because 

the ‘quasi’ situations that allow for a multiplicity of continuations are nothing 

but – nodes.

Contrary to a widespread misconception, scenarios do not predict. Rather, 

they treat the present as a nodal situation that allows for different continuations 

and then they simulate possible evolutions from this point in time – sometimes 

changing parameters, sometimes just watching where the non-linear develop-

ment of a highly complex system (with a life of its own) might take us; sometimes 

ranking outcomes according to their supposed probabilities, sometimes accord-

ing to their supposed feasibility, sometimes (in a kind of back-casting that first 

articulates the objective and then, retrospectively, identifies possible paths to get 

there) according to their desirability.

But scenarios always operate on parallel tracks, since their raison d’être is 

exactly to test out different corridors and paths of future development. One sce-



 Stranger than Fiction: Why FNs Are the Key to Our Future       89

nario alone doesn’t make much sense, it takes (at least) two to fathom the depth 

of the space of possibility. And no matter how sophisticated their Global Climate 

Models (GCMs) become (to be sure, we have made incredible progress here), no 

matter what their conceptualization of the socio-ecological system of this planet 

is (IHOPE, e.g., which stands for Integrated History and future Of People on 

Earth, has gone far – as far as one can – in the direction of at least acknowledging 

the enormity of the task) (see Costanza, Graumlich and Steffen), there is always 

something they don’t do: they’re not predicting the future. Instead, what they do is 

to simulate possible paths of evolution in a space that basically defies prediction, 

but is, of course, open to future processes – what am I saying? It is the space of 

future processes.

The difference between prediction and the production of possible scenarios 

is thus essential and absolutely fundamental, but world climate change experts 

have become wary of explaining it to the uninitiated. The reason why is that prac-

tically every time they point out they are not making predictions but simulating 

possible paths (‘Only?’), an army of (professional and not so professional) climate 

sceptics (meaning both people who do not believe we are currently experienc-

ing world climate change on a dramatic and unprecedented scale and those who 

believe that if we do, it is not man-made) who say, ‘So, you’re not sure yourselves, 

are you? You’re just guessing? You just admitted it: this isn’t science. You have no 

proof.’ When in reality it’s as scientific as it can be in these matters. To say one 

was predicting would be unscientific, and it would cater to a popular confusion 

of science with precision. But there is, with regard to this distinction, an undeni-

able “epistemic lag” between the scientific community on the one hand and the 

media and the public on the other (see Gramelsberger 28–50), sometimes even 

discernibly reflected in the works of scientists who are up in arms to fight ‘climate 

hysteria’ (see, for example, Reichholf).

When the director of the Potsdam Institute for Climate Impact Research 

(PIK) Hans Joachim Schellnhuber suggested, in Earth System Analysis, that “E 

& D [Environment & Development] policy is not primarily a forecasting problem, 

but a control task on the scientific basis of Earth System Analysis” (Schellnhu-

ber and Wenzel 45), he also drew attention to the fact that, especially when our 

forecasting is limited, decision making and human agency take front stage. That 

is, especially when reliable medium-range prognosis is impossible for system-

atic reasons, cautious and surgically administered step-by-step interventions, 

or “iterated approximative control”, may be the optimal “strategy for steering 

complex systems.” (Schellnhuber and Wenzel 156)
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But when Schellnhuber ended his impressive contribution to the volume 

with a repeated plea for “Fuzzy control”³¹ intervention –

The future of the Earth System cannot be predicted – due to irreducible cognitive and volunta-

tive uncertainties. Yet the global E & D process may be shaped – to a certain degree and in an 

iterative way. Allons corriger le future! –, (181)

he received a well-calculated rejoinder from fellow Physicist Hans-Peter Dürr:

In closing let me stress that I definitely agree with H.J. Schellnhuber’s final statement: “It is 

easier to shape the development of the earth than to predict its future!”, but I have to add: 

“It is easier to wreck the earth in an attempt to shape it than to predict this outcome.” (504)

Dürr’s is, of course, a valid point: if outcomes are uncertain because of the com-

plexity of the system, then the medium- and long-range consequences of your 

own actions are also uncertain – or you claim special dispensation, an unjustified 

privilege, for the consequences of your own actions, and only for them.

But possibly Dürr’s clever warning underestimates the importance of three 

points (two of them, admittedly, points on an interventionist agenda): the first 

is that in these matters, as in much of life, we have to learn to act upon prob-

abilities – to wait for certainty where none can be had is obviously no reason-

able strategy;³² the second, building upon the first, is that not acting is no valid 

option, because not acting is also a kind of acting; and finally: the scale of the 

time-dimension makes for all the decisive difference between catastrophic 

actionism and cautious preventionism. If in simulation exercises we operate with 

a mix of real variables (observables) and simulated activities (simulables) (cf. 

Schellnhuber and Wenzel 148) and on a radically compressed time-scale at that 

(always in different runs, realizing different scenarios), then short-term moves 

may produce short-term outcomes that ask for, but also make possible close and 

swift responses to an unfolding process, so that it seems to become feasible to 

get an idea of both the spread of possible paths and of the appropriateness of our 

31 “Based on uncertain and/or fragmentary information, adopt a rough long-term and/or large-

scale strategy, which has to be continuously readjusted in an appropriate fashion according to all 

sorts of generally imprecise additional data.” (Schellnhuber and Wenzel 168)

32 Cf. Smith 146: “[…] coming to understand chaos and nonlinear dynamics has improved both 

the experimental design in and the practice of climate studies, allowing more insightful deci-

sion support for policy makers. Perhaps most importantly, it has clarified that difficult decisions 

will have to be made under uncertainty. Neither the fact that this uncertainty is not tightly con-

strained nor the fact that it can only be quantified with imperfect models, [sic] provides an ex-

cuse for inaction.
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models, as the refinement, exactitude, and reliability of these become themselves 

objectives of the overall exercise:

[I]nstead of just playing the game with fixed rules, we may modify these rules; we may 

watch ourselves playing, modifying, and responding to our own actions; and we may model 

all this including the modelling itself and the implications thereof […]. (Schellnhuber and 

Wenzel 144)

The objective of the simulation game resulting in different scenarios can never be 

to ultimately achieve the predictability of the systematically unpredictable. That 

was never what it’s is all about. However, it seems possible to create a (science-

based and media-generated) sense of the possibility space that opens up after 

this node and of the major paths and thresholds that pre-structure this space, as 

certain forkings demarcate special phase transitions and plateaus of likely stabi-

lization.³³

Although the IHOPE project mentioned above was split up in groups dealing 

with the socio-ecological system of this planet on different timescales (“The Mil-

lennial Timescale: Up to 10,000 Years Ago”, “The Centennial Timescale: Up to 

1000 Years Ago”, “The Decadal Timescale: Up to 100 Years Ago”, and finally “The 

Future”), they found they had several themes in common, from which I should 

like to extract the ones that are FN-relevant:

There is a general movement away from simple cause-and-effect paradigms as a credible 

explanatory framework. There is a strong consensus that we are dealing with complex, 

adaptive, integrated socioecological systems that often defy simple cause-effect logic in 

their behavior. Complex systems may exhibit multiple interactions between apparent 

drivers and responses where the direction and strength of interaction are not necessar-

ily explicable in terms of simple, direct, and linear causative links; there may be internal 

dynamics that drive system changes. IHOPE studies, therefore, will need to encourage the 

use of concepts from complexity science, including linear and nonlinear dynamics, feed-

back, thresholds, emergence, historical contingency, and path dependence as well as the 

application of nonlinear simulation tools, spatially explicit and agent-based models to sim-

ulate relevant phenomena […].

The ability to influence the future comes with a loss of ability to predict it. A better way to 

look at it is that IHOPE can use a deeper understanding of the past to help us create a better 

future, rather than to predict the future. […] 

As human societies become more complex, they are less able to withstand shocks from the 

natural world and, ironically, in the process of making themselves more complex, societies 

33 See, for example, the Global mean temperature forkings given in Costanza, Graumlich and 

Steffen xix; the patterns in Philip Ball, Branches 186–187, 197; or Küppers, 145.
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inadvertently and (often) unknowingly change natural systems in ways that make these 

systems more prone to abrupt changes or extreme events!

The role of feedback processes is crucial in complex socioecological systems (and a big 

reason why simple cause-and-effect paradigms often have little explanatory power). A 

potentially dangerous positive feedback loop was mentioned above. Are there, however, 

counteracting negative feedback loops that can generate increased resilience in socio-

ecological systems? For example, is there a general self-regulating feature in human civi-

lizations that acts to lessen environmental stresses when they become apparent? Are the 

“decelerating trends” we see now in some aspects of the contemporary human enterprise 

part of a self-regulating feature that will slow the Great Acceleration?

Finally, the group reports point to a number of phenomena that are difficult to model or 

project but are nevertheless extremely important:

•  Temporal dynamics, especially rates of change in critical phenomena. This includes 

thresholds, nonlinearities, and abrupt or extreme events (in both human and natural 

parts of the system). Are we approaching global-scale thresholds in contemporary 

socioecological systems, especially in either the natural or the human part of the 

system? Is the Earth system shifting to another state? Can increasing resource scarcity 

and environmental impacts trigger a collapse of the global economic system?

•  Contingencies or contingent events – chance events can strongly affect the trajectory 

of a socioecological system – and legacies from the past (or path dependencies) are 

very important. An example of the latter is the contemporary energy system, which 

cannot be changed immediately in response to climate change. […] (Costanza, Graum-

lich and Steffen 13–15)

Especially the inverse relation between predictability on the one hand and the 

need for agency and creativity on the other – to create a better future, rather than 

to predict the future – needs further explanation because of its relevance for plan-

ning futures. As Schellnhuber illustrates in a deliberately daring parable in his 

foreword to Sustainability or Collapse,

[t]he same actors that can destroy a prophecy can also help to realize it. In fact, the best way 

of anticipating the future is by construction. Nobody is able to predict the precise position 

of a given dozen of individuals a week in advance under normal circumstances; however, 

the same task becomes fairly simple if one organizes a get-together with them at a certain 

location at the time in question. This observation is much less trivial than it appears at first 

glance. (Costanza, Graumlich and Steffen xxi)

For, notwithstanding Dürr’s cautionary remarks, even on fuzzy control, the 

interventionist stance exerts a shaping power that can hardly be overestimated. 

Because, how can one seriously hold both that world climate change is man-

made and that we can do nothing about it? If human agency is factored in, it has 

to be factored in in all scenarios, not only in the catastrophic ones, but also in 

the catastrophe averting ones. But then Dürr’s objection was never against the 
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magnitude of the human factor, but about the possibility to foresee its conse-

quences. But again could one seriously argue that the consequences of what we 

effect consciously and deliberately are any more unknowable than what we cause 

unconsciously?

It is no contradiction if especially a prediction sceptic like Dan Gardner holds 

that it is a good thing to survey “a wide array of futures” (266) and that “[a] good 

decision is one that delivers positive results in a wider range of futures” (248) – a 

phrase that ties in with a phrase by Henry James to the effect that your decisions 

should always increase the number of possible continuations for yourself, or, in 

other words, you should not choose to narrow down your operative space (‘Don’t 

paint yourself into a corner.’).

So, to combine these two aspects once more, to construct or create the future 

(particularly when it cannot be predicted) makes it easier to handle, and to con-

struct it in such a way that a multitude of scenarios, of different continuations 

can be realized, helps me to choose my options. Understanding the past will in no 

way make it possible for us to predict the future (that is Hegel’s model, or Marx’s, 

or Comte’s), “but it does mean that we might be able to identify, justify and rank 

alternative futures for humanity to work toward [emphasis added].” (Costanza, 

Graumlich and Steffen 23) Acknowledging that specifically “the human part” 

of the Earth system is “highly unpredictable” and that “[t]he least predictable 

processes can feedback strongly in a non-linear fashion to ‘more’ predictable 

processes in an unpredictable manner”, the IHOPE “Decadal Timescale Group” 

reiterated once more that “[t]he suggestion for providing projections of the future 

is not to predict but rather to produce scenarios [emphasis added].” (Costanza, 

Graumlich and Steffen 373) But it also proposed “a hierarchy of predictability”:

Biophysical processes (incoming solar radiation, ocean circulation, Arrhenius functions) 

are probably the easiest component of the human-environment system to predict, fol-

lowed by population/demographics, technological and scientific change, and geopolitical 

change. Values and social movements are the least predictable variables in the human-

environmental equation.

The remarkable technological advances of the Great Acceleration exacerbated the momen-

tum and inertia in the human-environment system. Tension between deceleration and 

inertial or momentum processes make [sic] it difficult to offset the large machine of global 

change. At the same time, observations underlying nonlinearities, discontinuities, and 

thresholds in the biophysical world make system predictability almost impossible. We 

begin the 21st century in a very volatile situation. (Costanza, Graumlich and Steffen 373)

While this, in my assessment, radically overestimates the predictability of long-

term physical processes (like world climate changes on a scale of deep time) – 

for it is not simply humanity that mars an otherwise relatively clear picture of 
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largely linear developments –, it does, once more, underline the need for and the 

necessity of Future Narratives, because it is only in narratively mediated simula-

tions of multi-linear continuations – a.k.a. scenarios – that humanity can form a 

meaningful idea of different paths and different options, of their feasibility and 

desirability.

In his fundamental article “Scenarios: Guidance for an Uncertain and 

Complex World?”, Bert J.M. de Vries has sketched out the role of scenarios and 

simulation models as tools for policy exercises and decision making (in Costanza, 

Graumlich and Steffen 379–397). Starting from what by now may appear to be 

a commonplace, viz. that “the scenario method emphasizes the construction of 

alternative futures in order to prepare for divergent plausible futures”, de Vries 

argues that “[t]o this purpose, existing mental models should be challenged, 

and qualitative (‘storytelling’, ‘narrative’) as well as quantitative (‘modeling’) 

approaches are to be used” (Costanza, Graumlich and Steffen 380) – a point that 

he repeats with greater emphasis shortly afterwards: “I tend to have most affinity 

with and expectations about scenarios that combine storytelling and modeling. 

The storytelling part consists of carefully constructed narratives, built around 

interpretations of past and current observations and trends.” (Costanza, Graum-

lich and Steffen 383) Surveying two future scenario projects, TARGETS and SRES, 

de Vries remarks, among other things, how “perspective based scenarios” (in 

TARGETS) invite people to take part in discussions and reveal their values, or 

how in SRES the pre-assumption of four basic storylines or narratives (grouped 

in scenario families) led to a confusion of the transferability of relationships from 

one level, or scale, to another – 

In my experience, confusion about how to interpret the storylines occurred because key 

assumptions from high-level aggregate empirical relationships (“stylized facts” or meta-

models) were not well understood. To mention a few of the ones used: net population 

growth declines with income and, directly and indirectly, with globalization; economic 

growth and energy intensity are bell-shaped functions of income; and globalization in the 

form of less trade barriers – operationalized by lower transport costs – increases economic 

growth via higher rates of capital and technology transfer […]. Many more such assump-

tions are hidden and/or implicit and lifted from country to region level; […]. (Costanza, 

Graumlich and Steffen 389) –

or, curiously enough, to a predominance of the models operating with such trans-

ferrals:

A fourth and serious shortcoming in SRES was, in my view, the fact that the computer 

models became leading in what had been envisaged. Translating storylines into model 

assumptions is expectedly a procrustean process. All of the models used had (and still have) 

a bias in terms of process relationships and data reliability which may make them some-
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what realistic to project the future economy-energy-emission path for the U.S. or Europe; 

this causes, however, serious distortions and pseudo-insights if applied, for instance, to 

800 million Chinese or Indian farmers in 2030 in a setting of traditional culture and eco-

nomic protectionism. This has been shown to be especially devastating for the B2 scenario: 

the models cannot realistically cope with, for instance, energy demand-price of renewable 

energy penetration rate dynamics in a diverse, equity- and environment-oriented world. To 

some extent the models became a legitimization not for how world regions are but how they 

should be, thus representing (inadvertently?) the ideology of the Washington consensus 

(World Bank, IMF) that dominated the 1990s. (Costanza, Graumlich and Steffen 390–391)

Laconically, de Vries sums up that “it makes no sense to assign probabilities to the 

scenarios. SRES rightly states that there is no single most likely, ‘central’ or ‘best-

guess’ scenario. In a way, all four scenarios are highly implausible.” (Costanza, 

Graumlich and Steffen 391)

To be sure, his own blueprint for better scenarios reads appealing enough:

In essence, my critique and suggestions of improvement boil down to four keywords: uncer-

tainty, complexity, values, and participation. We must address explicitly and scientifically 

uncertainty and complexity. A new epistemology is needed. We should incorporate people 

and their values in the process of scenario construction and use. Participatory methods, 

such as simulation games and policy exercises, are necessary complements. (Costanza, 

Graumlich and Steffen 391)

But it seems to me that – while I am deeply sympathetic with any project that 

aims at using gaming simulation as a means to involve people as stakeholders in 

policy exercises – the fundamental flaw here lies in how the relationship of narra-

tive and modelling is conceptualized, namely as a conceptualization of narrative 

versus modelling.

Surely, any imposition of a pre-fabricated narrative is bound to limit and ulti-

mately eliminate the openness of any future scenario and, as evidenced by SRES, 

a multiplicity of pre-fabricated narratives will only cause noise and confusion. 

Any such narratives can only be projections of Past Narratives upon the future – 

and invariably they eliminate what is essential about the future. That was only 

to be expected. Narratives that preserve the openness, uncertainty, and contin-

gency of the future should not come pre-fabricated at all – and, what is more, 

there is absolutely no need for that. Narrative kicks in the very the moment a node 

is exploded. Narrative is not something that has to be added, complementary, to 

a model, like an additional ingredient of the recipe before the cooking or baking 

starts. Narrative is something that follows from the concrete running of a series 

of nodes. 

To be sure, every simulation operates with an array of assumptions, or else 

it could not model real-life processes. But these assumptions need not take the 
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form of storylines, or narratives. On the contrary: as de Vries has shown, their 

assumption may well prove utterly detrimental to what the model is supposed to 

produce: a shot at emerging reality. Narrative can take care of itself. Because we 

cannot help but experience anything in a (somewhat) meaningfully related way – 

and that means, as narrative.

Gaming and interactive simulation models (cf. Costanza, Graumlich and 

Steffen 463ff.) are an exciting tool for imagining and shaping the future.³⁴ They 

devise the future as a series of nodal situations, each allowing for a multiplicity 

of continuations. But whatever else they do, they do definitely not “make abstract 

narratives concrete” (cf. Costanza, Graumlich and Steffen 466). I wouldn’t even 

know what sort of animal an ‘abstract narrative’ should be. Narratives are the 

traces left behind by exploded possibilities, otherwise known as events, linked 

meaningfully together; in that sense only are they abstractions, abstractions 

from concrete events, but in a way just as concrete as they, because they are 

nothing but a series of events meaningfully related, even meaningfully experi-

enced before they are related, in the sense of being told. It is only when we realize 

that narratives and storylines are not pre-existent (and therefore ‘discoverable’ in 

the future) that the possibility of our own agency even in this becomes obvious: 

it is only when we convert possibility into actuality that this narrative comes into 

existence, not any earlier. Facing the future, we produce a possible future (one 

of many) as we traverse the field or space of possibilities issuing from this situa-

tion HERE, NOW. Each story may be an abstraction from a discourse. But the 

operational transformation of nodes into events, upon which – the moment they 

emerge  – our minds exert their correlative power, their unceasing plotting, is 

never one of abstraction into concretion, it is always and invariably a transfor-

mation of potentiality into actuality. To say otherwise means to have one’s axes 

seriously twisted.

As the title of this subsection suggests, FNs may well be the key to our 

future(s), because their structure allows an engagement with the not-yet that is 

at one and the same time playful and serious, both virtual and with irrepressible 

reference to reality. To make such enormous claims for narrative in general and 

for Future Narratives in particular, it may be wise to start a new chapter on the 

human brain as an anticipation machine – its grandeur and its flaws, and the 

central role of the imagination for any attempt to live life meaningfully, or to live 

human life at all.

34 On the general capacity of games to serve as a “platform for enabling the future” (9) cf. 

 McGonigal, esp. part 3, “How Very Big Games Can Change the World”.
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1.18  The Human Brain as an ‘Anticipation Machine’

Early on in Daniel Gilbert’s award-winning Stumbling on Happiness (Royal Society 

Prize for Science Books 2007), the Harvard Psychologist makes a reference to 

Daniel Dennett, the cognitive scientist and expert in the philosophy of mind, that 

seems to support Gilbert’s claim that “[t]he human being is the only animal that 

thinks about the future” (4) – this is the passage:

To see is to experience the world as it is, to remember is to experience the world as it was, 

but to imagine –ah, to imagine is to experience the world as it isn’t and has never been, but 

as it might be. The greatest achievement of the human brain is its ability to imagine objects 

and episodes that do not exist in the realm of the real, and it is this ability that allows us 

to think about the future. As one philosopher noted, the human brain is an ‘anticipation 

machine’, and ‘making future’ is the most important thing it does. (5)³⁵

In spite of its sensationalist title, Gilbert’s monograph gives a serious and bril-

liantly written state-of-the-art account of “what science has to tell us about how 

and how well the human brain can imagine its own future, and about how and 

how well it can predict which of these futures it will most enjoy.” (xvi) Gilbert 

knows full well that propositions of the type, ‘The human being is the only animal 

that…’, have a notoriously early sell-by date, and that is why strong claims like, 

“We think about the future in a way that no other animal can, does or ever has, 

and this simple, ubiquitous, ordinary act is a defining feature of our humanity” 

(4), come with cautionary riders that warn against a confusion of thinking about 

the future (which is what only humans can) with mere “nexting” – ‘nexting’ is 

what brains (both human and animal) are quite good at, 

[b]ut while these automatic, continuous, nonconscious predictions of the immediate, local, 

personal future are both amazing and ubiquitous, they are not the sorts of predictions that 

got our species out of the trees and into dress slacks. In fact, these are the kinds of predic-

tions that frogs make without ever leaving their lily pads, and hence not the sort that The 

Sentence [the human being is the only animal that thinks about the future] was meant to 

describe. No, the variety of future that we human beings manufacture – and that only we 

manufacture – is of another sort entirely. (8–9)

Ironically enough, science tells us that, although the human brain as an anticipa-

tion machine may be the latest model in the motor show of evolution, it is still 

35 Gilbert’s reference is to Dennett’s Kinds of Minds (1996), but the insight “that the fundamental 

purpose of brains is to produce future” can already be found in Dennett’s foundational Con-

sciousness Explained of 1991 (177; cf. also 144) and indeed in some of his early 1980ies publica-

tions, as, e.g., in Elbow Room (1984).



98       The Theory and Poetics of Future Narratives: A Narrative

a deeply flawed and faulty vehicle. For, as Gilbert shows in depressing detail, it 

makes us remember the past as it wasn’t, experience the present as it isn’t, and 

imagine the future as it is very likely not to be. 

One of the problems about the past (and this is where our problems with the 

future begin) – the past as we remember it (a highly selective process in the first 

place) – is that we do not retrieve any original memory ready-made and deep-

fried, but seem to fabricate it to the moment, filling in information and evaluation 

of the now that not only colours our past experience, but actually helps produce 

it, every moment anew:

[T]heir brains were reweaving their experiences – […] precisely what one would not expect if 

their brains were retrieving their experiences.

This general finding – that information acquired after an event alters the memory of the 

event – has been replicated so many times in so many different laboratory and field settings 

that it has left most scientists convinced of two things. First the act of remembering involves 

‘filling in’ details that were not actually stored; and second, we generally cannot tell when 

we are doing this because filling in happens quickly and unconsciously. (79–80)

Among other things, this “hindsight bias” (Gardner 210) serves our powerful need 

to make our own behaviour more coherent, more consistent, and more ‘rational’ 

than it actually is. Time and again, we smooth over our memories and ‘rationalize’ 

what we did – or think we did. Time and again, when confronted with “cognitive 

dissonance” (cf. Gardner 200–207), humans opt for denial and against the facts; 

they deny the obvious and come up with the most creative explanations of why 

they chose this over that – even if, in fact, they never chose this over that. (This is 

what experiments about ‘choice blindness’ tell us: test persons are asked to pick 

their most attractive photograph; after a while they are shown a photograph they 

didn’t chose and are asked why they chose it. Instead of protesting that this isn’t 

the photograph they chose, most test persons will give you all sorts of ‘rational’ 

reasons why they preferred the photograph that, in fact, they did not prefer – they 

will produce reasons in defence of a choice they never made.)

Why do we do that? Because it makes us feel good. Because it feels good to 

be consistent, to have a coherent philosophy, to display predictable, ‘rational’ 

behaviour, to be able to come up with ‘reasons’ for what we did – or, more pre-

cisely, because it feels good to at least believe that one is consistent, has a coher-

ent philosophy, etc., especially when one isn’t, or hasn’t. Our capacity for self-

delusion seems almost limitless: we are able to produce, at the snap of a finger, 

seemingly coherent explanations and justifications of things we never did. 

It may be true that our “irrepressible explanatory urge” (Gilbert 191) often 

spoils the intensity of the unexpected and the unexplained (cf. 185–191, “Explain-
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ing Away”), but the payoff is obvious: as long as we think we can make sense 

of what happened and of what is happening right now, we can imagine to be 

somehow in control of this – and we are, undeniably, to the degree that we are the 

producers of these stories (even though the first victim in this process invariably 

is the truth, or whatever fashionable placeholder it is that now acts and functions 

as TCFKAT, ‘The Concept Formerly Known As Truth’).

People are gullible. You make them do the most senseless things, but tell 

them it is for a scientific purpose – and they buy it. In fact, they hate to be told 

that what they’ve done and what they’re doing is totally senseless. And they love 

to fool themselves  – they love to think that they exercise control, they love to 

think that they matter: “Being effective  – changing things, influencing things, 

making things happen  – is one of the fundamental needs with which human 

brains seem to be naturally endowed, and much of our behavior from infancy 

onward is simply an expression of this penchant for control. […] Mattering makes 

us happy.” (20–21, 23). Or, to give the obverse of the picture, “[i]f we do not per-

ceive ourselves to have at least a little control of our surroundings, we suffer 

stress, disease, and early death.” (Gardner 134)

This passion for control (mostly delusionary) seems ubiquitous, a universal 

and irrepressible trait of homo sapiens: “Researchers have even demonstrated 

that people who feel they lack control are more likely to see patterns that don’t 

exist.” (Gardner 136) There is only one group of people that have a realistic idea of 

the degree of control they can actually exercise in a given situation: in our society 

this group of people is routinely diagnosed as ‘clinically depressed’ (cf. Gilbert 

122). The great majority, however, have not only a Willy-Loman-like memory of 

the past and an inflated sense of their own importance in the present, they also 

tend to be “unrealistically optimistic about [their] futures.” (Gilbert 18)

But, although Malcolm Gladwell is certainly right in saying that “[w]e have, 

as human beings, a storytelling problem. We’re a bit too quick to come up with 

explanations for things we don’t really have an explanation for” (Gladwell 69) 

(and, as I indicated, even for things we never did and things that never hap-

pened), this charmingly disconcerting trait of ours  – to ascribe sense and 

meaning to everything by emplotting it in a narrative and to attribute agency and 

importance to ourselves as first-person narrators (and heroes) of the stories we 

weave – has a very fundamental evolutionary function (apart from the obvious 

feel-good factor mentioned above): “We see things that aren’t really there and 

we remember things that didn’t really happen, and while these may sound like 

symptoms of mercury poisoning, they are actually critical ingredients in the 

recipe for a seamlessly smooth and blessed normal reality” (Gilbert 94–95). It is 

not just coincidental that we are story-telling animals: “People love stories, both 

the listening and the telling. It’s a central part of human existence, found in every 
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culture, in every place, in every time. That universality suggests its origins are 

biological, and therefore evolutionary.”³⁶ 

In his impressive monograph On the Origin of Stories: Evolution, Cognition, 

and Fiction, Brian Boyd has argued that

[f]or the great bulk of the 600-million year evolution of mind on this Earth, this ability to 

think in sustained fashion beyond the here and now has not been available to any species. 

But humans not only have this ability; we also have a compulsion to tell and listen to stories 

with no relation to the here and now or even to any real past. […] our compulsion for story 

improves our capacity to think in [an] evolutionarily novel, complex and strategically 

invaluable way […]. By developing our ability to think beyond the here and now, storytelling 

helps us not to override the given, but to be less restricted by it, to cope with it more flexibly 

and something more like our own terms. (50–51)

All these fictions make us the one species not restricted to the here and now, even if that 

must be where we act and feel – and imagine. (208)³⁷

For us, this is the only way to exist meaningfully – as creators of the stories we have 

woven ourselves, of the stories that bring meaning into this world. That is the prime 

function of narrative, not necessarily to adequately represent or reflect something 

or other.

But if, “[f]or human beings, inventing stories that make the world sensible 

and orderly is as natural as breathing” (Gardner 81), we have a problem once the 

mechanisms of these Past Narratives are projected onto the future, because our 

narrativized rationalization of the past (largely fictional anyway) do not make us 

very good at imagining the future (and I do not mean that we generally tend to 

be overly optimistic about it). The same mechanism that successfully hinders us 

from even registering errors of retrospection (let alone acknowledge and admit 

them) also keeps us “from discovering our errors of prospection.” (Gilbert 209) 

The wonderful and unique gift of being able to think about the future – about 

something that is not yet – is perpetually spoilt by our present incapacity to be 

sufficiently imaginative, to think the unexpected, to factor in surprise, discon-

36 Gardner 157. See also the chapter “The Narrative Fallacy” in Taleb’s The Black Swan (62–84). 

One of our main differences, though, is that Taleb is “against overinterpretation and against the 

overestimation of cause”, whereas I hold that every narrative is necessarily ‘always already’ an 

interpretation of reality and that the comforting, complexity-reducing semblance of causality is 

exactly why narratives are produced in the first place. The creation of the illusion of a cause-and-

effect chain is what narrative is all about (narrative necessity); and that is why an “overestima-

tion of cause” is not an undesirable side effect that somehow has to be hedged in. An overestima-

tion of cause is exactly what stories are designed for to bring into this world.

37 See generally part 3, “Evolution and Fiction”, of Boyd’s Origin, 129–208.
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tinuities, reversals, tipping points, etc. – the whole zoo of the future, the whole 

menagerie of life. In the same sense that when P.B. Shelley wrote, “we want the 

poetry of life” (509–535, here 530), we can say today, ‘We still lack the poetry 

of the future’ – because what we have up until now is still too much tied to the 

present, to what is. But any continuation of the present that is only a prolongation 

of it is bound to miss what is essential about the future – namely that it will be 

different from the present, that it will not simply be ‘more of the same’. 

In a part aptly entitled “Presentism” (109–147), Daniel Gilbert explains the 

psychological basis of this shortcoming. “Imagination’s products are . . . well, not 

particularly imaginative, which is why the imagined future often looks so much 

like the actual present.” (24) This may partly be so because we are hardwired to 

imagine time in terms of space,³⁸ which makes us constitutionally miss the tem-

porality of the future – a defining trait of any time dimension, one should think. 

Imagining future possibilities as only spatially separated possibilities in the 

present, we habitually fall into the mistake of comparing “the present with the 

past even when [we] ought to be comparing it with the possible” (140): “Because 

time is such a slippery concept, we tend to imagine the future as the present with 

a twist, thus our imagined tomorrows inevitably look like slightly twisted ver-

sions of today. The reality of the moment is so palpable and powerful that it holds 

imagination in a tight orbit from which it never fully escapes.” (147)

But the worst is yet to come: we fail to imagine ourselves as any different from 

what we are now. By that failure, we miss the key player of any future scenario – 

ourselves, as we are not yet, but as we might be. We treat one of the decisive vari-

ables in the game  – the one that will eventually have to answer the question, 

‘Well, how do you like this?’ – as if it were a constant, when it never is: “Pre-

sentism occurs because we fail to recognize that our future selves won’t see the 

world the way we see it now. As we are about to learn, this fundamental inability 

to take the perspective of the person to whom the rest of our lives will happen is 

the most insidious problem a futurian can face.” (147)

In other words: even if we could imagine a future as future, i.e. as not just 

another prolongation of the present, but something potentially very different, 

we can hardly imagine how this would feel to us then, as different from the way 

we are now. We have a hard time imagining ourselves as different from now. But 

chances are we will be different. Because the only certainty is change, is discon-

tinuity.

It would be good to have a device that helped us to experience what it would 

mean to have to systematically face the unexpected, the new. The good news is 

38 Cf. my essay “Theorietheorie als Praxis”, esp. 84–88; see also the fascinating chapter “Time 

Bomb” in Gilbert 127–147.
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that we already have such a device. It’s called life. But it would be good to experi-

ence it in a sanction-free environment and in varying degrees of vicariousness, in 

order to have some more exercise, especially without existential restraints, in a 

series of ‘as if’ situations. Well, that is exactly the arena of Future Narratives, in 

all their different forms and guises.

Still tied to the present moment – which, in a way, is all we ever have, as it 

is productive of both our pasts and our futures –, we began our escape from the 

confinement of permanent present and immediate actuality some two or three 

million years ago, as Gilbert narrates:

For the first few hundred million years after their initial appearance on our planet, all brains 

were stuck in the permanent present, and most brains still are today. But not yours and 

not mine, because two or three million years ago our ancestors began a great escape from 

the here and now, and their getaway vehicle was a highly specialized mass of grey tissue, 

fragile, wrinkled and appended. This frontal lobe  – the last part of the human brain to 

evolve, the slowest to mature and the first to deteriorate in old age – is a time machine that 

allows each of us to vacate the present and experience the future before it happens. (15)³⁹

Why the frontal lobe? Because we know from patients with damages to their 

frontal lobes, especially from those on whom a frontal lobotomy (cutting the con-

nection to and from the prefrontal cortex) was carried out in order to rid them 

of their deep anxieties and cure them of various types of schizophrenia, that, 

after the operation or the accident that caused the damage, no other symptom is 

recorded more often than an absolute inability to plan. These patients have lost 

their anxiety all right, they feel calm – but they seem to be incapable of thinking 

about the future (even to the point of being unable to say what they will do in the 

afternoon), which is exactly why they are not worried any more:

The fact that damage to the frontal lobe impairs planning and anxiety so uniquely and pre-

cisely suggests that the frontal lobe is the critical piece of cerebral machinery that allows 

normal, modern human adults to project themselves into the future. Without it we are 

trapped in the moment, unable to imagine tomorrow and hence unworried about what it 

may bring. As scientists now recognize, the frontal lobe ‘empowers healthy human adults 

with the capacity to consider the self’s extended existence throughout time’. As such, 

people whose frontal lobe is damaged are described by those who study them as being 

‘bound to present stimuli’, or ‘locked into immediate space and time’. In other words, like 

candy guys and tree climbers, they live in a world without later. (14)

But they lost something else as well. And that loss, not recorded by Gilbert, may 

well be the key to release the blockage which still prevents us from making full 

39 See also part 9, “The Architecture of the Human Mind”, of Dennett, Consciousness.
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use of the greatest gift – or so says Gilbert – that nature ever bequeathed on us: 

“Our ability to project ourselves forward in time and experience events before 

they happen enables us to learn from mistakes without making them and to ev a lu-

ate actions without taking them. If nature has given us a greater gift, no one has 

ever named it.” (238) For, as he never tires of pointing out, human beings are 

still fumbling with this gift, we are actually not very good at imagining different 

continuations.⁴⁰ We have a one-track mind, and we are still very much tied to the 

present.

Now, the loss that coincides, in patients with damaged frontal lobes, with 

the loss of planning, the loss of an idea of the future and, consequently, the loss 

of their anxieties about the future, is this: they can no longer understand jokes. 

Aamodt and Wang believe that this is because patients with frontal lobe damages 

have problems with the reinterpretation phase at the end of most jokes (cf. 105). 

I don’t think so. In fact, I should like to strongly disagree. These patients have 

no problem with the unexpected continuation of a joke  – its twist –, because 

they never expected any particular continuation in the first place. They don’t get 

the joke, because to them the continuation presented is just senseless. Exactly 

because of their lack of projection, no re-assessment is necessary. They don’t get 

the point precisely because they expected nothing specific, nothing in particular: 

no expectations, no surprise – no joke.

It seems to me a consoling and a philosophical idea that the very brain struc-

ture which gave us the future (and thereby, along with our hopes and aspira-

tions, our deepest anxieties and fears) also gave us jokes – the capability to laugh 

about unexpected continuations and to smile about how mistaken we’ve been, 

yet again. It is a capability we sorely need, because we are still poorly equipped 

for getting it right. And to laugh about our misconceptions and illusions and proj-

ects and plans and to self-ironically admit to our failings and frailties may not be 

the worst strategy for dealing with the great unknown – life.

In 1760, Immanuel Kant wrote a letter of condolence to the mother of one 

Johann Friedrich von Funk, a student of his who had died of sheer exhaustion. 

This is what Kant wrote:

Ein jeder Mensch macht sich einen eigenen Plan seiner Bestimmung auf dieser Welt. 

Geschicklichkeiten, die er erwerben will, Ehre und Gemächlichkeit, die er sich davon aufs 

künftige verspricht, dauerhafte Glückseligkeiten im ehelichen Leben und eine lange Reihe 

von Vergnügungen oder von Unternehmungen machen die Bilder der Zauberlaterne aus, 

40 Gilbert 238: “When we imagine future circumstances, we fill in details that won’t really come 

to pass and leave out details that will. When we imagine future feelings, we find it impossible to 

ignore what we are feeling now and impossible to recognize how we will think about the things 

that happen later.”
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die er sich sinnreich zeichnet und lebhaft nacheinander in seinen Einbildungen spielen 

lässt. Der Tod, der dieses Schattenspiel schließt, zeigt sich nur in dunkeler Ferne und wird 

durch das Licht, das über die angenehmere [sic] Stellen verbreitet ist, verdunkelt und 

unkenntlich gemacht. Während dieser Träumereien führt uns unser wahres Schicksal ganz 

andere Wege. Das Loos, das uns wirklich zu theil wird, sieht demjenigen selten ähnlich, 

was wir uns versprachen; wir finden uns bei jedem Schritte, den wir tun, in unseren Erwar-

tungen getäuscht; indessen verfolgt gleichwohl die Einbildung ihr Geschäfte und ermüdet 

nicht neue Entwürfe zu zeichnen, bis der Tod, der noch immer fern zu sein scheint, plötz-

lich dem ganzen Spiele ein Ende macht. (Kant, “Gedanken” 41)

Our plans, hopes, and aspirations are like ever so many pictures shown by a 

magic lantern – pictures we have drawn ourselves and then allowed to play in 

our imagination, eclipsing by their light the presence of death in the far-away 

distance. While we thus dream, our true destiny leads us far other ways. What we 

get is seldom what we expected. In our every step we find ourselves deceived by 

our expectations. But meanwhile our imagination never tires in designing ever 

new projections – till death, which still seems to be a long way off, puts an end to 

this whole spectacle. 

To be able to register, especially in great adversity, the difference between our 

aspirations and our accomplishments seems to promise the serene strength that 

is the philosophic mind (cf. William Wordsworth’s “Ode: Intimations of Immor-

tality”). And against the backdrop of the evolution of humanity, it seems to be 

the supreme human capability: to see oneself as the one animal that is capable 

of thinking about the future – and that, at the same time, gets it wrong, most of 

the time.

It would be such self-reflexive irony that could catapult us over the stage of 

Bob Dylan’s “There are many here among us / Who feel that life is but a joke” 

(from All Along the Watchtower) and bring us to the insight that, if we can only live 

meaningfully by imagining a future for us, but life is also very likely to run a differ-

ent course and surprise us with an unexpected continuation, then life indeed has 

the structure of a joke – a joke that is on us. And although this is dead serious, the 

wisest attitude might indeed be to treat it only ‘as if’, to look at it as some kind of 

existential joke.

If Kant is right, what makes us go on is our imagination  – irrespective of 

what actually happens, yes, in necessary opposition to what actually happens 

and is (Why should the imagination be a reproduction of anything that is in the 

first place? That would not make any sense); which is also why the imagination 

cannot be taught by experience, it can only be tamed, and numbed, and killed.

Just as what we remember – the stories we tell ourselves and to each other – 

are necessary for the illusion of a meaningful life, so what we imagine for our-

selves in the future serves only the function to allow us to go on. It is our imagina-
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tion that makes us tick, makes us persevere. That our memories and dreams be 

realistic was never a requirement.

Yet to realize this self-delusion and accept it as a necessary condition of 

human life means to adopt a self-ironic and ultimately aesthetic attitude towards 

life, because that seems to be the only way to bridge the incommensurability 

between the sphere of the object and that of the subject, as Friedrich Nietzsche 

put it in “Über Wahrheit und Lüge im außermoralischen Sinne” (4: 541–554, here 

549). To see life as a Future Narrative, as the feeding of a possibility space through 

the needle’s eye of the present so that we can make meaning out of it as we expe-

rience it and process it into a narrative is to regard life as a meaningful (since nar-

rated) artifice whose seeming necessity is only the effect of a narrative process-

ing, while its utter contingency is the acknowledged background against which 

we operate. Such activity must be imagined happy.

1.19  The Way Ahead

As Antoine Danchin (see above) has suggested, “[l]ife is simply the one mate-

rial process that has discovered that the only way to deal with an unpredictable 

future is to be able to produce the unexpected itself.” (quoted in Orrell 213–214) 

It seems that of all life forms humans are the only ones that narrativize their past 

so as to give it coherence, a sense, and a meaning. They are also the only life 

form that can imagine a future. If the future is imagined not as a uni-linear con-

tinuation of the present, but as a space of possibilities that allows a spectrum of 

multiple continuations, then we are looking at a nodal structure. And if a narra-

tive does not operate with past events as its basic unit, but with nodes (which are 

before events take place), then we are looking at a Future Narrative, in contrast 

to a Past Narrative.

The emergence of FNs – a rapidly increasing and rapidly evolving corpus if 

there ever was one – marks the possibility to systematically produce the unex-

pected. It is, if you will, the raising of life to the power of three (imagination being 

life raised to the power of two).⁴¹ FNs allow the user to experience the openness, 

41 Cognitive scientists and chaos theoreticians have established a correspondence between 

phases of increased chaotic instability of a neuro-system on the one hand and its ability to cre-

atively reconfigure sign complexes (cognitive flexibility) on the other, as the threat of chaotic 

instability provokes new configurations – facing the unexpected, the mind re-organizes itself: 

“Reorganisation und konzeptuelles Neulernen sind zumeist an eine […] kurzfristige Steigerung 

der Chaotizität gebunden. […] Wahrnehmung, Denken, Gedächtnis und Kreativität sind gebun-

den an das Wechselspiel von Chaos und Ordnung in der Dynamik des Nervensystems. Kognition 

ist Ordnungsbildung in der Balance von Stabilität und Instabilität. […] Die zur Stabilisierung 
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uncertainty, multi-linearity, potentiality and contingency of the future in a sanc-

tion-free space that (very often) also allows retrieving and repetition – a going 

back with the chance to choose differently; but most of all: to experience a virtual 

version of what can only be imagined – what the future will feel like.

FNs do not bring something entirely new into this world. But by duplicating 

processes that already exist  – life as a duplication of the unexpected, and the 

imagination as a complement (not: reproduction) of what is –, FNs bring to the 

fore a potential of the human mind that has, up until now, been overshadowed 

by our preoccupation with the past and our never-ceasing attempts at making our 

existence here meaningful.

The imagination has always been concerned with things that are not (yet), 

with things unknown; see, for example, these lines from Shakespeare’s A Mid-

summer Night’s Dream:

And as imagination bodies forth

The forms of things unknown, the poet’s pen

Turns them to shapes, and gives to airy nothing

A local habitation and a name.

If now the imagination moves on to sketch spaces of multi-linear possibilities that 

we are allowed to roam and explore, we can give the realm of that airy nothing 

of potentiality the name of Future Narratives. Because they build upon that airy 

not yet, upon any NOW whose continuation is not certain, any NOW that displays 

openness.

And if we are not mistaken, we are currently experiencing a major sea-change 

in the cultural history of mankind, which can itself be represented in the form of 

a FN.

der Ordnungsbildungen im Gehirn notwendigen Bewertungen sind Spiegel der gesamten ent-

wicklungsgeschichtlichen und kulturellen Gewordenheiten des Menschen. Die Bewertungen 

sind selbst Bestandteil eines eigendynamischen evolutionären und kulturellen Prozesses. Die 

Komplexität und Dynamik kognitiver Ordnungsbildung ist das Ergebnis einer Interaktion vieler 

nicht-linearer Dynamiken und damit grundsätzlich nicht vorhersagbar.“ Michael Stadler, Peter 

Kruse, Hans Otto Carmesin, „Erleben und Verhalten in der Polarität von Chaos und Ordnung“, 

Chaos und Ordnung, ed. Küppers, 346, 351, 352. If the emergence of FNs does indeed mark the 

possibility to systematically produce the unexpected, we are entering a most exciting evolution-

ary feedback loop, though this is evidently not the time and place to fully elaborate the mental, 

social, and cultural implications of this. – On discontinuities and the productive role of paradox 

see Geyer and Hagenbüchle, as well as Gumbrecht and Pfeiffer.
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Fig. 1.15: NOW!

As FNs increasingly complement PNs, we pass from a dominant preoccu-

pation with the past to an exciting interest in futures, in what is not yet 

determined. 

Turning our backs upon the past and facing the future, we can down-

grade (though never deny) the importance of events and become fascinated 

by nodes instead, as focal points of future developments, charged with pos-

sibility.

We turn from mere actuality to the potentiality of the present moment, 

to all that it contains in the way of possible continuations. 

We turn from the illusion of necessity and causal determination (largely 

an effect created by PNs anyway) to the dizzying reality of contingency. 

We turn from past-tied uni-linearity to future-bound multi-linearity. 

From closure to openness. 

We turn from an unhealthy preoccupation with objects to the category 

of agency. 

Most importantly, we increasingly re-orientate ourselves from an exclu-

sive pre-occupation with retrospectively making meaning(s) to the creative 

activity of making future(s), prospectively. 

And as in any proper FN, all this is happening NOW! 

The nodal power of a situation, it was said, is the degree of openness it 

has. It seems there is an incredible amount of nodal power in this present 

moment of the evolution of mankind.
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It could, of course, be objected that from the moment on that a node is exploded 

and has become an event, it is just like any other event and therefore subject to 

the narrative logic and narratology of PNs. This stance focuses, puzzlingly so, 

on what FNs and PNs have in common. They are both narratives, right. That is 

why they are called Past and Future Narratives. But the crucial element of the 

above objection is from the moment on that. From then on, admittedly – but only 

from then on – traditional narratology knows what to do with them, knows how 

to treat them. Not before. By way of contrast, Narrating Futures is all about that 

before. Because nobody took care of that. Because there was no narratological 

grammar, no logic or poetics for this new kind of phenomenon (which had not 

even been identified as a unified corpus). Now, this is beginning to emerge.

The next part will present a formal representation of the logic of FNs by way 

of Mathematical Graph Theory; the final part will offer a sketch of the media-

historical moment of FNs that will also give a historical explanation of how and 

why FNs are refracted the way they are in and by the different media (thereby pre-

paring the way for volumes 2 through 5 of this series) and why it is only in the last 

third of the twentieth century that we are experiencing this take-off of a corpus 

whose mere possibility has been with us for the last 400 years or so.



2 Formal Models for Future Narratives
2.1 Introduction

In this second part of this volume, mathematical models for Future Narratives

(FNs) are constructed in order to provide an abstract, general description to FNs.

In addition to the concept of nodal power that has been introduced in the first

part and can now be discussed in more detail, a topological classification scheme

will be considered. The first chapters will refer to a preliminary model according

to which there are only few possibilities for reaching the same situation in differ-

ent ways (a subcase of FNs, true, but an interesting one). However, this model is

a bit more simple than the final one, and some concepts, including most ideas

that are necessary for the understanding of nodal power, can be understood more

easily in this context. The final model will be large and sophisticated enough to

accommodate all concepts that have been introduced previously.

Throughout this part, basic mathematical concepts from the fields of set the-

ory, graph theory, and calculus are usedwithout further explanation; they are dis-

cussed briefly in the appendix to this part.

2.2 Representations of FNs

2.2.1 Nodal Graphs

Representing Future (and also Past) Narratives in terms of a nodal graph seems

to be an obvious choice. This concept has already been applied in the preceding

part of this volume. Here, the underlying mathematical structure will be studied

in more detail, revealing both advantages and inevitable shortcomings of this rep-

resentation.

For our preliminary models, we will construct a time-ordered graph that can

be abstracted from the FN in the followingway. Let us posit that a FN has only one

beginning.1 Then there is a unique first situation that has more than one contin-

uation. This is denoted by a node or vertex (dot), followed by a number of edges

(arrows) leading away from it for each continuation. The endpoints of these edges

will, in turn, be other nodes or, as introduced in part one, a stopping point, if we

1 Note that this does not exclude any interesting aspect from the discussion, since in the case of

multiple entries, we simply have multiple instances of what is constructed in the sequel.
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only note nodes and edges and not events. This process is iterated until there are

no more continuations – either, because all edges are terminated by a stopping

point, or, because some nodes can be identified with previous ones. The latter sit-

uation will be dealt with in depth in section 2.4. The result of this process will be a

tree diagram which is called the nodal graph. It consists of nodes and edges, and

we map such edges as lead to no further node as ending in a stopping point. Fig-

ure 2.1 shows a typical situation. It is not finished yet since there are still nodes to

be continued.

Time

Fig. 2.1: Part of a nodal graph.

It is worth noting that the dimensions of the nodal graph have no importance

whatsoever. The two-dimensional representation is just a matter of convenience,

but three or even more dimensions would do as well.2 There is one dimension,

however, which has a special meaning. As has been stated above, our graphs are

time-ordered, i.e. all nodes are positioned along the time axis. In figure 2.1 this is

indicated by the horizontal arrow. In contrast to this, the perpendicular positions

of the nodes are random, just chosen at one’s liking.

Formal definition of a nodal graph

In a more mathematical way, objects can be defined by their constituents. In this

regard, a nodal graph is a directed graph NG = (V ,E , o , t ), where V is a set

of vertices and E is a set of edges. o and t are functions specifying the origin

and the terminus of each edge, respectively. As stated above vertices will also

2 In some cases even better, because eventual crossings of the edges may be avoided.
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be called nodes and we can now add that edges will also be called continua-

tions.

A nodal point in a nodal graph is a vertex that is the origin of at least two

continuations, that is,which has a branching power of at least two. This is obvious

from our point of view, but in general mathematical usage, nodes with only two

adjoined edges (one incoming and one outgoing) are also possible. Even the case

of an isolated node with no edges at all might be useful, although in NAFU theory,

as introduced in part 1, such a situation would not be a node at all. But since we

are not dealing with such cases here, the set of all nodal points in the nodal graph

NG will be denoted specifically by

NP (NG ).

Given a nodal point N , we call the set of all continuations which have N as

their origin the continuation set of N , and we denote this set by the symbol

CON (N ).

As an illustration, figure 2.2 (adapted from [Madsen]) shows a graphical rep-

resentation of a nodal graph (in this example, the continuations have names).

Usefulness of nodal graphs

Mathematical graph theory is commonly applied to situations where different

states are connected by transformations. E.g. the nodes might represent storage

places and the edges show in which way goods may be transported from place to

place. Or imagine the traffic lights at a street crossing. The nodes represent con-

figurations of all the lights – red, red-yellow, green, … – whereas the edges just

show which configuration comes next. In a certain way, the focus is clearly on the

nodes. As has been stressed in part one, the nodes are the crucial parts of FNs,

because their existence constitutes the whole genre.

However, when it comes to nodal power, the sheer number of continuations

turns out to be a poor measure. This is evident from the fact that it is the edges that

make thedifference. Any considerations of ‘closeness’ or even ‘sameness’ canonly

be formalized if we are able to introduce some kind of ‘coordinate system’,where

the nodes have tobeplaced at definite values and distances can bemeasured. This

can no longer be achieved in the presented framework of nodal graphs, necessi-

tating a more powerful representation.
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S 7

SALAMA 119

SALAMO 124

SALAND 127

SALANE 130

SALMER 132

SALMET 138

SALMIE 142

SALMIN 145

SANDAL 148

SANDAT 151

SANDEL 155

SANDES 162

SANGEN 167

SANGER 171

SANGUD 175

SANGUR 181

STOLEN 185

STOLER 188

STOLID 191

STOLIE 194

STOREA 197

STORES 200

STORME 204

STORML 207

STREGE 211

STREGL 216

STRENG 221

STRENO 224

STRIDE 228

STRIDT 232

STRIME 236

STRIML 240

SALAM 60

SALAN 65

SALME 69

SALMI 72

SANDA 75

SANDE 80

SANGE 84

SANGU 87

STOLE 90

STOLI 94

STORE 97

STORM 101

STREG 105

STREN 108

STRID 112

STRIM 116

SALA 33

SALM 36

SAND 41

SANG 44

STOL 47

STOR 50

STRE 53

STRI 57

SAL 18

SAN 21

STO 26

STR 29

SA 12

ST 15

Fig. 2.2: Nodal graph.

2.2.2 Aspects

One basic objective of this approach will be the grading of nodal points according

to their degree of openness. This degree will result from a careful analysis of the

spectrum of different options entailed in a nodal situation. To this end, our model

will have to contain some representation of what makes different situations and

continuations different: this is clearly what we usually call their content. In this

section, we will consider an approach towards a formalization and quantification

of content.
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For a first idea, imagine a simplified ‘Alice in Wonderland’ scenario: a char-

acter moves around a certain path and changes in size – either due to decisions

made or just randomly. If, for any given moment, the current values for position

and size are plotted in a coordinate system, the results may look like those in fig-

ure 2.3. Both position and size are aspects of the narrative, as their changes are

essential to the story. That is, by the way, the reason why in aspect graphs, as op-

posed to nodal graphs, edges are not represented as straight arrows.

Position

Si
ze

Position

Si
ze

Fig. 2.3: Examples of aspect spaces.

Aspect spaces

This very simple example can be extended towards a general scenario: for every

property of interest a new dimension has to be added to our coordinate system.

This may seem immensely complicated at first glance, as the number of these

dimensions easily grows beyond imagination. However, the mathematical treat-

ment of vectors is essentially the same, regardless of the dimension. This is, in

fact, the reason for the formalizations encountered in this part: the mathematical

treatment permits a unified framework fitting for any kind of FNs, regardless their

complexity.

The first ingredient of a formal model of aspects will be a representation of

the possible realizations and changes of these aspects in the underlying narra-

tive. More precisely, we will need the following two items: first, an aspect space

A , which is the set of formal representatives of the different realizations. For the

above simple example, this is, firstly, the set containing all thedifferent sizes Alice

may have. Secondly, all the possible positions of Alice form another aspect space.

The other item needed is a space of aspect differences �A , which is the set of for-

mal representatives of possible changes of the aspect.
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Since a change is a transformation of one realization into another, aspect

changes will be functions

�A : A → A .

If a ∈ A is a realization of an aspect, and �A ∈ �A is a difference, then �A (a)

is the realization that results from applying the change �A to a. We will write this

as an addition

+ : A × �A → A .

The meaning of this formal statement is as follows: via the + sign, an element

of A and an element of �A are merged together, resulting in an element of A .

Regarding these elements, we define

a + �A := �A (a).

Moreover, given two changes �A1 and �A2, we will denote the change that re-

sults from subsequent application of these two by

�A1 + �A2

so that we have a formal addition for changes

+ : �A × �A → �A .

Aspect assignments

Nodal graphs and aspect spaces are two abstract representations of the same un-

derlying structure. This leads in a natural way to the question of how these repre-

sentations can be related.

First, it should be noted that different representations in aspect space can cor-

respond to the same nodal graph. Figure 2.3 shows an example of this where both

narratives lead to the nodal graph of figure 2.1.

The complete formal representation of an aspect will be given by an aspect

spaceA , the corresponding space of differences �A , and a rulewhich determines

how the aspect is related to the situations and continuations that are represented

in the nodal graph. At this point, we have to distinguish different manners in

which the aspect can be related to different parts of the narrative:on the one hand,

the aspect can be related to thedifferent nodal situations, and on the other hand it

can be related to the continuations, i.e. to the edges. In both cases, one can define

formal functions fA and FA acting on vertices (nodes) and edges, respectively.
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In a more abstract way, the relation of formal situations to aspect realizations

is done by a function

fA : V → A

on vertices V with values inA . We will call such a function an assignment of real-

izations of A to situations (ARS). Formal aspects such as have a (static) situation

as underlying structure will be called static aspects.

The relation of formal continuations to aspect realizations is done by a func-

tion

FA : E → A

on edges E with values in A . It will be called an assignment of realizations of

the aspect to continuations (ARC), and formal aspects of this kind will be called

dynamic aspects.

2.2.3 Consequences

So far, global models for FNs have been presented. But for measurements of the

openness of a given situation, i.e. for definitions of a ‘nodal power’, a local per-

spective has to be adapted. This brings about the question: what consequences

has the realization of a certain continuation in the situation corresponding to a

nodal point? And how can these consequences be measured, i.e. how can we as-

sign numbers to them?

Consequences will be identified by either accumulating the realizations of

the dynamic aspects that are assigned to this continuation or by registering the

changes of the static aspects along that continuation. These data will be collected

in a so-called vector of consequences. Such a vector can be thought of as an array

of k numbers, each of them specifying some of the aspects defined above. How-

ever, the simple example from figure 2.3may bemisleading.In that case, both rele-

vant aspects were already lengths easily to bemeasured or quantized. But imagine

that the changes affect Alice’s skin color or the color of her dress. Then we do not

only have to know what number corresponds to, say, red. We also have to make

sure that the ‘difference’ of, for example, red and blue is meaningful. Or, in other

words, do the changes make a difference? To this end, another mathematical def-

inition has to be added.
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Changes

Suppose that we are given a continuation that connects nodal situations v1 and

v2, given as vertices of the nodal graph. Then a given static aspect A has the real-

izations fA (v1) and fA (v2), respectively. What is the change of this aspect along the

continuation under scrutiny? A seemingly natural answer to this question would

be the difference

fA (v2)− fA (v1)

between the realizations. The problem with that answer is that we have not yet

discussed the possibility of subtracting realizations. In order to do so, we will first

have to impose a further condition on the structure of the formal aspects.

Recall that an aspect change is a rule that determines how each possible real-

ization of an aspect is transformed into another one. We are now interested in the

case where such a change is uniquely determined by the change that it imposes

on one particular realization and where, to every pair a1 and a2 of realizations,

there is one (and, by the preceding condition, only one) change that transforms a1

into a2. In this case, this change is called the difference between a2 and a1 and it

is denoted by

a2 − a1.

If the formal aspect satisfies this condition, we call it subtractive. Subtractive as-

pects are therefore equipped with a natural subtraction rule

− : A × A → �A .

These considerations slightly change our definition of static aspects: static

aspects must be subtractive. A static aspect is thus characterized by three ingredi-

ents:

A ,�A , fA

where A is a space of realizations, �A is a corresponding space of changes such

thatA is subtractive, and fA is a ARS (assignment of realizations to situations).

Note that this newcondition for a static aspect doesnot confineour framework

to special situations only. It just forces us to choose the ‘right’ set of aspects. This

might result in replacing onenon-subtractive aspect (‘What doesAlice’s dress look

like?’) by two or more subtractive aspects (‘What is the color of Alice’s dress?’,

‘What is the color of the stripes on the dress?’, ‘What is the width of these stripes?’

etc.). But, as mentioned before, the dimension of the vector is of no importance to

the underlying mathematics.

We are now in a position to assign systematically to every continuation the

change of a given static aspect along that continuation. The resulting rule will be
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called the differential of the assignment fA and will be denoted dfA . If the change

is the difference between the realizations at the origin and at the terminus, that is,

if the edge e joins the vertices o (e ) and t (e ), we have to define

dfA : e �→ fA (t (e ))− fA (o (e )).

Consequences in a basic model

Although it is our final objective to arrive at a generalmodel of FNs, it is neverthe-

less instructive to first look at a very basic model, which in the following is called

model of type I. For this special model, we onlywill consider three aspects: ‘time’,

‘space’ and ‘character’. The former is a dynamic aspect; the latter two are static

aspects.3 The model then consists of the following data:

1. a nodal graph NG = (V ,E , o , t )

2. a static aspect ‘character’ (C ,�C , fC)

3. a static aspect ‘space’ (S ,�S , fS)

4. a dynamic aspect ‘time’ (T ,FT)

In this case, we can assign a vector of consequences K to each continuation e

following a specific node. It is a 3-dimensional vector and can be defined by its

components referring to character, space and time, respectively:

K (e ) := (dfC(e ), dfS(e ),FT(e )).

The corresponding product set

K = �C × �S × T

is called the space of consequences.

2.2.4 Reaching the same Situation in two different Ways

So far, we have not taken into account the possibility that in some FNs the same

situation can be reached by two different ways. It is possible to identify two points

in the nodal graph, if it is clear that they refer to the same situation. In other

words and in the sense of abstraction of this section: they have continuation sets

3 Static aspects here meaning of course not that space and character can not change but rather

that changes are only registered from node to node.
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which can be identified and all aspects are the same for these sets (which in the

model means that the functions which assign realizations assign the same values

to them).

Then we can easily modify the graph in such a way that instead of contain-

ing two (or more) nodes representing the same situation, it contains only one. We

identify the nodes in the graph so that we obtain a new graph, which then con-

tains a loop. What is lost, however, is the property of being time-ordered. Since all

aspects agree for the nodes that have been identified, it is obvious how to define

a new formal aspect for the new model.

The above condition for the identification of nodes will be modified when we

come to the more refined models in section 2.4.

2.3 Quantification of Openness

This chapter is concerned with the possibility of quantifying nodal situations ac-

cording to their degree of openness. The result is a formal conceptualization that

quantifies at once the answers to the questions,

– how extensive is the spectrum of alternatives?

– what is the relationbetween the spectrum of offered alternatives and the spec-

trum of imaginable alternatives?

The theoretical construct that quantifies these ideas is developed for types of nar-

rative as have such a rich structure that it is possible and meaningful to represent

aspect parameters and in particular consequences (as defined in the preceding

chapter) by k -dimensional real spaces,

K = R
k
.

That is, we can think of the space of consequences as something similar to our in-

tuitive ideaof a space inwhichwecanaddup arrows, compute areas and volumes,

connect points by lines, and perform similar operations. To do this, the follow-

ing arguments will rely strongly on the concept of integration, which is reviewed

briefly in the appendix.

2.3.1 The Spectrum of Consequences

The structure of the consequences of a nodal situation can be quantified by some

parameters; their conceptualization is motivated by the following questions:
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– What is the size of the region spannedby the alternative continuations (vaguely

speaking, ‘the space between the extreme points of the spectrum’)?

– To what extent is this space covered by the alternative continuations?

Size

In order to answer the first question, we have tomake the idea of a space spanned

by the alternative continuations more precise. Suppose that a given nodal situa-

tion has as its set of continuations the set

{v1, … , vn }.

To this set corresponds a set of vectors of consequences

A = {K1, … ,Kn } ⊂ K

which will be referred to as the set of alternative continuations. Based on our

above assumption, these vectors can be thought of as arrows from some origin

to points in a k -dimensional space Rk . Then what is the region spanned by these

endpoints? The obvious answer is the k -dimensional space between these points,

which can be quantified by the k -dimensional volume.

One problem arises from this approach, because there may be cases in which

there is no such space. Suppose, for instance, that k = 3, that is, consequences

can bemodeled in a 3-dimensional space. Then in a situationwith, say, three alter-

native continuations, which span only a plane surface, there is no 3-dimensional

volumebetween these alternatives. The sameproblemarises inhigherdimensions

when all alternative continuations lie on the respective equivalent of a surface.

Intuitively, a solution to this problem is obtained by replacing a flat surface by

a thin table. This is supportedby the following idea. If twovectors of consequences

are reasonably close, then one might say that practically there is no detectable

difference between them.More precisely, we will suppose that there is a minimum

value

� ∈ R
that a difference between two vectors of consequences has to have in order for

these consequences to be considered different at all. If that is so, then, together

with every consequence given by a point K ∈ K being offered, all the space around

K up to thedistance � can be thoughtof as covered by this particular continuation.

Thus by ‘the space spanned by the alternatives’, we mean the set of all points that

lie between the alternatives enclosed by a �-layer.
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More precisely, we call a set L ⊂ Rk convex, if, for every two points in L , all

the points on the line connecting these points are also contained in L . The convex

hull of the consequences K1, … ,Kn is the smallest convex set that contains all the

Ki . The �-hull is the set of all points inRk that lie in the convex hull or at a distance

of at least � from the convex hull. It will be denoted by the symbol

R({K1, … ,Kn })

and called the space spanned by the consequences. This space is illustrated in

figure 2.4.

a)

b)

c)

Fig. 2.4: Above: points in the space of consequences. Center: their convex hull. Below: their
delta-hull.

The size of the space spanned by the consequences (which is what we are inter-

ested in) can now be quantified by the k -dimensional volume of this space:

V (K1, … ,Kn ) := VOL(R({K1, … ,Kn })) =
∫
R({K1,… ,Kn })

dp

where the integration is understood to be over all points p of the �-hull.



 Quantification of Openness       121

Fig. 2.5: Scope of consequences: how many delta-spheres can be put into the delta-hull?

However, once we think of consequences as spheres rather than points, it is more

intuitive to ask: how many consequences can be put into the delta-hull? The con-

cept which answers this question is called the scope of consequences, which is

again a measure of the size of the space of consequences. This means that the

above volume is measured in units of ‘�-spheres’ (figure 2.5); formally this is de-

fined as

Vrel = V /VOL(B (�))

where B (�) is a k -dimensional sphere of radius �.

Covering parameter

Our next goal is a quantification of the covering of the space spanned by the con-

sequences. This is not just a function of thenumber of consequences in that space.

To see this, look at figure 2.6: in both scenarios there are five consequences inside

the �-hull but clearly the covering in the right situation is much better.

Fig. 2.6: Different qualities of covering by consequences.

Obviously, the lower the average distance of a point in that spaceR from the near-

est consequence Ki is, the higher the quality of the covering will be.
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More precisely, if p ∈ R({K1, … ,Kn }) is some point in our space,4 then we

define its distance from the nearest consequence as

r(p ) := min (|p − q | : q ∈ {K1, … ,Kn }) .

Since we only distinguish such consequences as are separated by a distance of at

least �, we have to apply a slight modification and consider the distance of the

delta-spheres at p from its nearest consequence:

r
′
(p ) := min

(
r(p ) − �, 0

)
The mean distance can be obtained by integration of r ′ over R({K1, … ,Kn }) and
subsequent division by the volume ofR:

〈
r
′〉
=

∫
R({K1,… ,Kn }) r

′(p ) dp∫
R({K1,… ,Kn }) dp

Since, for the time being, we are looking for a parameter that contains as its

only information the relative quality of the covering, some further adjustments

to this definition are appropriate. As in the case of the size parameter, it seems

natural to consider a relative mean distance instead of the above mean distance.

In order to define it, we proceed as follows. First we define the largest possible

distance of two points in the spaceR, its diameter, as

d (R) := max (|p − q | : p , q ∈ R) .

Note that this number is finite, for thedeltahull of afinitenumberof consequences

is always of finite size.

Now the relative mean distance can be defined as

〈
r
′〉
rel

:=

〈
r ′
〉

d (R)
.

This parameter is a number between 0 and 1. The larger it is, the poorer the

quality of the coveringwill be. Therefore, in the last step,we definea final covering

parameter as

C := 1− 〈r ′〉
rel

.

4 This point is not necessarily a consequence itself!
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The covering parameter is a number between 0 and 1. The higher it is, the

better thequalityof the coveringwill be. If it is 1, thenevery point has in its neigh-

borhood someconsequencewhich is at a distance of atmost �.

Spectral parameter

The two parameters we have defined so far are now combined in a so-called spec-

tral parameterwhich quantifies at once both the size of the space of consequences

and the quality of the covering of that space:

S (K1, … ,Kn ) := Vrel
. C

As a first example, we consider the special (and for practical purposes irrele-

vant) case where a situation has only one continuation. Note: such a situation is

not a node and can therefore not be a constitutive element of a FN. In this case,

the set of alternatives contains only one element and can therefore be written as

{K1}.

Its convex hull is {K1} and so the �-hull is simply the sphere of radius � around K1.

The volume of this hull is identical to the volume of the �-sphere, which implies

that

Vrel = 1.

Moreover, every point in this hull is at a distance of at most � from the cen-

ter, where the nearest consequence is located. Therefore, the function r ′ vanishes
identically on this space, and so its integral also vanishes. Therefore, the mean

distance vanishes and the covering parameter is given by

C = 1.

So in this case, the spectral parameter satisfies

S ({K1}) = 1.

In order to be meaningful, the spectral parameter should allow for a distinc-

tion between the case where we have more than one consequence and the trivial

case just discussed. That is, if there ismore than one consequence,we shouldhave

that S > 1. This is indeed the case and one can state the following:
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The spectral parameter is a number greater than or equal to 1. It is always

greaterthan1, giventhat thereismorethanonecontinuation. It has themonotony

property.

The latter statement is mathematically proven in the next section; it may be

skipped for a first reading.

For practical reasons, we define a renormalized spectral parameter as

Ps := 1− 1

S
.

On the basis of the above, we have that the renormalized spectral parameter is a

numberbetween 0and 1. It is 0 if and only if there is only onecontinuationand it

has themonotonyproperty.

Proof of monotony

A property which it seems meaningful for our spectral parameter to hold is the

following. Suppose that we start with some set of alternatives A1. We construct

anotherone (A2) by adding somemore consequences. Then the spectral parameter

of the second set should be at least as high as the spectral parameter of the set we

started with. Formally,

A1 ⊂ A2

should imply that

S (A1) ≤ S (A2).

This property is called themonotony property. If, in addition, we have that

A1 � A2

implies that

S (A1) < S (A2)

we say that the strict monotony property holds. We have the following result.

Theorem1. The spectral parameter has the monotony property.

Proof. Let A1 and A2 be sets of alternatives satisfying

A1 ⊂ A2

We have corresponding �-hulls R1 and R2, respectively. In addition, we have di-

ameters d (R1) and d (R2) and distance functions r ′1 and r ′2 . We have to show
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that:

S (A1) ≤ S (A2)

which is expanded as

Vrel,1
. C1 ≤ Vrel,2

. C2

and in turn means that

VOL(R1)

VOL(B (�))
.

(
1−

∫
R1

r ′1
VOL(R1) . d (R1)

)
≤ VOL(R2)

VOL(B (�))
.

(
1−

∫
R2

r ′2
VOL(R2) . d (R2)

)
.

This inequality can be rearranged to yield

VOL(R1)−
∫
R1

r ′1
d (R1)

≤ VOL(R2)−
∫
R2

r ′2
d (R2)

and finally

VOL(R2)− VOL(R1) >

∫
R2

r ′2
d (R2)

−
∫
R1

r ′1
d (R1)

.

Now let us look more closely at this condition. Obviously, we have that

R1 ⊂ R2.

As a consequence we also have that

d (R1) ≤ d (R2).

Moreover, adding consequences improves the covering of the first set, which

means that we have

r
′
1 ≥ r

′
2 .

In sum, the above gives us

r ′1
d (R1)

≥ r ′2
d (R2)

implying that ∫
R2

r ′2
d (R2)

−
∫
R1

r ′2
d (R2)

≥
∫
R2

r ′2
d (R2)

−
∫
R1

r ′1
d (R1)

.

The right-hand-side of this inequality is the same as encountered above. There-

fore, the theorem is shown once we have seen that

VOL(R2)− VOL(R1) ≥
∫
R2

r ′2
d (R2)

−
∫
R1

r ′2
d (R2)
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which is obvious since it holds that

r ′2
d (R2)

≤ 1

and (by definition)

VOL(R1) =

∫
R1

1 , VOL(R2) =

∫
R2

1.

From the proof of the above theoremwe can deduce two other results.

Corollary 1. If we have that

VOL(R1) < VOL(R2)

then the spectral parameter is strictly monotone.

Proof. In this case,

VOL(R2)− VOL(R1) > 0.

Moreover, the function
r ′2

d (R2)

vanishes identically on some subset of the difference setR2\R1. This can be made

plausible as follows. Since the volume has increased between R1 and R2, the �-

hull has increased. This is only possible if somepoints inA2 donot lie in the convex

hull of A1. The �-sphere around this point is therefore not (completely) contained

in R1 and the part of it which is not contained in R1 has a volume different from

0. On this subvolume, the above function vanishes identically. This gives us

VOL(R2)− VOL(R1) >

∫
R2

r ′2
d (R2)

−
∫
R1

r ′2
d (R2)

which by the arguments of the above theorem is equivalent to the strict monotony

property.

Corollary 2. If there is more than one continuation, then

S > 1.

Proof. Since two alternatives correspond to two different points in the space of

consequences which are separated by a non-vanishing distance, their �-hull must

be different from the �-hull of a single point. Therefore, the volume of this hull is

strictly larger than the volume of the �-hull of a single point.
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2.3.2 The Spectrum of the Agent

If, as we will suppose in this section, different alternative continuations can be

associated with different actions of some character in the narrative – we will call

this character the agent – then we can characterize the relation of this character

to the given situation by another parameter. For its conceptualization it will be of

interest to what degree the alternative continuations that are offered accord with

the capabilities of the agent. This point is important because even if a character

may travel round the world – and, consequently, its spectral parameter will yield

a large value– this will bemeaningless if not some substantial change in the char-

acter himself takes place.

Our formalization will be based on the assumption that both offered alterna-

tives (or, more precisely, the corresponding actions) and capabilities can be mod-

eled as points in a common space of actions. The degree to which the latter are

covered by the former can then be given, similar to what we saw in the section on

the covering parameter, by the relativemean distance of one set of points from the

other.

In other words: given a concrete nodal situation, we have realizations of the

aspects character and space. In sight of these realizations, our options K1, … ,Kn

correspond to certain actions. These actions will be collected in a set H called set

of actions or horizon of options.

On the other hand, there is the set of all actions which in principle can be

thought of as feasible for the agent and situation in question. This set will be de-

noted H′. We will suppose that both H and H′ are contained in a common space

of actionswhich has some basic geometrical structure that allows us to determine

the distance of points from each other.

The degree to which the alternatives that are offered accord with the capabil-

ities of the agent is quantified by the relative mean distance of the set H′ from the

set H, i.e., by the mean distance of an element h ′ ∈ H′ from the closest element

h ∈ H.
Tomake this definition more precise, we define the distance of a point h ′ ∈ H′

from the set H as

r̃(h
′
) := min

(|h ′ − h | : h ∈ H) .
The total difference is then defined as

R̃ :=

⎧⎨
⎩
∑

h ′∈H′ r̃ (h
′) if H′ is finite∫

H′ r̃(h
′) dh otherwise.
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Moreover, in order to consider a mean distance, we have to introduce a normaliza-

tion factor
1

VOL(H′)

where VOL(H′) is the total volume of the set H′, defined as

VOL(H
′
) :=

⎧⎨
⎩
∑

h ′∈H′ 1 if H′ is finite∫
H′ dh otherwise.

The mean distance can now be defined as

〈
R̃
〉
:=

R̃

VOL(H′)
.

Finally, our goal is to define a relative mean distance. We have to divide the

above number by the maximum possible distance of two points in H′ 5. The maxi-

mum distance is given by

d (H
′
) := max

(|p − q | : p , q ∈ H′)
and so the relative mean distance is defined as

〈
R̃
〉
rel

:=

〈
R̃
〉

d (H′)
.

This value specifies the degree towhich the alternatives that are offered cover

the possibilities of the agent. In order to have a number between 0 and 1 we define

a parameter, called conformity parameter, as

Pc := 1−
〈
R̃
〉
rel

.

Theconformity parameter is a numberbetween 0and 1. Themore theoffered

alternatives accordwith the capabilities of the agent, the larger this value is.

5 Wewill suppose that this is a finite number, which can be justified by the fact that the possibil-

ities of a character are limited by the individual capabilities, which are finite.
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2.3.3 The Degree of Openness of a Situation: Nodal Power

We are now in a position to introduce a number that quantifies thedegree towhich

a certain situation is open. This number is called the nodal power of the given

situation, and it combines the parameters that have been introduced so far:

Pn := Ps . Pc .

This parameter takes into account the size of the space of consequences, its

covering and the degree to which a given character ‘acts out’ its capabilities in a

given nodal situation.

The above construction of the nodal power was aimed at giving a first glimpse

of the concept. Although it was carried out for a somewhat idealized type of FN –

e.g. we have not been concerned with loops yet – it can be expanded to cover the

whole spectrum of FNs. This will be done in the next section.

Another point, however, should be addressed here. When it comes to assign-

ing numbers to consequences, i.e. mapping fromA toK, this gives rise to ambigui-

ties. Restingwithour toymodel offigure 2.3: should the size ofAlice beweighted in

the samemanner as her position? This surely depends strongly on the recipient of

the narrative. But in the framework of mathematical analysis presented here, this

will not affect the concept of nodal power. Itwill just alter the numbers an effective

calculation of Pn will yield. As this affects all FNs in just the same way, the differ-

ence can be compared to switching from the metric system to inches, yards, etc.

For a conclusion of this section, let us review some of the properties of our

measure Pn.

Range
The renormalized spectral parameterPs and the conformity parameterPc arenum-

bers ranging between 0 and 1. Thus also the nodal power Pn is a number between

0 and 1.

Normalization
The nodal power of a situationwith only one continuation is 0, as such is the spec-

tral parameter.
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Monotony
The spectral parameter has the monotony property, and so does the conformity

parameter. The latter has not been proven so far but can be easily seen. If we have

that

A1 ⊂ A2

then, since the sets of feasible actions coincide,

H
′
1 = H

′
2

and for the sets of possible actions we have that

H1 ⊂ H2.

It follows that the covering of the feasible actionsby thepossible actions improves,

Pc,1 ≤ Pc,2.

Thus, nodal power has themonotonyproperty since it is the product of twomono-

tone parameters.

2.4 Advanced Models for Similarities

At the end of section 2.2 we identified as same nodes in the graph whenever we

were convinced that they referred to the same situation. As a condition for this

assumption to be valid, we required that the formal aspects thatwe had abstracted

for these nodes agree in all cases.

However, the scope of the model we have been looking at so far is too limited

in the following sense. It is not possible to reach the same situation twice while

some aspects have changed, the reason simply being that aspects are properties of

the situation. Different aspects constitute different situations. But since there are

cases in which it is reasonable to assume that this is possible, we have to change

something.6

In this section we will therefore broaden our view and discuss a new type of

model in which aspects can change when a situation is reached again. The idea

behind this is to represent two situationswhichare reasonably similar by the same

6 In the first part of this book, we have seen that the ‘character’ is typically an aspect that may

change when the same situation is reached in two different ways.
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node, meaning that within our model they are equal. Of course, the aspects in

which they differ can then no longer be considered essential for the situation. On

the formal side, we can no longer attach the realizations of these aspects to the

situations.We have to leave them out of the model and keep only the changes that

occur to these aspects. The new model can be used to discuss FNs that possess

what Marie-Laure Ryan calls ‘narrative memory’.7

2.4.1 Similarity

Bases of situations and basal graphs

As mentioned above, it is the basic idea of this section to say that two reasonably

similar situations are equal in the model. Here, by ‘reasonably similar’, we mean

that they differ only in some non-essential aspects. So in this sense it is possible to

reach the same situation twice even if some aspect has changed – we simply have

reached a situation that is reasonably similar to some other that we have been in

before.

This concept gives rise to a newmodel. We will suppose that we have already

constructed amodel of type I, as presented in 2.2. In this model, two situations in

the narrative correspond to two formal situations in the graph. The first step to-

wards the newmodel is to identify the points in the graph that correspond to ‘rea-

sonably similar’ situations and represent them by one common point in the new

model. Here, of course, it is supposed that ‘reasonably similar’ implies in particu-

lar that the number and nature of continuations that are related to the situations

in question do not differ, so these continuations can be also identified. The latter

condition is necessary for a new graph.

Since in thenew kind of graph, a point no longer represents a particular nodal

situation but rather a bulk of nodal situations or, more precisely, the common de-

nominator of a bulk of nodal situations, it seems reasonable to say that it repre-

sents a common basis. We will therefore call it a formal basis of nodal situations.

Similarly, the edges in the new model are called bases of continuations, and the

graph is called a basal graph.

As already explained in detail in the first part of this volume, a new building

block is needed to adequately describe the situation for the basis graph: the loop.

The existence of loops may seem to collidewith the idea of temporal order, or uni-

7 See [Ryan, Virtual Reality], p. 253.
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directional sequence. But as can be seen in figure 1.10, the temporal ordermay still

be effective at least on a large scale.

Loops allow a ‘going back’ though that going back is not necessarily a going

back in time. For example, time travel can be an important element in FNs that

belong to the sub-genre of alternate histories, but very often loops allow only a

revisiting of a situation without any reversal of temporal order.

Basis aspects

Of course, we alsowant our newmodel to contain some representation of the con-

tent, which traditionally was the role of the formal aspects. Thus we have to find

a way of adapting the concept of formal aspects to the new situation presented

here.

Remember that for assigning aspects we made a distinction between assign-

ments related to situations (vertices) and to continuations (edges).

Looking at the continuations, we will assume that the dynamic aspects have

the same realizations for all continuations that have been identified. Therefore,

we have a natural way of assigning realizations of aspects to bases of continua-

tions: the common realization that in the preliminary model was assigned to all

continuations (which are now summarized) is assigned to the basis of continua-

tions. This assignment, which will be part of the newmodel, will be called a basis

dynamic aspect.

In the case of static aspects related to situations, there are some that are equal

for all situations that have been summarized by a common basis and some that

are not. In order to keep our model simple, we will assume that this distinction is

valid globally for the entire FN. In other words, we are able to define a set of non-

essential aspects which, in cases where situations are identified, do not have to

coincide in their realizations. At the same time the remaining aspects do coincide,

and this set of remaining aspects is the same for all cases in which situations are

identified, i.e. throughout the narrative. Additionally, we will suppose that even in

those cases where the realizations of the (non-essential) aspects do not coincide,

at least the changes of these aspects along the continuations which are identified

as the same do in fact coincide.

All these definitions are summarized in figure 2.7. We have essential aspects

in directions 1 and 2 plus one non-essential aspect in direction 3. The basis static

or dynamic aspects can be seen as projections from the (full) aspect space onto

the sub-space spanned by directions 1 and 2.

With these assumptions, it is obvious how to include aspects in the new

model. For the non-essential aspects, we are not able to include the realizations
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3
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Fig. 2.7: Essential and non-essential aspects.

in the model: our model contains only bases of situations, and there is no mean-

ingful, i.e. unambiguous, assignment of realizations of these aspects to bases of

situations. We will therefore call these aspects external basis static aspects. It is,

however, possible to keep the changes in the model, as the changes can bemean-

ingfully assigned to the bases of continuations. It is at this point that we benefit

from our careful distinction of aspects and aspect differences in section 2.2.

The remaining, essential aspects exactly match the definition of the original

model and can therefore be carried over to the new one. The result is an assign-

ment of realizations tobases of situationswhich will be called internal basis static

aspects.

Theprocess just describedamounts to extracting amodel of type I fromamore

extensive model by identifying situations which are reasonably similar. The new

model will be called model of type II in the sequel. The next section will briefly

give a formal description.

2.4.2 Formal Definition for Models of Type II

Aspect assignments

We have to distinguish between three ways in which an aspect can be related to

the graph:

1. By specifying for each basis of situations what the realization of the aspect in

this situation is,

2. by specifying for each basis of continuations which value the aspect takes if

this continuation is chosen,

3. by specifying for each basis of continuationswhat change occurs to the aspect

if this continuation is chosen.
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First, the realization of the aspects in the different bases of situations has to be

specified. This is achieved by a realization assignment rule for bases of situations

(RAbS), which is a function mapping vertices from the set V to values in A

fA : V → A .

We suppose A to be subtractive. Since these aspects which are related to situa-

tions have values that are contained in the model (via the given function), we call

them internal static aspects. Their formal representation is by the combination

(A ,�A , fA ).

External static aspects are, again, related to situations. However, we do not

specify the realization of the aspect in the different cores of situations, but rather

only the change that the aspect incurs when a certain basis of continuations is

chosen. This is done by a differential form (also called 1-form) !A which is essen-

tially a mapping from some set of edges E to the space of changes �A :

!A : E → �A

We call this a change assignment of the aspect A for bases of continuations

(CAbC). The realizations of the underlying aspects of this kind do not belong to

the model, that is why they are called external static aspects. Their formal repre-

sentation is given by

(A ,�A ,!A ).

We observe that by constructing the differential of a RAbS, we can always obtain

a formal external aspect from an internal one, but not every external aspect can

be obtained in this way.

Summing up, the above threeways of graph-aspect-relations are specified by:

1. an internal static aspect given bya triple8 (A ,�A , fA ), where fA is a realization

assignment rule for bases of situations (RAbS) and A is a subtractive aspect,

2. a dynamic aspect given by a pair (A ,FA ), where FA is an assignment of real-

izations of the aspect to bases of continuation (ARbC),

3. an external static aspect given by a triple (A ,�A ,!A ), where !A is a change

assignment of the aspect for bases of continuations (CAbC).

8 A triple is an ordered set of three.
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Models of type II

We end this section by giving a possible definition of a model of type II in which

‘character’ and ‘space’ are external aspects. Of course, other aspects may be in-

corporated as external ones by a similar definition.

Amodel of type II is the collection of the following data:

1. a basal nodal graph BNG = (V ,E , o , t )

2. an external static aspect ‘character’ (C ,�C ,!C)

3. an external static aspect ‘space’ (S ,�S ,!S)

4. a dynamic aspect ‘time’ (T ,FT)

2.4.3 Models of Type II without underlying Subtractive Aspects

So far we have only been able to construct a model of type II on the basis of a com-

plete model of type I. We obtained a basal graph by identifying nodes in a type-I

graph, and we obtained basis external aspects from differentials of subtractive

static aspects of a model of type I.

This construction helped us to understand the new models, but since we are

now familiar with them, we can shorten their construction process. We will keep

the assumption that, at least in principle, the graph of themodel, which is a graph

of bases of situations, can be constructed by identifying nodes in a graph of situ-

ations.

What seems less reasonable is the requirement that we first have to construct

a model of the aspects of the old style which is then transformed into a newmodel

of aspects (in the case of the external ones). Rather, a model is obtained by di-

rectly assigning, in the case of external aspects, changes of aspects to the diagram

without the assumption that these changes come from an old-style model.

2.4.4 Path Dependency of External Aspects

Generally, the models we consider describe the architecture of FNs. From these

models, it cannot be directly concluded which realizations occur in the course of

concrete runs through a FN structure. This just lies outside the framework pre-

sented here. Models of FN architecture only show what the FN in question allows.

As has been stressed in the preceding sections, the values of the external as-

pects are not included in the architecture. However, these values can be recon-

structed for a certain point in a run if we know the values at the start and the path

that has been taken so far. We denote by a partial performance themodel for a run
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up to a certain point. It is characterized by a path in the nodal graph togetherwith

initial values for the external aspects. The value of an external aspect at the end of

a partial performance is obtained by applying all the changes to the initial values

that occur along the path.

Although we stick to the concept that our description of FNs is a description

of the architecture, not of particular runs, the concept of partial performance will

be useful for extending the definition of nodal power from section 2.3.3 to models

of type II.

The above can be made explicit by the following definition: A partial perfor-

mance is a specificpathout of all instances leading fromnode e0 tonode e through

a given nodal graph NG

ı ∈ P (e0, e ;NG )

together with initial values

(c0, s0) ∈ C × S

where C × S is the combined space of aspects regarding character and space (as

an example; see the definition of models of type II above).

We write this in the form of a tuple, i.e., a ‘list of ingredients’:

p = (ı, c0, s0).

In order to discuss the calculation of the external aspects, some additional vocab-

ulary is helpful.

Integration of a differential form along a path

Let ! be a differential form on a NG with values in �A and let

ı = (e1, … , ek )

be apath in theNG joining continuations e1 , … , ek .We thendefine the line integral

of ! along ı as ∫
ı

! :=

k∑
j=1

!(ej ) = !(e1) + … + !(ek ).

The line integral is again anelement of the space�A . It represents the total change

of the aspect A along the path ı.
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Path dependency of character and space

We can now state the computation rule for the values of the external aspects. We

denote these values by the symbolsC (for character) and S (for space) respectively.

If p = (ı, c0, s0) is a partial performance, we set

C (p ) := c0 +

∫
ı

!C

S (p ) := s0 +

∫
ı
!S .

We then aggregate the values of the different external aspects (that is, their

possible combinations) into a so-called state space

Z := C × S .

The state of a FN after a partial performance p is the tuple of values of the external

aspects, which is a specific point in the above space:

Z (p ) := (C (p ), S (p )) ∈ Z

With this new vocabulary, we can say that any kind of ‘narrative memory’ corre-

sponds to the state space in our model and that the content of this memory is just

given by the state.

2.4.5 Computing Nodal Power in the Presence of External Aspects

The spectral parameter

Let e ∈ E be a basis of continuations. The vector of consequences of e can then

be written as the tuple

K (e ) := (!C(e ),!S(e ),FT(e ))

Note that this definition is similar to the one made for models of type I in sec-

tion 2.2.3, the difference being that we have replaced the differential of some as-

signment of realizations to situations (ARS) by a change assignment for bases of

continuations (CAbC). In particular, the vector of consequences is once again an

element of the respective space of consequences

K = �C × �S × T
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which allows us to carry the construction of the spectral parameter over to our

newmodels.

The above construction can easily be generalized in such a way that it also

extends to cases of models with arbitrary aspects of any kind. The space of conse-

quences is theproduct of the spaces of changes of all static aspects with the spaces

of realizations of all dynamic aspects. The vector of consequences of some basis

of continuations is thus given by all the three items from section 2.4.2:

1. the values of the differentials of the RAbS (realization assignment rule for

bases of situations) of the internal static aspects at this continuation,

2. the values of the ARbC (assignment of realizations of the aspect to bases of

continuation) of the dynamic aspects at this continuation and

3. the values of the CAbC (change assignment of the aspect for bases of continu-

ations) of the external static aspects at this continuation.

The conformity parameter

Unlike the spectral parameter, the definition of the conformity parameter involves

action spaces of a characterwhichmaydependon the content of the variableC (p ).

Thus, its construction has tobemodified ifwe do notwant it – and in consequence

the nodal power parameter – to depend on the path that is taken.

A solution to this problem is the following:First,wewill construct the set of all

realizations of the character aspect that are possible in the situation in question.

In order to do so, we have to look at all valid partial performances that end up at

the given situation. If we call this situation v , then this set is denoted by

P (∗, v ).

The set of possible character realizations of v is then the set of all values C (p )

where p is an element in the above set. We will denote this set by C(v ),

C(v ) := {C (p ) : p ∈ P (∗, v )}.

Now, for each possible character value c̃ ∈ C(v ), we can compute a conformity

parameterP (c̃ ). Tomake this independent of the actual value of c̃, the overall con-

formity parameter is thendefinedas themaximumvalue among theseparameters:

Pc := max
(
P (c̃ ) : c̃ ∈ C(v )) .
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The nodal power is then defined as usual: it is the product of Ps and Pc. As already

for themodels of type I, the nodal power is independent of any path taken to reach

the node and is just a measure of the (local) architecture of the FN.

2.5 Reversibility

2.5.1 Undoing Choices

Within the framework of our new models, we can also discuss the concept of re-

versibility. By this wemean the possibility of undoing a choice. More precisely, we

say that the choice of some alternative ei in a situation v is reversible if there is a

path starting and ending at v which begins with ei . In other words, reversibility

means that it is possible, once ei is chosen, to make some other choices in order

to ultimately arriving again at the situation v .

Note that when speaking of v , we are referring to a basis of situations as de-

fined in section 2.4. This includes the possibility – and actually, this possibility

will be used by FNs – of external aspects which are not the same when one re-

turns to v .

2.5.2 Degree of Reversibility

If this is the case, we can also introduce a degree to which the consequences of a

former choice are reversible. Reversibility means that there is a closed loop that

brings us back to the situation v after the choice ei has been made. Since there

are external aspects in our FN, the narrative is in some state (as defined in sec-

tion 2.4.4) before the loop and in some other state after the loop. The degree to

which these two states differ is an appropriate measure for thedegree of reversibil-

ity: the closer they are, the less needs to be changed in order to get back to the

initial situation. Thus the higher is the degree of reversibility.

Of course, there canbemore thanonepossibility of entering a loopafterei , so,

correctly speaking, the degree of reversibility is determined by the least difference

of states among all such loops.

As in the case of nodal power, this idea will be made more precise with the

help of the assumption that we are considering a FNwith a space of consequences

which it is reasonable to model as a k -dimensional space Rk .

In this case, suppose that ı is some closed loop starting and ending at v and

beginning with ei . The total difference of the external aspects is the tuple of inte-



140       Formal Models for Future Narratives

grated differential forms along the path ı,

(∫
ı

!C,

∫
ı

!S

)

which is an element of the space

�C × �S .

Here, as before, we have chosen ‘character’ and ‘space’ as external aspects. The

generalization to other situations is obvious.

This space is a subspace of the space of consequences, i.e., it can be modeled

as am -dimensional spaceRm withm < k . All the properties of the original space

of consequences still apply. Therefore, the element (
∫

ı !C,
∫

ı !S) has a size which

is the numerical measure of the total difference of external aspects along ı. It will

be denoted by the symbol

�(ı) :=

∥∥∥∥∥
∫

ı

(!C,!S)

∥∥∥∥∥ .
Ashas beenpointed out above, theremay bemore than one path starting and end-

ing at v and beginning with ei , and the degree of reversibility will be determined

by the minimal total difference among all such paths. We will therefore introduce

the length of reversibility as

L (v , ei ) := min
(
�(ı) : ı is closed and ı1 = ei

)
and, if there is no such closed curve, we set

L (v , ei ) = ∞.

In order to have a value that can be used to compare different situations in

different FNs,we will normalize this value. To this end, we suppose, as in the case

of nodal power, that there is a minimal distance �, belowwhich consequences are

indistinguishable. Then the value

max(�,L (v , ei ))

�

ranges between 1 and infinity and the degree of reversibility can be given by its

inverse

Dr :=
�

max(�,L (v , ei ))
.
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Dr is a number between 0 and 1. If there is no closed curve starting and ending

at v and beginning with ei , then the choice of ei is not reversible. The length of

reversibility is ∞, and, with the convention 1
∞ = 0, we have that the degree of

reversibility is zero.

If, on the other hand, there is a curve for which the length of the total differ-

ence of the external aspects is less than �, then within the given precision, the

choice of ei is fully reversibly. In this case, we can compute that

max(�,L (v , ei ))

�
= 1,

leading to a degree of reversibility

Dr = 1.

Conclusion: thedegreeof reversibility thathasbeen introducedin thissection

is anumberbetween0and1.Thehigher it is, themorereversible agivenchoice is.

In particular, a degree of reversibility 0means that the choice is ‘non-reversible’.

In contrast, a degree of reversibility 1 indicates that it is ‘fully reversible’.

2.6 Topological Classification of Future Narratives

2.6.1 The Topology of the Nodal Graph

So far, our attempt to formally describe the mathematical structure of FNs has

been focused on local properties such as the nodal power or the degree of re-

versibility. If, however, we attempt a general classification of FNs, then a global

view can no longer be avoided. The mathematical tools are provided by the field

of topology, which is concerned with relations of geometrical objects irrespective

of their distances. E.g., from a topological point of view, there is no distinction be-

tween a sphere and an ellipsoid or even a cube, since all of these objects may be

transformed easily into each other. On the other hand, a torus (‘donut’) or a cup-

like object with a handle is different, because of the – simply speaking – ‘hole’

they have.

Similarly, the geometrical structure of a nodal graph can be studied from a

topological perspective. In particular, the complexity of the graph can be charac-

terized by the possible loops in the graph and thus by the ‘holes’ that are in the

graph.



142       Formal Models for Future Narratives

Loops and cycles

First we have tomake thenotion of a loopmore precise. Of course, if there is a path

in the graph that goes along certain edges and finally arrives at the node where it

started, then we speak of a loop. But if there are two different ways of going from

one node to another, we may also say that we get some sort of loop as long as we

disregard their direction. This sort of loop is called a cycle in mathematical par-

lance. We can even go further and call a cycle any sequence of edges that, when

walked through regardless of direction, connects some node with itself. This defi-

nition, which may at first seem superfluous, will prove relevant in a few moments.

C

2

e3

e14 e9

e10e11

e13

e12

e6

e5

e7

e4

e8

e1

e

Fig. 2.8: A sample graph with a sample cycle.

IfC is sucha cycle,we canwrite it as a sequenceof edgeswhicharewalked through

regardless of their direction. A plus sign indicates the direction allowed by the FN,

a negative sign the opposite. For instance, the loop in figure 2.8 can be written as

C = (+e1 + e5 + e6 + e8 − e4).

In the following, we consider a simple sample graph in which two nodes can

be connected by three different edges called e1, e2, e3. It is illustrated in figure 2.9.

In this graph, a number of cycles can be constructed, for example the five

cycles represented in figure 2.10. They are denominated, respectively: (e2 − e1),

(e2 − e3), (e3 − e1), (e1 − e2 + e3 − e2), (e1 − e3 + e1 − e3).

Our aim is to study the complexity of a nodal graph from the point of view

of its possible cycles. However, not all returning structures reveal information

about this complexity. Consider, for example, the case where we walk some edge
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1

e3

e2

e

Fig. 2.9: A graph in which two nodes can be connected by three different edges.

Fig. 2.10: Different cycles in the graph from figure 2.9.

forwards and backwards. In part one of this volume, such a situation is addressed

as a ‘bi-directional’. It does not give us any information apart from the fact that

the edge in question exists and that it is not uni-directional. Essentially, this adds

nothing to the complexity of the graph. Complexity is about relations between

different nodes in the graph, so only such cycles are of interest as are somehow

woven into the graph and are not just attached like the ones shown in figure 1.9.

Therefore, we introduce the following rule: whenever the only difference be-

tween two cycles is that in the case of one, we walk some edge first forwards and

then backwards, while in the case of the other we do not, then we say that these

cycles are equivalent. This means that in the formal sum representation of cycles,

terms of the form +ei − ei can be left out.
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Arithmetic with cycles

Fromanabstract point of view,we canperformordinary arithmetics on cycles, i.e.,

we can add or subtract them just as we do with numbers. This is carried out in a

straightforward way: if C1 and C2 are cycles with the same starting points, thenwe

call the cycle that consists ofwalking C1 and C2 subsequently C1 +C2, and the cycle

that consists of walking C1 backwards is called −C1. For instance, if we walk the
cycle (e3−e1) backwards, we obtain the cycle (e1−e3), yielding, just as in ordinary

algebra,

−(e3 − e1) = (e1 − e3).

The cycle that results from subsequent walks through the cycles e2 − e1 (for-

wards) and e3 − e1 (backwards) is the cycle (e2 − e1 + e1 − e3), so we may write (cf.

figure 2.11)

(e2 − e1)− (e3 − e1) = (e2 − e1 + e1 − e3).

+ − =

Fig. 2.11: Arithmetical rules for cycles.

This cycle is equivalent to (e2 − e3), and we will equate equivalent cycles on the

level of formal sums, that is, we will write

C1 = C2

if C1 and C2 are equivalent. In particular, we have that

(e2 − e1)− (e3 − e1) = (e2 − e3),

also following the usual algebra of numbers. Note that our definition of equiva-

lence cancels out contributions from ‘bi-directionals’ as they lead back to just the

same situation.9

9 However, the picture is different, if we include external aspects, as will be done soon.
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We are now in a position to discuss the geometrical complexity of a nodal

graph. This discussion will be guided by the following questions. Which non-

equivalent cycles exist in the graph? Which arithmetical rules hold true for them?

2.6.2 Geometrical Classification: Homology Groups

Homology cycles

The above questions can be treated in an elegant way once some minor changes

have been made. First, we enhance our notion of equivalence. So far, two cycles

have been called equivalent if their formal sums are equal after the terms of the

form +ei − ei have been omitted. That is, we can simplify formal sums if consecu-

tive edges cancel each other out. Now, in addition, we allow for the rearrangement

of the order of the edges, that is we will claim that formal sums fulfill the commu-

tativity principle a +b = b +a. Therefore, cycles are now equivalent if their formal

sums are equal after rearrangement of the edges and canceling out of plus-edges

with corresponding minus-edges. For example, we have the following equation

(cf. figure 2.8):

(e4 − e3 − e1 + e14 − e9 − e4) = (−e1 − e3 + e14 − e9).

Second, we will concentrate exclusively on these sums. That is, we will no

longer look at paths in the graph but only at formal sums. Of course, not every

formal sum which is constructed arbitrarily is the formal sum of a cycle in the

graph. So it would seem reasonable to consider only those formal sums which are

associated with cycles. We will, however, widen this class slightly and consider

also such formal sums as are closed in the following sense.

We define the boundary of some edge as a formal sum of nodes, namely, the

node where it ends minus the node where it starts. Andwe define the boundary of

a formal sum as the sum of the boundaries of the individual edges, where the plus

and minus signs are taken care of. For the above example we have (the symbol ∂

denoting the boundary)

∂(−e1 − e3 + e14 − e9) = −∂(e1)− ∂(e3) + ∂(e14)− ∂(e9).

In these formal sums, signs are distributed into the brackets. If, for instance,

the following boundaries are given for the edges

∂(e1) = v3 − v1, ∂(e3) = v2 − v3, ∂(e9) = v4 − v2, ∂(e14) = v4 − v1
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then we have:

− ∂(e1)− ∂(e3) + ∂(e14)− ∂(e9)

= −(v3 − v1)− (v2 − v3) + (v4 − v1)− (v4 − v2)

= −v3 + v1 − v2 + v3 + v4 − v1 − v4 + v2

= 0.

The resulting 0 means formally that after rearrangement, each vertex with a

plus sign cancels out a corresponding vertexwith aminus sign. The interpretation

is that we have just gone back to the vertex we started at. For this reason a formal

sum of edges is called closed if its boundary is zero. Closed sums are also called

homology cycles, and the collection of all homologycycles in a graph is called the

first homology group. It is denoted by the symbol

H1(NG )

and contains the collection of cycles, but it is slightly larger. The reason for this

enlargement will become evident in the following paragraph.

Elementary cycles

The reason for the replacement of ‘loops’ by cycles is that for cycles the following

holds true: there is a finite set of cycles, called elementary cycles, with the prop-

erty that any given cycle can be constructed as a sum of the elementary cycles. In

particular, for any given loop, we can construct a cycle C out of the elementary

cycles that is equivalent in the above sense to the loop.

In addition, we require a set of elementary cycles to fulfill theuniqueness con-

dition, that is: for every cycle, there is only one recipe to construct this cycle out of

elementary cycles. These two conditions do not determine the set of elementary

cycles uniquely. That is, there are several possible choices for such a set. In fig-

ures 2.12 and 2.13, two different sets of elementary cycles are shown for the above

sample graph (figure 2.9).

However, the minimum number of elements is always the same. When we

think of the homology group as an abstract space of cycles, this number is the

dimension of this space. The procedure is much the same as for our well-known

three-dimensional space R3, where any vector can be composed of three ‘elemen-

tary vectors’, namely the unit vectors in the three directions x , y and z .
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,

Fig. 2.12: One set of elementary cycles.

,

Fig. 2.13: A different set of elementary cycles.

In our case with cycles, the dimension is called the homological dimension of the

graph and is written as

dim(H1(NG )).

As it is essentially this dimension that determines the structure of the homology

group, the geometrical complexity of the underlying graph can be characterized

solely by the homology dimension.10

As a benefit, in this representation the arithmetic for cycles (and, conse-

quently, for loops) becomes simple: every cycle can be decomposed into a sum

of elementary cycles. Each elementary cycle appears a specific number of times,

each time either with plus or minus sign. We can abbreviate this and introduce

coefficients counting the number of plus signs minus the number of minus signs

for each elementary cycle. The addition of cycles then amounts to an addition of

the corresponding coefficients.

We will give one example. Suppose that {C1,C2,C3} is a set of elementary cy-

cles. From that set two cycles can be composed, say,

Ca = +C1 + C2 + C1

10 Since many aspects of the theory have only been sketched briefly, the reader is referred to

[Spanier] for a complete treatment of homology.
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and

Cb = +C3 − C2 − C2.

Rewriting this with coefficients reads

Ca = (+2) . C1 + (+1) . C2

and

Cb = (−2) . C2 + (+1) . C3.

Then, for the sum, we have that

Ca + Cb = (+2 + 0) . C1 + (1 + (−2)) . C2 + (0 + 1) . C3 = 2 . C1 + (−1) . C2 + 1 . C3.

2.6.3 Classification including Aspects: Cohomology Groups

Thefinal task tobe solved is the inclusionof the formal aspects into the topological

structures presented in the last sections. It is especially the external aspects that

have the potential to affect the overall structure of FNs.

Recall that aspects in general are assignments of changes both to the nodes

and the edges in the graph. Now if we have an internal aspect, which assigns real-

izations of aspects to nodes, we can construct an assignment of changes to edges

out of it by assigning to each edge the difference between the realization at its end

and the realization at its beginning.We called this construction the differential of

the internal aspect (cf. section 2.2.3).

External aspects are more general objects than differentials in the following

way. Suppose that we have a graph in which it is possible to go from one point to

another along two different paths. If we have an assignment of changes to edges

then, since a path is a sequence of edges, we can assign a change to a whole path

by adding up all the changes of the edges that constitute the path. If we do this ad-

dition in the case of a differential, then the result will be the realization at the end

of the path minus the realization at the beginning of the path. Consequentially,

this total change will always be the same for any two paths starting and ending

at the same points.11 Now for external aspects, things are different. In the case of

external aspects, there are no realizations given at the beginning and the end of

the path, and the differential form (cf. section 2.4.2) can assign anything to the

edges – there is no reason to coincide for the total changes of two paths that con-

11 A very general theorem stating this result for more complex geometrical objects is called

Stokes’ theorem. It can be found in [Bott and Tu].
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nect the same points.12 One could say that it is the difference of the total changes

that distinguishes the differential form from a mere differential.

The aim of this section is the construction of an elegant scheme that records

all thesedifferences and links them to thegeometrical properties of theunderlying

graph.

Deviations

If we have two paths connecting the same points, then we can, as above, form a

loop by going one forwards and the other one backwards. The difference between

the total changes of a differential form along the two paths will be called the de-

viation of the differential form along the loop. The general deviation of the differ-

ential form is the collection of all such deviations along loops. Collecting up these

deviations we can build the space of all possible deviations of differential forms;

in the sequel it will be called the deviation space.

The problem with these concepts is that there are many potential loops in the

graph, and there is no handy way of recording them all. Again, the solution to

this problem is to enlarge the range of data that has to be recorded. Instead of

recording all deviations along loops, we record all deviations along cycles. The

reason is that the space of all deviations along cycles has a far simpler structure

than the deviation space itself. We will call the space of all possible deviations of

differentials along cycles the first cohomology group. Its construction depends on

the values the differential forms can have, i.e., on the space of aspect changes.

The space of possible deviations of differential forms with values in the space of

aspect differences �A is called first cohomology group of the nodal graph with

coefficients in �A , and it is denoted with the symbol

H 1(NG ;�A ).

This notation clarifies the fact that there is one such space for every aspect (or

aspect difference). In addition, there is a standard space for which the coefficient

space is just the set of integers. It is denoted with the symbol H 1(NG ).

The deviation of a particular differential form ! (which is the collection of all

deviations along a particular cycle) results in a point in this space. It will be called

12 Actually, this is clear from the very definition of external aspects: these are just the aspects

similar situations differ in.
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the cohomology class of ! and denoted with the symbol

[!] .

Again, this space may be compared with the commonR3 with any object (vec-

tor) being described bymeans of basic objects (unit vectors in the threedirections)

andappropriate coefficients. However, in our special case, the spaceof coefficients

must not be chosen arbitrarily. It has to be equipped with certain additional alge-

braic features in order to be suitable for the further constructions. These features

havebeengiven the collectivename ‘groupproperty’ andwill be introducedbriefly

in the following paragraph.

Group property

The group property of a space of aspect differences �A assures that we can do

calculations with aspect differences that are similar to the ones we can do with

integers (since these also form a mathematical group).

Firstly, two elements �A and �A ′ may be combined to form another element

�A ′′:
�A + �A ′

= �A ′′
.

Any change �A has to be invertible in the sense that there is another change

�Â such that we have

�A + �Â = 0

where we denote by 0 that element of �A which does not change anything.13

In the above case, we call �Â the inverse change for �A and denote it with the

symbol

−�A .

Finally, the following rules have to hold for the addition of aspect changes

(here, �A , �A ′ and �A ′′ are just any three elements of the change space):

�A + �A ′
= �A ′

+ �A (commutativity)

and

(�A + �A ′
) + �A ′′

= �A + (�A ′
+ �A ′′

) (associativity).

13 Remember that a change is an object that assigns new realizations to old ones, so that we have

0(a) = a for every realization a .
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If all of the above conditions are met, we say that the space of aspect differ-

ences �A has the group property.

Oriented integral

Next, thenotion of the deviation of a differential form along a cyclehas tobemade

more precise in order to study the structure of the cohomology group. Remember

that a cycle is a certain formal sum of edges, each appearing with a plus sign or

a minus sign. The deviation of the differential form along the cycle is defined to

be the corresponding sum of changes, that is, the change that results from adding

up each change of the differential form along an edge that appears in the formal

sum. If, in the sum, the edge appears with the plus sign, then we actually add the

change of the differential form to the sum of changes, otherwise, we subtract it

(meaning that we add its inverse14). The resulting deviation will be denoted by the

symbol ∫
C

!

where C is the cycle and ! is the differential form.

For a simple example, suppose that we are given a cycle with the following

formal sum:

C = +e1 − e2 + e6 + e8 − e4

and suppose that the space of aspect differences can be modeled by the space of

integers, �A = Z via the assignment

!A (ei ) = 2 . i .

For instance, we have

!A (e1) = 2, !A (e5) = 10, !A (e10) = 20, etc.

Then, we calculate the following:∫
C

!A = +!A (e1)− !A (e2) + !A (e6) + !A (e8)− !A (e4)

= 2− 4 + 12 + 16− 8

= 18.

14 That is exactly what we mean by ‘oriented’.
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Summing up: the oriented integral of a differential form along a cycle is the

deviation of the form along that cycle. The collection of all deviations determines

the cohomologyclass of the differential form. Now, things can bemade more easy

since every cycle may be represented as a formal sum of elementary cycles.15 Ac-

cording to the above definition of the oriented integral, the rule for computing the

deviation along any cycle involves only the addition and its inverse operation in

the change space. Beyond that, this operation fulfills the arithmetical rules due to

the group property. As a result, we can compute the deviation of any cycle once

we know its formal representation as sum of elementary cycles and the respective

deviations along these elementary cycles.

In other words: if we know the deviation of a differential form along a full set

of elementary cycles, we know it along any cycle!

We will, again, demonstrate this by a simple example: suppose that we have

a set of three elementary cycles C1, C2 and C3 and in addition a cycle C given by

C = +C1 − C2 + C1 + C3.

Then, for any differential form !, we have that∫
C

! =

∫
+C1−C2+C1+C3

! = +

∫
C1

! −
∫
C2

! +

∫
C1

! +

∫
C3

!.

Thus
∫
C

! can be computed out of the
∫
Ci

!with the help of the formal sum repre-

sentation of the cycle C .

Dimension of the cohomology space

Due to this fact, the cohomology space, that is, the space of all deviations of dif-

ferential forms along cycles, is far less complex than it appeared in the first place.

The number of parameters that completely determine a point in this space is just

the number of elementary cycles. This is because the number of elementary cy-

cles corresponds to the number of ‘elementary deviations’ which in their turn de-

termine uniquely the cohomology class. In particular, we can think of the coho-

mology space as a space which has as many dimensions as there are elementary

cycles. This also means that the dimension of the cohomology space is equal to

the dimension of the homology space dim(H1(NG )) introduced above.

15 This is, again, the reason for using cycles instead of loops.
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The cohomology class of a differential form is a point in this cohomology

space, and we can think of the set of deviations over the elementary cycles as a

set of ‘coordinates’. Therefore any cohomology class can be written in the form

[!] :=

(∫
C1

!,… ,

∫
Cn

!

)

with {C1, … ,Cn } denoting a set of elementary cycles.

2.6.4 Conclusion

The foregoing section has been a study of the geometrical structure of represen-

tations of FNs. The result, on the one hand, is a parameter that gives a measure

of the geometrical complexity of the nodal graph: the dimension of the homology

space dim(H1(NG )).

On the other hand, the influence of the geometrical structure on arbitrary as-

pects has been quantified by reducing the respective cohomology classes [!] to

oriented integrals along a finite set of elementary cycles. This provides us with a

scheme for classifying the external aspects according to the deviation if two dif-

ferent paths connecting the same nodes in the graph are taken. The result is, for

each aspect A , a so-called cohomology class, denoted by [!A ].

In this part, thediscussion of loops, cycles, and elementary cycles has loomed

large. This should not lead to the impression that circular structures or reversibil-

ity are key features of all FNs. They are not. On the contrary, as is evidenced by the

material discussed in volumes 2 through 5, most FNs, whether fictional or non-

fictional, rely on the multi-linear unfolding of spaces of possibility that do not

entail any kind of ‘going back’.

Now we are in a position to account for the overall complexity of a given FN.

All we have to do is to combine the properties on a local scale, namely the nodal

power introduced in 2.3 and refined in 2.4with theglobal properties just presented.

The FN can thenbe classified as awhole bya set of data〈(
(Pn)1,… , (Pn)m

)
, dim(H1(NG )),

(
[!A1

], … , [!Ak
]
)〉

where (Pn)1,… , (Pn)m are the nodal power values of all the different nodal points

1,…,m and [!A1
], … , [!Ak

] are the cohomologyclasses characterizing the differ-

ent aspects 1,…, k that are considered tobe essential to the narrative.

Thewhole of this part is notmeant to be a vain exercise in abstract mathemat-

ics, a kind of ‘glass bead game’ (Hermann Hesse). Its aim is to ensure on a rigid

basis that all the diverse manifestations of FNs, as presented in this series, may be
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regarded as an unified corpus. In our belief, that has been proven, and it has been

worth the effort.

2.7 Appendix: Basic Mathematical Concepts

2.7.1 Sets and Functions

Bya set, wemeanany formal collectionofobjects. Itwill bedenotedby twobraces,

between which the objects are listed, separated by commas. For instance, the set

consisting of the objects ‘white ’, ‘2’ and ‘♣’ will be written as

{white , 2,♣}.

The objects that are contained in a set are called the elements of the set. The as-

sertion ‘x is an element ofM ’ will be written as

x ∈ M .

For example, we have that

white ∈ {white , 2,♣}.

Now if A and B are sets, we can construct new sets out of these two. First, we can

form their product. This is the set of all pairs of objects, where the first element of

the pair is an element of A and the second is an element of B . If, for example, A

is given by

A = {1, 2}
and B is given by

B = {red , green ,blue}
then their product is given by

{(1, red ), (1, green ), (1,blue ), (2, red ), (2, green ), (2,blue )}.

The product will be denoted by

A × B .

Moreover, we can construct the set which consists of all objects that are elements

both ofA and B . This set is called the intersection of A and B and it is denoted by

A ∩ B .
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The set of all objects that are contained in at least one of the setsA and B is called

the union of A and B and is denoted by

A ∪ B .

Finally, the set of all objectswhich are contained inA but not inB is denoted with

the symbol

A \B .
It is called the difference set of A and B .

A function from one set,A , to another, B , is an assignment of one object in B

to each object in A . We will write

f : A → B

as a shorthand for ‘f is a function from A to B ’. If, in addition, we want to spec-

ify which object in B is assigned to which object in A , we use the symbol �→, for

instance

f : A → B , 1 �→ red , 2 �→ red .

If f : A → B is a function and a ∈ A is some element, then we denote the element

in B that f assigns to a by f (a). In the above example, we have that f (1) = red .

2.7.2 Basic Graph Theory

Graphs

A directed graph is a collection of points and arrows where each arrow connects

twopoints. Thepoints are callednodes or vertices, and the arrowsare callededges.

The model of a directed graph consists of a set V (the set of vertices) and a set

E (the set of edges), together with two functions

o : E → V

and

t : E → V

where o specifies the origin and t the terminus of each edge. Usually, the graph is

then written in the form of a tuple, i.e., an ordered set,

(V ,E , o , t ).
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If v is a node in a directed graph, then the number of edges that start at v is

called the degree of v and is denoted with

deg(v ).

Paths

Let G = (V ,E , o , t ) be a directed graph and let v1, v2 ∈ V be two vertices. Then a

path from v1 to v2 is a sequence of edges

ı = (e1, … , ek )

with the property that each edge terminates where the next begins, that is,

o (ei+1) = t (ei ) for all values i = 1,…, k − 1

and, of course, the first edge begins at v1 and the last ends at v2. The set of all paths

from v1 to v2 will be denoted with the symbol

P (v1, v2;G ).

2.7.3 Integration

In this section, a brief introduction to the concept of integration will be given.

Only the basic ideas will be discussed, for a more detailed discussion, the reader

is referred to the literature.16

Mean values

First, we will have to recall the idea of a mean value. Suppose that we are given

some finite set of numbers, for example the numbers

2, 5, 17, 3, 10, 0.

Then their mean value is obtained by first computing their sum

2 + 5 + 17 + 3 + 10 + 0 = 37

16 See, for instance [Doob] or [Rudin].
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and dividing the result by the number of summands:

37 : 6 = 6,167.

The mean valueof the above set is 6,167. Onemight say that this number gives the

value of an average element of the set.

Average values

Next, we consider a somewhat different problem. Suppose that some function is

given on an interval of real numbers, for example the function thatmaps each real

number between 0 and 1 to its square:

f : [0, 1] → [0, 1] , x �→ x
2
.

Then we may ask: which value does this function have on average?

There is some parallel to the above problem, because we ask for some sort of

mean. In order to understand this connection, we slightly reformulate the compu-

tation of the mean value problem.

In the case of the mean value example, we can enumerate the numbers in the

given set by the index numbers 1 to 6 (that is, 2 gets number 1, 5 gets number 2 and

so on until 0 gets number 6). Then we can define a function G which assigns to

each index number the corresponding number:

G (1) = 2 , G (2) = 5 , G (3) = 17 , G (4) = 3 , G (5) = 10 , G (6) = 0.

Then, the sum of the numbers is the sum of the values of G for all possible argu-

ments

G (1) + … + G (6)

which will be written more briefly in the form

6∑
i=1

G (i ).

This is again divided by the number of summands, that is, the number of possible

i ’s in the preceding representation,

6∑
i=1

1.
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The mean value is then equal to

∑6
i=1 G (i )∑6
i=1 1

and this is the average value of the function G on the index set {1,…, 6}. Mean
value computation is thus the same as average value computation for functions

which have a finite set of arguments.

Integral and area

In order to compute the average value of a function of real values (this means that

it has a non-finite set of arguments), we have to modify the above idea. Looking

again at the function G , we draw a coordinate system where, on the horizontal

axis, the numbers i = 1,…, 6 are indicated, whereas on the vertical axis, the pos-

sible values G (i ) are shown. Then, we draw a bar chart to represent the function

G , that is, above each index number a bar of width 1 and height corresponding to

the value ofG at this index number is drawn. The result can be seen in figure 2.14.

The sum of the values of G ,
∑6

i=1 G (i ) is the same as the area below the bar chart.

1 2 3 4 5 60

5

10

15

20
G(i)

i

Fig. 2.14: The sum of the values of G is the same as the area below the bar chart.

For the computation of the mean value in the above example, we need a second

sum,
∑6

i=1 1, which counts the number of arguments. This can be represented in

a similar way if we draw a bar chart for the function which assigns to each index

number the value 1. This is done in figure 2.15. The average value of G is then the

quotient of the two areas.
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1 2 3 4 5 60

5

10

i
1

1(i)

Fig. 2.15: The number of arguments is the area below a trivial bar chart.

The reason for writing an extremely simple computation in such a complicated

way is that the concept of an area below a graph can now be applied to real func-

tions. The integral of a real function f , which is in some way equivalent to the

number of values, is defined as the area between the graph of f and the x axis. If

S is the source interval of this function, we denote the integral with the symbol∫
S

f (x ) dx .

2

1

1
f(x)=x

x
0

Fig. 2.16: The integral of a function is the area between the graph of the function and the x

axis.

In figure 2.16 the integral
∫
[0,1]

f (x ) dx for the function f (x ) = x 2 is illustrated. The

average valueof a function f over some interval is then the quotient of the integral

of f over this interval and the integral of the constant function 1 over this interval,∫
S
f (x ) dx∫
S
1 dx

.
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Computation

Now that we have defined the integral, how can we compute it? The bad news is

that this is not always possible in an obvious way. However, for the reader who is

familiar with the concept of the derivative of a function, one useful tip should be

mentioned: it is the fundamental theorem of calculus.17

If H is a function which has the property that its derivative H ′ = h , then we

have that: ∫
[a,b ]

h (x ) dx = H (b )−H (a).

Thus, if we want to compute the integral of a function, it suffices to find an-

other function which has the given function as its derivative. In our case, in which

we are interested in the function f (x ) = x 2, we note that the function F (x ) = 1
3
. x 3

has f as its derivative. Therefore, the integral of f over the interval [0, 1] is given by∫
[0,1]

f (x ) dx =
1

3
. 13 − 1

3
. 03 =

1

3
.

For the computation of the second integral, where the function that has to

be studied is the constant function h (x ) = 1, we note that H (x ) = x has h as its

derivative, so we have that generally

∫
[a,b ]

1 dx = b − a.

So the integral of a constant function along an interval is the length of that inter-

val.

The average value of f over [0, 1] is therefore given by

1
3

1
=
1

3
.

Integrals in higher dimensions

The idea of integration can be carried over to higher dimensions. Let, for instance,

F : [0, 1]× [0, 1] → [0, 1]

17 It is a special case of Stokes’ theorem that has been mentioned above.
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be a function defined on the subset [0, 1] × [0, 1] of the two dimensional space.

We obtain a graphical representation of this function if, in a three-dimensional

coordinate system, we draw, above every point in a horizontal plane, the value of

the function at this point. The result is called a function surface. The integral of

the function over the region [0, 1] × [0, 1] is then the volume between the surface

and the coordinate system. This is sketched in figure 2.17.

F(x,y)

y

x

Fig. 2.17: The integral of the function is the volume under the function’s surface.

The integral of the constant function 1 over some region is the surface area of

this region (in our case, this is 1 . 1 = 1). More generally, the volume of an n -

dimensional region is the sameas then -dimensional integral of the constant func-

tion 1 over this region.

The average value of a function over a region can then be defined as the quo-

tient of the integral of the function over this region and the region’s volume.



3  Future Narratives: The Media-Historical Moment

3.1  The Historicity of ‘Future’

“[I]n or about December, 1910,” Virginia Woolf famously remarked in her essay 

“Mr. Bennett and Mrs. Brown” of 1924, “human character changed.” (320) 

Although some of the typically apodictic attitude is taken back by her cavalier 

continuation – “I am not saying that one went out, as one might into a garden, 

and there saw that a rose had flowered, or that a hen had laid an egg. The change 

was not sudden and definite like that. But a change there was, nevertheless; and, 

since one must be arbitrary, let us date it about the year 1910.” (320) –, it still 

seems it is far easier to make such sweeping claims (a “disputable” assertion, 

she calls it herself) than to substantiate them, especially if, as in the case of Vir-

ginia Woolf, one can never be entirely certain whether her necessarily “arbitrary” 

dating was motivated by the London Post-Impressionist exhibition which opened 

in November 1910, or rather, as is suggested by the remainder of her paragraph, 

by the more disturbing fact that about that time, 14 years ago, her servants began 

to become irritatingly uppity. 

But the really interesting aspect of her assertion, it seems to me, is less the 

capriciously exact dating of the change or the casual lack of precision of the 

term “human character”, but the choice of that term over the expected ‘human 

nature’. It is true that Woolf’s essay is basically about “character-creating” 

(Arnold Bennett’s phrase, as quoted by Woolf 319) in fiction and about why what 

was (barely) good enough for Edwardian novelists just would not do for practi-

tioners of the craft after 1910 – that alone justifies the choice of ‘character’ over 

‘nature’. But when Woolf says, “Mrs. Brown [the ‘imaginary’ real-life person that 

older novelists are allegedly never quite interested in] is eternal, Mrs. Brown is 

human nature” (330), then we begin to sense the crucial difference between the 

two terms: obviously less essentialist than ‘human nature’ (which is often imag-

ined to be a-historical and never-changing), ‘human character’ seems to suggest 

a certain leeway, some space for change, and a spread of variation. It is a concept 

that, however fuzzy its definition, allows for development and for history and, 

what is more, it is a concept that – since we also know of de-historicized concep-

tualizations of ‘character(s)’ (for example, Theophrast’s Characters, though not 

La Bruyère’s continuation Les caractères de Théophraste) – even hints at its own 

historicity: ideas of ‘human character’, just like human character itself (whatever 

it may be), have a history, Woolf implies, they are not stable and unchanging.

Curiously enough, as with ‘character’, so with ‘time’. For, even if we leave 

aside binary concepts as, e.g. Henri Bergson’s measurable ‘fragmented time’ vs. 
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la durée, or geological (or ‘deep’) time vs. historical time, or quotidian common 

clock-time vs. Einstein’s Eigenzeit of physical systems moving at hugely different 

speeds (which really only makes sense within the framework of his theory of rela-

tivity and lies outside the realm of direct human experience; which is why Helga 

Nowotny’s use of the term in her much praised study is a non-literal, metaphori-

cal transposition of a scientific term into the sphere of the social, where Einstein’s 

precise use evaporates), we are still left with historically fundamentally differ-

ent conceptualizations of how time behaves – and these fundamentally differ-

ent conceptualizations almost determine how the future is imagined to behave. 

Humankind’s ideas of the future are historical, and the term ‘future’ only makes 

sense if it is historicized.

In spite of that, it seems to be agreed that the two most basic and widespread 

conceptualizations of time (no matter in which period and historical guise they 

come) are that it is either seen as linear or cyclical – and both approaches can 

point to examples from nature as we understand it, because there seem to be 

both cyclical and linear processes, recurrences and trajectories of no return. What 

these two conceptualizations have in common, however, is that they imagine time 

as ‘movement in space’, or, more generally, any kind of Zustandsänderung, any 

change in the state of things. No matter whether time’s arrow flies in a straight 

line or returns like a boomerang, our default position as humans seems to be to 

invariably define one of Kant’s Anschauungsformen in terms of the other: time 

and space cannot be derived from experience – rather, they are the inevitable 

preconditions of experience. And since that is so, it comes as no surprise that 

we tend to think of time in terms of space (though interestingly enough we find 

it hard to think of space in terms of time – this most fundamental relationship 

is patently slanted and asymmetrical; cf. Bode, Labbe “Introduction” and Bode 

“Theorietheorie”).

If spatiality is what conceptualizations of time have in common, their dif-

ferences are equally obvious: linearity implies difference, a cyclical form implies 

sameness and recurrence. Just like linearity can be either progressive or degenera-

tive, so cyclicality can be seen as either consoling or depressing. But regardless 

of what these evaluations are, the difference between these two models is the dif-

ference in their ideas of what is to come, the difference in their ideas of ‘future’. In 

the first case, the future will be different from the now (no matter whether better 

or worse), in the second, it will be the same, sooner or later, but more likely so if 

you take the long view. That is, cyclical models of time have no qualitative idea of 

the future as different, as realized changes, as Δ, but rely instead on the quanti-

tative idea only of ‘later than X’ (with X being now), and of a period of time that 

has lapsed without making much of a difference. More of the same, only later, 

whereas linearity implies ‘later and different’, or, more precisely, ‘later because 
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different’, since time is measured in changes in space that add up to a significant 

difference. 

As Mircea Eliade has shown with an overwhelming richness of material, the 

myth of eternal return (Mythos der ewigen Wiederkunft or Wiederkehr) is ubiqui-

tous and pervades all cultures of all ages, long before Friedrich Nietzsche discov-

ered this belief in eternal cyclicality as the panacea for doomed mankind in his 

pessimistic Also sprach Zarathustra. On the other hand, the myth most formative 

for Western civilization is a myth based on linearity: Christianity’s belief in the 

creation, fall, and redemption of mankind bespeaks linear thinking, although the 

exegetic linking of the New and Old Testaments (e.g. reading Joseph’s rescue from 

the pit as a prefiguration of Christ’s ascension) indicates vestiges of a ‘return’ 

or ‘repetition’ model, though again the overall pattern of Heilsgeschichte, espe-

cially in its Puritan reading of the ‘fortunate fall’, suggests, of course, a dialectical 

process and progress: after salvation, we do not return to the same level that we 

set out on. We’ve been upgraded.

The dialectical process, however, is not a fair and equal mix of the linear and 

the cyclical, just as the spiral isn’t. Giambattista Vico’s philosophy of history and 

of the evolution of mankind is a good case in point. As it complements corso with 

ricorso, it seems to be downright cyclical at first, bending the process of history 

back upon itself and thereby exhibiting a great charm for conservatives; but it 

leaves circular thinking behind as soon as it becomes obvious that the second 

run (ricorso) through the three ages of mankind (the divine, the heroic, and the 

human) is only the latter part of the Menschwerdung der Menschheit, the ascent 

of man, just like the substitution of the divine by the heroic, and of the heroic by 

the human, were not like so many stages in a fall from a golden age, but, quite 

the contrary, stages in an evolution – the historical evolution of mankind – that 

exactly knows no return (cf. in general Peter Burke’s classic introduction to Vico). 

Mankind moves decidedly not in “vicous cicles”, as James Joyce, alluding to Vico 

in Finnegans Wake, would have it (cf. Burke 7). Rather, if you cross the linear 

with the cyclical, you get a spiral, but in that spiral it is the difference element of 

the linear that is preserved and becomes dominant, not the defining trait of pure 

cyclicality, viz. recurrence. Small wonder Karl Marx loved Vico’s Scienza Nuova, 

though a Romantic confrontation should remind us of the fact that the mere form 

of such a conception of time allows, of course, for different fillings: Thomas Love 

Peacock’s mock-serious The Four Ages of Poetry suggests that twice mankind had 

to run through a cycle of ages at whose end stood the rationalization of all human 

activity and the end of poetry and the imagination – an idea that so infuriated 

P.B. Shelley that he, in turn, wrote his Defence of Poetry, claiming that, quite the 

contrary, mankind’s only salvation in this utilitarian age lay in giving it more of 
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“the poetry of life” (530) and that, dialectically, the darkest hour is just before the 

dawn.

But if what Christianity, Vico, Peacock, Shelley, and Marx have in common is 

their idea of a future that is qualitatively different, and not just more of the same, 

when exactly does the historical differentiation enter that was promised earlier 

on, indeed claimed to be inevitable? Thus far, we haven’t seen much of a histori-

cized concept of ‘future’, but rather a seemingly timeless dichotomous opposition 

between linear and cyclical (true, crossed by two kinds of evaluation, which gives 

you a matrix of four, but still, that classification is systematical, not historical). 

In “From the Future to the Extended Present” – the core chapter of Time: 

The Modern and Postmodern Experience, which is the English translation of her 

original German Eigenzeit – Helga Nowotny, largely following Hans Blumen-

berg’s Lebenszeit und Weltzeit, treats of “[t]he disappearance of the future and 

the extension of the present taking its place” (11), which she links to Reinhart 

Koselleck’s ‘Verzeitlichung der Geschichte’ and the acceleration of time¹ as expe-

rienced in the 18th century, but also to Blumenberg’s insight that, in my words, 

the expansion of world accentuates the discrepancy between all there is and the 

time I have to experience it (so that the ratio of what I can appropriate out of all 

there is is constantly diminishing). The future draws closer to the present (an 

idea that I, for one, find particularly difficult to understand, since the future is 

always already, one should think, as close to the present as can be and, in fact, 

constantly morphing into the present); and the future, instead of being a space of 

possibility and opportunity, shrinks to a mere “extended present”, which absorbs 

part of what was, for a time at least, believed to be the prerogative of the future: to 

contain progress, but now in the limiting sense of the word. Nowotny even speaks 

of “the abolition of the category of the future” (53), which, as a critique of instru-

mental Enlightenment (in the sense of Max Horkheimer and Theodor W. Adorno) 

1 An unfortunate coinage in the first place, since it supports the illusion that, like in instances 

described and explained by the theory of relativity, time can actually accelerate or slow down in 

the human and historical sphere as well, which it can’t. Just like people who say that tempera-

tures are ‘hot’ or ‘cold’ (rather than ‘high’ or ‘low’), it is a confusion of the measuring unit with 

the thing that is measured: processes can accelerate or slow down – time, in our human sphere, 

doesn’t. And even the more accurate observation, made by Koselleck, that from the 18th century 

on everything seems to be happening so much faster, so that the individual is attacked by events, 

as it were, from behind, is the view of somebody who sits with his/her back to the engine – entge-

gen der Fahrtrichtung: itself indicative of a feeling of loss of control, it has undoubtedly its objec-

tive material basis in the experience of life in our society. For it is exactly the negation of agency 

that lets the cone of possibility shrink to the dictate of determined linearity, that folds space into 

line and that, for the disadvantaged, makes future only erfahrbar as soon as it is no longer future, 

but has become solidified into event.
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seems acceptable, though in a society as future-obsessed as ours, it also smacks 

of the deliberately counter-intuitive. Now, for Nowotny, this “disappearance of 

the future” coincides with a new merger of the linear and cyclical conceptions 

of time: “The extended present, which can no longer be conceived in a linearly 

open, continual future, must therefore necessarily re-evaluate and absorb the 

body of cyclical time.” (54) But, absolutely contrary to the examples of crossings 

of linear and cyclical conceptions of time given above, this new mix here, or so 

says Nowotny, lacks everything that used to define the spiral model (of progress 

or decline, as you will have it): it curiously and sadly lacks what is defining of 

linear conceptualizations of time and what is usually preserved in cross-breeds of 

the Christian and Vico kind: oddly enough, this concept of time has no qualitative 

idea of ‘future’ as a space of difference.

I believe a different kind of historicization of ‘time’ and ‘future’ is possible, 

because, stuck with the old dichotomy of linear vs. cyclical and a dialectics 

between them that, according to Nowotny, has come to a halt (with the resulting 

elimination of the future, even as a category), we miss out on a third conceptual-

ization of time that began to bud in the 17th century and bloomed and blossomed 

at the turn of the 18th century: in addition to (uni-)linear time and cyclical time, 

we begin to see in that period the first stirrings of the idea that time may be multi-

linear, producing a space of possibilities or a cone of possible consequences of the 

present moment. This new idea of time first shows in a consequent, fundamental 

re-conceptualization of ‘future’ – if you will, you see the smoke of that reconcep-

tualization before you hear the shot: a new understanding, a new definition of 

‘future’ redefines ‘time’. There isn’t just linear and cyclical – there is also multiple. 

There are futures, in the plural. 

And when did it all begin? Helga Nowotny implies it all began when, “[a]t 

the turn of the twelfth to the thirteenth century”, (quoting Adolf Holl) “people in 

some European cities […] wanted to know the time.” (16) As LeGoff put it, God’s 

time gave way to the time of the traders and, continues Nowotny, to the idea that 

the future is “open to the human creative capacity.” (11) 

Our story does not begin so early, and, in the spirit of our project, it doesn’t 

have just one starting point, but many: there are a number of phenomena from 

different fields of human activity that, if seen as related, form a conspicuous 

cluster around 1700, or, more precisely, between 1660 and 1720.² We are, I am sug-

2 In spite of his opening remark that a new idea of the future emerged in the 17th and 18th cen-

turies (9), Hölscher later (47ff.) surprisingly identifies the period between 1770 and 1830 as that 

of the ‘discovery of future’. And although Hölscher also speaks of future as a Zeitraum, this has 

nothing to do with the cone-like concept of the future as a space of possibilities that NAFU uses 

to define the multiplicity of future against the linearity of the past.
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gesting, not looking at mono-genesis, but at poly-genesis – we’re looking at the 

emergence of a new idea of the future as open and multiple, an idea that manifests 

itself in many different forms, which, however, can be regarded as instances of 

one and the same sea-change, of one and the same change of paradigm. These 

phenomena (whose list could easily be extended) are

• the invention of the probability calculus and the development of probability 

theory;

• modern-style insurances;

• projects, investments, the stock market;

• the re-definition of truth in the Enlightenment project of the London coffee-

houses (a.k.a. the Urszene of the ‘public sphere’ of middle-class society);

• the rise of the modern realist novel.

Bullet points 1 through 3 have been interpreted as attempts to subject and control 

the future, and it would be foolish to deny that this aspect accrues to them. But 

curiously enough, the very attempt to subject and control the future does, at this 

point in time, not necessarily presuppose the notion that the future is not deter-

mined, not predestined, that we have a say in it, that the future crucially depends 

on how we act now. Because for a considerable period of time this new notion is 

still being dominated by persistent ideas of determinism, be it natural or divine – 

which, dialectically, was a good thing, because these persistent ideas then served 

as a basis for attempts to discover the hidden ‘laws’ that rule what will ‘most 

probably’ follow from a given situation.³ In other words: the idea that the future 

is open and multiple could, for a time, still be eclipsed by the notion, usually 

coming with a lot of ideological baggage, that nothing completely random could 

happen in this universe. But the beginnings of the notion that the future is open 

3 Franklin (284) mentions an interesting phase in the Puritans’ evolving stance towards deter-

minism, Predestination, and drawing lots: “The random processes involved in drawing lots were 

the subject of a substantial debate in moderate Puritanism around 1600. The extreme Puritans 

had condemned games of pure chance on the grounds that the outcome of a cast is a special 

determination of God and, though usable for serious matters like choosing magistrates by lot, 

was not to be taken in vain for casual gaming. Against this, Thomas Gataker in his Of the Nature 

and Use of Lots, of 1619, argues that the outcomes are natural, not providential: ‘[…] Neither can 

any man say certainly that there is ordinarily any special hand of God, in the shuffling and sort-

ing of [scrolls or tickets], crossing the course of nature, or the natural motion of the creature, 

and so causing those to lie higher and so nearer at hand, that would otherwise have lien lower, 

and those to lie lower and so further from hand that would otherwise have lien higher.’” In other 

words: since God is not concerned with these individual drawings, one doesn’t trouble him if one 

does them for not so serious purposes. And if the outcomes are simply determined by “the course 

of nature”, then it’s interesting to find out what the probabilities of nature’s course are.
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and multiple can be traced even and especially in the first attempts to subject 

it to reason, to govern it through the knowledge of its laws. One could therefore 

say that in these early reconceptualizations of ‘future’ it is imagined as open and 

multiple, yet not totally random. Any present situation is seen as one that allows 

for more than just one continuation. It is, if you will, understood as a node. And 

how the present situation will continue depends upon an interplay of objective 

conditions and probabilities on the one hand and of human agency and insight 

on the other – in other words: it depends, up to a point, upon us, possibly on me. 

When I step in, with my knowledge of objective probabilities and with my capac-

ity to act upon my knowledge, it’s a game changer and the whole story morphs 

into a Future Narrative, because there is no longer just one future waiting for me, 

like the next, predictable stop on a line. We’re no longer talking uni-linear con-

tinuations. We’re talking space of possibilities. 

The following five sections, corresponding to the five bullet points given 

above, will be about these early stirrings and manifestations of a new idea of 

the future, the final section will sketch why it took so long for Future Narratives 

to materialize, why, if all the ingredients were at hand around 1700, the point of 

take-off for this new corpus of meaning-enabling, node-based structures lies in 

the last third of the 20th century and not, as one would expect, 270 years earlier. 

Evidently, not all the ingredients were at hand around 1700, and the title of this 

concluding part 3 already points to the missing catalyst: it was, in all likelihood, 

for media-historical reasons.

3.2  The Probability Calculus

The modern concept of probability emerged between 1660 and 1720. In contra-

distinction to previous ideas of probability, it is a mathematical concept. And it 

is pertinent – not only, but especially so in connection with the emergence of 

new ideas about the future and the rise of Future Narratives – that probability 

theory originates in thinking about games of chance, or gambling. In fact, all 

three points – that exact window of time; a mathematical approach to probabil-

ity; and gambling as the point of entry – and the interrelatedness of these three 

points are essential for an understanding of the radical novelty of the modern 

conceptualization of uncertainty and chance and the concomitant reconceptual-

ization of ‘future’.

Every history of probability theory gives you the same familiar portrait gallery: 

from the breakthrough in the correspondence of Pascal and Fermat in the 1650s 

through Christiaan Huygens, Jakob (Jacques/James/Jacob) Bernoulli and Pierre 

Rémond de Montmort to Abraham de Moivre’s Doctrine of Chances (1718). Within 
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those roughly 60 years, we observe the forging of isolated and fragmented obser-

vations and insights regarding chance and probability into “a coherent theory of 

probability” (Hald 4) – within six decades it is done.

The classic study of this development is, of course, Ian Hacking’s The Emer-

gence of Probability: A Philosophical Study of Early Ideas About Probability Induc-

tion and Statistical Inference (1975), a study that claims, or so the blurb to the 

second edition of 2006 says, that before the mid-seventeenth century there was 

no real concept of probability in Europe and then proceeds to investigate possible 

reasons for its sudden emergence: 

A philosophical history must not only record what happened around 1660, but must also 

speculate on how such a fundamental concept as probability could emerge so suddenly. 

[…] We should […] try to find out how probability became possible at all. We do not ask how 

some concept of probability became possible. Rather we need to understand a quite specific 

event that occurred around 1660: the emergence of our concept of probability. (1, 9)

Only in 1660 and soon afterwards did many previously unrelated or non-existent ideas 

hang together as if they were one – and as they have remained. Probability, as we know it, 

emerged then, and not before. (XXIII)

The point bears repetition because the reception of Hacking’s trailblazing work 

has not been uncontroversial: unlike James Franklin’s magisterial The Science of 

Conjecture: Evidence and Probability before Pascal (2001), Hacking’s The Emer-

gence of Probability is not a survey of every kind of evidential or probabilistic 

reasoning (legal, medical, moral, commercial, etc.) before Pascal, both inside 

and outside Europe, but, quite the contrary, a historically specific anatomy of a 

concrete and deep-running paradigm shift (although it seems to me that Hacking 

in his new 2006 introduction unnecessarily foregrounds his Foucauldian cre-

dentials). When Hacking asks provocatively, “Where was the dog that did not 

bark? Where was probability before 1640?” (XV), his point is not that there wasn’t 

the word or some idea(s) associated with it (cf. his chapter 3, “Opinions”) – it is 

rather that after 1650 we can observe an intellectual change, a new episteme, or 

as Hacking prefers to phrase it, quoting Herbert Butterfield, “[Europeans] put on 

a different kind of thinking cap” (XVI), before he puts this paradigm shift into a 

larger context:

No one doubts that something important happened to probability around 1650, just as 

to ever so many other cardinal ideas. I urge the stronger thesis that there was a coming 

into being, all at once, of a certain organization of concepts, which persisted. The tensions 

in that new system of thought arose in part from a submerged residue of the preceding 

arrangements with which there was a radical break.
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I too presented a before-and-after picture. Before 1650 or so, there was virtually none of our 

present web of probability ideas. Then of a sudden:

•  Nations began to raise income by selling annuities, which demanded, but did not always 

receive, actuarial competence.

•  People of power and influence attended to the statistics of births and deaths derived 

from data that had long been available, but never used.

•  The mathematics of gaming appeared as a topic in its own right.

•  There arose a new model for assessing evidence in legal disputes.

•  The reliability of testimony was calculated, the possibility of miracles having happened 

in the past, as reported, was measured.

•  There were new proofs of divine benevolence. Bizarre to our eyes – except that the 

authors showed that they well understood how to test statistical hypotheses from the 

word go, a conception that had never existed in human thought before. (XVI, emphases 

added)

And at the core of this decidedly post-Renaissance discourse (cf. Hacking 17)⁴ 

on probability is the new mathematical treatment of games of chance. Often one 

has the feeling that Hacking and his detractors (to Franklin one would have to 

add, most prominently, Garber and Zabell and, with some qualifications, Lor-

raine Daston) are talking at cross-purposes, because even Franklin admits that 

“[gambling] proved to be the first part of probability to be mathematized” (289) 

and that counting and numerical quantification of probabilities were introduced 

in the 1650s, not before (326, 327). There is simply no denying that, from the point 

of view of the history of Mathematics, the link between probability theory and 

games of chance is a solid and secure one (cf. for example, Hald 4). It is a histori-

cal fact. 

Therefore, from the point of view of a cultural history of newly emerging 

concepts of ‘future’, the question is not, ‘How long did, say, judicial concepts 

of probability prevail in the eighteenth century?’ – ‘probability’ meaning here, 

for example, ‘How credible is a witness’s report of an event that has taken place 

or is supposed to have taken place’, which is, after all, a retrospective kind of 

‘probability’ that answers to the question, ‘Do I or do I not believe that this has 

occurred in this way?’ In the same sense, John Locke’s chapter “Of Probability” 

in his Essay Concerning Human Understanding, which defines mere probability as 

the opposite of knowledge that is certain, “lay squarely within the premathemati-

cal tradition of probability” (Daston, Probability 45, emphasis added).⁵

4 For reasons of simplicity, all page references preceded by ‘Hacking’ are to The Emergence of 

Probability; there are no quotes from Hacking’s The Taming of Chance.

5 Although Hacking’s study sports Lorraine Daston’s excessive praise on its blurb – “There are 

books that can change your life, and this is one of them.” –, she is consistently critical of his fore-

grounding of mathematical probability, insisting throughout her own work that, on the contrary, 

“more than any other single factor, legal doctrines molded the conceptual and practical orien-
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Rather, the decisive question is, What exactly is it about games and in par-

ticular about games of chance – otherwise known as gambling – that makes 

them such objects of interest to philosophers and mathematicians? It is, in short, 

exactly what they have in common with Future Narratives: it is their systematic 

production of ludic nodal situations.

When you are engaged in a game of chance, you do not know what will happen 

next. That is the thrill of it – and it is a good thing that the situation is framed as 

‘inside a game’, because that rules out some (though not all) undesirable real-life 

consequences of ‘what happens next’. The present situation has more than one 

continuation and you do not know which of them will materialize – but in some 

games it would improve your chances to win if you knew whether all continua-

tions were equally likely or some more probable than others.

Take the very simple example of a bet on how many heads a tossing of two 

coins will yield. One might think that because there are three possible outcomes – 

no head, one head, two heads – the chances of each must be 1 in 3. Not so. If you 

look at all possible outcomes of one tossing of two coins, you find there is one 

combination that gives you no heads (tail, tail), one that gives you two heads 

(head, head, of course), but there are two out of four possible combinations that 

give you one head (head, tail and tail, head). So the chances of a tossing yielding 

one head are not 1 in 3, but 1 in 2. You can bet on that.

This, however, presupposes that you think of outcomes in terms of ‘numbers 

of ways’ to get there. In other words: you think in terms of combinations and 

sequences, rather than in terms of abstract events (no head, one head, two heads). 

This again means that you imagine the future as a “space of possibilities” (cf. 

chapter 3, “Finding Your Way through a Space of Possibilities” in Mlodinow) that 

has room for different paths to arrive at various outcomes, which, other things 

being equal, increases the likelihood of outcomes that have a higher number of 

paths leading to them, or as Galileo Galilei indicated in his “Thoughts about Dice 

Games” (1583): “The chances of an event depend on the number of ways in which it 

can occur.” (quoted in Mlodinow 63)

tation of the classical theory of probability at the levels of application, specific concepts, and 

general interpretation.” (Probability 6, emphasis added) Or even more pointedly: “The calculus 

of probabilities was just that: a calculus applied to extant legal approaches to partial certainty.” 

(47) Or: “But the fact remains that throughout the eighteenth century, mathematical probability 

was less a theory than a set of applications, and these applications often betrayed their legal 

pedigree in both problem and approach.” It seems to me that this astonishing claim, which can 

only raise eyebrows in mathematical circles, is partly due to the polysemy of ‘probability’ – the 

probability of a witness’s report being true is not the probability of an outcome in a game of 

chance –, partly to a confusion of principle and example (see below).
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But the path for this insight had been paved by Gerolamo Cardano (1501–

1576), who, somewhat unfairly, has been curtly dismissed from Hacking’s The 

Emergence of Probability (cf. 55, 56). It is true that Cardano, in addition to being 

a leading Mathematician and physician of his time (he was chair of Medicine at 

Pavia university), was also an astrologer, an eccentric, a heretic (who suffered 

badly at the hands of the Roman Inquisition) and somebody who had perfected 

the art of predicting a person’s fate from their facial warts. But it is also true that 

Cardano, an inveterate gambler himself, made two of the most important con-

tributions to probability theory before Pascal and Fermat. The first is what we 

have just encountered in the coin-tossing example, viz. the idea of, in modern 

parlance, a sample space of possible outcomes, the staking out of which gives a 

solid basis for your calculation of probabilities.

Leonard Mlodinow gives an elucidation of the concept as presented in chapter 

14, “On Combined Points”, of Cardano’s Book on Games of Change (orginal: De 

Ludo Aleae), which treats card games, dice, backgammon and the throwing of 

astragali (i.e. the knucklebones of sheep or other animals, cf. Franklin 290):

The term sample space refers to the idea that the possible outcomes of a random process can 

be thought of as the points in a space. In simple cases the space might consist of just a few 

points, but in more complex situations, it can be a continuum, just like the space we live in. 

Cardano didn’t call it a space, however, the notion that a set of numbers could form a space 

was a century off, awaiting the genius of Descartes, his invention of coordinates, and his 

unification of algebra and geometry.

In modern language, Cardano’s rule reads like this: Suppose a random process has many 

equally likely outcomes, some favorable (that is, winning), some unfavorable (losing). Then 

the probability of obtaining a favorable outcome is equal to the proportion of outcomes that 

are favorable. The set of all possible outcomes is called the sample space. (50)

Even if Cardano did not use the word ‘space’ explicitly, to think of outcomes in 

terms of points that can be reached by a number of paths already presupposes a 

spatial idea of the future as a cone of possibilities that emanates from any present 

situation and is defined by all possible continuations from that node.

De Ludo Aleae, written in the 1520s and probably reworked some time in 

the 1560s (cf. Franklin 298, Hald 36–41), remained unpublished until 1663, but 

Cardano’s second contribution to probability theory was published during his 

lifetime and it is mentioned here because it provides another instance of how, 

in an attempt to calculate the probability of different continuations, the future 

is conceptualized as a space of possibilities that contains various paths that, in 

turn, lead to different or to the same outcomes. Probability theory presupposes 

the present situation as a node and tries to assess the respective probability of 
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all possible continuations. It presupposes the future as sample space or Ereignis-

raum – which is definitely not as a uni-linear continuation of the present (which 

would not be a space, but a line; cf. also Franklin 298–300).

The problem of the ‘interrupted game’ is an old one (cf. Franklin 291–296, 

who cites medieval manuscripts) and one of the few instances in which a legal 

matter can only be resolved justly through mathematical calculus⁶ – a problem 

eventually solved by Pascal and Fermat in 1654 (cf. Hald 35–36, 54–63, Franklin 

306–313) –, but Cardano in his Practica Arithmetica of 1539 (!) was the first to 

steer in the right direction, even if he failed to come up with the correct formula, 

or division rule. The problem is this: suppose a game of chance between two or 

more players were interrupted prematurely, what would be a fair division of the 

stakes between them, provided they had no chance ever to resume the game at 

this point? Evidently, any fair or just division of the stakes would depend on the 

probability of each player’s winning the game if it were continued until the end. 

Now, the originality of Cardano’s approach consists in his realization that who is 

likely to win does not so much depend on what has happened so far as on what 

has to happen so that one of the two can win. One might argue that this is just 

another way of putting it, but it isn’t. 

Before Cardano, Fra Luca Pacioli’s rule said that “the stakes should be 

divided proportionally to the gains already made.” (Franklin 296) Cardano rejects 

this: imagine a game in which one needs 19 points to win. Player A has gained 2 

points, player B none when the game is interrupted. According to Pacioli, all the 

stakes should go to A. Grossly unfair, says Cardano, “considering how far it is 

from the end of the game.” (Franklin 298)

The point, obviously, is not how you got there (Past Narrative), but what your 

relative chances are for a speedy and successful ending of the game (Future Nar-

rative). The point is not what has happened so far, but the likelihood of what has 

to happen so that you win. In a way, Cardano turns his back on Past Narratives 

and entitlements derived from them. Instead, he faces the future space of pos-

sibilities, upon the likelihood of which certain justified expectations and claims 

can be based (we’ll encounter that idea again when we turn to the invention of 

the stock exchange). Cardano’s move is a defining moment in the history of prob-

6 When Daston characteristically claims that “[t]he first two generations of mathematical proba-

bilists – Blaise Pascal, Pierre Fermat, Christiaan Huygens, Johann de Witt, Nicholas and Jakob 

Bernoulli – solved problems framed within the context of aleatory contracts” (in Krüger, Daston, 

Heidelberger 240), systematically ignoring the Maths-gambling nexus, she reminds me of some-

one who argued that arithmetic was basically a subdivision of agriculture, for it dealt with prob-

lems like: if you have seven eggs and take away three, how many have you left? Games of chance 

are examples of mathematical probability. If you frame a mathematical problem in the form of an 

aleatory contract, that doesn’t mean your prime interest is in the law.
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ability theory because he reconceptualizes ‘future’ as an unknown, though cal-

culable quantity of paths and outcomes. In Cardano, the future becomes a space 

that, up to a point, can be subjected to calculation – which means that it can 

be controlled (again: up to a point) and colonized: because it is exactly that – a 

space of possibilities, ready to be exploited.

For the purposes of this brief sketch, we can bypass Christiaan Huygens’ De 

Ratiocioniis Ludo Aleae (1657), or Calculating in Games of Chance, although it is 

the first published work of mathematical probability theory (the Pascal-Fermat 

correspondence then being still unpublished), with its intriguing three theorems 

and eleven problems, making up Huygens’ 14 so-called ‘propositions’ (cf. Hald 

65–78), which were extensively and productively discussed by the next genera-

tion of probability theorists. Nor do we have to go into La logique ou l’art de penser 

(1662) of the authors of Port Royal – the first book to actually use the word ‘prob-

ability’ to denote something measurable (cf. Hacking 73) – or Pierre Rémond de 

Montmort’s Essay d’analyse sur les jeux de hazard (first 1708, with a significantly 

enlarged edition in 1713) – in Anders Hald’s opinion “the first published compre-

hensive text on probability theory, […] a considerable advance compared with the 

treatises of Huygens (1657) and Pascal (1665) [= Traité du triangle arithmétique].” 

(290) 

Nor is it necessary, it seems, to here delve deeply into the debate about objec-

tive and subjective probabilities: the former designate “properties of chance 

setups and chance events”, the latter “are used for measuring the degree of 

belief in a statement or a proposition about things or events; they thus refer to 

our imperfect knowledge or our judgment and not directly to the things or events 

about which these statements are made.” (Hald 245) Small wonder that, although 

Jakob Bernoulli is responsible for the clear distinction, mathematicians (except 

maybe Bayesians and followers of Bruno de Finetti – cf. Hacking 146–147; see, 

however, Daston, Probability 188–225) have little use for the latter, though econo-

mists, psychologists, and experts in political science have. As Ian Hacking put it, 

“One is directed at facts, at the relative frequency with which different types of 

events occur. […] The other is directed at the degree to which you are confident 

of something you are not sure about” (XIV) – a duality that in the early stages of 

probability theory was not always kept apart, a trend undoubtedly helped by the 

fact that the word ‘probability’, not only before La logique, was then confusingly 

still largely used for the latter, not for the former (cf. Hald 246).

Jakob Bernoulli, however, is absolutely essential in our context because of 

another distinction he clarified, viz. that between a priori and a posteriori prob-

abilities – it is a distinction vital to the dichotomy of risk-seeking v. risk-averting 

activities, or, to put it metonymically, games of chance on the one hand and the 

security-craze that feeds and drives insurance businesses, among other things.
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Jakob Bernoulli (1654–1705) was arguably the greatest mathematician in a 

family not exactly short of mathematical genius: there were his brothers Johann 

(Jean, John) and Nikolaus (Nicolas, Nicholas), plus a father and a grandson (of 

Nikolaus) of the same name, not to forget Daniel Bernoulli (he of the St. Petersburg 

paradox), son of Johann and thus Jakob’s nephew. Jakob Bernoulli’s main work, 

Ars Conjectandi, was eventually published in 1713, eight years after his death. 

Before de Moivre’s Doctrine of Chances (1718; cf. Hald 397ff.), it is the pinnacle of 

early eighteenth-century probability theory, so much so that even today Bernoul-

li’s name outshines all others and Hacking can say authoritatively (though others 

would contest the assessment), “The story of the emergence of probability theory 

comes to an end with the publication of Ars Conjectandi in 1713.” (166) “It was”, 

consents Lorraine Daston, “the most important mathematical work on probabil-

ity until Laplace’s treatise on the subject a century later.” (Probability, 34)

Bernoulli’s reasoning for probability a posteriori goes like this: if you have a 

jar filled with 3,000 white pebbles and 2,000 black pebbles, then you can calcu-

late that the probability of blindly drawing a white pebble from the opaque jar is 

3 to 2. But what if you do not know the exact ratio of white to black pebbles? How 

many drawings from the jar would it take (please do not forget to return each 

pebble to the jar after having noted its colour) to establish the ratio of pebbles 

within a margin of 2%?

His calculation shows that 25,550 trials would suffice to reach that ‘moral’ 

or practical certainty which allows you to say a posteriori that the ratio is indeed 

3 to 2 just as if you had known this ratio a priori (cf. Bernstein 116–124). (Please 

note that this is more than 20,000 trials more than if you had simply taken out 

the pebbles and counted them without returning them to the jar. The point is that 

this isn’t ‘really’ about pebbles and jars – it is about unknown ratios in general.) 

Now, that is an incredibly high number of trials for something that can never 

amount to absolute certitude – rightly is it therefore called Bernoulli’s ‘law of 

large numbers’, though its exact meaning is often missed: it is true that Bernoulli 

states that “the relative frequency of an event will be nearer the truth if based on 

many rather than on few observations” (Hald 225): “[T]he more observations that 

are taken, the less the danger will be of deviating from the truth” (quoted in Hald 

257). However, this curiously enough does not allow you to make concrete predic-

tions for individual trials (or maybe not so curiously, since also in the case of a 

priori probabilities the chance of tossing a head for each new throw of the coin is 

always 50:50, no matter how often you have already tossed a head):

Jacob Bernoulli’s theorem for calculating probabilities a posteriori is known as the Law of 

Large Numbers. Contrary to the popular view, this law does not provide a method for vali-

dating observed facts, which are only an incomplete representation of the whole truth. Nor 
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does it say that an increasing number of observations will increase the probability that what 

you see is what you get. […]

All the law tells us is that the average of a large number of throws [or drawings, or trials] will 

be more likely than the average of a small number of throws to differ from the true average by 

less than some stated amount. […]

The Law of Large Numbers is not the same thing as the Law of Averages. Mathematics tells 

us that the probability of heads coming up on any individual coin toss is 50% – but the 

outcome of each toss is independent of all the others. It is neither influenced by previous 

tosses nor does it influence future tosses. Consequently, the Law of Large Numbers cannot 

promise that the probability of heads will rise above 50% on any single toss if the first 

hundred, or million, tosses, happen to come up only 40% heads. There is nothing in the 

Law of Large Numbers that promises to bail you out when you are caught in a losing streak. 

(Bernstein 122, 123)

Bernoulli’s calculus is for situations of uncertainty and ignorance. He was the 

first “to investigate how many repetitions are required before we may be confident 

of our estimates.” (Hacking 149) He found safety in large numbers. However, cor-

rectly understood, his law of large numbers never said anything about an identity 

of a priori and a posteriori probabilities, only something about approximations 

that could be regarded as sufficiently reliable (which again is a flexible gauge). 

The good news is that therefore most sceptical objections brought forth, 

most notably by David Hume in A Treatise of Human Nature (1739/40), against the 

inductive method (like: there is never any sufficient number of observations that 

would allow you to make a generalization of the kind of ‘All swans are white.’) 

cannot be levelled against Bernoulli – to repeat, his point is not that the predict-

ability of each new trial is enhanced by the number of trials. It’s only that you get 

a more adequate idea of the whole sample if you try more often (and then you 

might eventually pick the odd black swan).

The bad news, however, is that most situations in everyday life are situations 

that call exactly for an a posteriori assessment of the probability of unknowns, 

not for the relatively easy task of ascertaining the a priori probability of knowns. 

Especially since Bernoulli aimed at “a general theory of rational decision under 

uncertainty” (Daston, Probability 44, emphasis added), his urn model was, as 

Leibniz argued brilliantly, an oversimplification at best: 

What if the mix of balls contained in the urn changed with time? What if the number of 

balls were infinite? What if no determinate ratio existed among the various types of balls? 

Bernoulli rejected the last possibility out of hand: meteorological perturbations and human 

diseases could only appear indeterminate with respect to limited human knowledge – God 

created only determinate entities. (Daston, Probability 238)
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So, Bernoulli’s theorem is not as uplifting as his calculations of a priori prob-

abilities in games of chance, for while it is true that “[w]e owe to Bernoulli the 

important distinction between probabilities which can be calculated a priori 

(deductively, from consideration of symmetry) and those which can be calculated 

only a posteriori (inductively, from relative frequencies)” (Hald 247), we have to 

face the fact that in real life most of the time we do not know beforehand – though 

we would very much like to use our retrospective conjectures to fend off what we 

fear threatens us in the future. Insurances thrive on that: out of the many paths 

that multiple futures hold for us, we should like to insure ourselves against the 

ones that, if not most likely, are felt to be the most disastrous if they happen.

3.3  Insurances

The history of insurances has to be put into the larger context of the history of 

human risk management, as Peter L. Bernstein points out at the very beginning of 

his fundamental study Against the Gods: The Remarkable Story of Risk:

The revolutionary idea that defines the boundary between modern times and the past is the 

mastery of risk: the notion that the future is more than a whim of the gods and that men 

and women are not passive before nature. Until human beings discovered a way across that 

boundary, the future was a mirror of the past or the murky domain of oracles and soothsay-

ers who held a monopoly over knowledge of anticipated events.

This book tells the story of a group of thinkers whose remarkable vision revealed how to 

put the future at the service of the present. By showing the world how to understand risk, 

measure it, and weigh its consequences, they converted risk-taking into one of the prime 

catalysts that drives modern Western society. (1)

But to approach the history of insurances in this way gives also rise to ques-

tions like, “Why is the mastery of risk such a uniquely modern concept? Why did 

humanity wait the many thousands of years leading up to the Renaissance before 

breaking down the barriers that stood in the way of measuring and controlling 

risk?” (Bernstein 11) – questions that ultimately aim at the identification of a 

cluster of sufficient or necessary conditions for the emergence of modern insur-

ances: Why then? Why not earlier or later? Why, to let the cat out of the bag, not in 

the Renaissance properly speaking, but in the 1680s and the following decades? 

For that is exactly the time period we have to look at – the time when ‘future’ was 

redefined and new-style insurances were discovered as a tool to control and colo-

nize it, just like any other space of possibilities:
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One significant area of development in financial services was the provision of insurance, 

marking not only a business opportunity but an important wider change in attitudes 

towards risks – that they could be calculated and hedged rather than left merely to chance 

or Providence. Much of this development was in fire insurance, some in marine insurance, 

relatively little in life insurance (though about sixty life insurance societies were founded 

1696–1720). (Hoppit 332–333)

As early as in the 13th and 14th centuries, German and Dutch cities sold life and 

perpetual annuities as a means to raise money (cf. Franklin 269ff., Hald 118). But 

the underlying maths – or rather the maths upon which annuities should have 

been based (a calculus of mortality rates and rates of interest) – wasn’t taken into 

account, just like proto-insurance-like contracts (e.g. ‘aleatory contracts’) were 

not based upon what, in modern times, was recognized as the most basic of insur-

ance calculations: “The premium of an insurance is simply the expectation of 

loss – the probability of loss multiplied by the size of the loss – plus a margin for 

the seller’s profit.” (Franklin 273) In fact, before the late 17th century “the differ-

ence between betting and insurance was not clearly understood” (Franklin 276) 

and “[t]hough seventeenth-century marine insurance became sophisticated in its 

organization, it did not become more theoretical in its calculation of premiums, 

which remained intuitive bets very responsive to war and rumors of war.” (Frank-

lin 278, emphasis added)

While this makes sense with regard to losses by hard-to-predict disasters 

like shipwreck or war, it makes less sense, in retrospect, with regard to demo-

graphic data that lend themselves more easily to risk calculations once you have 

established their key parameters, like birth rates, death rates, life expectancy, age 

distribution within a population, etc. But just like mercantile Renaissance insur-

ances in the Mediterranean were, as Cornel Zwierlein has shown convincingly (cf. 

50–55), still basically only an accounting trick that testifies to the ‘presentism’ of 

these merchants, opposed to the ‘primacy of the future’ that would later be fore-

grounded by lawyers (cf. Zwierlein 63, 72), so vital statistics would first have to 

be discovered as something upon which calculations could be based in the first 

place, before the idea of calculation-based annuities and life insurances could 

gain ground.

In retrospect, but only in retrospect, it seems all too easy. But before insur-

ances could become what they are today, life and reality first had to be regarded 

as the real-life models for Bernoulli’s jar of pebbles – as something that allowed 

you, after so many trials, to arrive at a posteriori probabilities, upon which, in 

turn, you could base your future calculations.

John Graunt’s Observations Made Upon the Bills of Mortality (1662) is the first 

attempt to statistically analyze the London bills of mortality, which had been 
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published weekly since 1604, but had never been regarded, in combination with 

registered births and christenings, as raw data for the calculation of mortality 

rates (and, later on, for the calculation of life expectancy). Nine years later, Jan 

de Witt bases his calculation of life annuities on vital statistics from the Dutch 

Republic (the original Dutch translates as Value of Life Annuities in Proportion to 

Redeemable Annuities) and calculates for the first time at which rate of interest 

annuities would be profitable to sell – though Anders Hald is probably correct in 

remarking that “[t]oday we are inclined to read de Witt’s report as a mathematical 

paper. It is, however, a prime minister’s attempt to convince the General States 

that the price of annuities should be raised from 14 to 16 years’ purchase.” (130) 

Or maybe both, mathematical paper and political move?

For after all the mathematical apparatus is still impressive, and even if 

pioneers like Graunt (having to rely on deeply flawed data – like: illegitimate 

children were not registered in the parishes; the ages of the deceased were not 

recorded before 1728; neither could the impact of immigration into London be 

factored in, but only guessed at), I say, even if pioneers like Graunt got it wrong 

in so many different ways (e.g., assuming a uniform mortality, cf. Hacking 121), 

what is important is the principle that for the first time mathematics is applied 

to demography and that on the basis of statistically validated ex posteriori prob-

abilities the proper calculation of annuities and life insurances can begin; which 

does, of course, not mean that it is always practised or, if practised, properly 

carried out from that point in time onwards – far from it: Hacking speaks of “the 

disastrous history of annuities in Britain” (113) and Bernstein records the inter-

esting case of Richard Price’s Observations on Reversionary Payments (1771), a 

mathematical actuary treatise based upon statistics from London and Northamp-

tonshire, whose errors, as it were, held two different futures, one for insurances 

and another for the state:

Price’s book contained serious, costly errors, in part because of an inadequate data base 

that omitted the large number of unregistered births. Moreover, he overestimated death 

rates at younger ages and underestimated them at later ages, and his estimates of migration 

into and out of Northampton were flawed. Most serious, he appears to have underestimated 

life expectancies, with the result that the life-insurance premiums were much higher than 

they needed to be. The Equitable Society flourished on this error; the British government, 

using the same tables to determine annuity payments to its pensioners, lost heavily. (131)

The fact that Price – a powerful Unitarian minister, a notoriously radical poli-

tician and a well-known mathematician – was commissioned by the Equitable 

Society to write the book (cf. Mlodinow 109–110) should not make us suspicious: 

honi soit qui mal y pense. 
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It may be true that for a surprisingly long time life insurances in particular 

were associated with gambling or betting (like: an ethically dubious bet on or 

against the early death of the insured person) and that in most of Europe life 

insurances were illegal until the 19th century (cf. Daston, Probability 123, 163; 

Daston in Krüger, Daston, Heidelberger 237ff.). But the association with games 

of chance does not speak against insurances as instances of probability calcu-

lus, but rather, as the history of probability shows, very strongly for it – and in 

England, significantly, life insurances were not only legal at the end of the 17th 

century, they were thriving all through the following centuries.

If Lorraine Daston says “the Equitable [Society’s] phenomenal financial 

success owed as much to the neglect of probability and statistics as to their use” 

(Probability 176), that may be correct because, following Price, they got their 

maths wrong – but at least they tried to apply maths to these matters, even if, by 

modern standards, their insurance maths were crude and faulty (but still delight-

fully profitable for them…). Daston dates the mathematization of insurances only 

in the 19th century (cf. Daston, Probability 163ff; and generally Daston in Krüger, 

Daston, Heidelberger) and therefore much later than other historians of probabil-

ity. But even she does not deny that the “new attitudes toward the control of the 

future” began to be seen in the late 17th century and that there was a “feverish 

London insurance market [in] the mid-eighteenth century.” (Daston in Krüger, 

Daston, Heidelberger 244) The “domestication of risk” (Daston in Krüger, Daston, 

Heidelberger 249ff.) did not begin with the foundation of the Equitable Society in 

1762, and the foundational principle of all modern insurance, viz. to seek security 

in high numbers (both of policy takers and of statistical data upon which calcula-

tions can be based) is one that points unmistakably to the mathematical probabil-

ity of Huygens, Graunt, de Witt, Bernoulli and de Moivre (for de Moivre and insur-

ances, see Hald 398–399), even though, as Hacking shows in his 1990 monograph 

The Taming of Chance, the full-scale probabilisation of thinking admittedly is a 

19th-century phenomenon.

In a more recent study under the title of Der gezähmte Prometheus: Feuer 

und Sicherheit zwischen Früher Neuzeit und Moderne (2011), Cornel Zwierlein 

has clinched the case for the period of 1680–1700 as the epochal watershed that 

indicates an entirely new attitude to the management of risk and to the assess-

ment of future(s) which can indeed be identified as a form of ‘colonization of the 

future’ (an expression that Zwierlein takes from the Danish geographer Torsten 

Hägerstrand, cf. 72, 306).⁷ This “Epochenschwelle” (10) or “Epochenschnitt” or 

“Epochenwechsel” (40) around 1680/1700 is absolutely central to this monumen-

7 Unless stated otherwise, page references in this section are to Zwierlein’s Der gezähmte Pro-

metheus.
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tal and painstakingly researched history of fire insurances, which is as much a 

cultural and economic history as it is a history of modern mentalities, because 

what Zwierlein traces are the early stirrings and first manifestations of a process 

of “securitization” (15) that defines a new normal of security and then proceeds to 

classify catastrophes as unwelcome and irregular interruptions and disturbances 

of that ‘normal order’, against which one should and could secure oneself: 

Im Grundansatz geht es darum, dass die Aufklärungszeit hier, eher verdeckt hinter den 

großen Schlagwörtern der Epoche, eine ‘sichere Normal-Gesellschaft’, ja eine sichere Nor-

mal-Welt als Ideal aber auch als Leitbild der alltäglichen Praxis konstruiert, dessen Aus-

fluss, aber auch Formationselement nicht zuletzt Versicherungen sind. ‘Unsicherheiten’, 

‘Unglücke’, Naturkatastrophen werden als Ausnahme von der Regel dieser sicheren Nor-

malwelt definiert. Erst so fallen sie als Regelungsgegenstand von Politik und Wirtschaft 

auf. (262)

To take the history of fire insurances as a pertinent example of the history of 

human security is, of course, a most fortunate choice for a variety of reasons. 

For one, the fires of great cities bridge the divide of natural v. cultural disasters 

and provide therefore a paradigm for how a society envisages and processes that 

which is not cultural, but natural, though again undeniably made possible by 

society and mediated by its forms of material and semiotic reproduction; then 

it is most interesting to note that the emergence of fire insurances historically 

coincides with the so-called ‘fire gap’, that is, a remarkable discrepancy between 

the incidence of great fires on the one hand and the rise of urban population on 

the other (cf. 74ff.) – the decline of actual fire danger and the relative decline 

of events of damage coincides with a rise in the number of insurance policies 

against that diminishing threat, which alone speaks for a fundamentally altered 

attitude towards (in-)tolerable risks; thirdly, fire insurances happen to be the first 

modern institutions for managing culturally mediated ‘natural’ catastrophes: 

Dass der Umgang mit der Brandgefahr und ihrer Schadensnachsorge aber durchaus eines 

der historisch besten Beispiele ist, um zu dieser allgemeineren Problematik einer Geschichte 

von human security zu gelangen, liegt nicht zuletzt in der Tatsache begründet, dass die 

ersten Institutionen serieller gesellschaftlicher Katastrophen- und damit Unsicherheits-

Beobachtung nun einmal Feuerversicherungen waren und damit die Matrix für spätere 

strukturell vergleichbare Institutionen darstellten. (366)

Therefore:

In allen Bereichen – bei der Visualisierung offenbar mit einem gewissen zeitlichen Vorlauf – 

drängte sich dabei eine Epochenschwelle um 1700 auf. Mit diesem Zeitpunkt beginnt in 

Mitteleuropa schon die Aufspreizung des fire gap, auch wegen der Umstellung auf Schlach-
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ten- statt Infrastrukturzerstörungskriege: Die Konjunktur der Großbrände nimmt nun ab. 

Auch auf den Ebenen von Kultur und Administration erscheint 1680/1700 als eine Epo-

chenschwelle, die offenbar nicht von ungefähr auch mit dem Moment der gleichzeitigen, 

der Form nach unterschiedlichen Entstehung und Einführung von Feuerversicherungen 

in England und Deutschland zusammenfiel. Von der Wahrnehmungsseite her betrachtet, 

scheint dies der Moment zu sein, von dem ab Stadtbrände und Feuerkatastrophen in ekla-

tant zunehmendem Maße als Durchbrechen der Normalität, als Ausnahme von einer Regel 

verbucht wurden. Es wird ein wichtiger Gegenstand der folgenden Kapitel sein, zu zeigen, 

wie sich mit dem Überschreiten dieser Epochenschwelle der Sicherheitsregime im Grunde 

eine Art Wahrnehmungsmodus der Welt etabliert, der überhaupt erst einen Normalfall von 

Sicherheitszustand konstruiert. (198)

Admittedly, though insurances against fire partake in the general trend of the 

quantitative registration of the world,⁸ until the 19th century the probabil-

ity calculus plays a minor role here, compared to life insurances (cf. 43, 305). 

But that is no scandal: the frequency of urban fires is a classic case of Leibniz’ 

jar with a variable, changing ratio of black and white pebbles. Given that, it is 

only natural that fire insurers relied more on experience (Zwierlein 207: “grobe 

Erfahrungswerte[]”), trial and error, and rules of thumb (cf. 305, 363). This more 

Bayesian, flexible approach to probability may even have been more adequate to 

a situa tion in which the relevant data continued to shift and change, so that an 

abstract formula like ‘Risk is the product of the probability of a damage and the 

amount of damages’ would have been quite out of place anyway as long as your 

data didn’t allow you a reliable calculation of exactly that probability of damage 

(though you could be quite sure of the amount of damages).

Zwierlein is extremely compelling in showing why it was in the ‘laborato-

ries’ of London and Hamburg (1681, 1676, respectively) that we first encounter 

modern-style fire insurances (cf. 199–244) and even in speculating why, although 

proto-forms of insurance could be found in the Italian Renaissance, it is only in 

Protestant northern Europe that this new type of insurance is burgeoning (cf. 

244–261, especially 244, 251.)⁹ It is in the case study of London in particular that 

it becomes evident how, against the backdrop of the Great Fire of London in 1666 

and the ensuing housing boom, Nicholas Barbon, a real estate tycoon, using sta-

8 “Es ist weiter auf ein wichtiges Element hinzuweisen, das für die gesamte Praxis und Theo-

rie der ‘sicheren Normalwelt’ unverzichtbar ist, nämlich die zunehmende Erfassung der Welt in 

quantifizierender Form, als Zahlenwerte.” (262)

9 “Betrachtet man die unterschiedlichen, kurz untersuchten Bereiche verschiedener Typen von 

Versicherung, verschiedener europäischer Regionen und die unterschiedlichen Bereiche von 

Theorie und Praxis, so kann man grob schematisieren:

–  bis ins 16. Jahrhundert ist die Prämienversicherung ein fast ausschließlich im mediter-

ranen, ‘katholischen’ Raum gängiges Element des maritimen Handels.
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tistics, “Proto-Probabilistik” (200) and political leverage, founded the first ‘Fire 

Office’ in 1781 as a joint-stock company – owning only three years later that “[t]he 

Insuring of Houses being a New Design, it is impossible to make a certain guess” 

(quoted in Zwierlein 204). Add to this the well-established financial and fiscal 

revolutions of the late 17th century (cf. Zwierlein 219, invoking Peter G.M. Dickson, 

The Financial Revolution in England: A Study in the Development of Public Credit, 

1688–1756, and Douglas C. North, Barry R. Weingast, “Constitutions and Com-

mitment: The Evolution of Institutions Governing Public Choice in Seventeenth-

Century England”, The Journal of Economic History 49 [1989], 803–832), and what 

you get is a singular mix of factors and conditions that favour this innovative 

approach to risk management:

Das Laboratorium der Sicherheits-Innovationskultur ‘London/Barbon’ und damit die Kon-

stellation, die die Emergenz der Versicherungen in diesem Bereich ermöglichte, ergab sich 

also aus der Koinzidenz

–  der wissenschaftshistorischen Bedingungen einer öffentlich akzeptierten Kombination 

aus praktischem Empirismus und mathematischer Frühprobabilistik 

–  dem Zufall des Großen Brands von 1666, der den spekulativen Hausbau auslöste, dessen 

Boom wie die financial revolution in die Zeit ab etwa 1680 fiel

–  der Entstehung des frühkapitalistischen Finanzmarkts in den 1680ern/1690ern, der 

einer Absicherung der Werte benötigte; die Sicherheit lief hierbei fast ausschließlich 

über bebauten Grundbesitz, dessen Wert durch Versicherung stabilisier- und steigerbar 

war. (222)

In other words: “Für London wurde deutlich, dass die Phase nach dem Groß-

brand 1666 gerade durch die außergewöhnliche Koinzidenz des Bau-Booms, 

der Bau-Spekulation und der financial revolution geprägt war. Nie zuvor in 

–  ab etwa 1680 werden Tendenzen zur Universalisierung und Diversifizierung der Sicher-

heitsproduktion durch (Prämien-)-Versicherungen [sic] irreversibel, und dies ausschließlich 

im protestantisch-nordeuropäischen Raum.

–  Dabei erfolgt die Sicherheitsproduktion durch Institutionen, die Untertanen/Bürger versi-

cherungsförmig zur Eigenvorsorge verpflichten, vor allem im lutherischen Bereich in domi-

nant staatlicher Form (Sklavenkassen in Hamburg, Lübeck, Dänemark, während Entspre-

chendes in Bremen und den Niederlanden fehlt; kameralistische Feuerkassen in Hamburg 

und den lutherischen Territorien, während Entsprechendes im katholischen und im calvi-

nistischen Europa fehlt).

–  Die Sicherheitsproduktion durch größere Handelsgesellschaften (Aktiengesellschaften, 

mutual societies) erfolgt zunächst ausschließlich im calvinistisch geprägten Raum.

–  Entgegen mancher Aussagen in der Literatur spielt ab 1600 im gesamten nordeuropäischen 

Raum das Problem der Vereinbarkeit von göttlicher Providenz und menschlichen Versiche-

rungsaktivitäten keinerlei Rolle mehr.” (257–258)
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der europäischen Geschichte trafen frühkapitalistischer Habitus und Denken, 

ex zessiver Häuserbau und Versicherungsdenken aufeinander.” (306)

And it is in that curious correlation of “Gefahrerwartung, Risikomessung und 

Sicherheitsproduktion” (350) that we recognize a distinctly modern re-configura-

tion of the future – a re-configuration which has been our theme song throughout 

this part: different from space-oriented proto-insurances,¹⁰ new-style insurances 

are oriented towards the future (“‘Versicherung’ umfasst [in der aufklärerischen 

Versicherungspraxis und -konzeption] eine (mehr oder weniger) starke Zukunfts-

orientierung des Denkens[.]” 312), or, to translate this into our terminology, they 

presuppose the future as a time-space with variable paths and multiple contin-

uations. Like any other space, the future as time-space allows, indeed asks for 

cultivation, whose return will further increase the wealth of the nation.¹¹

Both the risk-taking of games of chance and the risk-aversion of insurance 

have their common root in the temporalization of future time. Less paradoxical 

than it may sound upon first hearing and mildly echoing Reinhart Koselleck’s 

‘Verzeitlichung der Geschichte’, ‘temporalization of future time’ means nothing 

less than that, like the past, the future can now be imagined as a transversable 

space – one that, however, does not only contain the one road that you have trav-

elled so far (Past Narrative), but the many roads that you have not (yet) taken 

(Future Narratives): the future becomes, by definition, multiple.

The new, that is, post-1680 concept of insurance is characterized and made 

possible by the lifting of a curtain that had veiled the future as navigable, control-

lable space. To colonize that space of possibilities would be the major project of 

the age.

10 “Es ist zu zeigen, dass ‘Versicherung’ in Mittelalter und Renaissance zunächst dominant 

etwas ganz anderes, wenig zeitbezogenes [sic] war.” (45, cf. 72)

11 “2. ‘Versicherungen’ der Aufklärungsepoche umfassen einen starken moralischen Aspekt 

individueller und kollektiver Verantwortlichkeit, an der Erhaltung des Besitzes anderer mitzu-

wirken. Für dieses Ziel sollten Gemeinschaften neu geformt werden […].

3. ‘Versicherung’ umfasst als Ziel der Handlung ein Element der Erhaltung – der Gegenstand der 

Erhaltung ist der Wert des Besitzes (besonders von Gebäuden).

4. ‘Versicherung’ umfasst auch als Ziel der Handlung ein Element der Entwicklung, das eine Art 

von ‘Fortschritt-’ und ‘Wachstumsdenken’ impliziert: Der Wohlstand der Nation wächst in dem 

Maße, in dem ihr Kredit wächst, denn durch das Versichern von Häusern vergrößert sich ihr 

Wert.” (312–313)
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3.4  Projects and the Stock Market: Great Expectations

When Daniel Defoe published An Essay upon Projects in 1697, he referred to his 

own time as “The Projecting Age”. (7) The first to admit that past ages had also 

known their degree of projecting and inventing, he nevertheless insisted, in his 

opening paragraph, that the present exhibited a new quality in inventive project-

ing:

Necessity, which is allow’d to be the Mother of Invention, has so violently agitated the Wits 

of men at this time, that it seems not at all improper, by way of distinction, to call it, The 

Projecting Age. For tho’ in times of war and Publick Confusions, the like Humour of Inven-

tion has seem’d to stir; yet, without being partial to the present, it is, I think, no Injury to say, 

the past Ages have never come up to the degree of Projecting and Inventing, as it refers to 

Matters of Negoce, and Methods of Civil Polity, which we see this Age arriv’d to. (7)

Buoyed by the “economic euphoria” (XIX) and the “new economics” (XXII) after 

the Glorious Revolution of 1688, this feverish, future-oriented, speculative activ-

ity had been going on for long enough a time to give its practitioners a bad name – 

and Daniel Defoe, as one of its victims, knew what he was talking about: declared 

bankrupt in 1692, he had spent some time in prison after a bad investment and 

afterwards had gone into hiding from both authorities and creditors. Still, Defoe 

maintained, there’s good and bad everywhere, and as much as he distances 

himself from those that bear “the Despicable Title of Projector” (1), because they 

are only intent upon getting money out of others and for that purpose cheat and 

trick them, so his true heroes, the merchants, are projectors of the other kind – 

enriching the nation, rather than only themselves, they are the true icons of “the 

general Projecting Humour of the nation” (1):

If Industry be in any Business rewarded with success, ‘tis in the Merchandizing part of the 

World, who indeed may more truly be said to live by their Wits than any people whatsoever. 

All Foreign Negoce, tho’ to some ‘tis a plain road by the help of custom, yet it is in its begin-

ning all Project, Contrivance, and Invention. Every new Voyage the Merchant contrives, is 

a Project; and Ships are sent from Port to Port, as markets and Merchandizes differ, by the 

help of strange and Universal intelligence; wherein some are so exquisite, so swift, and so 

exact, that a Merchant sitting at home in his Counting-house, at once converses with all 

Parts of the known World. This, and Travel, makes a True-bred Merchant the most intel-

ligent Man in the World, and consequently the most capable, when urg’d by Necessity, to 

Contrive New Ways to live. And from hence I humbly conceive, may very properly be deriv’d 

the Projects, so much the Subject of the present Discourse. And to this sort of men ‘tis easy 

to trace the Original of banks, Stocks, Stock jobbing, Assurances, Friendly Societies, Lotter-

ies, and the like. (8–9)
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This portrait of the intelligent merchant as the epitome of the projecting age 

contains all the essential ingredients of the new kind of activity: in the begin-

ning there is novelty, adventure, risk, and originality. The projector does not tread 

familiar ground or beaten tracks. The new routes are yet unexplored, they are 

multiple paths through unknown territories – and at the same time multiple paths 

through the unknown space of future time. If this “general Projecting Humour of 

the Nation” prevails, then “New Ways to live” will emerge, by necessity. It is an 

age of unheard-of possibilities. And Defoe loves it.

But although he asserts that speculation, to be acceptable and not detrimen-

tal to investors and the national economy at large, must somehow be tied to a real 

increase in productivity and the creation of real value – “But the Honest Projector 

is he, who having by fair and plain principles of sense, Honesty, and Ingenuity, 

brought any Contrivance to a suitable Perfection, makes out what he pretends to, 

picks no body’s pocket, puts his Project in Execution, and contents himself with 

the real Produce, as the profit of his Invention.” (18) –, he also admits that, since 

nobody can exactly know what the outcome of a project will be, it is in reality 

impossible to draw a clear line, beforehand, between good and bad projects and 

unwise to declare the more risky ones illegal from the start (11):

There is, ’tis true, a great difference between New Inventions and Projects, between Improve-

ment of Manufactures or Lands, which tend to the immediate Benefit of the Publick, and 

Employing of the Poor; and Projects fram’d by subtle Heads, with a sort of Deceptio Visus, or 

Legerdemain, to bring people to run needless and unusual hazards: I grant it, and give due 

preference to the first, and yet Success has so sanctifi’d some of those other sorts of Projects, 

that ’twou’d be a kind of Blasphemy against Fortune to disallow ’em [.] (11)

Even 300 years after its publication, Defoe’s Essay upon Projects makes fascinat-

ing reading, presenting as it does a catalogue of or blueprint for radical social and 

economic reform, involving “Banks and Commerce, Social Welfare, and Educa-

tion.” (XXVII) Maybe its most interesting aspect today is how Defoe conceives the 

relationship between the public and private sectors. Some of his projects, like the 

reform of the English highway system, suggest large-scale privatization, though 

within a rigorously defined legal framework. Others ask for centralization and a 

state monopoly, such as when he demands a central bank (“One Bank-Royal”, 

25) that controls the volume of money in circulation, or when he proposes that 

all seamen of the kingdom – no matter whether in the military navy or in the 

merchant navy – 

shou’d be the King’s hired Servants, and receive their Wages from him, whoever employ’d 

them; and no man cou’d hire or employ them, but from him: The Merchant shou’d hire them 

of the King, and pay the King for them; nor wou’d there be a Seaman in England out of 
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Employ, which, by the way wou’d prevent their seeking Service abroad: If they were not actu-

ally at Sea, they wou’d receive Half-Pay, and might be employ’d in Works about the Yards, 

Stores, and Navy, to keep all things in repair. (123)

Others still, like his proposal for a pension-office (in fact, a fully-fledged social 

security system that provides, among other things, hospitalization, retirement 

benefits and subsistence allotments for the disabled), presuppose a state-regu-

lated private business. 

As in his chapters on insurances, on bankruptcy regulation, or the setting 

up of various academies – from the English equivalent to the Académie française 

(established in 1635) to his most progressive project, an academy for women (cf. 

108ff.) –, the drift of his ‘inventions’ (and they display astonishing detail, right 

down to how a highway must be laid out) is always the same: outsource projects 

to the private sector wherever possible, if what is necessary for the common good 

can be reached more efficiently by private enterprise than by public spending – 

but make sure these businesses are clearly operating within rules and regulations 

dictated by common interest; and keep such projects centralized and state-run 

as by their nature cannot or should not be outsourced. The logic has a distinctly 

Keynesian ring: we allow you to do your private business as long as this is the 

operating mode that promises to yield most efficiently what society as a whole 

needs. As a safeguard for the common good, one needs rules and regulations.

But underneath that logic there is another, more fundamental one: all of 

Defoe’s projects take their origin from a present problem, discontent, deficit, 

or abuse. Defoe’s remedy is then based upon a careful and clear analysis of the 

present situation and a weighing of the options that are available (this weighing 

is not necessarily always explicit, but if it’s not, it’s implied in the argumentative 

rejection of possible objections).

In other words: Defoe’s ‘projects’ are projections in the original sense of the 

word – planned or proposed undertakings that are a ‘throwing forward’ of ingen-

ious designs into the time-space of the future. It seems a pleonastic thing to say, 

but of course these projects are not yet – that is why they are still projects and 

not yet put to the test of reality. They are of a utopian nature, but of the tempo-

ral, not the spatial kind of utopia. Which is also why they are multiple. Utopias 

of the spatial kind and those of the uni-linear temporal kind are the children of 

Past Narratives (‘This is how we got here.’). The projects of the Projecting Age, 

individually and in their sum, are of another kind because they unfold and open 

up the space of all that is not yet, but could be – these ‘nowheres’ are to be dis-

covered in a new kind of exploration which, though it borrows its imagery from 

the geographical one, explores another dimension altogether, as the 20th-century 

editors of Defoe’s Essay upon Projects remark at the very end of their helpful head-
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note: “Not only is Defoe [King] William’s political apologist; he is also William’s 

utopian visionary in an age where ‘nowheres’ are not removed to the unchartable 

hemispheres of terra incognita, but discovered and improved by the raw wits of 

the projecting genius.” (XLII)

Like the Bank of England (founded in 1694), the London stock exchange 

formed part of the new financial and economic landscape that allowed the 

unprecedented flourishing of projects. Speculation thrived on private borrowing, 

national debt, and deficit spending – everyone who had the money (and many 

who hadn’t) saw something on the horizon and was ready to invest in a future that 

held the promise of being significantly better than the dire present.

But the role of the stock exchange in all this is easily overestimated, if you look 

at it only in terms of quantity. Originally founded in 1571 as the Royal Exchange 

and modelled upon stock exchanges in Antwerp and northern Italy, it moved 

through a series of coffeehouses before it found new lodgings of its own after the 

Great Fire of London and gained in significance as trading increased. But as there 

was, as of now, “no formal or clearly organized capital market” and “[t]he credit 

and debt necessary to lubricate the market economy was ad hoc, unplanned, and 

came from no single source” (Hoppit 331, 332), so relatively few businesses were, 

in fact, joint stock companies and those that were were mainly chartered com-

panies founded in the 16th and 17th centuries “on the basis of having a monopoly 

of or control over trade to a given part of the globe” (Hoppit 321), such as the 

East India Company, for example. But the number of joint stock companies was 

rapidly growing: from six in 1689 to 93 in 1695, and in 1720 alone over 190 new 

joint stock companies were launched (cf. Hoppit 337; M. Ellis 171). There was also 

an interesting replacement taking place: of the original 93 in 1795 only 21 were 

still operating in 1717 (cf. Hoppit 337). But significantly enough, over the same 

period of time the overall capital evaluation of joint stock companies rose from £ 

4 million to £ 20 million (see also Hoppit 337). 

Regulated by Act of Parliament in 1697, the stock exchange proved central if 

for one distinctive feature, that feature being a qualitative one: it traded in futures. 

Just like ‘projects’ were, in a way, a wager upon the future (Hoppit 336) –

[…] much projecting was highly speculative. […] Such speculation also bears witness to the 

strength of a certain type of entrepreneurialism, of a willingness to step outside the ruts of 

accepted practice, and the existence of a nascent investing public, even if the skills of pro-

jectors were more akin to those of the showman than the hard-headed business man and 

many investors were naive and poor risk assessors. (Hoppit 336) –,

so trading at the stock exchange wasn’t and isn’t, as some will still have it (cf. 

Encyclopedia Britannica, s.v. Stock exchange), reflecting the true investment 

value of a company: rather, what is traded at a stock exchange is expectations. 
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And no matter whether such trading and such investments are based upon an 

ascetic Protestant work ethic of denial – “rooted in the ability and willingness 

to forgo current consumption in order to invest in more productive processes” 

(Hoppit 313) – or whether “[t]he rich were gambling with surplus wealth rather 

than leaving it idle” (Porter 219), the pattern remains the same: searching for 

improvement at home and abroad, projectors and investors were “fully alive to 

a sense of their own future” (Plumb 24, cf. 28) and the whole scene was vibrat-

ing with that sense of opportunity. Moving into the first two decades of the new 

century, Roy Porter remarks: “[…] the early century was a time of hectic activity in 

the City. Because the Bank of England seemed to have secured credit by linking 

investment with Government, speculations in shares and above all investment in 

Government securities soared to new peaks. More companies were floated. The 

many new patents taken out indicate great expectations.” (219)

The Bank of England was, of course, a private institution (not Defoe’s One 

Bank-Royal) and its directors often were also directors of the great joint-stock 

companies that had gained government monopolies and whose shares were 

traded at the stock exchange (cf. Plumb 25). Which doesn’t mean that there were 

no conflicts of interest and no contradictions in early capitalism – of course, there 

were. In 1718, for example, the South Sea Company, economically lying in the 

doldrums and desperately looking for new capital, outbid the Bank of England 

in privatizing the national debt of the United Kingdom. Its shares rose inordi-

nately, as everybody who had some money to spare fell into an investment craze. 

But in September 1720 the ‘South Sea Bubble’ burst (cf. Hoppit 335–338), because 

its value at the stock exchange was ridiculously inflated. Many were ruined, 

among them Sir Isaac Newton, who lost a large part of his fortune, apologizing: 

“I can calculate the motions of heavenly bodies, but not the madness of people.” 

(quoted in Orrell 221) Rightly are these recurrent phenomena of the capitalist 

stock market called ‘bubbles’. The South Sea Bubble was not the first,¹² certainly 

not the last, but definitely the biggest speculative bubble of the new economy 

(and throughout the 18th century it remained the point of reference for economists 

as the archetypal economic disaster, much as the 1755 earthquake of Lisbon, the 

archetypal natural disaster, was for moral philosophers) – of an economy trading 

expectations, rather than the real value of a real economy.

What ‘projects’, credit-giving institutions and the stock market – all emerging 

and burgeoning in that decisive period between 1660 and 1720 – therefore have 

12 As Franklin (282) points out, “the first of the great modern speculative bubbles [was] the 

[Dutch] tulip mania of 1636–37.”
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in common is that, like in a game of chance, but also like in insurance business,¹³ 

a bet is made on the future course of things. “[C]redit”, says Roy Porter, “enabled 

business to expand by trading upon expectations” (204), the stock market (as 

today) traded in nothing but expectations, and projects were all about how one 

expected the world to improve once this or that were implemented or put into 

practice. What is shared by all these endeavours is the idea of the future as a 

space of possibilities, as a navigable space defined by multiple paths. But this 

idea of the future as a space that can be controlled, colonized, and exploited 

has also a real space in late 17th-, early 18th-century London – it is the space that 

Jürgen Habermas in his habilitation thesis identified as the site of origin of the 

(bourgeois, or middle-class) public sphere: viz., the London coffeehouse.

3.5  The Coffeehouse and the Idea of Truth-as-Process

The first London coffeehouse was established in 1652 and run by one Pasqua 

Rosee, a manservant to a London merchant with interest in the Levant. It may not 

have been the first coffeehouse in England, or for that matter, in Christendom, 

because there is some evidence (contested lately, cf. M. Ellis 25ff.) that Oxford 

had a coffeehouse two years earlier, owned by a local Jew named Jacob (cf. Wes-

terfrölke 5). But in any case Pasqua’s set a trend, and around 1700 London was 

rumoured to have some 3,000 coffeehouses, although historical research shows 

that 500 may be closer to the mark (cf. M. Ellis 172, Heise 131) – still, a remarkable 

number for a city of half a million.

Coffeehouses were distributed unevenly over London: they clustered in the 

commercial centre of the City, around Exchange Alley, Lombard Street, etc., but 

also in the area of Covent Garden and along Russell Street. In a way, they were the 

commercial and intellectual centre of the capital: far more than just public places 

where you would sip that new, hot, bitter brew, London coffeehouses were, first of 

all, locations for business transactions. We noted that the Royal Exchange, before 

it moved to lodgings of its own, conducted its trading in a number of London cof-

feehouses. Likewise, insurance businesses were first set up in coffeehouses. The 

13 “Wagering, as now practis’d by Polities and Contracts, is become a Branch of Assurances; it 

was before more properly a part of gaming, and as it deserv’d had but a very low esteem; but 

shifting sides, and the War providing proper subjects, as the contingencies of Sieges, Battels, 

Treaties, and Campaings, it encreas’d to an extraordinary Reputation, and Offices were erected 

on purpose which manag’d it to a strange degree and with great Advantage, especially to Office-

keepers; so that as has been computed, there was not less gaged on one side and other upon the 

second Siege of Limerick, than Two hundred thousand Pound.” (Defoe 67)
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history of Lloyd’s is paradigmatic: Lloyd’s was the coffeehouse where merchants, 

ship-owners, and insurers met. The ‘boxes’ of later-day underwriters still remind 

of the coffeehouse origins of insurance, and not only of maritime insurance (cf. 

Daston, Probability 164). (In Slaughter’s Coffeehouse in St. Martin’s Lane you 

could meet Abraham de Moivre, fled from France for religious reasons, helping, 

when his tutorials in maths were over, gamblers and insurance brokers with their 

problems; cf. Bernstein 125–126; Hald 400).

At the same time, coffeehouses were the news agencies of the day: it was 

here that the latest news (political, economic, financial, whatever) was spread, 

discussed, weighed, sifted, and published as well: for the London coffeehouse 

is also the birthplace of modern journalism. Even before the moral weeklies of 

Joseph Addison and Richard Steele, newspapers, which thrived especially after 

the lapse of the Licensing Act in 1695, had their sources and origins in the cof-

feehouse and were, at least partly, even produced there – not printed, of course, 

but copy was written at coffeehouse tables and then sent to the printer’s, just like 

letters to the editor could be sent to a specific coffeehouse address, as the seat of 

the editorial office.

The London coffeehouse between 1660 and 1720 is therefore not only a mani-

festly public space, it is also a location in which the most progressive practices 

and discourses of the day – practices and discourses that in later ages would be 

relegated to separate private and business spheres again – converge in a totally 

unprecedented way. Small wonder then that the London coffeehouse has been 

identified as the site where, for the very first time, the public sphere of modern 

bourgeois society constituted itself. It is in the exchange of commodities as well 

as in the exchange of opinions that early bourgeois society constitutes itself and 

reflects upon itself in the process of its self-constitution.

Undeniably, the moral weeklies of the early 18th century, most notably The 

Tatler (1709–11) and The Spectator (1711–12), are the prime media in which this 

self-reflection takes place. The enormous success of these periodicals, which 

were soon to be reprinted in book form and left their indelible mark on 18th-cen-

tury intellectual culture, was due to the fact (which was not just a conceit or a 

fiction – pace M. Ellis 192) that it was produced exactly where its original reader-

ship spent a considerable part of their day: sitting in their coffeehouse, Addison 

and Steele had their fingers on the pulse of the age, and it was the pulse of com-

merce, of business activities, of mercantile adventures, of projects, inventions, 

politics and the stock market. It is true – why else call these periodicals ‘moral 

weeklies’? – that there is in these publications a strong emphasis on improving 

morals and manners, on refining taste and propagating moderation. This new 

bourgeois public is looking for guidance, but this guidance is not, as it were, 

handed down to them: Addison and Steele and their fictitious counterparts, Mr 
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Isaac Bickerstaff and Mr Spectator, are on eye-level with their readership, they 

reflect the sentiment of the most progressive part of society and “talk to the public 

about itself” (T.H. Green quoted in Watt 56). When Addison in Spectator no. 10 

writes, “It was said of Socrates, that he brought Philosophy down from heaven, 

to inhabit among Men; and I shall be ambitious to have it said of me, that I have 

brought Philosophy out of the Closets and Libraries, Schools and Colleges, to 

dwell in Clubs and Assemblies, at Tea-Tables and in Coffee-Houses”, he does not 

claim the same philosophical stature as Socrates, but he draws attention to the 

prime medium of self-enlightenment and self-emancipation, the moral weekly 

mirroring its audience.

The age witnesses the public Selbstverständigung of the emerging, rising 

middle class. And there can be no doubt about what its political and economic 

ideals are. Of all the fictitious characters in the equally fictitious Spectator Club, 

it is unmistakably Mr Andrew Freeport, the merchant and defender of commerce, 

who comes closest to the paradigm of a perfect man (cf. S2 and S174),¹⁴ not 

the slovenly country squire Roger de Coverley, an amiable, but somewhat out-

of-touch Tory. As Steele sings the praises of “the industrious part of mankind” 

(S552), so Addison has an allegorical dream-vision of the Bank of England, in 

which it is almost apotheosized, although its health tellingly depends upon the 

allegorical figures of Liberty and Monarchy, Moderation in Religious Matters, and 

the Genius of Great Britain (S3), and Mr Spectator is in total raptures about the 

Royal Exchange:

There is no Place in the Town which I so much love to frequent as the Royal Exchange. It 

gives me a secret Satisfaction, and, in some measure, gratifies my Vanity, as I am an Eng-

lishman, to see so rich an Assembly of Country-men and Foreigners consulting together 

upon the private Business of Mankind, and making this Metropolis a kind of Emporium 

for the whole Earth. […] As I am a great Lover of Mankind, my Heart naturally overflows 

with Pleasure at the sight of a prosperous and happy Multitude, insomuch that at many 

publick Solemnities I cannot forbear expressing my Joy with Tears that have stoln down my 

Cheeks. For this reason I am wonderfully delighted to see such a Body of Men thriving in 

their own private Fortunes, and at the same time promoting the Publick Stock; or in other 

Words, raising Estates for their own Families, by bringing into their Country whatever is 

wanting, and carrying out of it whatever is superfluous. […] For these Reasons there are not 

more useful Members in a Commonwealth than Merchants. They knit Mankind together in 

a mutual Intercourse of good Offices, distribute the Gifts of Nature, find Work for the Poor, 

add Wealth to the Rich, and Magnificence to the Great. (S69, Ross 437, 438, 439)

14 S and T stand for The Spectator and The Tatler, respectively, the number for the number. Di-

rect quotes are taken from Angus Ross’ selection.
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These little fictions are political through and through – their form may be 

partly literary, but that is only a vehicle for the discursive self-formation of an 

enlightened and highly politicized public.

The reason why I go into this is that Jürgen Habermas in his highly commend-

able The Structural Transformation of the Public Sphere – enlarging upon an idea 

of Hans Speier that it was in coffeehouses, “popular as centers of news-gather-

ing and news dissemination, political debate, and literary criticism [that] [t]he 

English middle classes began to accomplish their own education” (381) and that 

“[p]ublic opinion is a phenomenon of middle-class civilization” (379) – identified 

the London coffeehouses as the site of origin of the public sphere, while insisting 

time and again that London coffeehouse culture and discourses were first primar-

ily literary, before they eventually turned political:

Even before the control over the public sphere by public authority was contested and finally 

wrested away by the critical reasoning of private persons on political issues, there evolved 

under its cover a public sphere in apolitical form – the literary precursor of the public sphere 

operative in the political domain. It provided the training ground for a critical public reflec-

tion still preoccupied with itself – a process of self-clarification of private people focusing 

on the general experiences of their novel privateness. […] The public sphere in the political 

realm evolved from the public sphere in the world of letters; through the vehicle of public 

opinion it put the state in touch with the needs of society. […] [T]he coffee houses in their 

golden age between 1680 and 1730 and [in France] the salons in the period between regency 

and revolution […] were centers of criticism – literary at first, then also political – in which 

began to emerge, between aristocratic society and bourgeois intellectuals, a certain parity 

of the educated. […] Thus critical debate ignited by works of literature and art was soon 

extended to include economic and political disputes, without any guarantee (such as was 

given in the salons) that such discussions would be inconsequential, at least in the immedi-

ate context. […] In the Tatler, the Spectator and the Guardian the public held up a mirror to 

itself; it did not yet come to a self-understanding through the detour of a reflection on works 

of philosophy and literature, art and science, but through entering itself into “literature” as 

an object. Addison viewed himself as a censor of manners and morals; his essays concerned 

charities and schools for the poor, the improvement of eductation, pleas for civilized forms 

of conduct, polemics against the vices of gambling, fanaticism, and pedantry and against 

the tastelessness of the aesthetes and the eccentricities of the learned. He worked toward 

the spread of tolerance, the emancipation of civic morality from moral theology and of prac-

tical wisdom from the philosophy of the scholars. The public that read and debated this 

sort of thing read and debated about itself.¹⁵ (Habermas 29, 30–31, 32, 43; emphases added)

15 This must be one of the most baffling passages in The Structural Transformation of the Public 

Sphere. For, granted that the reading public reflects upon itself as a object of literature, what is 

this but a reflection of itself by the detour of literature?
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Apart from the fact that to a literary scholar of the generation of ‘68, this 

dissociation of the literary and the political seems curious, to put it mildly, I beg 

to radically differ on this point because this reading is simply not supported by 

historical evidence.¹⁶ English coffeehouse culture is political, radical, and egali-

tarian right from the beginning, and a full fifty years before Addison and Steele 

even begin. And when they begin, they continue this tradition, even if in quasi-

literary form. The literary dimension does not precede the political, which, or 

so says Habermas, emerges only later, it is (if one wants to uphold that some-

what simplistic distinction at all) exactly the other way round: the coffeehouse, 

right from the beginning, is the public space of the political self-constitution of 

the English middle-class – the hottest arena of its economic and ideological self-

reproduction.

And the reason why this is important is that, in the context of the emergence 

of a new idea of the future as a space of multiple possibilities, the discourses 

practised in that newly emerging public sphere produce a new idea of truth-as-

process that is not only political through and through, but also a practice that 

proleptically points to realizations of Future Narratives that, at that historical 

moment, are still eclipsed by the medial possibilities of the day.

Anyone could enter a coffeehouse as long as they were male (the only females 

allowed were the coffee-maids), had the time and at least a penny to spare. For 

the entrance fee was one penny and at the cashier’s you could buy coupons or 

tokens for 1/2 to two pennies for the ‘dishes’ of coffee you meant to consume (cf. 

Heise 93). You could stay in the coffeehouse for as long as you wanted and freely 

peruse the newspapers on display. There was free seating, irrespective of rank 

and wealth, and the rules of conversational engagement were egalitarian:

It is just over three hundred years since the first coffee-houses were opened in England, 

bringing together all ranks for the first time in a truly democratic assembly, and enabling 

people to lay aside something of that reserve so characteristic of our nation. In doing so, 

the people had sensed a common danger, first in the tyranny and military dictatorship of 

Cromwell, and later in the profligacy that characterised the Court of the Restoration period. 

Until coffee-houses were available for sober debate and discussion, only the taverns had 

existed as a place for social intercourse, and this at a time when the vice of drunkenness 

prevailed. It was in the early coffee-houses that the great struggle for political liberty was 

really fought and won.  […] A man on entering was free to take any vacant seat and to engage 

his neighbour in conversation. If unable to read, he was able to hear the news read out 

aloud from the Government’s Gazette by one of the company; or he could listen to the poets 

as they read and discussed their work, or hear the informed opinions on the latest play. The 

current gossip, the latest political scandal, the fashionable quack-doctor, all these provided 

subjects of conversation; and to the poor scrivener and apprentice the coffee-house offered, 

16 For a longer discussion of this see Bode, “Addison and Steele”.
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in addition, a welcome retreat that was both comfortable and economical. […] No attempt 

was ever made, at their introduction, to bar or restrict entry of anyone; the coffee-houses 

were “levellers”, and one penny was all that was needed by any man, rich or poor, to gain 

entry. (A. Ellis XV, 45)

It was this seating policy that corresponded to and fostered the prevalent style of 

debate – a debate among equals, on eye-level, that of necessity presupposed the 

recognition of the partner in conversation as one of equal rights:

Arriving in the coffee-house, customers were expected to take the next available seat, 

placing themselves next to whoever else has come before them. No seat could be reserved, 

no man might refuse your company. This seating policy impresses on all customers that in 

the coffee-house all are equal. Though the matter of seating may appear inconsequential, 

the principle of equality this policy introduced had remarkable ramifications in the decades 

to come. From the arrangement of its chairs, the coffee-house allowed men who did not 

know each other to sit together amicably and expected them to converse. In the anonymous 

context of the city, in which most people are unknown to each other, this sociable habit was 

astonishing. Furthermore, the principle of equality established by the seating arrangements 

recommended equality and openness as the principle of conversation. (M. Ellis 59)

If debate is not dominated by differences in status or wealth, then sober reason 

and the force of the better argument will ultimately decide the case, as Steele 

ideally depicts it in Spectator no. 49:

When the Day grows too busie for these Gentlemen to enjoy any longer the Pleasures of their 

Deshabilé, with any manner of Confidence; they give Place to Men who have Business or 

good Sense in their Faces, and come to the Coffee-house either to transact Affairs, or enjoy 

Conversation. The Persons to whose Behaviour and Discourse I have most regard, are such 

as are between these two sorts of Men: Such as have not Spirits too Active to be happy and 

well pleased in a private Condition, nor Complexions too warm to make them neglect the 

Duties and Relations of Life. Of these sort of Men consist the worthier Part of Mankind; of 

these are all good Fathers, generous Brothers, sincere Friends, and faithful Subjects. Their 

Entertainments are derived rather from Reason than Imagination: Which is the Cause that 

there is no Impatience or Instability in their Speed or Action. You see in their Countenances 

they are at home, and in quiet Possession of the present Instant, as it passes, without desir-

ing to quicken it by gratifying any Passion, or prosecuting any new Design. These are the 

Men formed for Society, and those little Communities which we express by the Word Neigh-

bourhoods. [‘The coffee-house’, Ross 288]

As early as at the end of the Commonwealth, radical republican debate ruled in 

coffeehouses – although James Hamilton’s (he of The Commonwealth of Oceana, 

1559) ‘Rota Club’ at the Turk’s Head (cf. M. Ellis 42ff.) is, of course, an unfortunate 

example for the tradition we are interested in, because, being a club, it stands 

exactly for that kind of exclusivity that is not characteristic of the coffeehouse. 
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Still, “[w]ith hindsight, it was possible to see that through the crucible of 1559 

[end of the Rota Club, with Hamilton’s subsequent arrest] they [the coffeehouses] 

had found a new role in the popular imagination, established as the people’s 

forum, where ordinary folk met to debate affairs of state.” (M. Ellis 55)

This was continued after the Restoration of 1660 and the relationship between 

the Stuart court and the free debaters in the coffeehouses remained a strained 

one, to say the least. A climax of sorts was reached in late December 1675 when 

Charles II issued a Proclamation for the Suppression of Coffee-Houses – the royal 

proclamation is singular in English history for it had to be revoked within ten 

days, because the outrage and protest against the closing of the coffeehouses was 

so fierce (cf. A. Ellis 92–93, M. Ellis 86ff.). Coffeehouse sedition continued after 

the aborted proclamation (cf. M. Ellis 100ff.). From then on the idea that coffee-

houses – alongside their importance for business – were primarily a public space 

for free speech was securely anchored in the minds of that very same emerging, 

deliberating public which identified the space with the practice: “The defence of 

the coffee-houses, it was understood, was a defence of freedom of speech.” (M. 

Ellis 105)

And again it is the (ideal) neglect of rank, order, and wealth that paves the 

way for the supreme reign of the rules of discourse: 

No one should be excluded from the discussion, nor should anyone have precedence by a 

quality they brought with them from outside such as status, wealth, power, or strength of 

arms. All speakers are considered equal and within the collective fiction of the coffee-house 

hierarchy is erased. The cost of this equality of access, [Paul] Greenwood suggests [in “The 

RULES and ORDERS of the Coffee-House”, 1674], is that all who enter agree to behave by his 

‘Civic Orders’, the rules of discussion within the house. (M. Ellis 61) –

or, as I would say, it is the other way round: rational discourse requires formal 

equality of all participants.

The public use of reason is the medium through which an enlightened public 

creates itself:

The bourgeois public sphere may be conceived above all as the sphere of private people 

come together as a public; they soon claimed the public sphere regulated from above 

against the public authorities themselves, to engage them in a debate over the general rules 

governing relations in the basically privatized but publicly relevant sphere of commodity 

exchange and social labour. The medium of this political confrontation was peculiar and 

without historical precedent: people’s public use of their reason (öffentliches Räsonnement). 

(Habermas 27)

This public use of reason presupposes a formal equality of all that take part in 

the debate, thereby denying any difference that may exist outside this specially 
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cordoned space or differences that may in effect be there because they are part 

and parcel of an individual’s profile. Just as in trading, the formal equality of the 

partners that sign a contract must be presupposed so that any commercial or 

legal transaction can take place at all – which is no denying of the fact that both 

in commercial and legal transactions, as well as in discursive exchanges, differ-

ences between the partners do, in fact, exist. But these inequalities are, as it were, 

formally suspended and negated, so that the preconditions of the possibility of 

rational discourse can be established.

There are at least three relevant aspects here: first, like in Immanuel Kant’s 

“Beantwortung der Frage: Was ist Aufklärung?”, the public use of reason is the 

medium for the self-creation of both an enlightened individual and an enlight-

ened public. This, in turn, cannot be conceived in any other way than as a process. 

This public brings itself forth through its practice; it is the self-creation of a politi-

cally mature (‘mündige’) public:

Daß aber ein Publikum sich selbst aufkläre, ist eher möglich; ja es ist, wenn man ihm nur 

Freiheit läßt, beinahe unausbleiblich. Denn da werden sich immer einige Selbstdenkende, 

sogar unter den eingesetzten Vormündern des großen Haufens, finden, welche, nachdem 

sie das Joch der Unmündigkeit selbst abgeworfen haben, den Geist einer vernünftigen Schät-

zung des eigenen Werts und des Berufs jedes Menschen, selbst zu denken, um sich verbrei-

ten werden. Besonders ist hiebei: daß das Publikum, welches zuvor von ihnen unter dieses 

Joch gebracht worden, sie hernach selbst zwingt, darunter zu bleiben, wenn es von einigen 

seiner Vormünder, die selbst aller Aufklärung unfähig sind, dazu aufgewiegelt worden; so 

schädlich ist es, Vorurteile zu pflanzen, weil sie sich zuletzt an denen selbst rächen, die, 

oder deren Vorgänger, ihre Urheber gewesen sind. Daher kann ein Publikum nur langsam 

zur Aufklärung gelangen. Durch eine Revolution wird vielleicht wohl ein Abfall von persön-

lichem Despotism und gewinnsüchtiger oder herrschsüchtiger Bedrückung, aber niemals 

wahre Reform der Denkungsart zu Stande kommen; sondern neue Vorurteile werden, eben 

sowohl als die alten, zum Leitbande des gedankenlosen großen Haufens dienen.

Zu dieser Aufklärung aber wird nichts erfordert als Freiheit; und zwar die unschädlichste 

unter allem, was nur Freiheit heißen mag, nämlich die: von seiner Vernunft in allen Stücken 

öffentlichen Gebrauch zu machen […]. (Kant, “Aufklärung” 56–57)

[D]er öffentliche Gebrauch seiner Vernunft muß jederzeit frei sein, und der allein kann 

Aufklärung unter Menschen zu Stande bringen; der Privatgebrauch derselben aber darf 

öfters sehr enge eingeschränkt sein, ohne doch darum den Fortschritt der Aufklärung 

sonderlich zu hindern. […] Wenn denn nun gefragt wird: Leben wir jetzt in einem auf-

geklärten Zeitalter? so ist die Antwort: Nein, aber wohl in einem Zeitalter der Aufklärung. 

(Kant, “Aufklärung” 60)

Secondly, since the equality of the partners in debate is a purely formal one 

that merely guarantees the preconditions of the possibility of rational debate, it 
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follows that we are only looking at the idea(l) of a discourse of equals, a discourse 

free from all repression:

The parity on whose basis alone the authority of the better argument could assert itself 

against that of social hierarchy and in the end can carry the day meant, in the thought 

of the day, the parity of “common humanity” (“bloss Menschliche”). Les hommes, private 

gentlemen, or die Privatleute made up the public not just in the sense that power and pres-

tige of public office were held in suspense; economic dependencies also in principle had 

no influence. Laws of the market were suspended as were laws of the state. Not that this 

idea of the public was actually realized in earnest in the coffee houses, the salons, and the 

societies; but as an idea it had become institutionalized and thereby stated as a objective 

claim. (Habermas 36)

Steele’s Mr Eubulus (S49) is ‘only’ an ideal debater to be emulated, not a reality; 

and of course the Spectator’s fictional coffeehouse is an imaginary, utopian space, 

which is, however, superimposed on the real coffeehouses, in which this fledg-

ling discourse spreads its wings. It is the space opened up by the language of 

these essays¹⁷ and by the rules of rational discourse – a discourse that emerges 

and unfolds to the same degree that a lack or difference between actual practice 

and ideal is still registered. In other words, it is through the discursive processing 

of the coffeehouse debating culture that the new public sphere is not only mir-

rored, as is often believed, but it is transcended, because it beholds in that reflec-

tion a likeness of what it could ideally be, but is not yet.

The third and most important aspect of this is structurally akin to the first two 

in that it involves process, difference, and ‘not yet’. Corresponding to the process 

of self-enlightenment and to the imaginary space opened up by the recording of 

the difference between present practice and ideal objective, the period between 

1660 and 1720 witnesses a fundamental re-definition of ‘truth’. Under these rules 

of discourse, truth can no longer be imagined as something that is pre-given, 

pre-established, and as something that can be arrived at – because it is already 

there – if you only have a map, some directions and a compass. Rather, truth 

is now, quite practically, re-conceptualized as something that is the outcome of 

certain discursive practices; which means: it is not yet ‘there’, it is still in the 

making, it is evolving, it is produced.

Habermas says, “the same prcoess that converted culture into a commodity 

(and in this fashion constituted it as a culture that could become an object of dis-

17 “The importance of The Spectator is that it creates a language that can articulate this model 

of society. It creates a vocabulary and set of conventions which are vehicles for this model; it 

formalises a particular perception of society through the shaping power of language, through the 

power of discourse to shape what we see in the world.” (Ketcham 170)
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cussion to begin with) established the public as in principle inclusive” (37), or, in 

the original German, “führt […] zur prinzipiellen Unabgeschlossenheit des Publi-

kums.” But it should be added that, more importantly, this leads to a non-closure 

of the discursive process. Any truth that can be arrived at in this medium can only 

be provisional, because there is no natural ending to any such debate as long as 

somebody can still raise a rational objection – for then the debate is open again.

I am not arguing that proponents of the New Science (following Bacon and 

Newton) or of Enlightenment philosophy were no longer searching for the One 

Truth. They evidently were. What I am arguing is that, as scientific experiments 

are carried out in the backrooms of coffeehouses and scientific debates are held 

there, in which – in total contrast to the sessions of the Royal Society – everybody 

can take part, because they are open to all (cf. M. Ellis 157ff.),¹⁸ the terms of inquiry 

are so changed that the mechanism of the discursive production of knowledge is 

now in full view and what it produces is undeniably heterogeneous, contradic-

tory, subject to interpretation and open to debate.

The ideas of free trade and free, unrepressed discourse have in common, 

among other things, that exchange (of commodities, of opinions) increases pros-

perity. But they are dissimilar in that the sphere of the former can be quantified, 

whereas the value of a wealth of ideas cannot be ascertained in such a crude 

mechanical way. The value created by free exchange of ideas, especially if they 

relate to what is not (yet), to projects, undertakings, realizations of visions and 

inventions, resides, prima facie, in the quality of differing continuations of the 

present moment. What matters is what kinds of differences all these differences 

make. There is no denying that, in the model case of England between 1660 and 

1720, it is in the coffeehouses as the first manifestations of bürgerliche Öffentlich-

keit that an ideal self-emancipation of the rising middle class takes form (cf. 

Speier; Heise 129–130), which, due to the new dispensation of the formal equality 

of all participants, effectively negates all the heterogeneity it sucks in. However, 

at the same time that very heterogeneity, which is simultaneous, is then, as it 

18 “The coffee-house became one of the key spaces in which the New Science could be debated 

by the wider public. As Thomas Hobbes and others complained, the Royal Society only admitted 

as members men who already believed in the results and the methodology of the experimen-

tal philosophy. […] By contrast the coffee-house was genuinely open to all: ideas that could be 

proved true there could be proved anywhere. Science in coffee-houses was always more public, 

more debated, less abstract and more demonstrative. […] In the coffee-houses men of science, 

learning and scholarship found they had unprecedented access to all kinds of knowledge: com-

mercial, literary, mechanical, theological. Unlike the narrow confines of the Schools, whether 

university, church or club, the coffee-house opened the whole world of learning to its clientele. 

To a seventeenth-century mind, entering a coffee-house was like walking into the Internet.” 

(M. Ellis 157–158)
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were, spouted into a future that cannot be but open, undecided, and realizable 

only in a multiplicity of ways. In other words: by denying difference, rational dis-

course shoehorns multiplicity into a formal equality, which can then, since no 

open, rational debate knows an end (let alone its own end), only produce truths, 

in the plural, that can, at best, be regarded as ever so many provisional steps 

towards an ultimate truth – at best, I say, because at any given point in time the 

various truths will not appear as lying in one straight line, but as dispersions 

that open up a space of possibilities and make it impossible to think of just one 

trajectory. Intent upon ‘getting it right’, this selbstaufklärerischer Diskurs retains 

an idea of truth as a point, but in its practice (and later on in theory as well) it can 

‘only’ produce trajectories, lines, multiple paths that open up and unfold a mul-

ti-dimensional space. As in probability theory, gambling, insurances, projecting, 

and stock-jobbing, so in public discourse: Past Narratives are increasingly com-

plemented, but by no means yet substituted by Future Narratives.

As we imagine de Moivre, Addison, and Steele among the stockbrokers, 

newsmongers, and insurance agents of the London coffeehouses, we must not 

forget one last piece of this jigsaw puzzle of the times. It is provided by another 

coffeehouse regular, a man who published his own periodical, The Review (which 

he ran from 1704 until 1713), and whom we have already encountered, in prison 

and at large, as the author of An Essay upon Projects: Daniel Defoe – the man 

who, approaching 60, arguably wrote the first modern, realist, bourgeois novel in 

English: Robinson Crusoe (1719). 

The question is, Why should the advent of that most successful genre of Past 

Narratives be of any import whatsoever to the emergence of the idea of the future 

as a space of multiple continuations? But it is – through its overwriting of reality 

with a secondary textual reality, an overwriting that paradoxically and character-

istically denies any difference between its fiction and reality.

3.6  The Plot Thickens: The Modern Realist Novel

It is easy to see why there is literature about giants and dwarfs, hobbits and elves, 

dragons, unicorns and talking animals, witches and wizards, vampires, superhe-

roes, time-travel, endless promiscuous sex without remorse or, for that matter, 

about the one true love: all of this hardly exists in reality, and that is exactly the 

reason why we find so much of it in fiction. Fairy tales and myths, fables and 

fantasy, SF, romance, and pornography supplement reality with something we 

do not find in it, or not sufficiently. That is why there is that kind of literature in 

the first place.
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What then about realist fiction? We have grown so accustomed to the realist 

paradigm in fiction that we hardly feel any more the scandal of its initial emer-

gence and hardly ever fathom its constitutive puzzle: why should there be fictional 

literature that pretends to be about reality, about something that already exists? It 

seems a most needless and superfluous thing, an unnecessary duplication. And 

yet, it’s been around for some three hundred years and it is, in spite of all the 

non-realist subgenres of the novel, still paradigmatic for the genre as a whole – so 

much so that often examples of the other, non-realist subgenres are criticized for 

their lack of verisimilitude or their improbability: as if that were not exactly their 

raison d’être. They are produced and read because they are not realistic.

The evolutionary advantages of realist fiction, however, become obvious once 

we identify its defining features against the backdrop of pre-modern non-realist 

fiction.¹⁹ On the title-page of Robinson Crusoe, the name of its author does not 

appear. Rather, the text is presented as an autobiographical account by Robinson 

Crusoe. Not only are all conceivable markers of fiction omitted, but the ‘editor’ of 

the volume even expressly dismisses any suspicion that it might after all be an 

invented story. Consequently, what we read is impossible to differentiate from 

an account of a real shipwreck (such as that of Alexander Selkirk) and lonely 

survival on a tropical island. The fake is perfect: fiction is camouflaged as fact.

This literary mimicry can, of course, only succeed if all the parameters of 

longer narratives are aligned with potential readers’ perception of reality, so 

that readers don’t stumble over any discrepancy, any difference from their day-

to-day world and thus become suspicious. Robinson Crusoe achieves this with 

such ideal perfection that Ian Watt, in his classic study of the beginnings of the 

bourgeois-realist novel, The Rise of the Novel (1958), uses it, among other 18th-

century novels, to develop the ideal type of his concept of ‘formal realism’. So 

what defines ‘formal realism’, as opposed to non-realistic forms of narrative such 

as romances, chivalric tales, fables, myths, and so on?

1. Original plots. That much is obvious: I won’t be able to sell anyone my story 

as ‘true’ if its content has clearly been known for centuries and only been re-

worked in my telling. The content of the story must be new. This rejection of 

traditional, supposedly timeless content and subject matter coincides with a 

marked emphasis on individual, new, singular experience. The specific, not 

the universal is the order of the day.

2. From this it follows that the characters in the ‘formal realist’ novel are special, 

individualized people, not allegorical figures, not mere stereotypes, not white 

knights saving damsels in distress from fire-spouting dragons.

19 An extended version of this line of argument can be found in Bode, Novel 28–63.
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3. If a story is about individual, unique experience, then it is important when 

it took place. In contrast to its predecessors, the realist novel historicizes its 

content. Fairy tales, fables, and myths establish themselves in a timeless 

space, because what they want to say is not bound to concrete circumstances. 

Chivalric tales and romances, too, are ‘frozen’ in a medieval era that lacks 

any historical dimension, undergoes no development, and is the vehicle for 

communicating (supposedly) universal or eternal truths about human exis-

tence. That necessarily presupposes ahistoricity: the specific, singular case is 

not essential to such narratives. But Robinson Crusoe was born in 1632, and 

Clarissa Harlowe dies at 6.40 p.m. on Thursday, September 7th – it’s easy 

enough to work out the year. Once the particulars have been set out like this, 

it doesn’t matter whether the events of the novel take place in the reader’s 

present, the immediate past, or the historical past – the characters inhabit 

one and the same time-continuum as the reader. The events of ahistorical nar-

rative texts, on the other hand, take place in a kind of time warp, without 

connection to our time.

4. What is true about time is equally true about place. The place of action in 

non-realist texts can’t be found in an atlas, and doesn’t need to be. ‘Formal 

realism’, however, pretends to place its characters in our three-dimensional 

world – ‘I was born in the year 1632, in the city of York’, begins Robinson 

Crusoe – and unfolds in this space. No matter if the plot takes place far, far 

away – we nevertheless share the same space-continuum.²⁰ 

5. To these four parameters noted by Ian Watt a fifth has to be added: the prin-

ciple of causality. For in the realist novel everything that happens must, of 

course, be explicable in realistic terms – there’s no place for miracles, acts 

of God, or other supernatural interventions. The laws of our world must also 

be the laws of the fictional world, if the latter is to be understood as a part or 

continuation of the former.

In a historical perspective it is now obvious what could be gained by discarding a 

literature of ‘universal’ validity in favour of a literature that celebrates the specific 

and the particular: a literature of universal validity assumes static, unchangeable 

relationships. The more human relationships change, the more frequently people 

will be confronted by questions and problems that simply couldn’t have arisen 

previously. They then recognize themselves less and less in a literature that does 

not contain precisely what they are now challenged by: radical change, revolu-

20 It is certainly one of the mistakes of non-literary readers of realist literary texts to think in a 

kind of inversion of conclusion that therefore the locations where their characters roam must be 

found in an atlas; but that is a category mistake in decoding – see below.
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tion, and new, disconcerting experiences. The modern European realist novel 

picks people up where they are: in the midst of this radical change for which there 

are (still) no prescriptions or recipes (and never will be, apart from transcendent 

ones), because it is historically (always) singular. There are no further rehearsals 

– we’re already in the premiere, the first and last performance simultaneously, as 

in life, so in the story. And indeed this is what the modern novel in this historically 

specific situation offers its readers – typical, yet individualized characters under 

typical circumstances: look what happened to one of you under these particular, 

concrete conditions and what came of it. The modern realist novel is a part and 

a reflex of this enormous, unique social, economic, and cultural unleashing, the 

unprecedented freedoms and possibilities of which it reflects as much as its risks 

and pitfalls. It can’t possibly pretend that nothing has changed, and it doesn’t. 

And in reflecting and promoting this novelty, it proves to be the most protean of 

all literary genres.

True, significant sections of the reading public will seek security in a litera-

ture that is exactly innocent of all that, or which steadfastly ignores change: such 

readers turn to escapist romances and chivalric tales (or their modern-day equiva-

lents) – and understandably so: human beings cannot bear very much reality.²¹

So, just like non-realist fiction, realist fiction responds to a need, and it is 

a need it can only hope to satisfy if it keeps the distance to common reality as 

small as possible and if it denies, or plays down, any difference between itself 

and reality – which is the same as saying: it somehow denies its own fictionality. I 

will come back to this point after having dealt with a foreseeable objection: if one 

takes not Robinson Crusoe, but Don Quixote (1605, second part 1615) as the first 

modern European novel, then it is absurd to say that the new genre tries to deny 

its fictionality – quite the contrary:²² Don Quixote highlights and foregrounds its 

fictionality and the fact that it is fabricated to such a degree that, before long, we 

do not know which of its three authors, if any, we can trust. 

That creates an interesting tension: on the one hand, Don Quixote waves 

good-bye to Don Quixote’s favourite reading matter, the chivalric novel, and it 

continuously insists on the vital importance of the dichotomy of fact and fiction, 

of fiction and reality. For its main theme, of course, is the debilitating danger 

that results from confusing fiction with reality, from the inability to distinguish 

21 That is why I cannot agree with Elena Esposito when she says that “[m]oderne Fiktion ist 

immer realistisch, und gerade deshalb wurde sie als Fiktion anerkannt[.]” (76) Modern fiction 

isn’t always realist, and why it is recognized as fiction if it is realist, is a puzzle, and not matter 

of course.

22 Again, for an extended discussion of this see Bode, Novel 28–33.
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between the two – that is Don Quixote’s malady and that of the reader who cannot 

tell the two apart.

On the other, the present reader of Don Quixote is also warned not to trust the 

realist account of the adventures of the knight of the sad countenance – so the 

fact within a fiction has to be identified as a fabrication, a fake, if you will. The 

novel is realist, but unreliable (which, by the way, is not a contradiction – unreli-

ability may in fact be one of the trustworthy hallmarks of a radically conceived 

realism). The apparently realistic construction of fiction, the fabrication of the 

‘reality’ of this novel, is, in fact, a theme, arguably the theme of this novel. In 

other words: Don Quixote is as ostentatiously fiction as Robinson Crusoe denies 

that it is – and both are, of course, fakes. 

Between the two of them, novels of the type of Robinson Crusoe on the one 

hand and of Don Quixote on the other open up the space of possibility of the 

modern realist novel: to engage with the specificity of the present you had better 

minimize or downright deny any difference between your fiction and reality; at the 

same time, any attempt to write such realist fiction can be exposed (if it doesn’t do 

so itself) as a (more or less credible) fabrication – the fabrication of a reality that 

looks confusingly similar to the real thing (which may, after all, be another such 

construction), but whose ontological and truth status is highly questionable, if 

one is not totally naïve. Surprisingly, both the denial and the foregrounding of 

the fictionality of realist fiction underscore its tenuous relationship to reality. For 

that is still what Robinson Crusoe and Don Quixote have in common: their point of 

reference is reality as it is. And that is their new quality.

However, these novels are, of course, also auto-referential; that is, once you 

have identified them as fiction, they are decoded in a special way, they are given 

special treatment in that their literal [sic!] meaning is understood as only a pointer 

towards a special ‘literary’ or ‘secondary’ or ‘deeper’ meaning, which is the real 

meaning of this text that has to be found out through exegesis and interpretation. 

Then Crusoe’s 28-year sojourn on his lonely island is not just that, but it stands for 

something else.²³ And this something else is what the novel is essentially about. 

While it could be argued that this literary decoding is not something you 

subject everyday signs to, so that the parallel between reality and realist texts 

stops there, it was, however, something that a significant part of the English 

public at the end of the 17th and the beginning of the 18th centuries was system-

atically trained to do. Protestant and especially Puritan circles may have been 

opposed to art, drama, and fiction, because they all detracted people from what 

should have been their central care in life: saving their souls. But they also trained 

23 And that is why you cannot locate Robinson’s exile on any map. See above.
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their people, day in, day out, to read not only episodes from the Bible, but also 

their own lives allegorically – as saying one thing, meaning another: everything 

could be significant, everything could mean not just itself, but something else 

too, which would then make it a sign. So, not only the Holy Scripture, but life 

itself was understood as doubly encoded – possibly multiply encoded. Which is 

why when Defoe gave his first novel such a realist outfit that it looked exactly 

like a non-fictional autobiographical account of a shipwreck, he could still rely 

on his audience’s ability to see it both as factual and pointing towards something 

else. To say that literature has secondary meanings because it is auto-referential, 

whereas life hasn’t, is just not true for all audiences.²⁴ In any case, it wasn’t for 

the English reading public that was given the first realist novel. It was Defoe’s 

masterstroke to launch a fiction that denied it was fiction, but which would still 

be subjected to the same exegetical decoding techniques that would further on 

be the special preserve of ‘literary’ readings.²⁵ This may well be one of the most 

underestimated aspects of the secularization of modernity.

Now, what makes the modern novel such an incredibly powerful narrative 

genre is, among other things, the strong emphasis on the principle of causality 

that was already mentioned. It is, of course, only an effect that is created retro-

spectively and through narration – but hey, that is what narration is for: the con-

version of contingency into the (illusion of narrative) necessity.²⁶ That is what the 

modern realist novel is particularly good at: to evoke a totality of a world that 

bears a striking, sometimes uncanny resemblance to ours, but that, in contrast 

to ours, seems to offer a semblance of meaning, of purpose, of coherence – and if 

only these dimensions of meaning are evoked, thematized, or questioned. That is 

why, after all, we have all these Past Narratives: so that they give us the illusion 

of something meaningful.

This very fact seems to rule out the modern European novel as it historically 

materialized in the 18th and 19th centuries as an appropriate carrier for Future 

Narratives. And evidently it wasn’t. They’re just so dissimilar – they’re veering off 

in different directions. But we must be cautious, while telling this tale, not to con-

struct a retrospective necessity of this evolution. The better question to ask might 

be: why exactly did the novel around 1700 take this turn to Past Narratives, with 

its foregrounding of meaningful necessity and a narratively mediated purpose-

24 The question whether, if you regard life as auto-referential, it might attain a second or liter-

ary meaning as well and thereby gain an aesthetic or ironic lustre, cannot possibly be discussed 

here. But the Romantics and Nietzsche seem to have been of that opinion, at one point or another.

25 Cf. Bode, Novel 38–41.

26 See above, part 1.2; cf. also Molesworth on the illusion of causation and a teleology in the 

18th-century novel.
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fulness? For the case could be made, and it will, of course, be made here, that 

alongside probability theory, insurances, projects, the stock market, and the new 

notion of truth-as-process, the modern European realist novel is indeed another 

strong indicator that between 1660 and 1720 the Western idea of future is radi-

cally re-defined. How so? And once that one is settled: why didn’t it go down that 

road itself, but only pointed in the direction?

First, how so? An ‘as if’ duplication of reality (cf. Esposito 7–12) allows you a 

parallel run of (a selection of) the data of reality – it is, if you will, like computers 

connected in parallel that process simultaneously what they are fed as ‘reality’. 

Realist fiction, in sum, can be said to offer different continuations of present 

states. And so that we can recognize in the first place that these are indeed dif-

ferent continuations of present states, the fiction has to be realist – for (this is 

almost tautological) if it weren’t, nobody would think that this was an alternative 

(fictional) continuation of a present state. The difference between the world of, 

say, medieval romance and the reality of 1719 is simply too big. Narrow the differ-

ence and it dawns upon the public, sooner or later, that this ‘as if’ indicates that 

‘this here’ could be different.

Therefore, although the modern European realist novel is as deeply satu-

rated with Past Narratives as can possibly be, it also testifies to the new idea 

that – though the present can be seen as the outcome of relatable cause-and-

effect chains – it is also ‘only’ a probable state,²⁷ alongside which other probable 

(or equally improbable) states can then be imagined. Once you realize that the 

present is not eternally the same, but that reality itself is changing, and radically 

so, it all of a sudden makes sense to write what otherwise could only be regarded 

as, at best, an unnecessary duplication and, at worst, a flat contradiction in 

terms: realist fiction. Inadvertently, the emergence of the modern European realist 

novel, that powerhouse of Past Narratives, opened not a Pandora’s box or a can 

of worms, but it opened up the prospect of reality as multiple: (f)actual on the one 

hand, probable and possible on the other. 

But this binary still ran on parallel tracks (a good thing in itself); realist 

fiction was understood as an alternative reality to ‘real’ reality – probable, but 

not actual. The binary only had to be turned by 90° so that it could be understood 

as the dividing line between past and future, the present as conversion line of 

virtual contingency into actuality. That is how the realist novel was powerfully 

27 In contrast to Elena Esposito, I should like to maintain that, although, seen from any present, 

future reality may appear as an improbable case – “Die Realität ist unwahrscheinlich, und das ist 

das Problem. […] Es ist wahrscheinlich, dass gerade das Unwahrscheinliche eintritt, und damit 

ist das Wahrscheinliche nur wenig realistisch.” (50) –, once it is actualized, it is not any more 

improbable than other possible states, but less so – because it evidently is the case.
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conducive to the idea that the present is not only the terminating point of a web 

of cause-and-effect relationships, but also the cliff that allows a view of a space 

of future possibilities – the future as an ocean navigable by different routes, not 

only in a uni-linear way.

Why then, if all the ingredients for the large-scale emergence of Future Nar-

ratives were apparently there around 1700, did it not happen? Why did we have 

to wait until the last third of the 20th century for take-off? As indicated above, 

the answer we propose is: it was for media-historical reasons. Because the index 

medium of that former period, the printed and bound book – while it doesn’t, of 

course, rule out Future Narratives – is not exactly conducive to them either. The 

rest is (media) history.

3.7  Future Narratives and Historical Mediality

It seems a very past-narrative kind of thing to say that the possible emergence 

of FNs around 1700 was impeded by the physicality of the index medium of that 

period, the printed and bound book. And it is a very past-narrative kind of thing 

to say, inevitably so. And there’s nothing wrong with it as long as the implied 

teleology is flagged out as one that is retrospectively constructed from a present 

point in time, and for heuristic reasons. Nothing wrong with it – except that it is 

always an overambitious claim to say that one is able to identify the one factor 

that forestalled the emergence of something that could have happened, if only it 

hadn’t been for that particular culprit. It is especially overambitious if, as is the 

rule in the humanities that work historically, you have no exact parallel case. 

Under these conditions you cannot really prove your case. All you can do is to 

try and make a convincing case by persuasion. And as part of that persuasive 

strategy one would also have to backpedal a bit and modify the explanation to a 

hypothesis that would have the advantage over other hypotheses of telling a good 

tale, one that gives sense, meaning, and direction to a sequence of events.

To claim more would also be counterproductive and self-defeating in a most 

deplorable way: because we know, once the idea of the possibility of FNs around 

1700 has been established and validated, that this possibility remains bubbling 

under and then increasingly tries to realize and materialize itself. And it is exactly 

this striving against certain medial forms that makes this phenomenon so fasci-

nating – a fact all too easily obscured if one plays the historical blame game.

When we set out with our Narrating Futures project, it seemed an obvious 

idea to complement the volume that sketches out a general theory and poetics of 

FNs with several others that would show how FNs are characteristically refracted 

through the different media. We have stuck with this plan and the result of it are 
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volumes 2 to 4 of this series, with the corpus investigated in volume 5 constituting 

an interesting borderline case.

What even the most cursory overview of the media history of the last 250 

years or so will reveal is that this systematic layout displays also an unmistakable 

media-historical dimension. As FNs push through the media of printed book, film, 

video, and DVD to fully orchestrated electronic media in which most sophisti-

cated, multi-path games and simulations can be run, we can perceive that the 

space of possibilities for FNs is becoming wider and wider. In other words: the 

history of the evolution of FNs can itself be told as a PN with the implied telos of 

increasingly producing structures that, in turn, increasingly enhance the nodal 

power of nodes within these FNs. 

But not only that: we also see that the evolutionary drive of FNs not only 

transcends media demarcations, but redefines or even totally obliterates them. 

And could it be otherwise? If genres and media are historical, why should their 

boundaries be eternally stable and ahistorical?

It would be a great disservice to research to underestimate what can be learnt 

from a detailed, theoretically informed study of FNs in pre-electronic media, for 

it is exactly here that we can observe what is possible and what isn’t, given the 

materiality of a certain medium. If FNs by necessity need a medium, we must 

never forget that the medial constraints work on the concrete form which any FN 

can attain at a given point in time. Enabling and constricting at the same time, 

media are the riverbeds in which the evolutionary flow of FNs can run. The rich-

ness of the material presented in the following volumes and their profusion of 

substantial readings testify to our conviction that, if the general idea of a FN can 

be established from the overall corpus of narratives that have at least one node, 

it is, of course, in its concrete medial realizations – and only there – that we find 

its intriguing reality.

It is easy to see why any discussion of the possibilities and restraints certain 

media hold for FNs should be reserved for the following volumes of this series. 

But maybe it makes sense to turn one’s back to the future one last time and to take 

the long, the very long view, and try to ascertain what exactly we are looking at 

when we claim to be looking at a totally new corpus, expressive of our recently 

won capability to envision and experience the future as open, undecided, and 

multiple. Let us do a quick and totally irresponsible run-through of the future-

relevant medial changes in the history of mankind, unabashedly partisan. And 

let us begin – why not? – some 30,000 to 100,000 years before our time (if not 

earlier…).

The medium of spoken human language constitutes a breaking out of, or an 

escape from, the prison-house of the present moment. Once we have speech, we 

are no longer confined to what is immediately around us. We are no longer con-
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fined to just pointing at objects that are presently there, that is, here. Instead, 

speech allows us to also speak about things that are no more as well as about 

things that are not yet. 

But that means, at the same time, that language allows us to speak not only 

about objects, but about concepts. Not, for example, about that one particular 

table over there in the corner and at which I can point – but about tables in 

general, or anything in general. And not only does it allow us to form concepts 

that are abstractions from physical objects, it also allows us to form abstrac-

tions that have no concrete, unified physical counterpart in outward reality, that 

is, no object that you could point at if you wanted to indicate one specimen of 

that class, like an instance of ‘table’. Think of ideas like freedom, justice, love, 

or fear; or relationships like ‘bigger than’ or ‘smaller than’ or ‘equal’; or nega-

tions; or causal relationships, etc. Spoken human language not only liberates us 

from an eternal present, it is also the indispensable precondition for conceptual 

thinking.

So even in a non-philosophical or non-religious way, there is truth in the 

phrase, “In the beginning was the word.” (Gospel of John, 1.1.) But when did 

all this begin? When do we date the origin of language? Experts like Palaeolin-

guists – but also experts from the fields of Biology, Socio-Biology, Anthropology, 

and Neurology – are unanimous in saying that the origin of human language is 

extremely difficult to date, one of the reasons being that only the bone structures 

are preserved in human fossils. Therefore, although the size of the jaw and of the 

oral cavity may be measured if these are preserved, we still have no exact idea of 

the form and size of the tongue, larynx, and pharynx of our pre-historic ances-

tors. Reconstructions of human speech organs based on human fossils are largely 

hypothetical, and the evidence is never 100% conclusive.

While it is unlikely that Australopithecus (a hominid living some 4–5 million 

years ago) could speak, the evidence for Neanderthal man (70,000 – 35,000 B.C.) 

is ambiguous. And when experts say that human speech emerged either some 

50,000 to 30,000 years ago (Cro-Magnon man, Upper Palaeolithic) or maybe 

some 100,000 to 20,000 years ago, the very magnitude of the spans of time we are 

looking at already indicates how unsure we are about this.

The whole picture is further complicated by the fact that some physiological 

developments that had been thought essential for human speech formation, like 

the descent of the larynx, turned out to be not that essential after all: a descended 

larynx, for example, can also be found in other life forms (like maritime mammals, 

or large deer) that don’t have something like human language. But if such speech 

organs are not the decisive factor – logically: not sufficient, though necessary –, 

what is the decisive factor? Let us put this on the backburner, for the moment.
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What we can say, however, is that the development of human speech organs 

comes with a whole army of disadvantages: less efficient breathing, less efficient 

chewing, and less efficient swallowing. As David Crystal argues, “The survival 

value of speech must be considerable to compensate for such deficiencies.” (291) 

There has got to be something to balance off these evolutionary disadvantages, 

something really big and of high survival value, and there is: it is the advantage 

to be able to communicate with others in a totally revolutionary way – efficient, 

quick, differentiated, precise, and in a time-space that has developed different 

dimensions. 

Humanity has passed the test of time (so far), for all the disadvantages men-

tioned by Crystal are more than just balanced off by this one great, overarching 

advantage that human speech offers: by language, we have triggered a social and 

cultural evolution that builds upon biological evolution, with the one big differ-

ence that this social and cultural evolution, made possible by language, runs 

incomparably faster than any biological evolution, because it is not based on 

chance mutations and deep-time selection. It is an evolution to the power of n. 

That is why the origin of human language is the point of take-off in the evolution 

of mankind, which from this point on is no longer solely a biological evolution, 

but a cultural one – it is the beginning of history.

But when is a language a human language? Is there really such a radical dif-

ference between our way to communicate by manipulation of signs on the one 

hand and various animal languages on the other? Enormous progress has been 

made in the teaching of other primates, who can then manipulate signs that are 

given to them. But we have no uncontroversial evidence that these primates are 

more than just able to reproduce something they’ve been taught, that they are 

able to creatively form or develop such language systems themselves, that is, that 

they are able to creatively invent sounds or objects that stand for something else. 

And, or so it seems, they cannot form new meaningful sequences, new sentences. 

That seems to be the defining difference: humans can creatively form correct and 

meaningful sentences that we have never heard before. 

What is more: even taught primates cannot ask questions. It is not at all a 

complacent idea, but a radically critical one to ponder that the answer to the 

question, ‘What makes a language a human language?’ most probably is: it is the 

capability to produce new sentences that have never been formed before (which 

means: to be creative) and the capability to ask questions. That is what makes 

you human. To speak new sentences (not just to mechanically reproduce known 

ones) – and to question.

But there is still one essential element missing with regard to the acceler-

ated cultural evolution of mankind. The main reason why we cannot really date 

the origin of language is, of course, that we have no written records of that time. 
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And that is exactly the missing component: writing, the transcription of oral signs 

into symbols marked on paper or some other surface – the transcription of the 

medium of human speech into another medium. 

About that dating we can evidently be more sure, though the time-gap, even 

under the most optimistic assumptions, is still considerable: “Human language 

seems to have emerged within a relatively short space of time, perhaps as recently 

as 30,000 years ago. But that still leaves a gap of over 20,000 years before the first 

unequivocal evidence of written language.” (Crystal 291) Or should we not say far 

over 20,000 years? For even if language comes in 30,000 B.C. at the latest, then 

we still have to wait for at least some 26,000 before the first signs of writing occur: 

first fully developed systems of writing can be identified ca. 3,200 B.C. in Mesopo-

tamia, possibly 3,400 B.C. in Egypt, and around 1,200 B.C. in China.

What exactly is the evolutionary advantage of writing? In short, it can be 

said to consist in creating a language to the power of two. Oral communication 

already frees us from the prison-house of the present moment, but not totally so, 

for, before long-distance communication, you could only talk to somebody who 

was within hearing distance. It is only through this transposition of one medium 

(human speech) into another (writing) that language is no longer dependent on 

the co-presence of another, which means that, for a second time, the confinement 

of simultaneity is exploded – this time on the reception side. The new medium 

constitutes a second breaking-out of the prison-house of the present moment, 

because, unlike spoken language, the new medium preserves and stores. Knowl-

edge can now be passed on irrespective of the co-presence of the partners in com-

munication. A tradition can begin that, unlike orally passed-on tradition, does not 

have to rely on the physical contemporaneity and co-presence of your addressees. 

And from that point on, when humanity did not have to rely solely on co-presence 

any longer, the space of communications expanded enormously, for it now con-

tained everything that had ever been committed to writing and was within my 

reach (note: we’re still talking pre-electronic times). This alone accelerated the 

speed of the cultural evolution of mankind like nothing had done before. Every 

new generation could stand upon the shoulders of a giant – the giant being the 

cultural achievements of their civilizations as committed to a material medium 

and preserved there. Let us face it: biologically, our outfit is still pretty much like 

30,000 to 50,000 years ago – we may be less furry, we may have fewer teeth –, 

but basically, we’re still the same. The difference between us and our ancestors is 

basically in the cultural knowledge that we have accumulated and that has been 

passed on in human society by virtue of writing.

It is not essential for my line of argument, but interesting to know that the 

large-scale introduction of that unprecedented medial revolution came in for 
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some fairly heavy criticism in ancient Greece, and by no less a person than 

Socrates. As recorded in Plato’s Phaidros,

Socrates had three reasons against writing: 

1. Spoken language is alive – it is dynamic, it displays intonation, melody, 

rhythm, emphases, modulation, etc. By way of contrast, written language 

is dead. And written words cannot be held to account – you can’t talk back 

to a text, you can’t discuss with a text. Therefore, the written text strikes at 

the core of Socrates’ philosophical practice, which aimed at bringing out the 

truth in a dialogue between teacher and student.

2. Writing destroys your memory. You write something down and then you 

forget it. Writing is a great obliterator.

3. In writing, we lose control over language, control over how this or that is 

correctly to be understood, because if everybody reads for themselves, then 

everybody can make up their own mind what it means. Socrates was worried 

about that, because he believed in the One Truth. 

Compare this last point to Kant’s idea that it is exactly in the communal, public 

use of reason – a practice planted, however, in a script culture, if there ever was 

one  – that the self-emancipation of both individual and body politic can take 

place, and it becomes obvious that, from the point of view of power and inter-

pretational hegemony (Deutungshoheit), script cultures and communities have 

both centripetal and centrifugal tendencies. On the one hand, dominant sections 

of script cultures would love to have a monopoly on readings, but that invari-

ably has proved hard to implement. Even monotheistic religions like the Mosaic 

faith, Christianity, or Islam have produced various sects and denominations that 

each base their right to separate existence on differing interpretations of one and 

the same text. This is not to say that religious wars do not have their causes in 

inequalities and injustices – they do –, but they are also wars of hermeneutics, 

wars about the right to read differently. 

Considering the plurality of modern society, reflected in a plurality of texts 

and in a plurality of readings of these very texts, it is hard not to agree that 

Socrates, in a way, was right: of course, reading and writing for everyone opens a 

box with largely unforeseeable consequences. At the same time, one should not 

forget that Socrates was sentenced to death because he based virtue in the indi-

vidual, so that, not in this respect alone, Kant can be seen as bringing Socrates 

to completion. Writing is definitely not a medium for purveying the One Truth; 

however, for a long time, because of its accessibility and built-in tendency to indi-

viduation, it has been the medium for spreading multiple truths and encouraging 

truth-as-process.
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The Narrating Futures research project has never been about how different 

media affect the human brain – such questions have remained outside the scope 

of our inquiries. However, if we try to ascertain how conducive different media 

are to producing nodal structures, how easily they lend themselves to this, it is 

pertinent to also register to which extent a certain medial use transforms, in turn, 

the one medium we use to engage with the world and our position in it: viz., the 

human brain, especially so if this feedback concerns the human brain’s capabil-

ity to produce futures. Let it not be misunderstood as an (unnecessary) last-ditch 

defence of the ‘outgoing’ medium of writing (and its complement of reading), 

when I summarize brain research into the effects of reading, into how the differ-

ent parts of the human brain are activated, stimulated, and changed by reading, 

as follows:²⁸ brain scans show there is no other activity that stimulates the human 

brain as much as reading. Reading is like visiting a mental fitness studio – you 

develop mental muscles, as new connections between your brain cells are formed 

and the speed at which you respond to stimuli increases significantly. As reading 

happens so much faster than speaking, the immediate cognition of symbols, or 

automatized reading, gives us time for high-speed thinking (cf. 54); the physi-

ological basis for this, the myelinization of the axons of neural cells in the brain 

(the impulse from the neuron is emitted the faster, the more myelin the axon has) 

is laid between ages 5 and 7 – that is when ‘the high-speed internet in your brain’ 

is built (cf. 94–95). Fluent reading unites all the cultural, biological, and intel-

lectual stages in the evolution of reading, and at the same time it recapitulates all 

the cognitive, linguistic, and affective evolutionary stages in the natural history 

of the reader (cf. 143). There are significant differences between brains that read 

and brains that don’t. Reading triggers the building of structures in your brain 

that otherwise simply would not exist (cf. 161–162).

These are structures that the human brain forms as it engages with ‘things 

that are not there’, with the abstract medial representation of other medial rep-

resentations. For in the most basic sense of the word when we read what we read 

about is never ‘there’, or here, just as language gives us the chance to speak about 

things that are not – not any longer or, much more fascinating, not yet. 

Now is the time to return to the question raised above, the one about the 

essential speech organ of humans, the one that makes the difference. It is the 

human brain. In part 1.18 of this volume, we gave a quote from Daniel Gilbert’s 

enticing Stumbling on Happiness which shall here be repeated: 

28 This largely follows Maryanne Wolf’s Proust and the Squid: The Story and Science of the Read-

ing Brain; page references in this section are to this monograph.
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For the first few hundred million years after their initial appearance on our planet, all 

brains were stuck in the permanent present, and most brains still are today. But not yours 

and not mine, because two or three million years ago our ancestors began a great escape 

from the here and now, and their getaway vehicle was a highly specialized mass of grey 

tissue, fragile, wrinkled and appended. This frontal lobe – the last part of the human brain 

to evolve, the slowest to mature and the first to deteriorate in old age – is a time machine 

that allows each of us to vacate the present and experience the future before it happens. (15)

That is why the human brain is an “anticipation machine” (Daniel Dennett) and 

why “making future” is the most important thing it does. That is the absolutely 

indispensable neurological precondition for speech, not the other speech organs 

(that we share, to a degree) with other animals – speech organs are necessary, but 

not sufficient: what you need is a sufficiently developed nervous system. Then, 

and only then, can you have language – and the future, which is all there isn’t 

and never was.

But the time-line we’re looking at is crucial. Some 2 to 3 million years ago, we 

developed frontal lobes and thereby, for all we know, the capability to leave an 

eternal present. But we wanted the medium to communicate that new dimension 

of existence. We wanted it for a very, very long time. Because only some 50,000 to 

30,000 years ago, we developed language, able to express that which cannot be 

pointed at. And only some 5,200 years ago (i.e., around 3,200 B.C.) we developed 

writing. Two media, one building upon the other to geometrically increase its 

communicative power, that are designed to deal with what is not there – and what 

that entails: our fears as well as our hopes. (And the irony of getting it wrong most 

of the time.)

Today, new media transport these fictions of the human mind, all these dis-

courses on things that are not, but that can be imagined – “the human mind’s 

imaginings” (P.B. Shelley, “Mont Blanc”). Imagination – Vor-stellung – is all 

about things that are not ‘really’ there. Today, we have the medial possibilities 

to communicate not only about uni-linear processes, but about the future time-

space that is filled, indeed opened up and unfolded by multiple continuations. 

We have, at long last, the media to express and demonstrate and experience the 

multiplicity of that imagined space: futures – the multiplicity that at any moment 

feeds through the needle’s eye of any present node to morph into actuality. For 

this, language and writing have been absolutely indispensable prerequisites 

(without them, we would not even know what we talk about when we talk about 

‘spaces of possibilities’ – would we?). But it is likely that not for the first time in 

the evolution of mankind a medium had been lacking for a certain (albeit here 

rather short) period of time, when the need had already been apparent for a while. 

The media-historical moment of the emergence of a fully blown corpus of Future 
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Narratives is exactly the lapse between their initial abstract possibility (around 

1700) and their breakthrough emergence in the latter third of the 20th century.

Quite decidedly, the world is not everything that is the case. The world is not 

simply the sum total of everything there is and everything there ever was. We left 

that stage 3 million years ago. Don’t trust people who tell you otherwise. They’re 

still sitting up in their trees. The world is everything there is, ever was – and will 

be. It is present, past, and future. And that third part may well be the most excit-

ing one. It’s the one that our brains started to produce long before they found a 

linguistic medium to communicate it to others. It isn’t so long ago that we discov-

ered the future doesn’t have to be linear, just because, retrospectively, we imagine 

the present to be a point in time that could be reached by one route only. It doesn’t 

have to be. And we are looking for new media to express this. We are looking for 

media that allow us the narrating of futures. If ‘making future’ is what defines us 

as humans, then research into narrating futures is right where it’s at: it is looking 

right at the core of what it means to be human.
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