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The right of the people to be secure in their persons, houses, papers and
effects against unreasonable searches and seizures shall not be violated,
and no Warrants shall issue but upon probable cause, supported by Oath
or affirmation, and particularly describing the place to be searched, and
the persons or things to be seized.

Fourth Amendment
United States Constitution

The evil incident to invasion of privacy of the telephone is far greater than
that involved in tampering with the mails. Whenever a telephone line is
tapped, the privacy of persons at both ends of the line is invaded, and
all conversations between them upon any subject, and although proper,
confidential and privileged, may be overheard. Moreover, the tapping of
one man’s telephone line involves the tapping of the telephone of every
other person whom he may call or who may call him. As a means of espi-
onage, writs of assistance and general warrants are but puny instruments
of tyranny and oppression when compared with wire-tapping.

Justice Louis Brandeis
dissenting opinion in
Olmstead v. United States
(277 US 438, 1928, pp. 475–476)

Senator Herman Talmadge: Do you remember when we were in law
school, we studied a famous principle of law that came from England
and also is well known in this country, that no matter how humble a
man’s cottage is, that even the King of England cannot enter without his
consent.

Witness John Ehrlichman: I am afraid that has been considerably eroded
over the years, has it not?
Senator Talmadge: Down in my country we still think of it as a pretty
legitimate piece of law.

United States Senate
Select Committee on Presidential
Campaign Activities, Hearings,
Phase 1: Watergate Investigation,
Ninety-Third Congress, First
Session, 1973, p. 2601
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Preface to the Updated
and Expanded Edition

It would be difficult to find a more fundamental theme in the contempo-
rary world than the migration of human activity from physical, face-to-
face contact into the virtual world of electronic (and digital) telecommu-
nications. Globalization would not be possible without the high-quality,
reliable, and inexpensive telephone service that has been made possible
by optical fibers and computerized central offices. In the industrialized
world and beyond, governments, businesses, universities, and other insti-
tutions have made the World Wide Web a centerpiece of their communi-
cations with the public.

One of the critical issues raised by this transformation is what effect it
will have on privacy and security. The digitization of the world has made
the effortless privacy of interpersonal conversations a thing of the past
and enabled spying on a global scale never before seen. The decisions we
make as we lay the foundations of the new world will have an impact
on the structure of human society that transcends that of any previous
technological development. If, in designing our new world, we do not
take privacy and security into account in a way that reflects the primacy
of the individual, our technology will enforce a social order in which
the individual is subordinate to the institutions whose interests were put
foremost in the design.

The first edition of Privacy on the Line was written at a time in which
the issue seemed simple. The primary technology for protecting telecom-
munications privacy was cryptography, and the right to use cryptography
for the protection of personal and business privacy seemed in jeopardy.
The battle had two fronts, and we set out to explore them both.
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The more visible front was chronologically second but stood first in
most people’s minds. The US government’s plan for key escrow sought
to use its standard-setting power—backed by its substantial purchasing
power—to make cryptographic systems with built-in government master
keys ubiquitous. Had the plan succeeded, it might plausibly have been
extended to outlaw systems that did not have this provision.

The less visible but economically more significant front was export
control. Exporting of cryptographic products had been tightly controlled
for decades but, until the sudden need for cryptography in commercial
uses that followed the opening up of the Internet this had, by and large,
only the intended effect of inhibiting the exporting of cryptographic
equipment intended for military customers. As low-cost integrated cir-
cuits brought high-grade cryptography within the reach of many com-
mercial products, its use expanded steadily. Businesses oriented toward
making consumer products now found themselves forced by the export
laws to bear the unrewarding expense of producing separate products for
export and for domestic consumption.

The first edition was written in the midst of this political struggle over
whether individuals and commercial enterprises had a right to protect
their communications with cryptography or whether governments had
the right to limit its use to prevent possible interference with their law-
enforcement and intelligence activities. The preface to that edition gives
a flavor of the situation as it stood at that time.

A book written in the midst of events will always become outdated,
sometimes quite quickly. Just the short interval between the appearance
of the original edition and the first paperbound edition saw a striking
sequence of events.

• The existing encryption standard was decisively shown to be inade-
quate. In an event noteworthy for its neatly orchestrated publicity,
the Electronic Frontier Foundation revealed that it had built the
often-designed DES Cracker—a specialized computer capable of
producing DES keys from cipher text in (at worst) just over a week.

• The secret Skipjack algorithm that underlay the key-escrow plan
was declassified, apparently in order to allow the Department of
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Defense to save money by using software encryption to secure email
in the Military Message System.

• The National Institute of Standards and Technology’s plans for an
Advanced Encryption Standard (AES) to replace DES by a cipher
with blocks twice as long and a key nearly five times as large
made dramatic progress, with fifteen designs accepted for first-
round evaluation and presented at a public conference as well as
published on the Web.

More dramatic events were to follow shortly. In September 2000, the
American export control rules were revised to place less emphasis on the
strength of cryptography and more on the end users and the degree of
customization provided. Selling off-the-shelf hardware and software to
commercial users throughout the industrialized world became relatively
easy, while selling customized equipment, particularly to governments,
continued to be burdened with a lengthy approval process. The scheme
was clever because foreign military organizations—the major target of
export control—had well-established cryptographic traditions and usu-
ally wanted to employ their own cryptographic algorithms rather than
those in common use in the commercial world.

An important ingredient in the demise of export control was the un-
expected exposure of a multi-national (though primarily US-controlled)
signals intelligence network called Echelon that appeared to be organized
for the interception of commercial rather than military traffic. Never
mind that the world’s military were making ever increasing use of com-
mercial channels; it looked to the Europeans as though they were being
spied on. Their response was a new emphasis on secure communications,
and one important step was decreased regulation.

By comparison with export regulation, key escrow merely faded from
view without being officially withdrawn or renounced. When the Na-
tional Institute of Standards and Technology began the process of re-
placing the quarter-century-old Data Encryption Standard with a new
system, it placed a high level of security at the top of its requirements.
The resulting Advanced Encryption Standard was adopted in late 2001
and has since been approved for national-security applications as well as
civilian ones.
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Even as these events were under way, it was clear to observers that
the underlying issues had not been resolved and that other, non-crypto-
graphic, aspects of communications privacy were evolving in a different
direction. Although regulatory jockeying and lawsuits delayed its full
implementation, the Communications Assistance for Law Enforcement
Act was, for the first time, forcing the major telecommunications com-
panies to build wiretapping into the infrastructure of the American com-
munications system. In a disquieting parallel development, the FBI had
begun demanding the right to implement wiretap orders by installing
its own hardware on the premises of Internet Service Providers rather
than presenting the order to the ISPs and allowing them to comply using
their own technology. Critics feared that the new technique would lift a
layer of scrutiny from the wiretap process. If the ISP were not doing the
monitoring, they would not know what was being monitored, and would
be unable to challenge overbroad interception.

Cryptography, free from oppressive regulations, was going nowhere
fast. Although SSL (the Secure Socket Layer protocol used to protect
Internet commerce) is perhaps the most widely deployed cryptographic
mechanism of all time, the application of cryptography to protecting
Internet communications—and electronic communications overall—is
spotty. Some Web transactions and most VPN connections are encrypted,
but only a small fraction of email, voice, or video communications, or
even Web browsing, is protected.

There are many proximate causes of the changed aspect of commu-
nications privacy. In the late 1990s, the world, particularly the United
States, was in the midst of a massive economic boom. The collapse of the
Soviet Union had given America the sense that it had no real enemies,
and, despite vicious civil wars in Africa and Eastern Europe, the world
seemed more peaceful than it had been in decades.

The September 2001 attack on the United States ended that sense
of peace and initiated an era of widespread fear, fear that inclined the
population toward accepting greater encroachment on their liberties and
supporting more ambitious intelligence programs. At the time of this
writing, the activities of the intelligence community (what they are and
what they should be) have become a subject of debate in the courts, the
Congress, and the press.
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The debate has moved beyond the attempt to suppress access to strong
cryptography. In the United States such access is now supported, in prin-
ciple, by government policy. In Britain, a state right to access encrypted
information was included in the Regulation of Investigatory Powers Act.
The law authorizes expanded surveillance, and one clause requires indi-
viduals to divulge cryptographic keys on demand.

The political battle in the United States now focuses on decline of the
once-rigid wall separating foreign intelligence from domestic law enforce-
ment. There is acceptance of the increasing use of facilities originally built
for spying on other countries to spy on targets inside the United States.
Along with the shift in policy comes a steady push to extend the built-in
wiretapping approach of the Communications Assistance for Law En-
forcement Act from the conventional telephone system to the Internet.

In an effort to provide supporting material for the conduct of the new
debate, we have brought out this updated and expanded edition, adding
two new chapters and changing the existing ones in varying degrees to
reflect new developments.
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In the spring of 1993, the White House announced an unprecedented
plan for both promoting and controlling the use of secret codes to keep
communications private. The plan, formally called key escrow but popu-
larly known as “Clipper” after its star component, the Clipper chip, was
to adopt a new federal standard for encryption, a standard that would
ensure that the government could always read encrypted messages if it
chose.

The Clipper proposal was met by a storm of protest. It was criticized
by some as an outrageous violation of civil liberties, by some because
the standard could only be implemented in hardware, and by still others
on a wide variety of grounds. Despite the opposition, Clipper seemed, in
a sense, to have won. After a mandatory public comment period, which
produced two letters in favor and 300 against, the standard was adopted.
In a more fundamental sense, however, the Clipper program seemed to
have lost. Aside from the 9000 telephone security devices that the FBI
purchased in an attempt to seed the market, very little Clipper-based
equipment has been built.

The Clipper debate proved to be the opening engagement in an on-
going battle about the right to use encryption. Having tried to use its
buying power and standards-making authority to impose key escrow, the
government turned to the only other non-legislative tool available: export
control.

The United States has approximately 5% of the world’s population. In
light of this, it is not surprising that, although the country’s share of the
world economy is way out of proportion to its population, most major
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US corporations sell more than half their products in other countries.
This makes the larger part of their markets subject to export-control
laws.

It is also true that a key competitive strategy in modern business is to
eliminate unnecessary versions of products. Duplication can be particu-
larly costly in high-technology products such as computer software. If
US corporations are unable to export the same versions of their products
that they sell at home, the effect is a significant increase in costs. The
government’s subsequent attempts to achieve key escrow have turned on
this fact.

In January 1997, the administration began to permit the export of
some unescrowed encryption products for 2 years to companies that
submit detailed plans for developing escrowed products within that time.

Why is all this important? Why should anyone who is not in the cryp-
tography business be concerned about regulation of the export of cryp-
tographic equipment? The answer lies in the rush to put society online.

For most of human history, most communication between individuals
was conducted face to face. For a few thousand years some has been con-
ducted in writing, but this is in many respects a poor substitute. Letters
took weeks, months, or even years to travel long distances. The fact that
a letter might be opened en route and thus was less private than a whisper
was just one of many limitations.

For a little more than 100 years, some human communication has been
carried by electronic media, particularly the telephone. This has brought
to remote communication an immediacy that approximates face-to-face
contact. The quality of telecommunication continues to improve, and the
portion of relationships in which telecommunication is the primary mode
of communication continues to increase. We are moving the fabric of our
society into electronic channels as quickly as we can.

When telecommunication was merely an adjunct to physical communi-
cation, it was possible to hedge about privacy. When two people meet fre-
quently as well as talking regularly by telephone, they can reserve indis-
creet remarks for their face-to-face meetings. But as telecommunication
becomes more the rule than the exception, this becomes less feasible. In a
future society (which may not be far off) in which most communication
is telecommunication and many close relationships are between people
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who never meet in person, it becomes impossible. If people are to enjoy
the same effortless privacy in the future that they enjoyed in the past,
the means to protect that privacy must be built into their communication
systems.

Were the discussion to stop here, the conclusion would be self-evident:
we should design all our communication systems to guarantee confiden-
tiality. Personal privacy, however, is not everyone’s paramount concern.
There are powerful elements of society—police and military organiza-
tions—that make use of intercepted communications in what they con-
sider the protection of public safety. These groups view the ready avail-
ability of strong cryptography as threatening their ability to perform their
functions. Moreover, these once-distinct government activities are draw-
ing closer together in response to the perceived threat of international
terrorism. Not surprisingly, this emerging coalition sees individual access
to cryptography more as a curse than a blessing.

We see no simple resolution of this conflict. The debate so far has been
largely an argument among partisans, all anxious to bias the evidence
in their own favor. This is also a field with an extraordinary number of
secrets. Neither the police and the spies, who oppose widespread cryp-
tography, nor the big corporations, which support it, are the most open
and forthcoming of society’s institutions.

In this book, we attempt to lift enough veils to permit the reader to
develop an informed opinion on the subject. We examine the social func-
tion of privacy: how it underlies other aspects of a free and democratic
society and what happens when it is lost. We explore how intelligence
and law-enforcement organizations intercept communications, what use
they make of them, and what problems cryptography might create. We
also describe how cryptography works and how it can be used to protect
the secrets of both individuals and organizations.

If we have succeeded, the reader will come away from our book with
a new understanding of an issue that, despite the publicity it has received
in the past few years, has seemed mysterious and confusing.
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1
Introduction

In the early nineteenth century it took six weeks for the British govern-
ment to send a message from London to its representative in Delhi. In the
late nineteenth century, the telegraph cut this time to days, then to hours.
Today, at the dawn of the twenty-first century, the time has been cut to a
fraction of a second and the service is available not just to the government
but to most of the citizens. In a century and a half, we have gone from
a world in which people separated by distance could communicate only
through the slow process of sending letters to one in which they can
communicate quickly, directly, and interactively—almost as though they
were standing face to face. In the near future we may take the next
step and move into a world in which computer-mediated interaction may
offer such advantages over meeting face to face that it will supplant an
even larger part of face-to-face interaction.

The result is that we now conduct more and more of our communica-
tions, whether personal, business, or civic, via electronic channels. The
availability of telecommunication has transformed government, giving
administrators real-time access to their employees and representatives
in remote parts of the world. It has transformed commerce, facilitat-
ing worldwide enterprises and beginning the internationalization that
became the byword of business a decade ago. It has transformed war-
fare, giving generals the ability to operate from the safety of rear areas
and admirals the capacity to control fleets scattered across oceans. It
has transformed personal relationships, allowing friends and family to
converse with an immediacy that belies the fact they are thousands of
miles apart.
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These developments in technology have also had a profound impact
on privacy. To attempt to function in modern society without employing
telecommunication is to be eccentric. Most people use the telephone (in-
cluding cellphones) daily, and many make constant use of electronic mail
and the World Wide Web. These communications are by their essential
nature interceptable. A typical telephone call travels over many miles of
wire, of which only a few feet are under the control of the people talking.
For most of its journey the signal is in the hands of one or more telephone
companies, who will give it a reasonable degree of protection, but who
can readily listen to it or record it and will from time to time do so. Many
a call travels by radio for some part of its journey. The radio link may
be at an end, in the form of a cordless, or cellular telephone, or it may
be in the middle, in the form of a microwave link or a satellite hop. In
either case, the call’s vulnerability to interception is increased, and many
people, using many kinds of radio equipment, will have the ability to
listen in.

The vulnerability of long-distance communication is nothing new; re-
mote communication has always been subject to interception. Couriers
have been waylaid, seals have been broken, and letters have been read.
But before the electronic era conversing in complete privacy required
neither special equipment nor advanced planning. Walking a short dis-
tance away from other people and looking around to be sure that no
one was hiding nearby was sufficient. Before tape recorders, parabolic
microphones, and laser interferometers, it was not possible to intercept
a conversation held out of sight and earshot of other people. No matter
how much George III might have wanted to learn the contents of Han-
cock’s private conversations with Adams, he had no hope of doing so
unless he could induce one or the other to defect to the Crown.

Achieving comparable assurance of privacy in today’s world—a world
in which many of the most personal and sensitive conversations are car-
ried on by people thousands of miles apart—requires both advanced
planning and complex equipment. Most important, privacy in long-
distance communication is not something the conversants can achieve on
their own. A secure telephone is a complicated device combining a voice
digitizer, cryptography, and a modem. Building one is as much beyond the
abilities of most potential users as building a television set is beyond the
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abilities of most viewers. In general, secure communication facilities are
complex and require numerous people, many of whom must be trusted,
for their construction and maintenance.

The vulnerability of telephone calls is the vulnerability of something
that did not exist before the late 1800s. Unfortunately, holding a conver-
sation face to face is not the guarantee of privacy it once was. The same
electronic technologies that have made telecommunication possible have
also given us a wide range of listening devices that make finding a private
place to talk difficult indeed. Technology has changed the rules for the
old game as well as for the new.

Telecommunication and to a lesser extent face-to-face communication
suffer from another vulnerability that did not exist when the United
States was founded: the possibility that one party to a conversation is
recording it without the consent of the others. Before the development
of sound recording, even one of the parties to a conversation had lim-
ited ability to reveal what had been said. Notes, an outline, or even a
transcript would typically be only one person’s word against another’s.
Audio and video recordings have changed the standards of evidence and
opened the way for the repetition—sometimes to a very broad audience
—of remarks that the utterer did not expect to be repeated.

The result is that privacy of conversation is no longer, as it was 200
years ago, a fact of life. It is now something over which society has a large
and ever-increasing measure of control—a privilege that governments
can grant or deny rather than a rule of nature over which they have
no influence.

Society’s response to these developments has been both to exploit them
for various ends and to regulate them. It has tried to replace the fact of
inviolably private communications with a “right to communicate pri-
vately.” In the process, however, society has stopped short of creating
an absolute right comparable to the reality of a former day. Society has
placed controls on the use of technology to violate privacy by either
the government or the citizens, but has also allowed it under many cir-
cumstances. Police employ wiretapping in criminal investigations, and
intelligence agencies intercept foreign, and occasionally domestic, com-
munications on a grand scale. Both regard their activities as a natural
prerogative of the state, necessary for an orderly society. Many who are
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not spies or police have a different perception of electronic surveillance.
They see wiretapping not as a tool for law and order but as an instrument
of the police state.

The ill ease that many people (including a number who were members
of Congress at the time the federal wiretapping law was passed) feel when
contemplating police use of wiretaps is rooted in awareness of the abuses
to which wiretapping can be put. Unlike a search, the fact of whose
occurrence is usually obvious, a wiretap is intrusive precisely because its
invisibility to its victim undermines accountability. Totalitarian regimes
have given us abundant evidence that the use of wiretaps and even the
fear of their use can stifle free speech. Nor is the political use of electronic
surveillance a particularly remote problem—the Watergate scandal is
only the most recent example in contemporary American history of its
use by the party in power in its attempts to stay in power.1

The fundamental similarity between the government’s power to inter-
cept communications and its ability to search physical premises has long
been recognized. The Fourth Amendment to the US Constitution takes
this ability for granted and places controls on the government’s power of
search. Similar controls have subsequently been placed by law on the use
of wiretaps. There is, however, no suggestion in the Fourth Amendment
of a guarantee that government searchers will find what they seek. Just
as people have always been free to protect the things they consider pri-
vate by hiding them or storing them with friends, they have been free to
protect their conversations from being overheard.

Today, a new development in communication technology promises
—or threatens, depending on your point of view—to restore some of
the privacy lost to earlier technical advances. This development is elec-
tronic cryptography, a collection of practical and inexpensive techniques
for encoding communications so that they can be understood only by
their intended recipients. Modern cryptography also serves to provide
anonymity to certain transactions.

Technology rarely exists in a vacuum, however. The rise of cryp-
tography has been accompanied, and often driven, by a host of other
phenomena.

Ease of communication, electronic as well as physical, has ushered in
an era of international markets and multinational corporations. Today’s
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business is characterized by an unprecedented freedom of movement for
both people and goods. More than one-fourth of the gross national prod-
uct of the United States, for example, comes from either foreign trade or
return on foreign investment (Dam and Lin 1996, p. 28). When foreign
sales rival or exceed domestic ones, corporations open new divisions in
proximity to markets, materials, or labor.

Security of electronic communication is as essential in this environ-
ment as security of transportation and storage have been to businesses
throughout history. The communication system must ensure that orders
for goods and services are genuine, guarantee that payments are cred-
ited to the proper accounts, and protect the privacy of business plans
and personal information. These needs are all the more pressing today
because, as governments have come to view the economic battlefield as
an extension of the military one, industry has become a direct target of
foreign espionage (Dam and Lin 1996, p. 33; Schweizer 1993, pp. 15–20;
Williams 1992).

The rising importance of intellectual property has expanded the role
of electronic communications in business. The communication systems
with which we have been familiar all our lives—the telephone and the
mail on one hand, ships, trains, trucks, and airplanes on the other—
serve quite different sorts of business needs. The business function of the
former has lain primarily in negotiation of commercial transactions, that
of the latter in delivery of goods and services.2 Today these distinctions
are blurring. A larger and larger fraction of our commerce is commerce
in information, so delivery of goods and services by electronic media is
becoming more and more common. To support this delivery, the media
themselves are becoming more unified. These phenomena are commonly
referred to as the development of a “Global Information Infrastructure.”

Both the negotiation and the delivery aspects of commercial commu-
nications have long required security. In the pre-electronic world, the
validity of letters was established by seals, letterheads, and signatures;
that of negotiators was established by personal recognition or letters
of reference. Goods were typically protected by less subtle mechanisms.
In past centuries, merchant ships carried cannon, and port cities were
fortified. Today, warehouses are locked, airports are guarded, and roads
are patrolled.
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The growth of an information economy merges the channels used for
business negotiation with those used to deliver goods and services. Much
of what is now bought and sold is information, such as computer pro-
grams and knowledge about consumers’ buying habits. The security of
information has become an end in itself rather than just a means for
ensuring the security of people and property.

In parallel with the growth of a commerce in information, there is a
development that makes security harder to achieve: the rising demand
for mobility in communication. Traveling executives sit down at work-
stations they have never seen before and expect the same environment
that is on the desks in their offices. They carry cellular telephones and
communicate constantly by radio. They haul out laptop computers and
connect to the Internet from locations around the globe. With each such
action they expose their information to threats of eavesdropping and
falsification barely known until the 1990s. It is the lack of security for
these increasingly common activities that we encounter when we hear
that most cellular telephone calls in major metropolitan areas are over-
heard or even recorded by eavesdroppers with scanners, that a new virus
is destroying data on the disks of personal computers, or that industrial
spies have broken into a database half a world away.

The growing awareness of security, particularly in regard to Internet
communications, has given rise to an explosion in the market for cryp-
tography and in the development of products to satisfy that market. Soft-
ware examples include Lotus Notes, the Netscape browser, and the seam-
less encryption interface in the popular Skype VoIP service. Hardware
encryption is used in satellite TV decoders, in automatic teller machines,
in point-of-sale terminals, and in smart cards. One researcher estimates
that the commercial market for cryptography—still in its infancy—has
already outstripped the military market.3

Cryptography’s good fortune has not been to everybody’s liking. Its
detractors see its potential use by criminals, terrorists, and unfriendly
foreign countries as outweighing its benefits to commerce and privacy.
Two groups in particular have emerged in opposition to the easy avail-
ability of strong cryptography: the national-security community and the
law-enforcement community.

The Allies’ ability to understand German and Japanese communica-



Introduction 7

tions, even when they were encoded with the enemies’ best cryptographic
systems, is widely seen as having been crucial to the course of World
War II. Since that time, the practice of communications intelligence has
grown steadily. Today it accounts for one of the largest slices of the US
intelligence budget.4

The availability of wiretaps—legal or otherwise—for more than a life-
time has given us generations of police who cannot imagine a world
without them. Confronted with even the suggestion of losing this tool,
they respond in the same way one would expect of a modern doctor
faced with the prospect of returning to a world without MRIs, CT scans,
blood panels, and the numerous other diagnostic tests that characterize
modern medicine.

The US government’s initial response was a series of programs designed
to maintain its eavesdropping capabilities. The centerpiece of those ef-
forts, initially called key escrow and later key recovery, is a scheme that
provides the users of cryptographic equipment with protection against
most intruders but guarantees that the government is always in posses-
sion of a set of “spare keys” with which it can read the communications
if it wishes. The effect is very much like that of the little keyhole in the
back of the combination locks used on the lockers of schoolchildren. The
children open the locks with the combinations, which is supposed to keep
the other children out, but the teachers can always look in the lockers by
using the key.

The first of these “spare keys” was the Clipper program, which made
the term Clipper virtually synonymous with key escrow. The program
was made public on Friday, April 16, 1993, on the front page of the
New York Times and in press releases from the White House and other
organizations. The proposal was to adopt a new federal standard for
protecting communications. It called for the use of a cryptographic sys-
tem embodying a “back door” that would allow the government to de-
crypt messages for law-enforcement and national-security purposes. Sub-
sequently adopted over virtually unanimous opposition, the “Escrowed
Encryption Standard” did not prove popular; most of the equipment im-
plementing it was bought by the government in an unsuccessful attempt
to seed the market.

Business objected to the Clipper scheme on every possible ground. First
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of all, its workings were secret. This meant that the algorithm had to
be implemented in tamper-resistant hardware, which was unappealing
not only to the software industry but also to hardware manufacturers.
Because of the secrecy and the tamper resistance, the Clipper chip’s func-
tions could not readily be integrated into other chips. And the scheme
entailed the cost of adding a chip to each product—typically several times
the cost of the chip itself.

Perhaps most important was the fact that Clipper’s back door was
accessible to the US government and only to the US government. This
made it unlikely that Clipper products would appeal to foreign customers
and undercut one of its major selling points. The Clipper chip, unlike
most cryptographic equipment, was supposed to be exportable.

The White House saw the objections, which came from almost every
quarter, as falling into two classes: those concerned with privacy and
civil liberties and those concerned with business. In subsequent propos-
als, it attempted to address the business objections while flatly rejecting
the civil-liberties position and maintaining the view that the government
has the right not only to intercept citizens’ communications but also to
ensure that it will be able to understand the intercepted material. In all
these proposals the executive branch attempted to use export controls—
the only significant controls it had over cryptography under US law—to
pressure industry to accommodate its desires.

The explosion in cryptography and the US government’s attempts to
control it gave rise to a debate between those who hail the new technol-
ogy’s contribution to privacy, business, and security and those who fear
both its interference with the work of police and its adverse effect on the
collection of intelligence. Positions have often been extreme. The advo-
cates of unfettered cryptography maintain that a free society depends on
privacy to protect freedom of association, artistic creativity, and political
discussion. The advocates of control hold that there will be no freedom at
all unless we can protect ourselves from criminals, terrorists, and foreign
threats. Many have tried to present themselves as seeking to maintain
or restore the status quo. For the police, the status quo is the continued
ability to wiretap. For civil libertarians, it is the ready availability of con-
versational privacy that prevailed at the time of the country’s founding.
The fact that if cryptography has the potential to interfere with police
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investigations it also has the potential to prevent crimes and thus make
society more secure was often overlooked.

At the turn of the century, the argument seemed to have been won
by the civil-liberties and business interests. Export controls were relaxed
and revised, moving their focus away from the strength of security sys-
tems and toward a regime that preferred allowed commercial sales while
restricting government ones. The new regime encouraged uniform retail
offerings while discouraging customized products that could accommo-
date the needs of organizations that already had an installed base of
cryptographic equipment.

The argument was won, in no small part, because the national-security
establishment decided that the widespread use of strong encryption, dif-
ficult though it make certain aspects of intelligence, was, in the end,
ultimately in the nation’s interest.

The attempt to push key escrow was quietly dropped. Skipjack, the se-
cret cryptographic algorithm underlying the Escrowed Encryption Stan-
dard, was declassified. More significantly, the aging Data Encryption
Standard was replaced not with Skipjack but with a new algorithm of
seemingly unbounded security.

Sober minds knew that the victory could not be so complete as it ap-
peared. Police and intelligence agencies had begun to realize that their
eavesdropping problem was not so much one of overcoming the pro-
tection of communications as of acquiring the data in the first place.
The exploding diversity of communications technologies as well as the
explosion in the volume of communications had the interceptors run-
ning to keep up. The interceptors’ response was to offload the difficulty
onto the communications carriers by applying a law adopted in the early
1990s to areas beyond those originally intended. These moves have rein-
vigorated—and fundamentally changed—the privacy-versus-intelligence
argument, moving it, at least for the moment, away from cryptography
and toward the expansion of interception technology. Should current
law-enforcement efforts be successful, however, the issue of restrictions
on the use of cryptography is sure to recur.

Had telecommunication merely given us a new option, the fact that
the new medium lacked privacy would be at most regrettable—simi-
lar, perhaps, to the fact that telecommunication cannot provide physi-
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cal contact, either friendly or hostile.5 The problem arises from the fact
that telecommunication has transformed society. It has made possible
long-distance relationships between people who rarely or never meet in
person. Without secure telecommunication, these people are effectively
denied the possibility of private conversation.

The issues are not cut and dried, and no amount of calling a tail a
leg will make telecommunication equivalent to face-to-face communica-
tion. Any attempt to force such an equivalence and establish an absolute
right of private conversation is doomed to failure. The interceptability
of communications is as much a fact of life in the electronic era as the
inviolability of private conversation was in the pre-electronic. On the
other hand, if we deny the fact that telecommunication, whatever its new
properties, is rooted in face-to-face conversation and shares much of its
social function, we will doom ourselves to a world in which truly private
conversation is a rarity—a perquisite belonging exclusively to the well-
traveled rich.

Ultimately, to make good policy we must consider the sort of world in
which we want to live and what effects our actions will, indeed can,
have in bringing about such a world. Such consideration depends on
awareness of many factors, including the technology of cryptography
and electronic surveillance, the aims and practices of intelligence and law
enforcement, and the history of society’s attempts to deal with similar
problems over more than a century.



2
Cryptography

The Basics

What does it mean to say that communication is secure? In most circum-
stances, it means that the communication is free from eavesdropping—
that the information exchanged is kept private or confidential and does
not, in the course of communication, become known to anyone other
than the sender and the receiver. The techniques required to achieve this
vary substantially, depending on whether the medium of communication
is sound, writing, pictures, or some other form of data.

Security can be obtained in a variety of ways. The most common form
of secure communication is the private conversation. Although it has be-
come more difficult, in the age of electronics, to be sure of conversational
privacy, it is still easier to have privacy in a face-to-face conversation than
in any other sort. For a telephone conversation to be private, the speakers
must at least have privacy at their respective ends of the line.

The security of conventional handwritten letters is a bit different. It is
harder to remain unobserved while reading over the shoulder of someone
writing a letter than it is to remain unobserved while listening to someone
talk. Unless two people are communicating by passing notes back and
forth while sitting in the same room (something people rarely do unless
they suspect they are being spied upon), the easiest way to discover what
they have written is to intercept the message as it travels from one to the
other. In the case of messages written on paper, the primary means of
protection is using a trusted means of transport, whether this is a private
courier or a state-run mail system. Within this trusted transport medium,
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the message is further protected by an envelope, whose function is not
so much to prevent entry as to ensure that entry will not go undetected.
As we shall see, in the case of electronic messages there is no satisfactory
analog to the envelope.

Physical protection is also used to guard electronic messages. A mes-
sage traveling through copper wires is less vulnerable to interception than
one carried by radio. A message traveling through optical fiber is less
vulnerable still. Even a message that is sent by radio may be protected by
an appropriate choice of frequencies and routes.1

There is, however, another possibility. A message may be put at risk of
falling into the hands of opponents but may be disguised in such a way
that even if unintended parties are able to intercept the message they will
not be able to understand it. This is the domain of cryptography.

Less well known than the problem of keeping messages private is the
problem of guaranteeing that messages are genuine—of being sure that
they really come from the people from whom they appear to have come
and that no one has altered them along the way. These properties of com-
munication, called authenticity and integrity, are arguably more impor-
tant than privacy. Nonetheless, we will devote more attention to privacy
than to authenticity, for several reasons. Although privacy is of limited
use in a conversation with someone you do not know,2 it is generally
more difficult to falsify communications than merely to intercept them.
Sending a message exposes the sender to discovery in a way that receiving
a message does not, because the message invariably exists as evidence of
the fact that it was sent. This makes violations of authenticity difficult
to achieve under circumstances in which violations of privacy are easy.
The foremost reason we focus on privacy, however, is that the right to
use cryptography for authentication is not in question; the right to use it
for privacy is.

Encrypting a message is often described, by analogy with written mes-
sages, as placing it in an envelope, but the analogy is not entirely ad-
equate. A well-encrypted message is far harder to open than one sur-
rounded by paper; however, if the encryption is broken, the break leaves
no traces. It is this difference between the functioning of cryptogra-
phy and the functioning of physical protection mechanisms that gave
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rise to the policy issues so prominent in discussions of cryptography in
the 1990s.

We shall describe cryptography for the moment only by what it does:
a transformation of a message that makes the message incomprehensible
to anyone who is not in possession of secret information that is needed
to restore the message to its normal plaintext or cleartext form. The
secret information is called the key, and its function is very similar to
the function of a door key in a lock: it unlocks the message so that the
recipient can read it.

The analogy with locks and keys is particularly apt in another respect.
The lock and the key are distinct components of a system that controls
the use of doors, cabinets, cars, and other things. The lock is a moderately
complex mechanical device with numerous moving parts—about two
dozen in the case of a normal door lock. The key is a single piece of
metal. There are, on the other hand, far fewer types of locks than cuts
of keys. Most doors use one of a dozen popular brands of locks, each
of which can be keyed to accept one of a million different possible keys.
A lock is typically far more expensive than its key, and more expensive
to replace, particularly with a lock of a different kind. Perhaps the most
important distinction between locks and keys is that locks are not, in
principle, secret. Locks are easily recognizable even if they do not display
their brand names, and there is no reason to be concerned that people
know what type of lock you use on your front door. The cut of the key,
on the other hand, is a secret, and any locksmith or burglar who knows
it can make a duplicate that will open the door.

In exactly the same way, cryptographic systems are divided into the
so-called general system (or just system) and the specific key (or key). It
has been a principle of cryptography for more than a century (Kerckhoffs
1883) that the general system should not be regarded as secret.3 The keys,
in contrast, must be kept secret, because anyone who is in possession of
them will be able to read encrypted messages, just as anyone who is in
possession of a door key can open the door.

There is a distinction that is particularly prominent in the older litera-
ture between codes and ciphers. Codes in this terminology are transfor-
mations that replace the words and phrases in a human language with
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alphabetic or numeric code groups. Ciphers are transformations that op-
erate on smaller components of a message, such as bits, bytes, characters,
and groups of characters. The distinction is not always entirely clear.4

Most of the systems we discuss are cipher systems, but codes appear
from time to time in historical discussions.

Cryptography in the Small

In using cryptography to achieve secure communication, scale is every-
thing. Two people who meet occasionally and usually communicate by
postcard can make use of their infrequent contacts to exchange the secret
keys that they will later use to encrypt what they write on their cards.
This basic case, in which a small number of correspondents exchange
messages of small size, is worth examining in some detail.

Suppose that, as you are about to embark on a journey, a reporter
friend asks you for help. Within the next few months there is going to
be a demonstration in the city you will be visiting. Your friend has great
respect for your powers of investigation and is sure you can learn the time
and place of the demonstration. There is one problem. The police are
trying to learn just the same information so that they can stop the demon-
stration. If you call your friend and mention what you have learned, the
police will surely overhear since they are tapping all the telephones. What
should you do?

Clearly you must encrypt your conversation—encode it in such a way
that no one who receives it (except your friend) will be able to under-
stand it. Your friend has told you, however, that the police have all the
government’s resources available to them. You must, therefore, encrypt
your conversation well to keep the police from reading it.

Cryptography on this scale is both theoretically and practically easy.
Suppose, for simplicity’s sake, that the city you are visiting has a very
regular structure with numbered avenues running north-south and num-
bered streets running east-west. Any address in the city can therefore
be given as a pair of numbers, the first representing the avenue and the
second representing the street. The time, of course, can be represented by
the year, month, day, hour, and minute. (The demonstration is expected
to be brief but effective.) Your message will therefore have the form
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year month day hour minute avenue street,

where each of these elements is a two-digit number. Perhaps

19 99 12 30 15 25 01 44

means that the demonstration will take place at 3:25 P.M. on December
30, 1999, on the corner of 1st Avenue and 44th Street. Note that every
digit in this message is significant. For example, were the demonstration
to be only a few days later, four of the digits would change and the value
of the year would be 2000 rather than 1999. The digits in some positions,
however, are limited in their values. For example, the first digit of the day
of the month can only be 0, 1, 2, or 3, and the first digit of the minute
can never be more than 5.

In order to encrypt a message of this sort, you and your friend need
only agree on a key that will transform the string of 14 digits into some
other string of 14 digits. This key must be selected before your departure,
and you must carry it with you and keep it secret.

In order to carry out the transformation you will add the digits of the
message one at a time to the digits of the key, without carrying.

Suppose that the key is

64 25 83 09 76 23 55 72

and you add the message

19 99 12 30 15 25 01 44.

You will get

73 14 95 39 81 48 56 16

as the cryptogram. Note that in some cases the addition produced a
number greater than 10. In the third place, for example, the sum is 11.
In such cases the 1 in the tens place is simply thrown away, rather than
“carried” into the next place as in ordinary arithmetic.

Once you have learned the time and place of the demonstration, you
convey your message by calling and reading the encrypted version over
the phone.5

To decrypt the received string of numbers, your reporter friend will
take the cryptogram
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73 14 95 39 81 48 56 16

and subtract (without “borrowing”) exactly the same numbers you added:

64 25 83 09 76 23 55 72.

This will yield the original message:

19 99 12 30 15 25 01 44.

Assume that the police have intercepted your phone call. No matter
what computers or codebreaking skills they may possess, they have no
hope of recovering the underlying message; there simply is not enough
information in what they have received. The fact that the key was chosen
entirely at random means that for any possible message there is a key
that would produce any observed cryptogram. For example, if the time
and place of the demonstration had instead been January 11, 2000 at 5th
Avenue and 23rd Street

20 00 01 11 10 45 05 23

and the key had been:

53 14 94 28 71 03 51 93

the cryptogram would have come out exactly the same.
A cryptosystem of this kind is called a one-time system because it is

perfectly secure if used only once. If it is used even twice, the results are
likely to be disastrous.

Suppose that, in your travels, you learned about not one demonstration
but two. Since you have brought only one key along on your trip, you
use it for both messages. Unfortunately for the second demonstration, the
police cryptanalysts figure out what is happening. When the first demon-
stration occurs and, despite the secrecy of its planning, gets mysteriously
good coverage in the foreign press, they consider the demonstration in
light of your two telephone calls. By combining your first message with
the date of the first demonstration, they extract what they presume to be
a key. When they decrypt your second message with the same key, they
get another place and time6; with that information, they can prevent the
second demonstration before it begins.
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If you follow sound procedures, this sort of error will never occur. You
might perhaps carry only one copy of the key, written on the paper of a
cigarette. Once the message has been sent, you can light the cigarette in
the lee of the telephone booth and stroll off down the street, feeling like
a real spy.

Cryptography is, of course, not limited to the occasional exchange of
short messages between friends. It may require millions of bits of infor-
mation to be encrypted in order to protect a first-run movie or a semi-
conductor mask file.7 It may require the exchange of messages among
hundreds or thousands of people to protect the communications of a
large corporation. Often it requires both. As cryptography grows in each
of these directions, it rapidly becomes more complex.

One-Time Systems on a Larger Scale

The scenario that has just been described is entirely practical. In fact, the
same procedure can be used and has been used on a much larger scale. It
was a mainstay of Soviet diplomatic communications from the late 1920s
until at least the early 1950s. Since their messages did not always have
the convenient numerical character of those presented in our example,
the Soviets first had to convert them into numerical form. This was done
with one-part codes8 similar to the following:

abovementioned 0000
academician 0001
acknowledge receipt 0002
arrange meeting 0003
avoid contact 0004

. . . . . .

These four-digit code groups were then added to four-digit key groups in
the same digit-by-digit fashion employed in our example above.

Using one-time systems in a large network creates a number of serious
problems. First, although it is trivial to produce a few dozen or a few
hundred random digits by throwing 20-sided dice (figure 2.1) from a fan-
tasy games shop, it is quite another thing to manufacture millions upon
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Figure 2.1
Twenty-sided dice. (Photograph by Eric Neilsen.)

millions, type them up onto sheets, and produce precisely two copies of
each sheet.

Before we go further, a word about the terminology of modern cryp-
tography is in order. In many papers, the participants in encrypted com-
munication are personified, whether they are people, pieces of equipment,
or computer processes. If there are two parties involved, they are called
Alice and Bob. If more are required, they are drawn from a cast of sup-
porting characters that includes the couple’s friends Carol and Ted, along
with Eve, the eavesdropper.

In a network with more than two correspondents, there is difficulty
in coordinating the keys used. If three people share a body of one-time
key and Alice uses some in sending a message to Bob, she must inform
Carol of what she has done. If Carol does not know this, she will at some
time use the same key to send a message of her own and thereby create
an insecurity. The feasibility of such coordination among three people is
clear; for 1000, it is not.

The way the Soviets dealt with this problem was by having all com-
munications go through Moscow. Every embassy could communicate
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securely with Moscow using keys that it shared only with Moscow. If
the Soviet embassy in the United States needed to communicate securely
with the Soviet embassy in Mexico, it was required to send its message to
Moscow and have it relayed to Mexico City. Such an arrangement makes
a network less flexible and requires twice as much keying material to be
expended in sending each message.

Despite the centralized approach, the Soviets got into trouble. For rea-
sons that are still unclear, a serious mistake was made in the early months
of 1942. Rather than making exactly two copies of the key sheets, they
made four. These excess keys then entered the inventory and remained
in use for several years. Western intelligence noted and exploited the
multiple use of the keys, with disastrous results for Soviet security. Under
the code name Venona, cryptanalytic study of the reused “one-time” keys
went on for decades. The system was used for the most sensitive Soviet
information, and the Americans and the British studied it in hopes of
identifying Soviet “moles” thought to be operating at the highest levels
of their intelligence establishments.9

One-time systems are not the only form of highly secure cryptography,
and they are by no means the dominant form today. In order to avoid
having to ship the titanic amounts of keying material that are required
in one-time systems, most enciphering today is done by cipher machines:
mechanical or electrical or computer devices that encode messages. One-
time systems have the advantage of simplicity but the disadvantage of
failing completely if used to encrypt an amount of text exceeding the size
of the key. The functioning of cipher machines is more complex than
that of one-time systems. This complexity is the price of a system that
can protect quantities of traffic far greater than the size of the key.

A Brief History of Cryptographic Systems

Despite the vast progress of cryptography during the twentieth century,
there is a remarkable continuity with systems that have been known since
the Renaissance.

Cryptography is always a matter of substituting one thing for another.
The earliest cryptographic systems substituted one letter of the alphabet
for another in an unchanging fashion, a technique called a simple or
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b o o k k e e p e r

g a a o o b b t b w

z e e w w i i a i k

o z z e e j j s j y

n s s i i r r o r q

Figure 2.2
The characteristic letter pattern of the word ‘bookkeeper’.

monoliteral substitution. Simple substitutions are easy to perform, even
when the computational resources are limited to pencil and paper. There
are also plenty of them: some 290 for a 26-character alphabet. In other
words, a simple substitution cipher has a 90-bit key—far larger than
anyone could have needed before the computer age. Despite these virtues,
simple substitution ciphers are quite easy to break. This is because they
leave many characteristics of the message, such as letter frequency and
letter patterns, unchanged.

The best-known approach to solving simple substitution ciphers is to
compute the frequencies of the various letters. In English, the letters of
the alphabet have widely varying rates of occurrence. The letters E and
T, for example, occur quite frequently, accounting for 13% and 9% of
typical text, whereas J and Z account for only 2% and 1% of such
text. These characteristics frequencies permit a cryptanalyst to recognize
the identities of the letters despite the substitution. Analysts also make
use of the preservation of letter patterns. Figure 2.2 shows that the ex-
ceptional structure of the word ‘bookkeeper’ remains visible when it is
encrypted under a variety of cipher alphabets. Notice that in each case
the resulting cryptogram shows the letter pattern 1223344536—that is
the cryptogram contains three consecutive pairs of repeated letters in the
middle. Admittedly, this is a word chosen for its exceptional pattern of
repeated letters (it is the only English word with three pairs of repeated
letters in a row); however, it is only an extreme case of a very common
phenomenon that occurs in such words as ‘pepper’, ‘papa’, and ‘noon’.
Repetition patterns allow a skilled cryptanalyst to read words of this sort
directly from the ciphertext.

The cure for the shortcomings of monoalphabetic substitution—
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discovered some 500 years ago and still in use today—is to change the
cipher alphabet from one letter to the next. Polyalphabetic encryption,
as this is called, is the creation of three Renaissance scholars, Alberti,
Belaso, and Trithemius (see Kahn 1967), but is commonly known by the
name of another, Blaise de Vigenère—an error too deeply embedded in
cryptographic terminology to admit of historical correction at this date.

The simplest form of polyalphabetic cipher employs a sequence of
alphabets. The first alphabet is used to encrypt the first letter of the
message, the second alphabet to encrypt the second letter, and so on.
Once the supply of alphabets has been exhausted, the encipherer starts
over again with the first. The cipher alphabets may either be unrelated,
as in figure 2.3,10 or may be generated by simple transformations from a
single alphabet. The more distinct alphabets are used, the more secure the
system, but the more it suffers from the problems of a one-time system—
the amount of keying material becomes excessive.

The general form of the Vigenère system employs a number of inde-
pendent cipher alphabets, as in figure 2.3, and employs some subset of
them sequentially in a pattern that may or may not repeat and may or
may not use all of the alphabets. Note that each alphabet is labeled at the
left with a letter of the alphabet. This allows a key word or key phrase
to represent a sequence of alphabets, as in figure 2.3.

Polyalphabetic ciphers call on three basic processes to achieve security:
they employ a set of unrelated cipher alphabets, they derive a number of
secondary alphabets from each of these primary alphabets, and they vary
the use of the secondary alphabets in a more or less complex pattern.
These three processes can be traded off against each other. The more
complex the pattern in which the alphabets are used, the smaller the
number of distinct alphabets that are needed. Of the innumerable varia-
tions of polyalphabetic ciphers that are possible, we will examine a small
number of examples illustrative of the development of cryptography from
the Renaissance to the twentieth century.

The simplest form of Vigenère cipher uses direct standard alphabets
—that is to say, the ordinary alphabet (standard) in its usual order
(direct).11

The difficulty of solving a Vigenère system is entirely dependent upon
the relationship between the length of the key and the length of the
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Vigenère table

ABCDEFGHIJKLMNOPQRSTUVWXYZ
A QFALHIMZETYNBOUDXPCSKGRJVW

B YLKORUCJXPASVHBDQGMITEZJWN

C JOAMSITYRDNHXEWPFVZBLGKQUC
... . . .

Plain: d o d e c a h e d r o n

Key:
⏐
⏐
⏐
�

B

⏐
⏐
⏐
�

A

⏐
⏐
⏐
�
F

⏐
⏐
⏐
�
F

⏐
⏐
⏐
�

L

⏐
⏐
⏐
�

E

⏐
⏐
⏐
�

D

⏐
⏐
⏐
�

B

⏐
⏐
⏐
�

A

⏐
⏐
⏐
�
F

⏐
⏐
⏐
�
F

⏐
⏐
⏐
�

L

Cipher: O U A S M O P R L U Q Y

“d” is carried to “O” under the “B” alphabet;
“o” is carried to “U” under the “A” alphabet;
“d” is carried to “A” under the “F” alphabet; etc.

Figure 2.3
Action of a Vigenère system.

message to be encrypted. After a certain point (called the period) in the
encryption, a new sequence of message characters will be encrypted with
the same sequence of key characters. The number of times this occurs
is referred to as the depth of the message with respect to the key. The
greater the depth, the easier the message is to break.

Despite the fact that Vigenère systems with short periods are not se-
cure, they are often used. One example is the CAVE cipher still used
to protect digital cellular telephone calls in the United States (Electronic
Industries Association 1992).12

A little examination will show that the short “time and place” message
with which we began was encrypted in a Vigenère system using numbers
instead of letters. A central theme in cryptography has been to produce
systems with long periods without having to transport the large amounts
of keying material required by the one-time systems. One way of solving
the problem of short periods is to encrypt the message more than once—
a multiple Vigenère system (figure 2.4).

Although encrypting two, three, or more times makes for a vast im-
provement in the security of messages, it was not actually feasible when
enciphering was done by hand. In practice, errors by the code clerks—
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Plain: HENRY IS HUNGRY . . .

Key-1: PAPAD UM PAPADU . . .

Cipher-1: WECRB CE WUCGUS . . .

Key-2: HIPSH IP SHIPSH . . .

Cipher-2: DMRJI KT OBKVMZ . . .

Figure 2.4
Double Vigenère system.
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Stepping Mechanism

Figure 2.5
Rotor machine.

possibly in both the enciphering and the deciphering—made many mes-
sages unreadable. The wide use of such complex encryption techniques
only appeared in the twentieth century, with the development of elec-
tromechanical enciphering equipment. The first of these was the rotor
machine, a device that was to dominate cryptography for half a century.

The central component of a rotor machine is the rotor, a disk about the
size of a hockey puck that serves to implement a cipher alphabet. On each
face of the disk there are a number of electrical contacts corresponding
to the letters of the alphabet. Each contact on the front face is wired to
exactly one contact on the rear face. As an electrical signal passes through
the rotor, the signal is carried to a new alphabetic position, just as a letter
looked up in a cipher alphabet changes to another letter.

Rotor machines have had from three to more than ten rotors. Every
rotor through which a “letter” passes represents an additional layer of
encryption. Thus, the simplest rotor machines correspond to triple Vi-
genère systems, and the more elaborate ones may be several times as
complex.

With the appearance of digital electronics after World War II, the
dominance of rotor machines gave way to that of shift registers. A shift
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Li
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←→ Ri

↓
Expand
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Figure 2.6
DES as a shift register.

register is an electronic device made up of a number of cells or stages,
each of which holds a single 0 or 1 of information. As the shift register
operates, the data shift one or more places along the register at each
tick of the clock. In addition to moving left or right, some of the bits
are modified by being combined with other bits. In the more modern
nonlinear shift registers, some of the bits are looked up in tables13 and
then used to change other bits of the register, under control of a key. This
process is repeated over and over until every bit has changed in a way
that is a complex function of every other bit and of every bit of the key.
In other words, if a single bit of either the input or the key is modified,
approximately half of the output bits will change.

Typical of modern non-linear shift-register systems is the US Data En-
cryption Standard (USDoC 1977). DES, as it is generally known, is a
block cipher or electronic code book. It takes 64 bits (8 bytes) of infor-
mation as input, and, under the control of a slightly smaller (56-bit) key,
produces 64 bits of output. DES is rarely operated in the basic mode in
which it is described in the standard. It is intended as a primitive for
building more complex modes of operation suitable for use in encrypting
common data formats (USDoC 1980).

DES is a shift-register system in a modern style. In each of its 16 rounds
it performs a complex operation on half of the 64 bits in its register and
uses the result to alter the other half of its bits. Each round is controlled
by a distinct 48-bit subset of the key.

DES expands the right-hand side of its register from 32 to 48 bits and
exclusive-ors these with 48 bits selected from the key. It then contracts
the 48 bits back to 32 by making eight substitutions, using six-bit-to-
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four-bit tables. These tables, called S-boxes (for selection boxes), are the
heart of the algorithm; along with the key size, they have been sources
of controversy (Bayh 1978). Finally the bits are rearranged (transposed)
before the result is exclusive-ored with the left side of the register.

A proposed replacement for DES was Skipjack, an NSA-designed al-
gorithm with a 64-bit blocklength and an 80-bit key.14 Skipjack operates
on its text 16 bits at a time and employs a number to techniques not
present in DES. It has two types of rounds, doing eight of one then
eight of the other. It has only one S-box but one equal in size to the
sum of DES’s eight, which it varies from occurrence to occurrence by
adding in a counter. It has a simple key schedule compared with DES’s
complex one. Overall, Skipjack is a cleaner and more attractive algorithm
than DES that might have been successful as a DES replacement had
it not been introduced as part of a plan for key escrow. Key escrow
is a mechanism for guaranteeing that some third party—in Skipjack’s
case the US government—is always able to read the encrypted traffic. To
this end, the Skipjack algorithm was kept secret for six years to prevent
unauthorized unescrowed implementations. When the escrow program
had clearly failed, Skipjack was declassified to allow its use in software
for email protection on military networks. It was too late, however, for
the algorithm to gain acceptance as a replacement standard. A contest to
select such a replacement was already underway; the system it produced
will be discussed shortly.

Just as rotor machines look at first to be quite different from Vigenère
encipherment, shift registers look superficially quite different from rotor
machines. There is, however, a deep similarity. All these systems combine
a process of looking things up in tables with one of “adding” them to-
gether using some sort of arithmetic operation. In shift registers, the mes-
sage and the key are more thoroughly mixed together, rather as though
the positions of rotors in a rotor machine were affected by the letters
passing through them.



26 Cryptography

Strengths of Cryptosystems

Before we go further into cryptosystems and their use, a word about the
strengths of cryptosystems is in order. A cryptosystem is considered se-
cure when an opponent cannot break it under reasonable circumstances,
in a reasonable amount of time, at a reasonable cost. The term “rea-
sonable” is perforce vague. Despite being the most important problem
in cryptography, the evaluation of cryptographic systems is the least un-
derstood. An adequate mathematical theory of cryptography has eluded
cryptographers for centuries.15

The issue of what constitutes reasonable conditions for an attack on
a cryptosystem is better understood than others. An opponent must, of
course, be in possession of ciphertext to have any hope of discovering
the underlying plaintext. If this is all that is available, we say that the
cryptanalyst mounts a ciphertext-only attack.16 Typically, however, the
opponent knows some information about the plaintext before starting
to work on the problem. A message from Alice to Bob, for example, is
likely to begin “Dear Bob” and to be signed “Love, Alice.” Although
knowledge of such probable words or cribs is difficult to prevent, the
situation may go much farther than this. Many messages, such as product
announcements and press releases, are secret until a certain date and then
become public. Under these circumstances an opponent has the corre-
sponding plain text and cipher text of one message and can make use of
this in attacking other messages sent using the same key. If this is the case,
we say that the opponent is in a position to mount a known-plaintext
attack.

At the time of World War II, the belligerents, not trusting their cryp-
tosystems to resist known-plaintext attacks, imposed such signaling rules
as “No message transmitted in cipher may ever be sent in clear.” In fact
a message sent in cipher could never be declassified without being para-
phrased to reduce its cryptanalytic utility. This problem appears to have
been solved for US government cryptosystems by the 1960s, permitting
formerly encrypted messages to be declassified on the basis of content
alone.

The sort of signaling rules formerly used by the military are entirely
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infeasible in a commercial environment. Fortunately, trust in modern
electronic cryptosystems is sufficient that the availability of plaintext to
an opponent makes no difference. In fact, we presume that the opponent
can send an arbitrary number of text messages and will receive our co-
operation in enciphering them or deciphering them before beginning to
attack the actual message of interest. This is called the chosen-plaintext
assumption.17

Workfactors
Time is the essential element in measuring computation. The question is
“How much will it cost me to get the answer when I need it?” It is a rule
of thumb that computing power doubles every 18 months18; thus a per-
sonal computer purchased for $1000 today will have twice the computing
power of one purchased less than 2 years ago.19 These improvements in
speed have profound implications for cryptographic systems.

The number of operations required to break a cryptographic system
is called its workfactor. The form or complexity of the operations is not
precisely stated. They might be encryptions, as they are when the analytic
process is one of searching through the keys, or they might be something
entirely different. In a spirit of oversimplification, we will assume that
operations are always entirely parallelizable. If two processors can do
a million operations in 5 seconds, then ten processors can do the same
number of operations in 1 second. For our purposes, this assumption is
conservative in the sense that if it is false the problem merely becomes
somewhat harder.

If a system has a workfactor of 230, it can be broken by a billion op-
erations. These may not be elementary computer instructions; they may
be complex operations requiring hundreds of instructions each. Even so,
typical desktop computers today can do a billion instructions a second.
If such a cryptosystem requires several hundred instructions per encryp-
tion, it can be searched in minutes. In short, breaking a system with a
workfactor of 230 is trivial.

A workfactor of 260 means that a million processors, each doing a
million operations a second, can solve the problem in a million seconds
(between 11 and 12 days). It is clear that a system with a workfactor of
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260 can be broken today if the analytic operations are such that proces-
sors capable of executing them are worth building or already available.
If the operations are encryptions, the processors might be built from
available encryption processors.

On this path, systems with workfactors of 290 are the first that seem
beyond reach for the foreseeable future. A billion processors in parallel
can certainly be imagined. A billion operations a second, even operations
as complex as DES encryptions, had already been achieved around 1990
(Eberle 1992). A billion seconds, however, is 30 years—long enough to
count as secure for most applications.20

Workfactors of 2120 seem beyond reach for the indefinite future. A
trillionth of a second is less than one gate delay in the fastest experimental
technologies; a trillion processors operating in parallel is beyond reach;
a trillion seconds is 30,000 years.

The only technological development on the horizon that would be ca-
pable of bringing such computations within reach is quantum computing.
Quantum computing makes use of superposition of physical states to
calculate all of a set of possibilities simultaneously. To date, its applica-
tion to any real problem remains a fiction. Quantum computing has the
potential to destroy all of the public-key cryptosystems currently in use
and to cut the effective key lengths of conventional cryptographic systems
in half. Quantum computing, however, is unlikely to be an immediate
threat. Breaking the most secure key management systems in use today
would require factoring 2000-bit numbers; quantum computing made
news when it factored the number 15 (Vandersypen et al. 2001).

Estimating the cost of searching through keys and validating the esti-
mates by actually doing it was a sport in the cryptographic community
for some time. In the fall of 1995 a group of cryptographers met and
prepared an estimate of search costs, concluding that 40-bit keys (the
largest that could be readily exported at the time) could easily be searched
and that keys at least 70 to 90 bits long were needed to provide security
for commercial applications (Blaze et al. 1996). The previous August,
students at the École Polytechnique in Paris had searched out a 40-bit
key. The following January, students at MIT repeated the feat using an
$83,000 graphics computer. This amounted to a cost of $584 per key. At
its annual conference in January 1997, RSA Data Security offered prizes
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for searching keyspaces of various sizes. The 40-bit prize was claimed
before the conference ended and the 48-bit prize was claimed a week
later. The 56-bit DES challenge lasted for only 5 months.

The US Data Encryption Standard used a 56-bit key and thus falls
within the range we have described as clearly possible. The standard
has been used extensively throughout the commercial world—particu-
larly by banks, which commonly engage in billion-dollar electronic funds
transfers. In such applications, the inadequacy of any algorithm with a
56-bit key is apparent. Because the National Institute of Standards and
Technology (NIST) was slow to issue a replacement standard, triple-DES
—a block cipher employing DES three times in a row with three different
keys21—arose as a de facto standard and was formally adopted first by
the Banking Security Standards Committee (ANSI X9F) of the American
National Standards Institute (ANSI 1998) and the National Institute of
Standards and Technology (FIPS 46-3).

Eventually, DES was replaced by a new cipher using much longer keys.
This system, which is called the Advanced Encryption Standard or AES
and will be discussed shortly, has largely ended the game of searching
keyspaces.

Lifetimes of Cryptosystems
In designing a cryptographic system, there are two important lifetime
issues to consider: how long the system will be in use and how long the
messages it encrypts will remain secret.

Cryptographic systems and cryptographic equipment often have very
long lifetimes. The Sigaba system, introduced before World War II, was
in use until the early 1960s. The KL-7, a later rotor machine, served from
the 1950s to the 1980s. DES was a US standard for some 25 years. It is
still in widespread use, and it may be for decades.22 Other systems that
are neither formal standards nor under the tight control of organizations
such as the American military probably have longer lifetimes still.23

Secrets can also have very long lifetimes. The Venona messages were
studied for nearly 40 years in hopes that they would reveal the identities
of spies who had been young men in the 1930s and who might have
been the senior intelligence officers of the 1970s. The principles of the
Sigaba system were discovered in the mid 1930s and were not made
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public until 1996. Much of the “H-bomb secret” has been kept since
its discovery in 1950, and the trade secrets of many industrial processes
are much older. In the United States, census data, income tax returns,
medical records, and other personal information are supposed to be kept
secret for a lifetime.

If we had set out to develop a piece of cryptographic equipment in
the late 1990s, we might have expected it to be in widespread use today.
We might also reasonably plan for the system to stay in use for 25 years
or more. No individual piece of equipment is likely to last that long;
however, if the product is successful, the standards it implements will. If
the equipment is intended for the protection of a broad range of business
communications, some of the messages it encrypts may be intended to
remain secret for decades. The cryptosystem embodied in our equipment
might thus encrypt its last message in 2030 or later, and that message
might be expected to remain secret for 25 years more. The system must
therefore withstand attack by a cryptanalyst in the late twenty-first cen-
tury, whose mathematical and computing resources we have no way of
predicting. The prospect is daunting.

The Advanced Encryption Standard
The daunting prospect was taken on by a process begun in 1997 and
concluded in 2001, when the Data Encryption Standard was replaced by
the Advanced Encryption Standard. The new system is an improvement
over the old in every respect. It doubled the length of the block from
64 to 128 bits, increased the size of the key to between 128 and 256
bits, and substituted a mathematically based design for one dominated
by engineering concerns.

No mathematical theory behind the tables at the center of DES was
included in the standard or in any accompanying material. More im-
portant, no significant cryptanalytic techniques that might be applied to
DES were publicly known when it appeared. This reduced any attempt to
prove that DES was secure to vague generalities. If we could develop an
algorithm based on a mathematical theory of the cryptanalysis of block
ciphers, we could have proofs that the algorithm would resist certain
types of attacks. If the attacks were sufficiently general in scope, resis-
tance to the attacks might reasonably be described as security.
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The starting point for modern cryptography was put forth by Claude
Shannon, the founder of information theory, in 1949. He proposed com-
bining confusion (intrinsically complex mathematical operations that
perforce operate on small quantities of data) with diffusion (operations
that spread the effects of confusion across larger data elements). In DES,
the confusion was provided by a set of lookup tables and the diffusion
by permutations of bits.

Beginning in the late 1980s, cryptographers began applying algebraic
techniques to improve both components. These theories were based on
the theory of finite fields. Slightly later two fundamental cryptanalytic
techniques were developed. Differential cryptanalysis analyzes the pat-
tern of changes in output resulting from changes in input; linear crypt-
analysis makes use of a deep mathematical fact—that no transformation
can be purely non-linear—to derive expressions approximating the key
bits. This made it possible to give proofs that systems built using alge-
braic structures would resist differential and linear cryptanalysis.

Like much of cryptographic work, the research took two steps for-
ward, and then a step back. It produced the algorithm SHARK, which
had good diffusion (spreading the attacker’s attention over large num-
bers of bits), but a plaintext/ciphertext attack on a simplified version
of SHARK showed other problems. This led to development of the
algorithm SQUARE, which in turn succumbed to attacks on its byte-
oriented structure. Further improvements let to the algorithm Rijndael,
which became the Advanced Encryption Standard.24 Rijndael25 operates
approximately as follows. The input is a 128-bit block organized as a
4 × 4 matrix of 8-bit bytes. In each round of the Rijndael algorithm,
there are four steps:

• Add in the key.

• Look the bytes up in a table.

• Rotate the rows.

• Apply a linear transformation to each column. (Landau 2004, p.
108)

Rijndael’s confusion step is the table lookup; its diffusion steps are the
row and column operations. The combination, done ten to fourteen times
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(depending on the size of the key), provides the algorithm’s security; the
mathematical formulation of the algorithm provides a base from which
to analyze that security.

Key Management

Key management—the production, shipment, inventorying, auditing, and
destruction of cryptographic keys—is an indispensable component of
secure communication systems. Cipher machines make a spectacular re-
duction in the amount of keying material that users must ship around.
This diminishes the problem of key distribution; however, it does not
eliminate it, since the difficulty of distributing keys is typically more a
function of how many people are involved than of whether each one has
to get a large codebook or a short message.

The production of keys is the most sensitive operation in cryptography.
Cryptographic keys must be kept secret and must be impossible for an
opponent to predict. If they do not achieve these objectives, the results
will be disastrous, regardless of how cleverly designed the cryptographic
systems in which they are used. The failure of Soviet key production that
led to the breaking of the Venona intercepts is one example of this. A far
more recent example is the penetration of the Secure Socket Layer (SSL)
protocol, which is used to secure Internet transactions by encrypting such
sensitive information as credit card numbers. In the summer of 1995, a
group of graduate students at the University of California at Berkeley
discovered that the SSL protocol generated session keys by consulting the
clock on the client machine (typically a personal computer). The time on
the client machine’s clock could be inferred quite accurately from other
aspects of the protocol, and thus the key could be discovered easily.

In conventional cryptographic practice, reliability in key production is
achieved by centralization. If all communications go to and from a cen-
tral site, as in the Soviet diplomatic network, it is natural to manufacture
keys at the center and ship them to the far-flung sites. The same procedure
is typically followed even in cases where messages can flow directly from
one field organization to another.

In US parlance, the organization that manufactures keys is called the
central facility. The production process goes to great lengths to guarantee
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that the keys produced are completely random and are kept completely
secret. From the central facility, keys are shipped to installations around
the world through a special administrative structure called the comsec
materials control system, which uses such elaborate security procedures
as two-person control.26 Keying material is stored by comsec custodians
and constantly tracked by an elaborate system of receipts.

At one time, keys took the form of codebooks. Originally, these were
produced by writing the words and phrases of the plain text on a set of
index cards and shuffling the cards by hand. In the 1930s, handwritten
or typed index cards were replaced by punched cards, and the shuffling
was accomplished by using card sorters to sort cards at random. Later
cryptographic systems used wired rotors, key lists, plugboards, and paper
tape. The most recent have keys packaged in entirely electronic form.

Because keys are secret, they must have names to provide the users
with a way of “talking” about which ones to use. A message sometimes
contains the name of the key that is to be used in decrypting it. At other
times the key is a function of the message’s origin or subject matter. Thus
an embassy might have one system for diplomatic messages, another for
messages dealing with trade, and yet a third for the messages of the mili-
tary attaché. A ship at sea might have one set of keys for communicating
with shore-based facilities and another for communicating with each of
the fleets with which it was likely to come in contact.

The distribution of keys follows the structure of the organization that
employs them. Keys, however, usually change more often than organi-
zational structures, and it would be confusing to ask a code clerk to
remember an entirely new key name when the key was used in exactly
the same way. The solution is to keep the name constant but to label each
new key as to its edition (a term that dates from the era of codebooks but
is still used today in naming purely electronic keys).27

The management of keys is a constant tug of war between the need
for flexibility in communication and the need to maintain security by
limiting keys. Typical of military communications is the US Navy’s Fleet
Broadcast System, which transmits constantly to American ships all over
the world. The keys used by the Fleet Broadcast System are changed
every day, but on any given day they are the same for every ship. This
arrangement favors flexibility over security and has had its costs. In
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the late 1980s, a Navy chief petty officer named Jerry Whitworth sold
keys from the Alameda Naval Air Station to Soviet intelligence officers.
Because of the widespread distribution of those keys, the USSR was po-
tentially able to decipher many US Navy communications. At the other
extreme, keys may be issued for a communication network with only
two members. The result is more secure but less flexible. If keys are
distributed physically, the endpoints of the circuit must anticipate the
need to communicate far enough in advance to order their keys—a pro-
cess that may take days or weeks. In many circumstances (for example
a secure phone system), this is an unacceptable burden and some less
cumbersome solution must be found.

Dynamic Key Distribution
Suppose, in the traditional terminology of the modern cryptographic lit-
erature, that Bob wants to communicate with Alice. Bob may not know
Alice; he may simply know that she is a lawyer, an investigator, or a
doctor whose expertise and confidential collaboration he requires. If the
proper arrangements have been made in advance, Bob and Alice can be
“introduced” to each other in real time.

The mechanism that makes the introduction is called a key manage-
ment facility (KMF).28 It is a network resource, similar in function to a
directory server, that shares a key with every member of the network.29

In the description that follows, we will assume that Bob is using a crypto-
graphically secure telephone to call Alice, and to simplify the description
we will blur the distinction between the people and the instruments.

If Bob and Alice belong to the same community and rely on the same
KMF, the process goes as follows:

• Bob calls the KMF and informs it that he wants to communicate
with Alice. This call is encrypted in a key that Bob shares with the
KMF.

• If the KMF finds that it “knows” Alice (i.e., that it shares a key with
her), it manufactures a new key for the exclusive use of Bob and
Alice and sends it to each party. In the particular case of telephones,
which can have only one call in progress at a time, this is done
by sending Bob a two-part message. Both halves of the message
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contain the same key, but the first half of the message is encrypted
so that Bob can read it and the second half so that Alice can read it
(Needham 1978; Rosenblum 1980).

• With the key now in hand, Bob calls Alice. The portion of the key
that was encrypted so that only Alice can read it functions as a
letter of introduction; Bob’s phone sends it to Alice’s phone at the
beginning of the call.

• Bob’s telephone and Alice’s telephone now hold a key in common
and can use it to make their secure phone call.

The long-term keys that Bob and Alice share with the KMF may rea-
sonably be called subscriber keys; the ones they use for particular mes-
sages or conversations are called session keys or traffic keys. Because of
the extra phone call required for Bob and Alice to acquire a common
key, systems of this sort typically cache keys for some period of time.
This allows the users to make repeated calls without the overhead of the
KMF call.

This approach to keying secure phone calls is far from ideal. For one
thing, if communication between any two members of a community re-
quires the services of the KMF, it will be a busy facility indeed.30 A far
more serious problem, peculiar to security, is that Bob and Alice must
place too much trust in the KMF.

Strengths and Weaknesses of Cryptography

Cryptography is the only technique capable of providing security to mes-
sages transmitted over channels entirely out of the control of either the
sender or the receiver. To put this another way: the cost and applicability
of cryptography depend very little on either the length or the “shape” of
the path the encrypted message must follow.

Cryptography is not always the most appropriate security technique.
In designing a system for securing the communications within a build-
ing, a campus, or a military base, it is appropriate to protect the signals
physically by running them through shielded conduits or optical fibers.
On the other hand, if the trunks of a network span great distances,
cryptography is usually the most economical security mechanism and in
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some cases the only possible one. Physical protection techniques that are
perfectly suitable for a network spanning distances of a few hundred
yards will be prohibitively expensive if used to connect cities as far apart
as Paris, Los Angeles, Hong Kong, and Sydney. If cryptography is used
to provide security, however, the cost will be independent of the distance.
Mobile and satellite communications represent an extreme case in which
cryptography appears to be the only possible means of protection.

From a managerial viewpoint, security obtained through the use of
physical means of protection must be bought at the cost of constant
auditing of the signal path. If land lines are being leased, the customer
must be constantly vigilant to the danger that the service provider will
accidentally misroute the calls through a microwave or satellite channel.
Ground routing is often more expensive than satellite routing and might
thus be reserved for more sensitive messages. In the past, a similar phe-
nomenon took the form of a choice between a faster route (telephone
or telegraph) and a more secure one (physical shipment). If, however, a
message has been properly encrypted, the communication network is free
to send it any distance, via any channel, without fear of compromise.

One special case of this is particularly important: the freedom to pass
an encrypted message through the hands of a potential opponent or com-
petitor. Telecommunications suppliers, for example, often find themselves
bidding against the local telephone system to provide equipment or ser-
vices. In the process of bidding on these contracts, they often have no
choice but to employ the services of the communications suppliers with
whom they are competing.

Modern security protocols make special use of the ability to pass a
message through the hands of a potential enemy. A party to communica-
tions is often asked to present cryptographically protected credentials. If
the credentials can be deciphered correctly, the challenger who receives,
deciphers, and judges them need not worry about having received them
from a previously untrusted party. This is analogous to the procedure
commonly employed to control international travel. When the border
guards judge the traveler on the basis of a passport received from the
traveler’s own hands, they are placing their trust in the tamper resistance
of the passport. If the passport appears intact and the picture resembles
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the traveler, they will not generally feel the need to conduct any further
investigation into the traveler’s identity.

In the world of paper documents, this mechanism is not considered
adequate for all purposes. A visitor attending a secret briefing at a mil-
itary installation, for example, must typically be preceded by a letter
of authorization. The corresponding cryptographic process, however, is
considered reliable enough to be used for the most sensitive applications.

Cryptography can best be thought of as a mechanism for extending the
confidentiality and authenticity of one piece of information (the key) to
another (the message). The protection of the key, which is typically small
and can be handled very carefully, is extended to the message, which can
then be handled much less carefully—routed through the least expensive
communication channel, for example. As a consequence of this extension
of security from the key to the message, the compromise of the key will
likewise be extended to the message. The consequences of this compro-
mise, however, differ markedly, depending on whether the compromised
key is being used to protect privacy or authenticity.

In regard to authentication, compromise of a cryptographic key is sim-
ilar to the compromise of other sorts of identifying information, such
as passwords or credit cards. Suppose that on Wednesday morning the
security officer of a bank learns that an authentication key in use since
Monday has been stolen, but also knows that no messages have been
received and authenticated with the key since the day before, when the
key was known to be safe. The key will be changed immediately and
no actual compromise will occur. The thieves cannot make use of a key
acquired on Tuesday night to go back and initiate a wire transfer on
Monday or Tuesday. If the key is used to protect the privacy of infor-
mation, however, things are quite different. Even if the compromise of
a key is discovered immediately, all messages ever sent in that key must
be regarded as compromised. This is because no one can be sure that
they were not intercepted and recorded by the same parties who later
acquired the key. As soon as the compromise is discovered, the key will
of course be changed, but this does far less to repair the damage than
the change of an authentication key. The thieves can still read traffic they
intercepted while the compromised key was in use. This gives breaches of
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cryptographic security the power to reach back in time and compromise
the secrecy of messages sent earlier.31 Changing the key will only prevent
future messages from being read.

This vulnerability becomes especially critical in systems, like Alice and
Bob’s secure telephone in the previous section, that transmit some cryp-
tographic keys encrypted under others. Although session keys in these
systems typically last for only the duration of one phone call, session, or
transaction, the subscriber keys may stay the same for weeks or months.
If one of these is compromised at any time during its life, all the messages
ever sent using session keys that were themselves sent enciphered under
the subscriber key will likewise be compromised. Worse yet, if the key
distribution center is compromised, the messages of every subscriber will
be compromised.

Cryptography as we have described it so far has a very centralized
character. If keys are distributed physically from a central facility, the
center has the power to decide which elements of the network can com-
municate with which others. If the keys are distributed electronically
and in real time, as described for secure phones, the key distribution
center acquires control over communication on a virtually call-by-call
basis. Implicit in this centralization is the phenomenon that is now called
key escrow. The users of a cryptocommunication system may trust it to
protect them against external opponents, but they can never be confident
that they are protected against the system managers. There is always the
possibility that the central facility will be employed to supply additional
sets of keys for eavesdropping on the users.

The unique vulnerabilities of conventional cryptography and its cen-
tralization are intimately connected. In order to eliminate the former, we
must also eliminate the latter.

Public-Key Cryptography

All the cryptographic systems discussed thus far—one-time systems, Vi-
genère systems, rotor machines, and shift registers—are symmetric cryp-
tosystems: the ability to encrypt messages is inseparably linked to the
ability to decrypt messages. The course of cryptography for the past 20
years has been dominated by asymmetric or public-key cryptosystems.
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In a public-key cryptosystem, every message is operated on by two
keys, one used to encipher the message and other to decipher it (Diffie
and Hellman 1976). The keys are inverses in that anything encrypted
by one can be decrypted by the other. However, given access to one of
these keys, it is computationally infeasible to discover the other one. This
makes possible the practice that gives public-key cryptography its name:
one of the two keys can be made public without endangering the security
of the other. There are two possibilities:

• If the secret key is used for deciphering, anyone with access to the
public key will be able to encipher a message so that only the person
with the corresponding secret key can decrypt it.

• If the secret key is used for enciphering, its holder can produce a
message that anyone with access to the public key can read but only
the holder of the secret key could have produced.

The latter property is what characterizes a signed message, and a public-
key cryptosystem used in this way is said to provide a digital signature.32

Using Public-Key Cryptography
In a network using public-key cryptography, the secret key that each
subscriber shares with the key management facility in a conventional
network is replaced by a pair containing a public key and a private key.
The function of the KMF is now merely to hand out public keys. Since
these keys are not secret, they are not subject to compromise.

One problem remains, however: a subscriber who receives another
subscriber’s public key from the KMF must have a way of verifying its
authenticity. This problem is solved by providing the KMF with a private
signing key and providing every subscriber of the network with a copy
of the corresponding public key. This enables the KMF to sign the keys it
distributes, and it enables any subscriber to verify the KMF’s signature.

Public-key cryptography vastly diminishes the vulnerability of the KMF.
If the KMF is compromised, that compromise is the compromise of an
authentication key (the KMF’s signing key, the only piece of secret infor-
mation the KMF knows) rather that the compromise of any key used to
protect secrecy. If the signing key of the KMF is found to be compro-
mised, that key can be changed. The network’s subscribers will have to
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be informed of the KMF’s new public key and warned not to accept any
key distribution messages signed with the old one. Such reinitialization
of the network may be costly, but it does not expose past network traffic
to disclosure.

This use of public-key cryptosystems also has the practical benefit of
reducing the load on the key distribution center. Instead of requiring the
subscribers to call the KMF on the occasion of any conversation, they can
be provided with a form of credentials called certificates. A certificate is
a signed and dated message from the KMF to a subscriber containing
that subscriber’s public key, together with such identifying information
as name and address. When two subscribers begin a call, they exchange
these credentials. Each one verifies the KMF’s signature on the received
certificate and extracts the enclosed public key.

Although public-key cryptography as described above does much to
diminish the vulnerability of the network as a whole, it does nothing
to reduce the vulnerability of individual subscriber’s private keys. If a
subscriber’s private key is compromised, it is possible that any message
ever sent in the corresponding public key will be read.

For non-interactive communications, such as electronic mail, there
does not appear to be any way around this problem. The person who
looks up a public key in a directory and encrypts a message with it
is sending the message to the holder of the corresponding private key.
Possession of the correct private key is the only thing that distinguishes
the receiver, and anyone who has it will be able to read the letter.

For interactive communication, however, the problem can be solved by
means of another form of public-key cryptography: Diffie-Hellman key
exchange,33 which allows communicating parties to produce a shared
secret piece of information despite the fact that all messages they ex-
change can be intercepted (Diffie and Hellman 1976). Alice produces a
secret piece of information that she never reveals to anyone, and derives
a corresponding public piece from it. She sends the public piece to Bob
and receives from him a piece of public information formed in the same
way. By combining their own secret information with the other’s public
information, Alice and Bob each arrive at a common shared piece of
information that they can use as a cryptographic key. The process is
analogous to a perfect strategy for bridge bidding in which the North-
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South partners (each of whom knows his own hand) agree on a secret but
the East-West partners (who do not know either North or South’s hand)
remain completely ignorant of what North and South have concluded
even though they have heard their opponents’ every bid and response.

Alice and Bob use the key they have negotiated to encrypt all subse-
quent messages, but being engaged in encrypted communication is not
a sufficient condition for secure communication. Not only does neither
Alice nor Bob yet have secure knowledge of the other’s identity; they
cannot even be sure that an intruder who has performed a key exchange
with each of them is not sitting in the middle, translating between keys
and recording the plain text of their conversation.

The second step, therefore, is to exchange certificates: Alice sends Bob
hers, and he sends her his. Verifying the KMF’s signature on the received
certificates allows the receiver to be sure that the certificate is authentic
but does not guarantee the authenticity of the person who sent the cer-
tificate. It remains, therefore, for Alice (for example) to verify that the
person with whom she is in contact is actually the legitimate holder of
Bob’s certificate—the person who knows the secret key corresponding
to the public one it contains. This final step is done by a process called
challenge and response in which the challenger sends a test message and
judges the legitimacy of the responder by verifying the signature on the
response. In this case, it is best to use as the challenge the piece of public
information from the exponential key exchange, since so doing gives
assurance that the encryption is actually being performed by the same
entity that engaged in the authentication process.

Packet communication, on which the Internet is based, has made com-
plex cryptographic protocols vastly more feasible. In a call-based tele-
phone system, the only way of providing a common resource is to make it
available to be called—as an 800 number, for example. This suffers from
two problems. Typical use of a common resource in cryptography is brief:
call, send and receive a few hundred to a few thousand bits (usually a key
or certificate), and hang up. Such a call is inherently expensive because it
uses the same circuit setup machinery as a call of much greater length.34

Second, unless the phones have conference calling capability, they can
only make one call at a time, so the protocol must be organized into a
sequence of non-overlapping connections for each party.35
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Packet switching functions much like the mail but at the speed of the
telephone. A packet is a small collection of data: an address, a return
address, a size field, the contents, and some flags. Typical packets vary
from tens to thousands of bytes in length; tiny in networks operating at
thousands to millions of bytes a second. Energetic correspondents might
send each other hundreds or even thousands of pages in the course of a
year; similarly, devices on the Internet are free to send arbitrarily large
amounts of data, a little bit at a time in the “small” packets. The analogy
to a postal correspondence is a connection. Like a postal correspondence,
the connection uses the resources of the communication system only
when a packet (letter) is in transit. At other times, it consumes nothing
but a line in an address book.

The protocols that implement communication on the Internet are or-
ganized into layers. The lower layers deal with characteristics of the
physical communication system and have the suggestive names physical
and link. The topmost layer is called application and is inhabited, as its
name suggests, by the computer programs doing the communicating. In
the middle are two critical layers, whose names are almost as instructive,
called network and transport.

The network layer is all important; it is what defines the network.
For two nodes to be on the same network they must have exactly the
same concept of addressing. It is the Internet Protocol (IP) that specifies
how Internet addressing works.36 The Internet Protocol provides unre-
liable delivery packet delivery; it does its best to get each packet to its
destination in a timely fashion. If the time runs out or if a packet is
lost to equipment failure, the packet is lost. The packet will generally be
retransmitted but this is the responsibility of protocols in the layer above.

The transport layer is the layer that accommodates itself to the varying
characteristics of Internet traffic. The most frequently used transport-
layer protocols is called the Transmission Control Protocol and provides
reliable communication—through error detection codes and retransmis-
sion—on top of the unreliable service provided by the layer below.

Packet-switched systems are free from both of circuit switching’s prob-
lems. One-time transmission of small numbers of bits is inexpensive and
a device connected to a packet-switched system can readily be in contact
with many devices at the same time. This has given rise to a variety of
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packet-network security protocols, including SSL and the Internet Proto-
col Security Protocol (IPSec).

Because the network layer is shared across the network, it is the ob-
vious place to install cryptographic protection. The operation of the
network layer is not entirely compatible with cryptography, however.
Each packet carried by IP is independent of every other packet, even
between the source and destination. Encryption of traffic between two
points typically uses the same key for substantial periods of time. A sat-
isfactory compromise between these factors took some time to achieve.
IPsec standardization began to take shape in the late 1990s.37

A more natural place to put security is in the transport layer because
this layer already has the facilities for associating packets and keep-
ing track of information flowing in streams. The best-known and most
widely used security mechanism on the Internet is SSL. This facility is
embodied in all browsers and implements https, the secure version of the
hypertext transport protocol that delivers web pages.

Communication Security

The indispensable application of cryptography is the protection of com-
munication. How this is accomplished depends on the form of the com-
munication network and on whether the protection is being applied by
the network’s owners, by the subscribers, or by communication providers
who supply the network with particular communication resources (such
as satellite channels).

There are three basic ways in which encryption can be applied to net-
work communication:

• Net keying. Every element in the network uses the same key, which
is changed at regular intervals (often daily). This is the key-manage-
ment technique employed by the US Navy’s Fleet Broadcast System
and many other government networks.

• Link keying. Messages are encrypted as they go from switching
centers onto communication channels and decrypted as they go
back into switching centers. A message is thus encrypted and de-
crypted several times as it goes from sender to receiver. This tech-
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nique permits addressing information as well as message contents
to be encrypted and makes the traffic particularly inscrutable to
anyone outside the network.

• End-to-end keying. Each message is encrypted as it leaves the
sender and cannot be decrypted by anyone other than the receiver.
This is the typical behavior of secure telephones and secure email.

The results achieved by applying cryptography to secure communi-
cation networks depend dramatically on where it is applied. The most
effective way for two individuals or two organizations to communicate
securely over a network they do not control is to encrypt their com-
munications using end-to-end keying. Relying on measures applied by
network management may protect them from most opponents but will
always leave them vulnerable to a foe with the resources to seek out a
weak point along their communication path and exploit it. On the other
hand, network keying and link keying allow the network to provide the
users with security services they cannot provide for themselves.

Transmission Security and Covert Communication
Through a technique known as traffic analysis—the study of the pat-
terns of communication—an opponent can learn a great deal about the
activities of an organization without being able to understand any in-
dividual message. The counter to traffic analysis, transmission security
or communications cover—which always amounts to sending dummy
traffic to conceal the pattern of real traffic (Kent 1977)—is difficult and
expensive to implement on an end-to-end basis and is best left to the
network infrastructure.

The most extreme form of transmission security is to conceal the exis-
tence of communication altogether. This is often done by using frequency-
hopping radios, whose frequencies change many times a second in an
unpredictable pattern. When concealment of the existence of communi-
cation is the primary objective, we speak of covert communication. This
is the dominant concern in the communications of criminals and spies.
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Supporting Technologies
In order to be effective in network security, cryptography must not
only be employed for the right purposes, it must also be implemented
correctly. Several supporting technologies play important roles in this
respect.

Reliability is critical in secure communication. Failures of either cryp-
tographic equipment or its human operators, called busts, are typically
the most lucrative sources of cryptanalytic successes (Welchman 1982).
Automation has made a major contribution to the ease of use of cryp-
toequipment, making human errors less likely, but rising data rates have
made reliability of the equipment vastly more significant. Performing a
security failure analysis to trace the effects of all likely failures and includ-
ing self-check and failure-monitoring circuitry in essential in designing
cryptographic equipment.

Secure computing practices are integral to the construction of reliable
communication-security (comsec) equipment whose functioning can be
trusted under adverse conditions. A particularly difficult aspect of the
logical analysis is the detection of malicious hidden functions, and no
good solution to this problem is known for equipment acquired from
untrusted suppliers.

Electromagnetic shielding is essential to prevent cryptographic chan-
nels from being bypassed by radiative or conductive emissions or by
accidental modulation of a ciphertext signal with a plaintext signal. The
military term for this particular form of protection is Tempest.38

The most interesting and difficult Tempest problem is the contamina-
tion of ciphertext by plaintext. In the United States, this problem first
seems to have been observed in the late 1940s or the early 1950s in an
online version of a one-time-tape system called sigtot (Martin 1980,
pp. 74–75). What they observed was probably a form of amplitude
modulation in which combining a 0 in the key with a 1 in the plain-
text produces a waveform that is distinguishable from the waveform
produced by combining a 1 in the key with a 0 in the plaintext, even
though the results are supposed to be identical. If this occurs, opponents
with the right equipment can read both the plaintext and the keystream
from the ciphertext signal. The effect as described is unlikely to occur in
modern digital cryptosystems, but amplitude modulation is only the sim-
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plest form of plaintext contamination. Frequency and timing modulation
present subtler pitfalls for the designer.

Worried as people tend to be about surprises in mathematics under-
mining cryptosystems, in recent years implementation has proven the
richest source of out-of-the-box thinking leading to surprising compro-
mises of cryptographic equipment. No attack exemplifies this better than
Paul Kocher’s differential power analysis. Kocher showed that by mea-
suring the the varying power demands of a microprocessor or a dedicated
cryptographic chip. This problem can be overcome in “large” pieces of
cryptographic equipment that contain batteries and power supplies and
present a constant demand for recharging power to the outside world.
Smart cards, however, have negligible power storage and depend on a
constant supply of external power and countering attacks of this kind in
this environment is extremely difficult. Kocher’s work has subsequently
been generalized and many cases have been found in which a measurable
external symptom has been found to correlate with a cryptographically
significant event in algorithm execution. Often it is just a question of
whether the algorithm is processing a key bit that is 0 or a key bit that
is 1. In such cases, the key can be read out directly, with disastrous results
for security.

Tamper resistance guarantees that comsec equipment will not be al-
tered to defeat its functioning without requiring the expensive practice
of guarding it constantly or locking it in safes when not in use. Tamper
resistance dramatically reduces the level of trust that must be placed in
personnel permitted to operate comsec equipment and has become a
mainstay of US military cryptography.

The Operation of Secure Communications
A secure communication system must not only be designed and built
correctly; it must be operated correctly over its entire lifetime. The threat
posed by opponents must be assessed, not once when a system is de-
veloped, but continually. The vulnerability must be judged against ad-
vancing technology. This should include continuing cryptanalytic study
of the cryptosystems, other sorts of penetration studies, and continuing
reevaluation of who the opponents are and what their resources are.

Equipment that worked securely when it was new may not continue
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to work securely. Ongoing assessment of the functioning of installed
equipment must be accompanied by a careful program of maintenance.

A vital element of a secure communication posture that is opera-
tional rather than architectural is communication security monitoring.
This is the practice of intercepting friendly communications to moni-
tor the effectiveness of comsec practices. comsec monitoring is a dif-
ficult and sensitive task that is rarely undertaken by non-governmental
organizations.

Cryptographic Needs of Business

Many large American firms have manufacturing plants around the world
and need to communicate product-design information, marketing plans,
bidding data, costs and prices of parts and services, strategic plans, and
orders to them. Much of this information, which is often communicated
electronically, must be kept secret from competitors.39

In the current banking system, the transfer of currency is the trans-
fer of electronic bits, and it could not be undertaken without adequate
security. Cryptography is simply the latest manifestation of the security
upon which the banking industry has always relied. Internationalization
of banking complicates the security problem while exacerbating the need
for security.

Except to the extent that loss of confidentiality threatens security by
exposing access controls, authentication is more important in banking
than data confidentiality.40 In part, this is because exposure of one per-
son’s data typically harms only that individual, whereas failures of au-
thentication can result in loss of assets. In part, it is because there is
already substantial government monitoring of financial transactions.41

Electronic funds transfer is already several decades old, but bankers
now face the complex security issues posed by opening the transfer mech-
anisms to a wider audience. Indeed, despite stringent security procedures,
Citicorp has already been the victim of such a scam, losing $400,000 in a
theft that occurred over several months and involved three continents.42

After this electronic theft became public, six of Citicorp’s competitors
went after its largest accounts, claiming they could provide better security
than Citicorp (Carley 1995; Hansell 1995).
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Although banking is a highly regulated industry, that does not mean
that the government and banks see eye-to-eye on cryptography. In the
1980s, the National Security Agency proposed replacing the Data En-
cryption Standard with a classified algorithm. Bankers, having invested
heavily in designing protocols based on DES, protested, and the NSA
plan was dropped. Bankers also objected to the Clipper Chip.

In the oil industry seismic data and other geographic information can
be worth a small fortune. Even before they came to rely on electronic
communications, oil companies were targets of electronic eavesdrop-
ping.43 Oil companies often operate in politically unstable regions, and
criminal actions against employees, including kidnappings, are not un-
known. Thus, in order to minimize knowledge about their whereabouts,
employees’ communications must be secured (Dam and Lin 1996, p.
464).

Other businesses face different requirements. In contrast to banking,
the health-care industry emphasizes confidentiality. Medicine’s heavily in-
tegrated systems of insurance records, hospital files, and doctors’ records
require a system that preserves patient confidentiality while allowing ac-
cess by a large set of users (NRC 1997). The Health Insurance Portability
and Accountability Act (HIPAA) has become one of the major drivers of
privacy technology in the commercial world, and protection of personal
data leans heavily on encryption.

Knowledge-based industries seek to protect their heavy investments in
intangible goods, and cryptography will be central to that protection.

The entertainment industry has sought to protect digitized content
through a combination of legislation44 and technology. It has embraced
cryptography as the way to make first-run movies and other expensive
products available online while retaining close control that prevents the
viewers from making copies or making any use of the products other
than those the providers approve. The essence of this technology, called
Digital Rights Management (DRM), is to keep information in encrypted
form everywhere except inside tamper-resistant devices. In Hollywood’s
vision, a movie would travel encrypted, perhaps all they way from initial
production at the studio until it reached the processor in the screen of
your TV set.

A major initiative called Trusted Platform Technology, which seeks
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to install tamper-resistant security hardware into computers, particularly
personal computers, laptops, and smaller devices, has been under way for
nearly a decade. This technology will be of inestimable value in securing
national critical infrastructure but threatens to diminish the degree of
control users can exercise over their own machines.

Although digital digital signatures can provide a guarantee that movies,
recordings, and other works of art have not been modified, a digital
signature can be removed without trace. In addition to direct attempts
to control the use of digital materials, content providers are also using
cryptography to embed watermarks that permit individual copies to be
identified and tracked. A watermark is a sort of tamper-resistant digital
signature that makes the origin of digital information difficult to conceal.

Economic espionage is not solely the province of competing compa-
nies; it is also widely practiced by governments. One of the top priorities
of the French intelligence service is industrial spying. Pierre Marion, a
former director of the Direction Générale de la Sécurité Extérieure, the
French Intelligence Service, told NBC News that he had initiated an es-
pionage program against US businessmen to keep France economically
competitive.45 Another French spy, Henri de Marenches, the director of
the French secret service from 1970 to 1981, observed that economic spy-
ing was very profitable: “It enables the Intelligence Services to discover
a process used in another country, which might have taken years and
possibly millions of francs to invent or perfect.” (Schweizer 1993, p. 13)
The British wiretap law includes protecting the economic well-being of
the country as one of the reasons to permit wiretapping.46 The Japanese
invest heavily in industrial espionage, sending hundreds of businessmen
abroad to discover in detail what the competition is doing, hiring many
foreign consultants to further the contacts, and electronically eavesdrop-
ping on foreign businessmen in Japan (ibid., pp. 74–82 and 84). In China,
the office of a multinational company experienced a theft in which unen-
crypted computer files were copied (ibid., p. 471).

In many countries, telecommunications are run by the national govern-
ment. This makes state electronic eavesdropping particularly simple. The
governments of Japan and France are notorious for eavesdropping on the
communications of US businessmen (Schweizer 1993, pp. 16 and 84).
It is alleged that the Bundesnachrichtendienst, the German intelligence



50 Cryptography

service, regularly wiretaps transatlantic business communications (ibid.,
p. 17).

Similar charges have been raised against the US government. There
was suspicion in Britain for some time that the NSA establishment at
Menwith Hill was being used as much to spy on the British as on the
Eastern Europeans (Bamford 1982, p. 332). These suspicions became
more general in 2000 with the exposure of a US intelligence network
called ECHELON that was largely devoted to monitoring commercial
communication channels around the world. (Campbell 1999) From one
viewpoint this was a natural outgrowth of the growing use of commercial
rather than purpose-built communication systems by military organiza-
tions around the world, but this did little to soothe the worries of those
who felt they were being spied on.

In 1990 FBI Director William Sessions said that the FBI would devote
greater investigative energies to the intelligence activities of “friendly”
nations (Schweizer 1993, p. 4). Of course, greater protection of the goods
to begin with would decrease the need to investigate thefts after they had
occurred—a point that is surely not lost on the FBI.

In another sort of case, an American businessman working for a multi-
national firm reported that his laptop computer was taken by customs
officials of an unnamed country and returned to him three days later;
as he attempted to negotiate his business deals, it became clear that his
sensitive files had been copied during those three days (Dam and Lin
1996, p. 471). With the widespread use of laptops and other portable
devices (AP 2006) by large numbers of workers not necessarily versed in
information security, the loss of such devices and the data they contain
has become an almost daily news item. The potential compromise of the
sensitive data they contain has led to a federal government requirement
that all data on laptops used by federal agencies be encrypted unless
the data are determined to be nonsensitive by a designee of the Deputy
Secretary of the agency (Johnson 2006).47

It has been claimed that a system like public key, in which the private
key is stored with a single user, will not provide the data-recovery fea-
tures that corporations require. In fact, the danger posed to corporations
by this lack of data recovery for communications is minimal. With the
exception of the financial industry, few businesses currently record tele-
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phone communications. Those that do can continue to do so even if the
telecommunications are encrypted. Because the ends of the conversation
will be unencrypted, and the recording can be done at that point, the
choice of encryption—whether public key or some form of escrow—
will not affect data recovery. Encrypted communications will provide
corporations with at least as much security as they have now; they will
not be losing information, for they do not have such information in the
first place.

Because they rely on “written” records rather than recordings of con-
versations, businesses are in the same position as law-enforcement agen-
cies. Conversations are transient whereas records endure, and wiretaps
are used in far fewer criminal cases than seized records (Dam and Lin
1996, p. 84).

In the mid 1990s, talk of a global information infrastructure, an infor-
mation superhighway, and Internet commerce was everywhere. The sense
was that we were moving our culture into digital channels of communi-
cation. A decade later, the Internet has indeed transformed the life of
the industrialized world. Email is replacing mail; websites are replacing
catalogs and advertising; weblogs and search engines are replacing news-
papers. Governments, corporations, and terrorist organizations make
contact with their constituencies over the World Wide Web.

In the first edition of this book, we said of the move to the digital
world:

If this is to be a success, we will to have to find digital replacements for a
lot of everyday physical practices. In the area of security, many of the new
practices will be cryptographic.

In some cases, the correspondences are obvious. In the physical world,
we close doors or stroll off somewhere by ourselves or whisper in or-
der to have privacy. In the digital world, we encrypt. In other cases,
the correspondence is not so obvious. In the physical world, we place
written signatures on contracts, letters and checks. In the digital world,
we add digital signatures and rejoice in the degree of similarity. Some of
the correspondences are still unresolved and are controversial. A copying
machine may reproduce a readable copy of a bestseller, but for most pur-
poses the copy is a poor imitation of the original. In the digital world, if
you can get your hands on a document you can copy it exactly. A system
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that prevents the unauthorized copying of a digital novel, however, is
capable of preventing the reader from making many legitimate uses of it.
Many of these issue remain unresolved.

So where do we stand? On one hand, the Secure Socket Layer pro-
tocol that underlies secure browsing (https) is perhaps the most widely
deployed cryptographic system in the world. On the other, the news
abounds with stories of spam, breakins, phishing, and identity theft. It
is reasonable to conclude that not only will a lot of everyday security
practices have to find digital replacements but a lot of new ones will have
to be developed.

Digital equivalents have been found for a surprising range of human
interactions, including:

• The delivery of a registered letter. (You get the letter if and only if
the deliverer gets a signature on the receipt.)

• The signing of a contract. (The contract is valid only if both sig-
natures are on both copies and neither party can get a final copy
while denying one to the other.)

• Sharing of authority. (The president of the company can sign a
million-dollar check, but it takes two vice presidents.)

• Power of attorney. (My lawyers have access to the contents of my
safe deposit box because they are working for me.)

• Issuing of credentials. (A passport certifies that the secretary of state
vouches for the bearer.)

Why Has Cryptography Taken So Long to Become
a Business Success?

If cryptography is so valuable, why has it taken so long to become a busi-
ness success? One answer lies in the truly remarkable qualities of commu-
nications intelligence. Unlike installing an infiltrator, breaking and enter-
ing, or going around asking questions, interception of communications
is very hard to detect. People may suspect that their communications
are being spied on, but they are rarely able to prove it or to convince
themselves with certainty that that is happening. Even an intelligence
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agency typically has difficulty discovering that it is being spied on and
how. During the 1960s and the 1970s, the British and American intel-
ligence establishments were convinced that they had been penetrated by
the Soviets and spent an excessive amount of their time trying to dis-
cover who the turncoats were (Wright 1987). Despite their efforts, the
investigations were inconclusive.

For an organization that is not an intelligence agency, such counterin-
telligence is much harder. Merely discovering that information has been
leaking is very difficult. Discovering how or to whom is far more dif-
ficult. It may even require an intelligence agency to uncover the fact of
the eavesdropping; this has happened several times for American com-
panies.48 Selling secure communications has often been likened to selling
insurance, in that the customer must pay up front for protection against
something that may occur in the future. The fire, auto, and medical in-
surance salesmen have an advantage, however. Everyone has seen houses
burn down, cars crash, and friends get seriously ill. Almost no one has
seen information taken by eavesdroppers and used to bankrupt an other-
wise profitable business. Indeed, admitting to break-ins has its own costs:
competitors may use the seeming lack of security to woo customers.

The Problem of Standards
Cryptography also suffers from a serious standards problem. In a sense,
security equipment exists to amplify minor incompatibilities into abso-
lute non-interoperability. If a radio is not tuned to quite the right fre-
quency, reception will suffer but communication may still be possible. If
a cryptographic key is off by even one bit, communication is impossible.
By themselves standards problems probably would not account for cryp-
tography’s slow start, but in combination with other factors they have
played a major role. In particular, the lack of standards has contributed
directly to the lack of “critical mass.” A single secure telephone, just like
a single telephone, is a useless piece of hardware, and even a pair has only
limited applicability. Only when there is a proliferation of such devices
does their value increase to the point that purchasing a security device
for one’s telephone is as common as purchasing a lock when buying a
bicycle.

Similarly, the lack of a supporting infrastructure has slowed the adop-



54 Cryptography

tion of secure communications. Without world-wide keying infrastruc-
ture and key-management facilities, the provision of keys is a remarkably
cumbersome process, and encrypted communications are tend to be used
only by thosec committed to security.

The Adverse Effect of Government Opposition
In the United States, cryptography was long hurt by the ambivalent atti-
tude of the federal government. Despite the controversy that surrounded
the adoption of the Data Encryption Standard in 1977, this standard
and the others that accompanied it have made a major contribution to
the deployment of cryptography both in the US and abroad. This latter
aspect made the government wonder whether it had done the right thing,
and in the 1980s it became an antagonist rather than a proponent of
cryptographic standards.

The delays caused by the 1990s crypto wars are part of the reason for
the poor state of laptop security. Now the government finds itself in the
peculiar situation of insisting on ubiquitous security—and cryptography
—on consumer laptops, at least those purchased by the federal govern-
ment.

The Effect of the Internet
Since 1995, the market for cryptography has exploded.What has changed?
Most conspicuously, the Internet.

The Internet has made global electronic commerce a day-to-day reality
for a large number of people.49 And commerce, on a large scale, can
prosper only when people can deal confidently with people they have
never met and have no reason to trust. The problem is made worse by
the Internet’s internationality. No uniform system of law or policing can
patrol it. The merchants, like the cannon-carrying merchant ships of two
centuries ago, must provide security themselves. The more secure people
can be in their transactions, the larger those transactions will be and the
more profitable the Internet will be as a business medium.

At present, the security of Internet commerce must be judged as fair to
middling. The tension between strong identification and anonymity has
yet to be resolved and a uniform public-key infrastructure has yet to be
built. Nonetheless, the Internet now accounts for a significant fraction of
most businesses’ business. It has created new businesses—eBay’s world-
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wide auctioning of low-value items, Google—and transformed others.
Some used book stores have been driven out of business while others
have thriven by putting their wares online.

The last decade saw substantial societal change in the usage of mobile
communications technologies: cell phones, PDAs, etc. Communication
patterns changed, not just among the young with cellphones and SMS,
but also among the traveling public, and, at least in certain societies, an
expectation has arisen that communication devices are always on and
people are always available.

As bandwidths rise and computing technology advances, telecommu-
nications increasingly have become preferred modes of communication
rather than merely increasingly satisfactory substitutes for pre-electronic
modes.

There has been a simultaneous explosion of online communications
using the Internet. The traditional communication tools—if anything
less than a century old can actually be called traditional—are email,
which in less than a decade has become ubiquitous,50 instant messaging,
and voice calls using Internet technology (VoIP, or Voice over IP). There
are some quite non-traditional communication methods as well, such as
music-jamming sessions over the Internet and the very popular massively
multiplayer on-line role playing games (MMORPGs).

Although MMORPGs are called games, they are a recreation with as
much in common with hanging out in the mall as with the videogames
you might find there. Some MMORPGs are more focused on the prize (or
on reaching “levels”) than others, but MMORPGs differ from console
games exactly because they enable interaction with other players. (Until
the Internet was opened to commercial use, MMORPGs were limited
to online services such as AOL and CompuServe, and all players in a
particular game had to subscribe to that service. Once that changed,
MMORPGs began to appear on the public Internet.) MMORPGs pro-
vide an online environment in which players, through their avatars (icons
representing the user), slay dragons, compete for prizes, communicate,
and buy, trade, and sell fictional objects of value. The fictional objects,
moreover, are no longer entirely fictional. Often they are bought and sold
on eBay and in other online venues.

MMORPGs are communities and yet another venue for electronic
communications, one far from traditional, but widely used, especially
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in Asia. In the United States, roughly 19 percent of the gaming popula-
tion are online gamers, but in the Asia/Pacific region, consisting of Hong
Kong, Korea, Malaysia, the People’s Republic of China, Singapore, and
Taiwan, computer games (which means online games, as console games
are virtually non-existent in the region) are extremely popular. There are
two reasons driving the interest in Asia: in China, Internet cafes are open
around the clock, and Korea is experiencing rapid broadband adoption
(IDC 2006).

What Is Cryptography’s Commercial Future?
In light of the sudden growth of cryptography, it is natural to ask how
big a business it will become. In order to find the answer, we might look
at an existing business.

Locksmithing is not a large fraction of the building trades. If you own a
$500,000 house you are unlikely to have $500 worth of locks on it. Even
if, like Oliver North, you have a fancy electronic security system, its total
value probably doesn’t exceed a few percent of the house’s value. On the
other hand, no one would argue that locks are not essential to the func-
tioning of society. The modern suburb, in which most members of most
families are gone for most of the day, would not function without them.

A harbinger in the cryptographic world is Skype, a Voice over IP com-
munication system that encrypts all of its transmissions over the Internet
automatically. Security isn’t the point of Skype, as it is with Zfone51; it
is just part of the package. Skype was built by a group of Latvians, now
in their mid thirties, who grew up under Soviet rule and who take it for
granted that someone is trying to listen in on their phone calls. One of
the most popular Voice over IP systems, Skype, encrypts the voice traffic
in every call without any explicit action by the user.

Cryptography seems to be most successful where it is following a sim-
ilar course, not a prominent part of any product but ever present and es-
sential. The Secure Socket Layer protocol in Web browsers is a candidate
for being the most widely deployed cryptographic protocol of all time. It
could be overtaken by the automatic encryption in Skype. Skype is also
an example of the internationalization of cryptotechnology: the product
originated in Latvia but is now owned by eBay. It may also be the focus
of the US government’s latest policy efforts to capture communications
traffic, an issue we discuss in chapter 11.
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The Legacy of World War I

Histories of cryptography usually begin by observing that cryptography
is of ancient lineage, having been used by Caesar and recommended as
one of the feminine arts in the Kama Sutra. As we saw in the last chapter,
there is a remarkable degree of continuity in the basics of cryptographic
technology over the past several centuries, and new ideas often turn out
to have old roots.1 Be this as it may, the field we know today is a creature
of the twentieth century.

World War I was the first war to be fought in the era of radio. In
the early years of the century, the military (particularly navies) saw the
potential of the new medium of communication and adopted it whole-
sale. Before the advent of radio, Britain’s First Sea Lord sent an admiral
off with a fleet and expected to hear news in weeks or months. With
radio, ships at sea were brought under much closer control by shore-
based headquarters. Radio also had the advantage of being able to carry
human voice, which undersea cable systems of the time could not do. Ra-
dio, however, had a serious disadvantage: anyone could listen in. Some-
times an unintended listener even got better reception than the intended
recipient.

The Mechanization of Cryptography
The solution to the ubiquity of radio reception was, of course, to use
cryptography. Messages were enciphered before being transmitted, and
were deciphered upon reception. Radio was much more vulnerable to
interception than any communication channel that had been in use be-
fore, with the result that a much larger fraction of the messages required
encryption. The methods in use, codes and some hand cipher systems,
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had grown up over centuries of written communication in which they
were usually reserved for the most sensitive traffic. In consequence, there
was a crushing burden on the cipher clerks, and often a glut of traffic
waiting to be deciphered.

In the years immediately after the war, inventors turned their attention
to the problem of mechanizing encryption and embarked on the path
that has led us to the automatic cryptography of today. As described in
the previous chapter, the technique was a form of multiple-Vigenère ci-
pher in which letters were looked up in tables by electric currents passing
through wires rather than by cipher clerks.

Rotor machines arose simultaneously on both sides of the Atlantic.
The inventions of Edward Hebern of Oakland, California emerged as
the backbone of US cryptography in World War II. Those of Arthur
Scherbius and Arvid Gerhard Damm played a similar role in Europe
and gave rise to the most widely used of all rotor principles: that of the
German Enigma machine (Kahn 1967, pp. 420–422).

At the time of World War I, cryptography was more an esoteric than
a secret field. It was not widely understood, and codebreakers kept their
intrusions into opponents’ codes secret. Yet the whole culture of military
secrecy, rampant today, was in its infancy, and military secrets did not be-
long to governments in the way they do now. Works on cryptography rea-
sonably representative of the state of the art were published and enjoyed
a status similar to that of other technical treatises. Indeed, during the war,
William Frederick Friedman, the intellectual founder of the organization
that eventually grew to become the National Security Agency, published
groundbreaking new cryptographic discoveries as technical reports of the
private Riverbank Laboratories.

The inventors of the rotor machine all took out patents, intending to
sell their machines commercially. In the United States and in Europe the
granting of a patent is a very public process and the publication of patents
is regulated by treaty. Both earlier and later laws made it possible for
the US government to declare a patent application secret and delay the
granting indefinitely, but in 1919 this was not the case.

The issuing of the patents turned out to be one of the last public things
about rotor machines. The commercial market for cryptographic equip-
ment proved not to be as good as the inventors expected, and Hebern
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Simplified Sigaba.

tried to sell his invention to the government. As designed, Hebern’s ma-
chine was not secure, and it was broken by Friedman in 1921 (Deavours
and Kruh 1985, pp. 46–47). Although attacks on the machine Friedman
broke can be found in the contemporary public literature, Friedman’s
1925 paper on the subject is still secret.

The government bought only sample quantities of Hebern’s device.
The weaknesses Friedman discovered were correctable, but the Army did
not share its design changes with Hebern. It developed and employed
his invention without compensating him, under cover of cryptography’s
growing secrecy. Only in the 1950s did Hebern’s heirs succeed, through
a lawsuit, in recovering some of what Hebern was owed (Kahn 1967, p.
420). In the United States, development of cryptographic systems became
a secret enterprise of small groups in the Army and the Navy.

Hebern’s simple three-wheel machine and regular pattern of wheel
movement led to Sigaba, the most secure rotor machine of World War II.
In the mid 1930s Friedman designed a rotor machine, designated M-
134a, whose five wheels moved under the control of a paper tape. In
retrospect this can be seen to be merely an overly complicated way of
achieving a one-time cryptosystem, but at the time the additional com-
plexity must have seemed an advantage. Unfortunately, the M-134a had
the same problem that goes with any one-time system: it needed lots of
keying material. A young cryptanalyst named Frank Rowlett was given
the task of producing matching pairs of key tapes—a task made tedious
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by the fact that any error in the tapes would produce not only an error in
the plain text but also a disastrous loss of synchronization between the
sending and receiving machines. Rowlett conceived of using one rotor
machine to manufacture the pattern of rotor motions for the other, an
idea that was to remain officially secret for 60 years.

The Growth of US Signals Intelligence
After World War I, the United States maintained and developed its capac-
ity for signals intelligence (sigint), something unprecedented in peace-
time. Equally important, the responsibility for signals intelligence was
merged with the responsibility for developing codes to protect US mil-
itary communications.2 Both intelligence and security prospered under
this arrangement. By making good use of signals intelligence during arms
negotiations with Japan in 1921, the US pushed the Japanese all the way
to their planned best offer (Kahn 1967, pp. 357–359; Yardley 1931).

The role secrecy plays in intelligence is quite different from the role it
plays in security. Cryptography relies on the secrecy of cryptographic
keys, just as safes rely on the secrecy of their combinations. It may
also profit from the secrecy of cryptographic systems. It could hardly be
easier to break a cryptosystem whose workings are not known than to
break one whose workings are known. On the other hand, such secrecy
has costs that usually outweigh its benefits. The workings of ordinary
pin-tumbler door locks and those of the combination locks that guard
bank vaults are familiar to locksmiths and burglars alike, yet both are
widespread and successful security devices. It is essentially impossible,
on the other hand, to practice intelligence without secrecy. If you reveal
the fact that you are spying on people or, worse yet, precisely how you
are doing it, it is almost certain that, if those people care at all about
security, they will change their communication practices in order to make
your task more difficult.

A celebrated example of this occurred in Britain in 1927. The Security
Service (MI5) raided the London office of the All-Russian Cooperative
Society, whose trade activities were a key element of Soviet spying on
British industry. Parliament imprudently demanded to know what had
led MI5 to such an action and publicly extracted the fact that Britain
had been reading Soviet messages for years. In the words of R. V. Jones,
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Britain’s head of scientific intelligence during World War II, that incident
showed the Soviets the weakness of “their diplomatic codes, which were
changed a fortnight later and were not since readable, at least up to the
time that I left MI6 in 1946” (Corson et al. 1985, pp. 286 and 440).

The integration of communications intelligence (a field in which it is
advantageous to keep even the basic techniques secret) and communi-
cation security (a field whose need for secrecy is far narrower) is the
apparent cause of the general increase in the secrecy of cryptography
that occurred from the 1920s through the 1960s.

World War II

World War II was a triumph for America’s codemakers and codebreak-
ers. On the defensive side, American high-grade cryptosystems, Sigaba
in particular, survived the war, apparently unread by our opponents.
On the offensive side, communications intelligence contributed decisively
to victory in both the Atlantic and the Pacific. The United States rou-
tinely read high-level Japanese traffic in both military and diplomatic sys-
tems, and collaborated extensively with Great Britain in reading German
communications.

Cryptography and signals intelligence during World War II have been
written about extensively, but a little-known project undertaken during
the same period presaged much of what has happened since: the devel-
opment of the first secure telephone.

Voice scramblers of various sorts had been in existence since the early
years of the twentieth century, but none of these systems was in any
real sense secure. Scrambling systems were adequate to thwart casual
listeners; however, most of them were vulnerable to being unraveled by
talented ears—particularly after the development of recording, which
permitted the signal to be listened to more than once. The existing scram-
blers were inadequate to protect high-level traffic, and the US military
started development on Sigsaly, the first digital secure telephone.

Sigsaly was in some ways like and in some ways preposterously unlike
a contemporary secure phone. Sigsaly was a digital telephone. It used a
vocoder developed at Bell Laboratories to convert the speaker’s voice into
a 2400-bit-per-second stream.3 The digitized voice was then encrypted
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with one-time keys stored on phonograph records. The records were
shattered after each use to ensure that they could not be reused. Although
modern secure phones do not normally use one-time keys, there is noth-
ing bizarre about the practice. Especially remarkable were Sigsaly’s size
(30 equipment racks, each 7 feet tall) and cost (so high that only two
people in the world could afford such installations: Franklin Roosevelt
and Winston Churchill—later a few more were installed in high-level
military headquarters).

The successes of the American signals intelligence establishment during
the war set the stage for further expansion and consolidation.

The Cold War

The late 1940s brought the explosion in technology that has dominated
the lives of the Baby Boom generation. Some technologies, most con-
spicuously atomic energy and radar, were developed as consequences of
World War II. Others, including television, had been put on hold by the
war and now profited from the overall growth of the electronics industry
that the war had produced. In the world of cryptography, it was a great
period of conversion from mechanical and electro-mechanical cryptosys-
tems to purely electronic cryptosystems.

Inappropriate as Sigsaly was for any normal military or civilian com-
munication requirement, it showed the possibility of genuinely secure
voice communication. However, there were many hurdles to jump. The
highest of these was the problem of digitizing the voice. Decades would
pass before secure voice equipment at the low data rates of Sigsaly would
be widely available. In the meantime, it was necessary to simplify the
problem by sending voice at between 6000 and 50,000 bits per second.
This created a new cryptographic problem.

Sigsaly had achieved 2400-bit-per-second encryption by using a one-
time system to protect its signal. Like all one-time systems, it suffered
from inflexibility of key management. This was of little concern when the
supply of instruments numbered two, but it would be a limiting factor in
wider deployment. What was required was a cryptographic machine ca-
pable of operating at voice speeds. Unfortunately, rotor machines, which
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operated at 10 characters per second, could not come close to keeping
up with Sigsaly’s 2400 bits (240 characters) per second.4 The result was
the development of shift-register cryptography, which accounts for most
of the encrypted bits transmitted today.

During and before World War II, intelligence in general and commu-
nications intelligence in particular was attached to military commands.
After the war, there was a move to improve the quality of US intelli-
gence by centralizing authority and coordinating the activities of various
groups. The year 1947 saw passage of the Central Intelligence Act, which
created the Central Intelligence Agency and the position of Director of
Central Intelligence (who, at least in principle, coordinated the efforts
of the whole US intelligence community). The centralization of signals
intelligence took longer and was far less public, but in 1952, after some
5 years of study and reorganization, President Harry Truman signed a
secret presidential order creating the National Security Agency. From its
creation the new organization sought to capture control of all crypto-
graphic and cryptanalytic work within the United States. Overall, this
effort was remarkably successful.

In 1949, Claude Shannon, a professor of electrical engineering at
MIT, published a paper entitled “The Communication Theory of Secrecy
Systems” in the Bell System Technical Journal. In 1967, David Kahn,
a journalist who had been interested in cryptography since childhood,
published a massive history of cryptography called The Codebreakers. In
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between, no overtly cryptographic work of any significance saw public
print in the United States,5 though various papers whose cryptographic
significance is not immediately apparent did.6

NSA successfully suppressed cryptographic work in other parts of the
US government. Probably as a result of this, application of cryptography
to the nuclear command and control system did not get underway until
directly ordered by President John Kennedy in the early 1960s.7

Horst Feistel’s Group at the AFCRC
There was, however, one very significant failure of NSA’s territorial
ambitions.

Cryptography can play a number of roles that are not explicitly parts
of communication. One of these is distinguishing between friends and
enemies. During World War II, US warplanes began to carry Identifica-
tion Friend or Foe (IFF) devices to reduce the chance that they would
be shot down by “friendly fire.” Early IFF devices were analog and were
not very secure against replication by opponents seeking to impersonate
US forces. IFF without cryptography eventually evolved into a system
called the Mark X, which is now an essential component of air traffic
control and is used by civilian aircraft, and many military ones, all over
the world.

In the early 1950s, the US Air Force recognized the need to improve its
IFF equipment and turned to the established cryptographic authorities for
help. The Armed Forces Security Agency, NSA’s immediate predecessor,
had little interest in the problem, and so the Air Force set out on its own.
A prototype cryptographic IFF device was built at the Air Force Cam-
bridge Research Center (AFCRC) using the recently developed transistor.
Central among this project’s objectives was to show that the equipment
could be made small enough to fit in a fighter’s nose. At this point, the
project crossed the path of a man whose role in modern cryptography
has been widely underappreciated, despite the fact that he is recognized
as the “father of the Data Encryption Standard.”

In 1934, the 20-year-old Horst Feistel moved to the United States from
Germany. Seven years later, the Japanese attacked Pearl Harbor, the US
declared war on Japan, and Germany, in an act of bravado, declared
war on the US. Feistel, on the verge of becoming a US citizen, was put
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under “house arrest”—he could move freely around Boston, where he
lived, but was required to report his movements if he went to visit his
mother in New York. On January 31, 1944, the restraints were suddenly
lifted and Feistel became a US citizen. The following day he was given a
security clearance and began a job at the AFCRC.8

Feistel, who says that cryptography had interested him since he was
in his teens, recalls that when he mentioned his interests shortly after
arriving at his new job, he was told that it was not the time for a German
to be talking about cryptography. His career in cryptography had to wait
until after the hot war against Germany was over and the Cold War
against the Soviet Union was underway.

Several years later, Feistel, who had by now built a research group
in cryptography at the AFCRC, discovered that the Air Force’s crypto-
graphic IFF system was on its way to being put into service without what
he considered adequate evaluation. He put his team of young mathemati-
cians, supported by a number of academic consultants, to work analyzing
the new system. The group alternately found weaknesses in the original
design and discovered how to fix them. Over a period of several years it
made a major contribution to modern cryptography, developing the first
practical block ciphers.9

Although Feistel’s group at the AFCRC was in steady communication
with NSA and seems thereby to have exerted a profound influence on
cryptographic design in that organization, NSA appears eventually to
have succeeded in shutting down the Air Force work. In the late 1950s,
the group dissolved. Horst Feistel moved, first to MIT’s Lincoln Labo-
ratory and then to its spinoff, the Mitre Corporation. In the mid 1960s,
Feistel, who devoted himself to one problem throughout his career, at-
tempted to set up a new cryptographic development group at Mitre. He
was forced to abandon the project as a result of what was perceived at
Mitre as NSA pressure.10 At this point, Feistel found a new champion,
IBM, and moved to the Watson Laboratory in Yorktown Heights, New
York.
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The 1960s

In 1965, Representative Jack Brooks of Texas authored a thoroughly
non-controversial law providing for the purchase and leasing of com-
puter equipment (Brooks Act 1965, 89-306(f)). The law decreed that
the Secretary of Commerce was authorized to “make appropriate rec-
ommendations to the President relating to the establishment of uniform
Federal automatic data processing standards” (ibid., 89-306(f)). Thus
the responsibility for setting civilian computer standards fell to the Na-
tional Bureau of Standards (NBS), which already determined everything
from standard US time (based on an atomic clock in Boulder, Colorado)
to methods for testing the flammability of fabrics. The new series were
called Federal Information Processing Standards; their purpose is to pro-
vide incentives for industry to manufacture what the US government
needs. Although FIPS are only binding on government organizations,
the enormous purchasing power the government brings to bear causes
most FIPS to become de facto commercial standards.11 This assignment
of responsibility to NBS was later to prove difficult for the Department of
Defense, but there were no objections when the Brooks Act was passed.

In 1967, a non-technical phenomenon had a profound effect on the
course of cryptographic technology. Despite NSA’s efforts, David Kahn’s
book The Codebreakers was published. Kahn was neither a mathemati-
cian nor an engineer, but a historian, and his book focuses far more on
the military and diplomatic impact of codebreaking than on its technique.
Nonetheless, Kahn explained everything he knew about cryptography
and cryptanalysis. All of a sudden, there was a book in print that ex-
plained rotor machines and at least mentioned that they had been suc-
ceeded by purely electronic devices. Furthermore, what explanation of
the technology the book did contain was wrapped in an extensive ex-
planation of why the subject was important. The result was a wave of
interest in cryptography that rippled through the engineering world.

IBM was also interested in cryptography in the late 1960s. The com-
pany had undertaken to provide automatic teller machines for Lloyds
Bank in London. Lloyds, which planned to have several hundred of the
machines scattered around London, had a scenario for disaster. It imag-
ined a gang with a confederate inside the post office, which, in Britain,
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ran the telephone system. The members of the gang would drive around
London visiting the teller machines at the start of a bank holiday week-
end, when the machines had just been stocked with thousands of pounds
of cash apiece. The post office confederate would call each machine in
turn and tell it to hand out all its money. At the end of the evening the
gang would be several million pounds richer. Nobody else would be likely
to notice anything but the fact that some of the machines had run out
of money till Tuesday morning, when the bank holiday weekend ended.
By then the money would no doubt be sitting comfortably in a bank in
Zurich, a city whose bankers had not taken the previous day off.

IBM hired Horst Feistel, who continued with his life’s work. Col-
leagues recall that Feistel had been talking back in the 1950s about
much larger systems than could be built at the time. Now, a quarter
century later, electronics had caught up with Feistel’s imagination. The
work resulted in a number of cryptographic systems. One was used in
the IBM2984 banking system and was commonly called Lucifer.12

The 1970s

The US Data Encryption Standard
In the early 1970s, some people at the National Security Agency and
some at the National Bureau of Standards13 recognized that the Privacy
Act of 1974 and other federal laws, together with the increasing use of
computers and digital communications by the federal government, would
require that approved cryptography be available to government users
other than NSA’s traditional national-security clients.

NSA was reluctant to provide equipment of its own design to a wider
range of users. Its reasoning is easy to imagine. Cryptographic secrecy
was part of NSA’s security philosophy. The designs of NSA crypto-
graphic systems were uniformly classified secret noforn,14 and the
equipment in which they were implemented was classified confiden-
tial. The tamper-resistance technology being used today to put secret
algorithms in unclassified chips did not yet exist. Any equipment that
was to be put in the hands of uncleared users would have to embody
an unclassified cryptographic algorithm. NSA was afraid, however, that,
by making public an algorithm it had designed itself, it would reveal in-
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formation about its design philosophy and potentially compromise other
equipment. A system that was made public would be widely available to
attack. If it was broken, and if it resembled other NSA cryptosystems,
the attack might work against those as well.

Following the FIPS process, NBS published a solicitation for a standard
cryptographic system in the Federal Register (USDoC 1973). The process
by which the Data Encryption Standard was selected has never been ade-
quately explained, and the identity of the other contestants, if there were
any, has not become public. On the face of it, IBM submitted the winning
algorithm and NSA, acting as a consultant to the NBS, approved it. In
fact it is generally agreed that NSA had a substantial hand in determining
the algorithm’s final form (Bayh 1978).

Public-Key Cryptography
During the academic year 1974–1975, Whitfield Diffie and Martin Hell-
man, working at Stanford University, and Ralph Merkle, at the University
of California at Berkeley, discovered a new concept in cryptography that
was to have profound implications for policy as well as for technology.15

The idea was that the capacity to encrypt messages and the capacity
to decrypt messages were not, as had always been taken for granted,
inseparable. It was possible for one person to have a key that would
encrypt messages in such a way that decrypting them required a different
key, held by a different person. Diffie, Hellman, and Merkle called the
new concept public-key cryptography.

Instead of having one key that could both encrypt and decrypt mes-
sages, like a conventional cryptosystem, a public-key system had two
keys. What was essential was that with one key, called reasonably enough
the public key, it was very hard to figure out the corresponding private
key that could be used to decrypt a message encrypted with the public
key. Exactly how hard? Just as hard as breaking a cryptogram produced
by encrypting something with the public key.

Public-key cryptography has two implications: if I know your public
key and want to send you a secret message, I can encrypt it with your
public key, and, since only you know your private key, only you will be
able to read the message. I don’t need to share a secret with you in order
to send you a secret message.
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Not only did public-key cryptography make a major contribution to
key management, it provided a digital signature that could be used on
electronic documents. Suppose I receive a message from you encrypted
with your private key. If I decrypt the message and find that it makes
sense, I have evidence that, unless someone else knows your private key,
the message must have come from you.

Although the research that led to this new field was carried on in
academia, it grew out of two very practical considerations. Diffie had
been trying for years to figure out how to build a system that would
secure every telephone in the country. Getting away from the traditional
need to distribute secret keys from a central facility brought this vision a
step closer to reality. By what seems to be coincidence, Diffie had also
been thinking about signatures for years. Around the time of Diffie’s
arrival at Stanford in late 1969, his new boss, John McCarthy, had given
a paper on what we would now call Internet commerce, and Diffie had
begun wondering what would play the role of the signed contract in the
new environment.

In 1976, Diffie and Hellman published a paper entitled “New Di-
rections in Cryptography,” which contained a partial solution to the
problem of creating a public-key cryptosystem. This system, commonly
known as Diffie-Hellman key exchange,16 provides an additional feature
with policy implications that took years to be recognized: the creation of
truly ephemeral keys.

In early 1977, Diffie and Hellman’s paper was read by a team of three
young faculty members at MIT, Ron Rivest, Adi Shamir, and Len Adle-
man. With a far better grasp of number theory than the three West Coast
researchers, Rivest, Shamir, and Adleman quickly found a solution to the
problem Diffie and Hellman had posed. They named the resulting system
after their initials: RSA (Rivest et al. 1978).

The Meyer Affair
Public-key cryptography created quite a splash. In August of 1977 it was
described in Martin Gardner’s column in Scientific American, and re-
quests for the MIT technical report came from around the world. Rivest
was scheduled to present the work at an Institute of Electrical and Elec-
tronics Engineers (IEEE) meeting in Ithaca, New York, in October. The
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IEEE received a letter from one “J. A. Meyer” warning that, because for-
eign nationals would be present, publication of the result was a potential
violation of the International Traffic in Arms Regulations.

This was the first that Rivest and his colleagues had heard of ITAR.
Aside from an address in Bethesda, Maryland, J. A. Meyer was uniden-
tified. Nonetheless, the MIT scientists took the warning seriously and
halted distribution of their paper. Then an enterprising Science journalist,
Deborah Shapley, discovered that Meyer worked at the National Security
Agency. NSA denied any connection with Meyer’s letter, and the MIT
scientists decided to resume distribution of the paper (Shapley and Kolata
1977). Rivest spoke on the results at the Ithaca conference, and for the
moment the furor subsided.

But 1978 brought new problems. Two inventors filed for patents and
found themselves subjected to secrecy orders under a little-known pro-
vision of US patent law that permits the federal government to order
an inventor to keep secret not only the substance of the invention but
the fact that the order has been issued. The first of these inventors was
Carl Nicolai, a garage-shop entrepreneur in Seattle who had developed
a telephone scrambler based on spread-spectrum technology. The second
was George Davida, a professor of computer science at the University
of Wisconsin. Davida’s invention, more technical than Nicolai’s, was a
way of combining linear and nonlinear finite automata in a cryptosys-
tem. Most patent secrecy orders are placed on inventions growing out
of government-sponsored secret work. Almost all of the remainder are
directed at patents filed by large corporations,17 which have little moti-
vation to argue with the government’s decision.18

Fights about secrecy orders are rare. But, despite the aspect of the
law that makes the order itself secret, both Nicolai and Davida chose
to fight. Ultimately, both orders were overturned—Nicolai’s ostensibly
on the grounds that a mistake had been made and the invention should
not have been declared secret in the first place; Davida’s on the pretext
that, since it had earlier appeared as a Computer Science Department
technical report, it could not effectively be kept secret.
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Research Funding and Publication Rights
In the late 1970s action developed on another front: funding. Frederick
Weingarten was a program officer at the National Science Foundation
(NSF). One day in 1977 “two very grim men” walked into his office and
informed him that he was “probably” breaking the law by funding cryp-
tography research through the NSF (Weingarten 1997; Burnham 1980,
pp. 139–140). He was not, but a new battle ensued.

Len Adleman submitted a research proposal to the NSF, whereupon
the MIT scientist found himself in the midst of an inter-agency conflict
regarding funding. Because Adleman had proposed research in cryptog-
raphy, the NSF had sent the application to NSA for review. Now NSA
wanted to support Adleman’s work. Unwilling to accept funding from
NSA for fear that the agency’s requirement of prior review could lead to
classification of his work, Adleman was caught in a bind: since he had
an alternative source of support, the NSF—whose purpose is to support
“non-mission-oriented” research—now refused to support him.

Adleman’s concerns tied in with another issue that had disquieted the
research community: in 1979, the director of NSA, Admiral Bobby In-
man, warned that open publication of cryptography research was harm-
ful to national security. Inman threatened that, unless academia and in-
dustry could come to a satisfactory compromise with his agency, NSA
would seek laws limiting publication of cryptographic research.

Adleman’s problem was resolved when it was decided that both NSF
and NSA would fund cryptography research. While NSF would make
applicants aware of the alternate source of grants, it would not require
them to accept NSA support.

Inman’s concerns led to the creation of an American Council on Ed-
ucation study panel consisting of mathematicians and computer scien-
tists from industry and academia and two lawyers, including the rep-
resentative from NSA. The panel recommended a two-year experiment
in which NSA would conduct pre-publication reviews of all research
in cryptography (ACE 1981). Submissions would be voluntary, reviews
prompt. The academic community feared that this process would have a
chilling effect on the emerging field, but the experiment proved success-
ful. Concerns eased when relatively few authors were asked to modify
their publications. There have been NSA requests that an author not
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publish, and the agency has made suggestions for “minor” changes in
some papers (Landau 1988, p. 11), but the research community reports
that such requests have been modest in number. In an ironic twist, there
was even an incident in which NSA apparently aided in the publication
of cryptography research that the Army had tried to silence.19

The 1980s

The conflicts of the 1970s appeared to have abated. Behind the scenes,
however, NSA’s efforts to limit civilian research in cryptography contin-
ued. The result was a protracted delay in any widespread application of
cryptography to civilian communications.

For example, in 1982 the NBS issued a Federal Register solicitation for
algorithms for a public-key cryptography standard (USDoC 1982). RSA
Data Security (the corporation formed by Rivest, Shamir, and Adleman)
was interested in having the RSA algorithm become a federal standard,
but the NSA was not. At the intelligence agency’s request, NBS’s plan
to develop a federal standard for public-key cryptography was shelved
(USGAO 1993b, p. 20).

Commercial Comsec Endorsement Program
In the mid 1980s, NSA changed its approach to broadening crypto-
graphic coverage of American communications. Even though the initial
promises that DES would be exportable had been broken, NSA was dis-
tressed by the algorithm’s widespread availability20 and was looking for a
way to put the lid back on the box. Aided by the development of tamper-
resistant coatings for chips (Raber and Riley 1989), NSA embarked on
a program to supply equipment whose functioning was secret to a much
wider user base.

Not only did NSA intend its new Commercial Comsec Endorsement
Program (CCEP) to secure a much wider range of American communica-
tions, including industrial communications, NSA intended the program
to do it with industry money.21 As announced, the program was open
to companies that had secret facility clearances and were willing to
contribute expertise and funding to the development of secure versions
of their products.22
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Type I Type II
(High Grade) (Medium Grade)

Winster Edgeshot Voice (≤ 100 KB)
Tepache Bulletproof Data (≤ 10 MB)
Forsee Brushstroke High speed (≈ 100 MB)

Table 3.1
CCEP cryptomodules.

The most significant feature of the new program, however, was that it
would provide a new category of equipment certified only for the pro-
tection of “unclassified sensitive information” but available without the
tedious administrative controls that applied to equipment for protection
of classified information. The traditional equipment was termed Type I,
the new equipment Type II. Thus NSA was sponsoring the production of
equipment directly competitive with DES.

The new undertaking was essentially a marketing effort, and in this
situation NSA acted the same way commercial organizations often do:
it began to undercut its previous “product line.” The agency announced
that it would not support the recertification of DES at its next five-year
review, due to take place in 1988, and told the banking community so in
a letter to the chairman of X9E9, the security standards committee.

It didn’t wash. The bankers and their DES suppliers, few of whom were
members of CCEP, were furious at the attempt to scuttle efforts on which
they had been pressed to spend money only a few years earlier. Banking,
furthermore, was international and had successfully negotiated special
export arrangements in acknowledgement of this fact; secret American
technology would not satisfy its worldwide need for security. In the end,
NBS showed some backbone; in 1988 it recertified DES over NSA’s ob-
jections. NSA had second thoughts about the wide availability of Type II
equipment and, citing the Computer Security Act of 1987, imposed re-
strictions on its availability arguably as onerous as those for Type I equip-
ment.23 As a result, Type II products never approached market success,
and few were ever manufactured.
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The STU-III
Although technically not a part of CCEP,24 the third-generation secure
telephone unit, STU-III, shared a lot of its technical and administrative
approach. The project began in 1983 and, like CCEP, incorporated Type I
and Type II devices. The first instruments were delivered in late 1987.25

Unlike CCEP, they have been a dramatic success, with over 300,000
installed by the mid 1990s.26

With CCEP and STU-III, NSA began using public-key cryptography.
The exact method, called Firefly, was kept secret27 but appears to employ
the same exponentiation operations used by commercial gear (AWST
1986).

NSDD-145
In September 1984, President Ronald Reagan issued a National Secu-
rity Decision Directive (NSDD-145) establishing a federal policy of safe-
guarding “sensitive, but unclassified” information in communications
and computer systems—a directive with NSA’s fingerprints all over it
(Brooks 1992). In 1985 the president’s Assistant for National Security
Affairs, John Poindexter, sent out a directive implementing NSDD-145 by
putting a Defense Department team in charge of safeguarding all federal
executive-branch departments and agencies and their contractors.28

The Poindexter directive, as it came to be known, attracted a lot of
attention. Federal executive-branch contractors included a fair number of
civilian companies, many of which had little or nothing to do with secret
work. Mead Data Central (a supplier of databases, including the Lexis
and Nexis systems, which provide law cases and news and magazine
stories respectively) was one of the companies affected. Jack Simpson, the
president of Mead, told Congress: “We have had a number of visits to
inquire about our system, how it works, who uses it, whether we would
be amenable to controls or monitors, and whether the Soviets used it.
On April 23, 1986, AFMAG [Air Force Management Advisory Group],
five people came; September 29, US Government Intelligence Commit-
tee, CIA, NSA represented; October 7, FBI; October 21, FBI. Cordial
visits, but asking the same questions.” (Simpson 1987, p. 328) Cordial
though these visits may have been, their effect was chilling. The National
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Technical Information Service (NTIS), a database of unclassified federal
scientific and technical material, had been part of Mead’s information
systems. After the visits from representatives of federal agencies, Mead
got rid of NTIS. “This may have removed Mead Data Central from
concern under NSDD-145,” Simpson told Congress. “I guess I wonder
about other information providers of NTIS.” (ibid.) He got it right.

In 1986, Assistant Secretary of Defense Donald Latham said: “I am
very concerned about what people are doing, and not just the Soviets. If
that means putting a monitor on NEXIS-type systems, then I am for it.”
(Schrage 1986) The FBI visited various university libraries, attempting
to discover what scientific information foreign students were accessing.
Here the government agents ran into an unexpected obstruction: the li-
brarians insisted on subpoenas before they would release information.

A committee of the House of Representatives examined NSDD-145.
Legislators saw an inappropriate incursion of presidential authority into
national policy, and a turf battle developed. “[T]he basement of the
White House and the backrooms of the Pentagon are not places in which
national policy should be developed,” Representative Jack Brooks de-
claimed (Brooks 1987, p. 2).

NSA backpedaled. “NSDD-145 in no way sets NSA as a computer
czar,” Lieutenant General William Odom, NSA’s director, told the rep-
resentatives. “[O]ur role with the private sector is one of encouraging,
advising and assisting them with regard to their security needs. We view
our role, then, as one that is clearly advisory in nature. . . .” (Odom 1987,
p. 281)

Many in industry and academia beheld NSDD-145 in a different light.
“[Latham] is talking about monitoring private computer systems, private
information sources, and unclassified data, and we find that incredible,”
Jack Simpson said before the House Committee (Simpson 1987, p. 328).
Cheryl Helsing, chair of the Data Security Committee of the American
Bankers Association and a vice president of BankAmerica, told the com-
mittee: “NSA’s new . . . algorithms . . . absolutely cannot be used by the
banking industry. Those conditions might well be appropriate for na-
tional defense related security, but are clearly inappropriate for use in
our industry.” (Helsing 1987, p. 113) Indeed, NSA’s encryption algo-
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rithms threatened years of development work by the banking industry.
Eventually NSA decided to accept the use of old DES-based technology29

in the financial industry, but in the interim “sixteen months . . . elapsed
while we worked to educate the NSA about our business,” Helsing told
Congress (ibid., p. 114).

Shortly after the congressional hearings on NSDD-145 began, the
Poindexter directive was withdrawn.30 “The policy was a good idea, in
response to a real security threat,” explained a senior Defense Depart-
ment official. “The problem was that no one thought through all the
implications.” (Sanger 1987)

The Computer Security Act
The experience with NSDD-145 and NSA’s behind-the-scenes actions
convinced some US representatives that legislation was needed to reestab-
lish which agency was in charge of assessing the security of civilian
computer systems. NSA tried hard to convince the representatives that
it was the right agency for the job. “[W]e are beginning to see civil
agencies study and understand the usefulness of mechanisms resulting
from [NSA’s] earlier work,” NSA Director Odom testified.

NSA could lead the way; it had “talent”: “The [NSA] National Com-
puter Security Center has a staff of more than 300 people,” Odom told
Congress (Odom 1987, pp. 294–295). He reminded the legislators that
NSA already had responsibility for providing security for defense com-
puter systems: “My concern with [the Computer Security Act] in its cur-
rent form, then, it would create a wasteful, redundant bureaucracy that
would busy itself with finding solutions to problems in computer security
for the civil and private sector, while another government entity would
be busy seeking the same solutions for the defense sector” (ibid., p. 296).

Congress did not buy the NSA director’s arguments. The National
Bureau of Standards (soon to be renamed the National Institute of Stan-
dards and Technology—we will refer to the agency as NIST from here
on) was put in charge of developing computer security standards for
the civilian sector. The representatives observed that developing civilian
standards was a very different game from developing military ones, and
that NIST had 22 years’ experience with it whereas NSA had none.31
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The report by the House Government Operations Committee described
the concerns about giving such a charge to the intelligence agency: “NSA
has made numerous efforts to either stop [work in cryptography] or to
make sure it has control over the work by funding it, pre-publication
reviews or other methods.” (USHR 100-153 Computer Security Act,
p. 21)32

The House committee was explicit that NIST was to be in charge,
although NIST was to consult with NSA in the development of computer
security standards, including those for cryptography: “By putting NSA in
charge of developing technical security guidelines (software, hardware,
communications) . . . [NIST], in effect, would on the surface be given
the responsibility for the computer standards program with little to say
about most of the program—the technical guidelines developed by NSA.
This would jeopardize the entire Federal standards program.” (USHR
100-153 Computer Security Act, p. 26)

The Computer Security Act (Public Law 100-235) was written to en-
sure that NIST would have responsibility for developing standards for the
protection of “sensitive, but unclassified, information.” All that remained
was to fund the NIST program.

The NSA’s Response
The NSA felt it had been had. A top secret NSA memo described what
had occurred as follows:

• In 1982 NSA engineered a National Security Decision Directive,
NSDD-145, through the Reagan Administration that gave respon-
sibility for the security of all US information systems to the Director
of NSA, eliminating NBS from this.

• This also stated that we would assist the private sector. This was
viewed as Big Brother stepping in and generated an adverse
reaction.

• Representative Jack Brooks, chairman of the House Government
Operations Committee, personally set out to pass a law to reassert
NBS’s responsibility for Federal unclassified systems and to assist
the private sector.
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• By the time we fully recognized the implications of Brooks’ bill, he
had it orchestrated for a unanimous consent voice vote passage.

Clinton Brooks
Special Assistant to the
Director of the NSA
April 28, 1992

Congress legislates, but agencies implement; the ball game wasn’t over.
Under the Computer Security Act, NIST had been given additional re-
sponsibilities, but now it needed funds to go with the new responsibilities.
NSA, the largest employer of mathematicians in the United States, had a
vast operation working on issues of computer security and cryptography
that dwarfed NIST’s efforts. In 1987 NSA’s unclassified computer security
program had 300 employees and a budget of $40 million (USHH 102
Threat of Economic Espionage, p. 176); NIST’s 1987 computer security
operation had 16 employees and a budget of $1.1 million (USC-OTA
1994, p. 164). The Congressional Budget Office estimated that imple-
mentation of the Computer Security Act would cost NIST $4 million to
$5 million dollars annually (USHR 100-153 Computer Security Act, p.
43).33 It was time for Congress to appropriate the funds, but circum-
stances conspired to make that difficult.

During the Reagan-Bush years, the White House favored funding the
Defense Department over funding civilian agencies, and NIST, part of the
federal regulatory apparatus, was very much out of favor with a number
of Republicans, some of whom were even in favor of eliminating the
Department of Commerce. The Gramm-Rudman-Hollings Act34 severely
constrained discretionary funding. Yet by 1990 NIST’s operation had a
staff of 33 and a budget of $1.9 million.35

After the passage of the Computer Security Act, NSA began negotiat-
ing with NIST over their respective responsibilities in the development
of cryptography. NSA went directly to Raymond Kammer, the acting
director of NIST, to discuss drafting a Memorandum of Understanding
(MOU) delineating the two agencies’ responsibilities under the Computer
Security Act. Kammer, the son of two NSA employees, was deeply con-
cerned about protecting national-security and law-enforcement interests
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in cryptography. His instincts were to defer to the intelligence agency on
control over civilian cryptography standards.36

The debate surrounding the Computer Security Act, as well as the act
itself, had made it clear that NIST was in charge of developing civil-
ian computer security standards. The MOU between NIST and NSA
mandated that NIST would “request the NSA’s assistance on all matters
related to cryptographic algorithms and cryptographic techniques” (US-
DoCDoD 1989, p. 2). A Technical Working Group (TWG), consisting
of three members each from NIST and NSA, would review and analyze
issues of mutual interest, including the security of technical systems, prior
to public disclosure (USDoCDoD 1989, p. 3). The opportunity to vet
proposed standards before any public airing put NSA in a controlling
position in the development of civilian computer standards.

In making civilian computer security standards part of NIST’s baili-
wick, the Computer Security Act had placed decisions regarding the ap-
proval of these standards in the hands of the Secretary of Commerce. The
MOU changed this so that, although appeals could still be made to the
Secretary of Commerce, members of the Defense Department were free to
appeal proposed NIST standards to the Secretary of Defense before any
public airing. Appeals of TWG disagreements would go to the Secretary
of Commerce or the Secretary of Defense, and from there to the president
and the National Security Council (the same group that had promulgated
NSDD-145).

The Government Accounting Office was appalled. Milton Socolar, a
special assistant to the Comptroller General, told Congress: “At issue is
the degree to which responsibilities vested in NIST under the [Computer
Security] act are being subverted by the role assigned to NSA under the
memorandum.” (Socolar 1989, p. 36) Congress’s research arm, the Of-
fice of Technology Assessment, described the MOU as “ced[ing] to NSA
much more authority than the act itself had granted or envisioned, par-
ticularly through the joint NIST/NSA Technical Working Group” (USC-
OTA 1987, p. 164). NIST Acting Director Raymond Kammer, who had
signed the document, disagreed: “As I’ve heard people interpreting the . . .
memorandum of understanding, it occurs to me that many individuals
doing the interpreting are perhaps starting from a perspective I don’t
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share, namely that NSA has had some trouble accepting the act. My
experience in the months that I have been negotiating and working with
the current management of NSA is that they fully understand the act,
and that their understanding and my understanding are very consistent.
I have no reservations about their willingness to implement the act as
written.” (Kammer 1989)

Representatives Jack Brooks and Daniel Glickman viewed the Digital
Signature Standard as a test of who was running the show on civilian
computer standards;37 they were proved right.

The Digital Signature Standard
Many breaches of confidentiality are difficult to detect, and even when a
breach is clear it is often not at all clear where the problem lies. In light
of this, any attempt by a litigant to claim that the insecurity lies with bad
cryptography and thus force the protection techniques into the open is
likely to fail. On the other hand, digital signatures—as a consequence of
their function of resolving disputes between users of electronic networks
—are certain to give rise to litigation over the adequacy of the signature
methods. This is all the more true because digital signatures are a novel
idea in commerce, whereas the notion of protecting messages by encryp-
tion is well established even though the details of particular methods may
be unfamiliar. It is therefore necessary to provide a public digital signa-
ture mechanism that is open to examination by cryptographic researchers
and expert witnesses in order to foster the public confidence necessary to
achieve acceptance of the new technology.

In the spring of 1989, representatives from NIST and NSA began meet-
ing to develop a set of public-key-based standards. First on the agenda
was a digital signature standard to be included in the FIPS series. NIST
proposed the Rivest-Shamir-Adleman algorithm (USGAO 1993b, p. 20).
During its very public twelve-year lifetime, no cryptanalytic attacks had
succeeded in breaking that algorithm. It was an accepted industry stan-
dard for digital signatures, and several standards organizations had for-
mally adopted it. But in Technical Working Group meetings the NSA
representatives rejected RSA. Presumably they objected to its flexibil-
ity, which allowed it to be used for purposes of confidentiality as well
as authenticity. Raymond Kammer concurred in the decision, arguing
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that the infrastructure needed for public-key management made RSA an
unwieldy digital signature standard. Kammer ignored the fact that any
digital signature standard adopted for widespread use would entail a key
management facility.

Through 1989 and 1990 the Technical Working Group of NIST and
NSA representatives met once a month, and each month no progress was
made. “We went to a lot of meetings with our NSA counterparts, and
we were allowed to write a lot of memos, but we on the technical side of
NIST felt we were being slowrolled on the Digital Signature Standard,”
recalled Lynn McNulty, NIST’s Associate Director of Computer Security,
“In retrospect it is clear that the real game plan that NSA had drawn up
was the Capstone Chip and Fortezza card—with key escrow all locked
up in silicon.”38

A year after the meetings on digital signatures began, NSA presented
its proposal: an algorithm it had developed itself. NSA’s justification for
its algorithm was a “document, classified top secret codeword, [that]
was a position paper which discussed reasons for the selection of the
algorithms identified in the first document” (USDoC 1990b). According
to NSA, the proposed algorithm was based on unpatented work done by
Taher ElGamal when he was a graduate student at Stanford University
under Martin Hellman (ElGamal 1985). Outside the agency even that
was questioned. The algorithm had been developed by David Kravitz
at NSA (Kravitz 1993), and the technique bore a strong resemblance to
one developed by the German mathematician Claus Schnorr, who had
patented his algorithm in the United States and in various European
countries.39 Concerned about potential patent conflicts, NIST officials
went to negotiate with Schnorr over selling his rights, but the government
did not want to pay his asking price (reputed to have been $2 million).

NIST proposed Kravitz’s algorithm as the Digital Signature Standard
(USDoC 1991b). The computer industry objected to this because the
algorithm was not interoperable with digital signatures already in use.
The proposed standard had a 512-bit key size, but Bell Labs scientists
had already shown that the Kravitz algorithm was not particularly secure
with a 512-bit key (LaMacchia and Odlyzko 1991; Beth et al. 1992). Fur-
thermore, it was significantly slower than the RSA algorithm in signature
verification, taking roughly 10 times as long on comparable processors.40
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In abandoning the RSA algorithm in favor of the proposed NSA algo-
rithm, NIST had traveled a considerable distance from the Computer
Security Act.

Critics saw the dark hand of NSA behind NIST’s bumbles. When ques-
tioned by a congressional committee, NIST director John Lyons denied
such pressure. “What’s your response to charges that NSA, either directly
or through the National Security Council, continues to control NIST’s
computer security program?” Representative Jack Brooks asked Lyons.
“My response is that it’s not true,” said Lyons. “We’re running our pro-
gram. We consult with them, according to the 1987 legislation, but they
know and we know that we make these decisions.” (Lyons 1992, p. 176)
The record, released after Freedom of Information Act litigation, told a
different story. A January 1990 memo from the NIST members of the
Technical Working Group said: “It’s increasingly evident that it is diffi-
cult, if not impossible, to reconcile the requirements of NSA, NIST and
the general public using the approach [of a Technical Working Group].”
(USDoC 1990a) Completely contrary to Congress’s wishes, NSA was
making the decisions on civilian cryptography.41

In its report on the Computer Security Act, the House Government
Operations Committee said “NSA is the wrong agency to be put in
charge of this important program.” (USHR 100-153 Computer Security
Act, p. 19) Congress concurred and passed the measure. It looked as if
the intelligence agency had made an end run around Congress. Under
the Computer Security Act, NIST was supposed to develop cryptogra-
phy standards for the public sector, but the combination of the MOU
and NSA’s clout prevented such an outcome. Lynn McNulty later com-
mented: “We bent a hell of a lot backwards to meet national security
and law enforcement requirements, but we didn’t do much to meet user
requirements.” Various government observers, including the Office of
Technology Assessment and the General Accounting Office, concluded
that the MOU had put NSA in the driver’s seat—not at all the intent of
the Computer Security Act.42

The proposal for a Digital Signature Standard was put forth in 1991.
Public objections resulted in modifications, including a flexible key size
(key sizes from 512 to 1024 bits are permitted, in jumps of 64 bits). On
May 19, 1994, over strong protests from industry and from academia,
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the government adopted DSS as Federal Information Processing Standard
186, announcing that the “Department of Commerce is not aware of
patents that would be infringed by this standard” (USDoC 1994c).43

Ceding Even More Control
While Congress waited to see how NIST would handle implementing a
digital signature standard, a transfer of power was occurring behind the
scenes. In the drafting of the MOU, NSA had recommended that the FBI
be part of the Technical Working Group; NIST staffers had objected, and
this clause was dropped (USDoC 1989). But Kammer, the acting director
of NIST, was concerned that his agency was not properly equipped to
develop civilian cryptography, the job Congress had handed to it. He
and Clinton Brooks, advisor to NSA’s director, shared their concern with
the FBI.

Their initial reception was cool. “The first couple of times [we went
there] they said, ‘Why are you bothering us?’” recalled Kammer. “They
kept giving inappropriate responses; the FBI didn’t understand the issue.
Cryptography is a somewhat peripheral issue to the FBI.” Brooks and
Kammer presented the dangers of encrypted telecommunications, but it
took the FBI some time to understand. “Ray and I kept encountering lots
of blank stares,” Brooks said later. “What we were encountering was
a lack of appreciation that digital communications was here. Wiretap-
ping was just doing clips, or going to the phone office. But the phone
companies had all gone digital. The next step [in understanding] was
that encryption was going to exist on the digital lines.”44 To the FBI the
cryptographic issues seemed futuristic.

There was a clash of understandings. “A successful FBI agent,” Kam-
mer explained, “kicks in the door, arrests the guy, and goes on to the
next case.” The issues NIST and NSA were raising were more subtle.
“A successful NSA man . . . well give him a hard problem and the first
thing he’ll do is sit down and think—sometimes for a very long time.”45

NSA had been thinking about strong cryptography for a long time, but
the FBI did not have any experts remotely close to the area. The closest
the Bureau had were agents working on defeating electronic locks and
alarms.

After a number of visits to the FBI over several months, Brooks and
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Kammer encountered James Kallstrom, Chief of the Special Operations
Branch of the New York Field Office. “It was obvious,” Kallstrom recalls,
“that encryption had been around a long time. What was new here was
it had never been an issue before for the general public. Old encryption
didn’t work; it was too bulky, you sounded like Donald Duck. But in
the late eighties we could see that it wouldn’t be very long before cheap
encryption would be around that would put us out of business.”46

Kallstrom’s tenure in New York undoubtedly shaped his viewpoint.
Historically, New York State has relied heavily on electronic surveil-
lance.47 For example, over a third of the 1994 Title III electronic surveil-
lances occurred in New York State.48 California, whose big cities suffer
similar problems of drugs and crime, had one-eighth as many.49

Kallstrom could not imagine law enforcement without wiretapping
and did not want wiretapping to disappear from law enforcement’s arse-
nal. He went to work: “From the standpoint of this becoming an issue
in the government, from the standpoint of law enforcement, we were the
user, the customer. An Interagency group was formed; the squeaky wheel
was us. We went to both [NIST and NSA]. We have a long-standing
relationship with NSA; we have a responsibility for counter-terrorism
and intelligence.” NSA was immediately part of an interagency group
focusing on problems of domestic use of strong cryptography. NIST
joined shortly afterwards. “It wasn’t a function of official policy. We have
always recognized NSA as a premier agency [in intelligence]. NIST was
also at the table.”50

By 1991 the FBI had formulated a policy that included shoring up
its ability to perform electronic surveillance, particularly wiretaps, and
preventing the establishment of unbreakable cryptography in the public
sector. Efforts in support of this policy included the Digital Telephony
Proposal and the concept of key escrow, which were introduced to the
public in 1992 and 1993 respectively.

In negotiating the MOU, NSA had sought to include the FBI as a full-
fledged member of the Technical Working Group (which would have
meant that two-thirds of the participants came from either law enforce-
ment or national security). After that effort was rebuffed by NIST sci-
entists, Kammer and Brooks brought the FBI in by different means.
The FBI’s involvement in encryption issues buttressed NSA’s position.
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With the end of the Cold War, law-enforcement issues were significantly
closer to the public’s heart than national-security concerns. By replac-
ing national-security concerns over cryptography with law-enforcement
concerns, the FBI succeeded in returning much of the control of civilian
cryptography to NSA.

“The whole Digital Telephony [effort] came out of [our meetings],”
Clinton Brooks said some time later.51





4
National Security

In discussions of cryptographic policy, “national security” is usually
shorthand for communications intelligence—spying on foreign commu-
nications. It is taken for granted that the United States depends on break-
ing foreign codes for much of its intelligence and that any decline in the
success of this activity will make the country less secure. Intelligence,
however, is only one of cryptography’s roles in national security.

The Concept of National Security

The notion of national security is a relative newcomer to American po-
litical iconography. Although the term dates to the early post-World War
II era, it does not appear in Webster’s Third International Dictionary,
which was published in 1961 and which sought to capture an up-to-date
picture of American English.

The essence of national security is, of course, the protection of the
country against attack by foreign military forces. The term is broader
than this, but not so broad as to encompass all of the national interest.
Its focus is protection of the country, and in particular its government,
against threats that are characteristically but not invariably foreign.

National security includes the following:

• Maintenance of military forces adequate to deter attacks on the
United States, repel invaders, control domestic unrest, and under-
take other military actions that may be in the national interest.

• Provision of intelligence on the capabilities and intentions of all
powers, both friendly and hostile, sufficient to inform foreign pol-
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icy and military action. Such powers are understood to be primar-
ily, but not entirely, national states. They may, in addition, include
organizations representing landless peoples, revolutionary move-
ments, terrorist groups, organized crime, trans-national political
movements, and multi-national corporations.

• Denying to foreign powers intelligence about the United States
that would interfere with American diplomatic, military, or trade
objectives.

• Enforcement of certain laws, in particular those governing espi-
onage, terrorism, the integrity of the national-security community
itself, and the movements of people and material across borders.

• Maintenance of an industrial base, a resource base, and an in-
frastructure adequate to support essential government activities,
including military forces, intelligence, and relevant aspects of law
enforcement.

The set of issues that define the national security is naturally neither
free from debate nor immune to change. In the late 1960s and the 1970s,
the idea that drug trafficking should be seen as a threat to the national
security and approached with military resources and tactics gained sub-
stantial ground.1 Since the end of the Cold War, a quite different con-
stituency has argued for the inclusion of broader economic issues, such
as education and competitiveness in the world marketplace.2

From the viewpoint of communications security—and its all-important
component, cryptography3—the relevance of the second and third points
—intelligence and security against foreign intelligence—is most appar-
ent. We will examine these first and in more detail, but issues of infra-
structure, law enforcement, and offensive capability will also be
considered.

The Spectrum of Intelligence

When we speak of intelligence, we will usually mean national intelligence
—information obtained by national governmental organizations. The
intelligence activities of governments, however, have much in common
with those of other organizations. Scholars, reporters, political parties,
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businesses, criminals, and police all practice intelligence in one form
or another. The intelligence-gathering activities of nations are generally
more ambitious and include things not accessible to organizations with-
out state power (for example, launching spy satellites), but the similarities
outweigh the differences.

The most familiar form of intelligence—so familiar that it is usually
not recognized as intelligence—is open-source intelligence: information
obtained from sources that are not attempting to conceal it. Open-source
intelligence is almost the only form of intelligence practiced by scholars,
reporters, and business people, but it also plays a major role in national
intelligence. In the national case, typical open sources are newspapers,
radio broadcasts,4 foreign government publications, propaganda, maps,
and phone books. In industrial intelligence, advertisements and product
literature are major sources.

Older open sources have now been joined by the Internet and the
World Wide Web. Browsing the Web is practicing open-source intelli-
gence. Google and more specialized search engines give their users access
to information on an unprecedented scale.

Operations intelligence is information obtained by observing and re-
cording a target’s visible actions and inferring actions that are not visible.
Although it is hardly limited to military affairs, a typical example of
operations intelligence in a military context was widely touted during
the 1991 Gulf War: a pizza parlor near the Pentagon told newsmen that
it could always tell when something was about to happen because large
numbers of people stayed late at the Pentagon and ordered pizza in the
middle of the night.5

What most people think of when they think of “spying” is called
human intelligence (humint), which runs the gamut from interviewing
travelers6 to infiltrating illegal agents and sometimes extends to breaking
and entering. In the most basic form of human intelligence, intelligence
officers from one country, traveling under diplomatic or journalistic or
commercial cover, recruit an agent who has access to secret information.
The agent then passes information to the foreign handlers, usually either
for ideological reasons or in exchange for money.

In the twentieth century, open-source intelligence, operations intelli-
gence, and human intelligence were joined by a host of new methods
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having only the barest antecedents.7 Indeed, David Kahn, cryptology’s
foremost historian, argues that modern intelligence was created by sig-
nals intelligence (Kahn 2006). Generals were unwilling to commit their
resources and risk their troops on the words of spies. Only when radio
interception gave them access to their opponents communication did they
have intelligence they were prepared to believe.

The growth of technology intensive intelligence originated in the use
of new technologies to gather intelligence about societies that exercise
tight control over the information they release to the outside world and
over the movement of people across and within their borders. Their suc-
cess has pushed back the frontiers of national sovereignty; by limiting
the degree to which nations can keep their military preparations secret
from each other, it has also become a fundamental stabilizing influence
on international relations. For the United States, surprised once by the
Japanese at Pearl Harbor and again by al-Qaeda on 9/11, intelligence
has become a national obsession.

The techniques of intelligence gathering have also been guided by
adaptation to political reality. Throughout the twentieth century, im-
provements in communication and increases in interdependence have
produced the “shrinking of the world” that has changed so much of mod-
ern life. This has increased peer pressure among nations, giving rise to the
World Court, the United Nations, and other international institutions. In
this environment, nations have become more concerned than ever with
appearance.

Spying exists, and has perhaps always existed, in a sort of limbo.
“Everyone” knows that “everyone” does it, yet it remains frowned upon,
hidden, and, under the laws of the nation being spied on, illegal. Most if
not all nations use their embassies and consular facilities forintelligence
gathering. Some of the activities are aboveboard. Ambassadors, trade
representatives, and military attachés all report on both their meetings
with representatives of the host country and their observations of life,
politics, industry, and military activity. Others are not. Embassy person-
nel often recruit spies from among the local population or undertake
more technical forms of information gathering from the legally protected
premises of the embassy (Frost 1994).

Often a host country is aware of the clandestine intelligence activities
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of foreign diplomatic and consular personnel but finds itself unable to
interfere for fear of retaliation against its own diplomats. When an espi-
onage case becomes public, the host country usually feels obliged to put
on a show of public indignation, and a scandal ensues. Such was the case
when Soviet Colonel Oleg Penkofsky was caught spying for the West in
the 1960s, and more recently when CIA officer Aldrich Ames was caught
spying for Russia. The embarrassment is most acute when the countries
involved are supposed to be friends, as happened in the case of Jonathan
Pollard, an American naval intelligence officer found to be spying for
Israel. A desire to avoid embarrassments of this sort is one motivation
for the development of a variety of new forms of intelligence that do not
intrude on the territory of the target country.8

Another outgrowth of the “shrinking” is the relationship between the
tactical and the strategic. The time-honored practice of climbing a hill
to get a look at an opposing army—which, in the past, was of little use
except during battle—has evolved into a new field of strategic reconnais-
sance.

No aspect of modern intelligence is more impressive or more impor-
tant than photographic intelligence (photint): information from pho-
tographs at frequencies both in and out of the human visual range. Al-
though photography dates from the nineteenth century, it did not become
a distinctive tool of intelligence until aircraft and later spacecraft gave
cameras secure platforms from which to operate—platforms that could
observe an opponent’s territory from a safe distance.

Today, the most important intelligence photographs are those taken
from orbiting satellites. Paradoxically, despite the fact that photo-recon-
naissance aircraft fly much closer to their targets than satellites (10–20
miles as opposed to several hundred), the larger cameras carried by satel-
lites produce far more detailed pictures. Images of a Russian shipyard
taken by an American KH-11 spy satellite appear to be from a distance
of 500 feet rather than the actual 500 miles (Burrows 1987, pp. 166n–
166o; Richelson 1990, p. 186).

Photographic intelligence provides high-resolution images of the Earth’s
surface but is impeded by clouds, sandstorms, and vegetation. The pas-
sive form is therefore complemented by the use of radar-imaging satel-
lites, such as the American Lacrosse, which produce lower-resolution
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images but are unaffected by night and fog and can penetrate trees and
even buildings. Orbital lasers open yet other possibilities (AWST 1997b).

Besides cameras and radar, modern intelligence employs a broad range
of sensors for measurement and signatures intelligence (masint), which
seeks to characterize objects or events by their observable characteristics
and to detect or analyze them by combining information from various
sensors. In the late 1940s, the United States began collecting atmospheric
samples and testing them for radioactive isotopes in an attempt to dis-
cover nuclear tests. It was this technique that made the US aware of
the Soviet Union’s successful test of a nuclear weapon before it was
announced. At about the same time an Air Force activity named Project
Mogul sought to listen for the sounds of nuclear explosions propagating
along the boundaries between layers of the atmosphere.9

For decades, the Sound Surveillance Underwater System (SOSUS) has
tracked the movements of submarines and other ships by means of ar-
rays of microphones lying on the ocean floor. In the 1960s, a family
of satellites called Vela-Hotel were put in orbit to watch the earth for
nuclear explosions. These satellites exemplify the signatures aspect of
intelligence, distinguishing nuclear events from other phenomena such
as lightning flashes or meteor impacts by characteristics more subtle than
the brightness of the flash.10 More recent satellites called simply Defense
Support Program satellites also watch for the infrared signatures that
characterize the exhaust plumes of rising ballistic missiles. Satellites were
only one part of the wider Vela program for detecting nuclear explosions.
Another important element was seismographic. An array of seismometers
called NORway Seismic ARray (NORSAR) was placed at a location
geologically coupled to the area in which the Soviets conducted their
nuclear tests. Seismic measurements served to verify compliance with a
treaty limiting the yields of underground nuclear explosions.

Measurement and signatures intelligence can be viewed as a refined
form of operations intelligence. It seeks out one or more subtle but un-
avoidable consequences of an event and infers the occurrence and char-
acter of that event from the observed phenomena. Its efficacy depends
not only on the sensors but on the computing required to draw useful
inferences from the data they produce.

Another aspect of modern intelligence that leans heavily on inference
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may be called technical intelligence. As the term suggests, this is the study
of an opponent’s technology, but the emphasis in this case is on inferences
drawn by simulating or duplicating technologies whose existence has
been inferred from observations or from information provided by human
sources. The British Office of Scientific intelligence made extensive use
of such methods during World War II to improve its understanding of
developing German weaponry. Accounts of its work convey a novel per-
spective in which the reports of human agents were essentially regarded
as rumors to be confirmed or refuted by technical means (Jones 1978;
Johnson 1978).

The various means of gathering intelligence are far from independent.
This is true both in the sense that the boundaries are not sharp (it is
sometimes difficult to pigeonhole something as photographic intelligence
rather than imaging intelligence) and in the sense that frequently infor-
mation obtained by one technique may be useful or even indispensable
in acquiring information by another technique or in interpreting the in-
formation acquired by another technique.11

Signals Intelligence and Communications Intelligence

We have surveyed a variety of forms of intelligence in an attempt to con-
vey the breadth of modern intelligence work. No one intelligence method
exists in a vacuum, and the intelligence analyst draws on information
from a wide variety of sources. It is within this context that we now turn
to the form of intelligence with which we are most concerned.

Communications intelligence (comint) is the practice of extracting in-
formation from an opponent’s communications. Although, as we shall
see, communications intelligence is quite broad, it is embedded within a
yet broader category. Signals Intelligence (sigint) is the information ob-
tained by analyzing signals emitted by a target. When signals intelligence
is distinguished from communications intelligence, the broader category
includes such electromagnetic phenomena as radar signals, which are not
intended to convey information but rather to locate physical objects and
measure their movements. The study of radar signals is at the heart of
electronic warfare and is prerequisite to all efforts either to jam radars
or to evade them by stealth.12 The areas of signals intelligence other than
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communications intelligence are collectively called electronic intelligence
(elint) and include radar intelligence (radint), telemetry intelligence
(telint), and emissions intelligence (emint).

Although normally categorized as electronic intelligence, some aspects
of emissions intelligence can be better regarded as communications intel-
ligence. These include processing ciphertext to extract plaintext signals
accidentally encoded “piggyback” and listening to the sounds of elec-
tromechanical cryptoequipment as an aid to cryptanalysis (Martin 1980,
pp. 74–75; Wright 1987, p. 84; Agee 1975, pp. 474–476). Another aid
to communications intelligence is emitter identification, the technique of
distinguishing individual radio transmitters by minor variations in be-
havior too small to be eliminated by ordinary quality-control techniques.

One of the most disquieting techniques of emissions intelligence is
Rafter, a technique for monitoring the behavior of radio receivers.13 It
is not surprising that it should be possible to exploit the signal of a radio
transmitter. That a receiver should reveal the frequency it is listening to is
both surprising and frightening. It can be used, for example, to determine
who is listening to banned foreign radio broadcasts.

Despite the elaborate taxonomy, the distinctions are not always clear.
Telemetry intelligence, for example, is the study of communications be-
tween moving platforms (usually aircraft, rockets, or satellites) and their
controlling stations. Test firings of ballistic missiles are monitored via
radio transmissions from the missile being tested, and interception of
these signals permits an opponent to learn almost as much from the test
as do the people conducting it.14 Similarly, communication satellites, spy
satellites, and others are controlled from the ground, and interception
of the control channel can reveal information about a satellite’s attitude,
fuel supply, and activities.15 It is clear that these examples of telemetry
intelligence, though commonly classified as signals intelligence, are as
much examples of communications intelligence.

In short, although the term sigint is sometimes used to distinguish in-
terception of non-communications signals from communications signals,
it is also used to encompass both activities. Communications intelligence
so dominates signals intelligence that the term “sigint” is often used
when the narrower term “comint” would do.

With the possible exception of human intelligence, communications
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intelligence exhibits unparalleled breadth and flexibility. Observation of
the gross characteristics (often merely the occurrence) of messages can
be used to monitor military, diplomatic, commercial, or criminal activity
or to detect relationships between persons, organizations, or events that
have, to public appearances, no connection.16 On the other hand, the
analysis of carefully selected messages can sometimes reveal the inten-
tions of military or political leaders even more accurately than informa-
tion obtained by recruiting members of their staffs.17

Because it relies primarily on radio reception, with only occasional
recourse to transmission or physical taps, communications intelligence
rarely results in diplomatic incidents; indeed, rarely is the target aware of
being monitored.18

Taxonomy of COMINT
Cryptography is often considered, particularly by those primarily con-
cerned with security, to be the only serious barrier to communications
intelligence. Histories of the field have generally fostered this impression
by painting a picture of war between codemakers and codebreakers. In
practice, spying on communications is a multi-stage activity in which
each stage plays an essential role. It is entirely possible that the crypt-
analysis of a message, once the message has been identified and captured,
may be less difficult than acquiring and filtering the traffic to locate it.
On balance, the greatest problem in communications intelligence—as in
most efforts to learn things—is sorting out the information you are after
from the information you are not.

The sine qua non of communications intelligence is acquisition of
signals. Without communications in the form of radio waves, electrical
currents in wires, written materials, or copied disks and tapes, there can
be no work for cryptographic or intelligence analysts. The interception
of communications presents both a strategic and a tactical aspect.

Strategically, it is crucial to learn as much as one can about an oppo-
nent’s communications infrastructure. The first step is to come up with
the most precise possible description of the target—what the military
call the order of battle. If the target is a country, it may have millions of
residents who in turn make millions of phone calls every day. Most of
these calls are not of interest; the people who make them do not work
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for the government or in critical industries and say little of intelligence
value. Describing the target is one of the many areas where collateral
intelligence—information from sources other than covert interception
of communications—plays a vital role. Most of the information about
a country and its government can be learned from open sources, such
as phone books, newspapers, histories, and government manuals. Some,
however, will come from covert sources such as spies, and some will come
from communications intelligence itself.

Once the targets have been precisely identified, it is necessary to dis-
cover how they communicate with one another. Are their communica-
tions carried by high-frequency (HF) radio, by satellite, or by microwave?
How accessible the communications are and how they can be acquired is
a function of the means chosen. High-frequency radio and satellite trans-
missions are the most accessible. At the time of World War II, most radio
communication and thus most of what was intercepted was HF. Such
signals bounce back and forth between the ionosphere and the ground
and can travel thousands of miles. This property makes intercontinental
radio communication possible; at the same time, it makes it essentially
impossible to keep HF signals out of the hands of opponents. Today
a large fraction of radio communication is carried by satellite. Satellite
downlinks typically have “footprints” thousands of miles across that
spread over more than one country.19 Terrestrial microwave communi-
cations are significantly harder to intercept. They travel between towers
a few miles or tens of miles apart. Intercept facilities on the ground must
generally be located within a few tens of miles of the microwave path
and often require facilities in the target country.20 Terrestrial microwave
is nonetheless vulnerable to interception by an astounding, if expensive
technique: satellites on the microwave path beyond the receiving antenna.
The satellite is in synchronous to orbit remain in the same relative posi-
tion to its microwave targets. It is placed not over the target country but
about a quarter of the way around the Earth from the target (Campbell
1999).

As with the organizational structure, a target’s communication prac-
tices can often be derived from open sources. Since national and inter-
national organizations cooperate in allocating the radio spectrum, it is
easier to identify the frequencies used for military, police, or air traffic
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Figure 4.1
NSA installations around the world. (Illustration by Roland Silver.)

control communications by consulting regulations and standards than
by direct spectrum monitoring.

The output of the strategic or targeting phase of communications intel-
ligence is a map of the opponent’s communications, which will guide the
selection of locations, frequencies, and times of day at which monitoring
is conducted. Interception can also be conducted from many sorts of
platforms: ground stations, aircraft, ships, embassies, covert locations,
and orbiting satellites.

The United States has several major intercept facilities within its bor-
ders and a host of others abroad (figure 4.1). Despite attempts to keep
these locations secret, many, including Menwith Hill in Britain, Alice
Springs in Australia, Alert in Canada, Osburg in Germany, Misawa in
Japan, and Shemaya in the Aleutian Islands have been in the news at one
time or another (Bamford 1982; Shane and Bowman 1995).

The Soviet Union made extensive use of small ships as collection plat-
forms. Usually operating under very thin cover as fishing trawlers, these
boats carried large antennas and were thought to be making their biggest
catch in the electromagnetic spectrum. The United States has been less
successful with this approach. In the 1960s it commissioned two ships
described as research vessels, the Liberty and the Pueblo, for intercept
duty. The Liberty was attacked by the Israelis, for no publicly apparent
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reason, while supposedly intercepting Arab communications in the East-
ern Mediterranean during the Six Day War of 1967.21 A year later, the
Pueblo was captured by the North Koreans. It turned out to have been
carrying many top secret documents for which it had no apparent need,
and most of these fell to its captors. As quietly as it had begun, the United
States ceased using small ships as collection platforms.

Airborne collection, by comparison, has been an important component
of US comint for decades. Boeing 707s, under the military designation
RC-135, are equipped with antennas and signal-processing equipment.
These aircraft can loiter off foreign coasts for hours at a time. Flying at
altitudes of 30,000 feet or higher, they can pick up radio transmissions
from well inland.

The use of embassies to do intercept work exemplifies the twilight-zone
character of intelligence. Despite widespread “knowledge” that many
embassies are engaging in intelligence collection, such activity is a breach
of diplomatic etiquette that could result in diplomats’ being asked to
leave the host country if discovered. All the equipment used must there-
fore be smuggled in or constructed on the spot and must be made from
components small enough to fit inconspicuously in the “diplomatic bag”
—a troublesome limitation on the sizes of antennas. Politics and public
relations aside, if an embassy is not suspected of interception, it is likely
to be more successful. Mike Frost, a Canadian intelligence officer who
spent most of his career intercepting host-country communications from
Canadian embassies, reported that the Chinese put up a building to block
radio reception at the US embassy in Beijing but failed to protect them-
selves against the Canadian embassy because they did not realize that it
too was engaged in interception (Frost 1994).

Interception can also be conducted from covert locations that do not
enjoy the legal protection of diplomatic immunity. Britain operated a
covert direction-finding facility in neutral Norway during World War I
(Wright 1987, p. 9). In the early 1950s, the CIA established a group
known as “Staff D” to carry out interception from covert locations.

One of the most ambitious undertakings in communications intelli-
gence has been the development of intercept satellites, which did not ar-
rive on the scene till roughly a decade after their camera-carrying cousins.
Low-altitude satellites are not well suited to intercept work. They are
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relatively close to the transmitter, which is good, but they are moving
quickly relative to the Earth, which is not. No sooner have they acquired
a signal than they move on and lose it again, because the source has
passed below the horizon. The comparison with communications satel-
lites is interesting. The mainstay of satellite-mediated communications
has been satellites in synchronous orbits, 22,500 miles up. Only recently
have communications satellites been placed in low orbits. Tens of satel-
lites are required so that as soon as one moves out of range of a transmit-
ter on the ground, another comes close enough to take over. Systems of
this kind have the advantage that the satellites and the transmitters are
cooperating. A system in which the satellites were attempting continuous
coverage of uncooperative targets would be far more complex.

Because they are in very high orbits, intercept satellites must carry
antennas tens or hundreds of feet across. It is difficult to make an an-
tenna of this size light enough to be lifted into synchronous orbit. In
addition, the antenna must be launched in a folded configuration, which
adds complexity and detracts from reliability. In sum, communications
intercept satellites are more complex and expensive than other types.

Because of its huge size and the low population density of much of
its territory, the Soviet Union made more extensive use of radio commu-
nications than the United States or Western Europe. Most of the terri-
tory of the Soviet Union was far north and not conveniently served by
synchronous satellites, so the Soviets developed a family of communi-
cation satellites, called Molniya, that move in polar orbits. A Molniya
orbit passes over the Northern Hemisphere at very high altitude and
thus moves quite slowly during this part of its journey. Its perigee, in
contrast, is low over the Southern Hemisphere, and that part of the trip
goes very quickly. The result is that most of the time the satellite “hangs”
above the Northern Hemisphere, where it can be used for high-latitude
communications. In order to spy on these communications, the US built
satellites, called Jumpseat, that move in Molniya orbits. These satellites
are in a position to listen to both radio transmissions from the ground
and those from Molniya satellites.

Communications intelligence depends for its success on tactical as well
as strategic elements. When an intercept station has been put in the right
location, operates at the right time of the day, points its antenna in the
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right direction, and tunes its radio to the right frequencies, it is rewarded
with a flood of traffic too large to record, let alone analyze. The process
of examining intercepted traffic to determine what is to be retained and
what is not may be as “simple” as detecting which channels within a
trunk are active or as complex as recognizing the topic of a conversa-
tion. Typical selection processes include active channel detection, called
and calling number identification, speaker identification, keyword spot-
ting (in either text or voice), fax recognition, and semantic information
processing.

The difficulty of locating and isolating just the right messages is an
intrinsic consequence of the volume of traffic in modern communications.
Communications intercept equipment must decide in a fraction of a sec-
ond whether to record a message it has detected or to permit the message
to escape. Often it must make the decision to record communications
of which it has only one part.22 If, for example, the two directions of a
telephone call are carried on separate facilities, an individual intercept
point may have access to only one side of the conversation. Although the
entire call may in fact be recorded, so that both sides of the conversation
will ultimately be available to an analyst, it will be recorded by two
devices acting independently. Should either fail to detect that the call is of
interest, and therefore fail to record it, the utility of the other component
will be vastly reduced.23 The problem of identifying traffic of interest
among all possible traffic is the problem of search.

Communications are organized at many levels. The entities communi-
cating have addresses—in radio these are called call signs (commonly
known in the case of commercial stations as call letters); in the case
of telephones they are telephone numbers; in the case of computer net-
works, they are IP addresses, email addresses, URLs, etc. Messages fol-
low routes, which in turn are made up of links or hops on trunks. Within
an individual trunk, messages are multiplexed into channels, which make
up the trunk much as lanes make up a road.24

At the lowest level, intercept equipment sits and looks through the
space in which messages might be found. At each frequency, or time slot,
or code pattern, it listens to see if there is any traffic at all. It may well be
the case that most of the channels in a trunk are inactive most of the time.

When intercept equipment detects an active channel, it must decide
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whether to record what it finds there. This depends on diagnosis: char-
acterization of the form and the significance of the signal that has been
found. If the channel is a telephone channel, for example, the likely pos-
sibilities are voice, fax, and data. The intercept device must try to decide
what it is hearing and may then discriminate more carefully depending on
the category. The first step will usually be to listen for dial pulses or touch
tones and attempt to determine what number is calling and what number
is being called. If the call is voice, the device may attempt to determine
what language is in use, or even listen for keywords. If the call is fax,
it may try to determine whether the transmission is text or pictures. If
the call carries data, it will attempt to determine what type of modem
is in use and what codes (ASCII, Baudot, EBCDIC) or data formats are
present. When text is detected, the equipment may go further and apply
semantic processing to determine the subject of the message in much the
same way that a search engine tries to locate a topic of interest on the
World Wide Web.

One strategy followed by many pieces of intercept equipment should
be a caution to anyone using cryptography: if an intercepted message
is found to be encrypted, it is automatically recorded. This is possible
because at present only a small fraction of the world’s communications
are encrypted. The first lesson to be drawn from this is that if you encrypt
something you had better do it well; otherwise you will only succeed in
drawing attention to yourself. The second is that as the use of cryptogra-
phy increases, the privacy of everyone’s traffic benefits.

Once traffic has been diagnosed as interesting, it will be recorded. This
is not as simple as it sounds. Typically a signal can be recorded in several
different formats, depending on how well it has been understood. It is
always possible to make a recording of the waveform being received,
but this may turn out to be much bulkier than the message it encodes.
For example, recording a modem signal carrying 2400 bits per second
of information (about 240 characters a second), without demodulating
it, uses up the 48-kilobyte-per-second capacity of a digital audio tape. A
direct recording of the signal is thus 20 times the size of the message it
contains.

Neither diagnosis, nor recording, nor any form of analysis that may
be done on an intercepted signal can be separated from signal processing
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—study of the signal by mathematical and computational means. Digi-
tal signal processing (one of the fastest-growing areas in computing) is
revolutionizing communications. The availability of $100 modems is a
consequence of the availability of signal-processing chips costing a few
dollars apiece.

Demodulating modem signals (which accounts for most of the signal
processing in data interception) is far harder for an intercept device than
for the modems used by the sender and the receiver. Present-day modems
go through a period of training at the beginning of a call during which
they study the communications path and “discuss” how best to make use
of it. Even if the intercept device is listening to this “conversation,” it
cannot transmit without revealing its presence, and thus it cannot engage
in the negotiations. The signal quality available to the intercept device is
therefore rarely as good as that available to the communicating modems.

Only after traffic has been located, demodulated, and recorded do we
finally get to the most famous process in communications intelligence,
the process of breaking codes: cryptanalysis. This book is not the place
for a technical discussion of cryptanalysis; such discussions now abound
in both the technical and the historical literature of cryptography.25 It is,
however, the place for a discussion of the process of cryptanalysis.

Most of the public literature, both technical and historical, is devoted
to research cryptanalysis, the process of breaking codes for the first time.
This is naturally an indispensable component of any production cryptan-
alytic organization, but does not account for most of its budget or most
of its personnel.26 The object of “codebreaking” is the development of
methods that can be applied to intercepted traffic to produce plaintext. In
modern cryptanalysis, this is often done entirely by computers, without
human intervention.27

The process of converting ciphertext to plaintext is called exploitation.
It follows a process of diagnosis closely related to the more general diag-
nosis of traffic discussed above.

The heart of a communications intelligence organization, however, is
not cryptanalysis but traffic analysis—study of the overall characteristics
(length, timing, addressing, frequencies, modulation, etc.) of communi-
cations.28 Traffic analysis by itself provides a broad picture of the activi-
ties of communicating organizations (Wright 1987). One of NSA’s most
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noteworthy lapses was its failure to detect India’s preparations for its nu-
clear tests in 1998—a failure to detect increased traffic around Pokharan,
southwest of New Delhi, where the tests were conducted.

Moreover, it is essential to assessing the signaling plan, the traffic pat-
terns, and the relationships among communicating entities. Elaborate
databases of observed traffic (Hersh 1986, pp. 258–259) underlie all
comint activities.

A last operational point that bedevils communications intelligence is
retention—the preservation of intercepted signals for short or long pe-
riods of time until they can be processed, cryptanalyzed, interpreted,
or used. As we have noted, storing a signal that the holder is unable
to restore to its original form typically takes far more memory than
storing an understandable signal. This is justified because, enciphered
messages can be of value even if they are first read only months or years
after they were originally sent. During World War II, Allied cryptanalysts
were sometimes weeks or even months behind on some classes of traffic
(Welchman 1982). Some signals intercepted during the Cuban missile
crisis of 1962 were not read until 2 years later (Hersh 1987). In what is
probably the granddaddy of ciphertext longevity, Soviet messages sent in
the 1940s were still being studied in the 1970s (Wright 1987). Managing
the storage of intercepted material is thus a major problem in all signals
intelligence activities.

After all of the technical processes characteristic of communications
intelligence, the product enters into the part of the process common
to information from all intelligence sources: interpretation, evaluation,
dissemination. One process looms larger over comint than over perhaps
any other intelligence material: sanitization—removal from the intelli-
gence product of information that would reveal its source. Sanitization
to greater or lesser degrees produces intelligence of varying levels of clas-
sification.29

Secrecy in Communications Intelligence
It is impossible to exaggerate the importance of security to every phase
of communications intelligence. In other areas of military activity, se-
crecy plays an important role but is rarely indispensable to success. A
superior army often vanquishes its adversary despite lacking the element
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of surprise. Even in the area of nuclear weapons (where it abounds), se-
crecy serves primarily to prevent proliferation. If all of America’s nuclear
secrets were to be published tomorrow, nuclear weapons would remain
just as destructive as they are today and almost as effective as weapons of
war. In contrast, communications intelligence would be rendered signifi-
cantly less effective by disclosure of its techniques and capabilities. Even
a credible warning to an opponent that its communications are being
intercepted and exploited can result in the opponent’s taking action to
restore the security of its communications and can destroy the results of
many years of intelligence work.30

Once traffic has been identified and recorded, shipping it home for
further analysis presents security problems of its own. If the intelligence is
needed promptly, telecommunication channels must be used. The traffic
is, of course, encrypted to conceal from the opponent the details of what
is being recorded, if not the fact of interception itself. The circumstances,
however, give the opponent a measure of control over what is transmitted
on the channel and may provide the opportunity for a chosen-plaintext
attack (see chapter 2) on the cryptography. Moreover, unless careful mea-
sures are taken to counter traffic flow analysis, correlation is likely to
reveal much detail of the interceptors’ activities to the opponent.31

Current Status of the COMINT Product
Communications intelligence is enjoying a golden age.32 The steady mi-
gration of communications from older, less accessible media—both phys-
ical and electronic—has been the dominant factor. The loss of infor-
mation resulting from improvements in security has been consistently
outweighed by the increased volume and quality of information avail-
able. As a result, comint has been improving for more than 50 years
and has become a growth industry.

Even 50 years of success has not made the supporters of comint con-
fident that the success will continue, however. From the beginnings of
the multinational arms buildup that followed World War II, there have
been repeated warnings that improvements in cryptography would bring
about the demise of communications intelligence. After the emergence of
a public cryptographic technology in the late 1970s, these warnings be-
came especially shrill and were joined by self-confident predictions from
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the academic and commercial cryptographers that they could produce
unbreakable systems and that this would put NSA and its cousins out of
business.33

The independent cryptographers may well have been correct in their
technical bravado but entirely wrong in their view of its consequences.
Equating unbreakable cryptography with the security of communications
is like equating cryptanalysis with signals intelligence.

It is often said that the intelligence agencies of the major powers can
no longer break each other’s high-grade systems and must subsist on
reading the traffic of Third World countries (Simmons 1986). Although
the intelligence community itself has done all it can to foster this view,
the steady expansion of comint facilities34 suggests it is too modest.

The status of cryptanalysis in the contemporary world is hard to deter-
mine, owing to pervasive secrecy. Oddly enough, although the “Russian
Project” is the most secret of NSA’s secrets, the fortunes of an activity this
important are hard to conceal. What evidence there is makes it plausible
that high-grade Russian traffic continued to be read at least until the early
1980s and may still be accessible today.

In its early years, the Soviet Union, like most of the world at that
time, relied on code books to secure its military and diplomatic com-
munications. This practice appears to have come to an end in 1927 with
MI5’s raid on the London offices of the All-Russian Cooperative Society
and with the prime minister’s admission in Parliament that Britain had
been reading Soviet messages for years. It is presumably at that point
that the Russians began the extensive reliance on one-time systems that
was long characteristic of their operations. In the 1930s and the 1940s
their use in Soviet diplomatic communications seems to have strained the
facilities for key production to the breaking point, and they began to
reuse keying material. Despite the subtle worldwide pattern of the reuse,
it resulted in some of their most sensitive messages’ being read (Wright
1987). Discovery of this fact after World War II must have led to a broad
program to improve the security of Soviet communications.35

The Russians were undoubtedly aware of rotor machines and other
mechanical cipher equipment as early as the 1920s, but they seem not to
have made much use of this awareness before the end of World War II.
With their capture of the eastern part of Germany and the acquisition of
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many of the papers of Pers Z (probably the best of the German crypt-
analytic organizations; see Kahn 1967), the awareness must have been
enhanced, and perhaps their interest was piqued.

In the late 1940s a cryptographic laboratory was established at Mar-
fino, in the suburbs of Moscow. The focus of its efforts was secure tele-
phones, of which it produced several, some analog and some digital.36

If developments in the Soviet Union followed a course similar to those
in the West, rotor machines could comfortably operate at teletype speeds
of 50–110 bits per second (bps), but could not keep up with the 2400
bps and higher needed for digitized voice. This led to the development
of purely electronic shift-register systems, although rotor machines re-
mained in use for text traffic for many years thereafter.

In the late 1950s, according to Peter Wright (1987, p. 148), NSA
and its British counterpart, the Government Communications Headquar-
ters (GCHQ), jointly mounted an attack on a Russian machine they
called “Albatross.” Development cycles in cryptography are long, and
at that date this was probably a rotor machine. Wright makes no con-
crete statement about the success or failure of the project, but the self-
congratulatory tone in which he describes pushing the endeavor suggests
success.37

Traffic encrypted by Soviet cipher machines was also read by the Amer-
icans during the 1960s. The messages, encrypted in a Soviet cryptosys-
tem which NSA code-named Silver, played a prominent role in a 25th-
anniversary post mortem of the Cuban missile crisis, held at Harvard
University, at which it was revealed that for several hours the Cubans
had taken control of a Soviet military base and of some of the nuclear
missiles. NSA was not able to read the traffic at the time it was sent; it
only became aware of this critical new dimension of the crisis when the
messages were first read in 1964.

In their analysis of a number of spy cases from the 1970s, Corson
et al. (1989, pp. 94–95) refer to an “NSA intercept from the Soviet
Embassy in Washington in April 1977.” They go on to say: “The cable
was sent by Ambassador Anatoly Dobrynin to the Foreign Ministry in
Moscow. It referred to advice Henry Kissinger had given Dobrynin on
how to deal with the new Carter administration in the ongoing SALT II
negotiation.” (ibid., 1989, pp. 94–95) It strains credulity to suppose that
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such a telegram would have been sent in clear. If the telegram was inter-
cepted by NSA, it must have been cryptanalyzed. The process by which
the authenticity of the cable was established lends further weight to this
view. The CIA officers involved are quoted as saying that “the only way
to confirm the authenticity of the cable was to go out to NSA, pull the
transcripts of other cables sent from the Soviet Embassy, and compare the
style, content, and timing.” As a result, “the experts at NSA concluded
that the cable was real and not a Soviet disinformation effort” (ibid., pp.
97–98). This information is all the more persuasive because the authors
mention “intercepts” without appearing to have given any thought to
cryptography. Their concern is entirely with the content of the cable
and its implications about the propriety or impropriety of Kissinger’s
relationship with Dobrynin.

Evidence of still more recent US success in reading high-level Soviet
traffic arises in connection with the September 1983 destruction of Ko-
rean Airlines 007. Seymour Hersh’s book on the subject describes the
interception of a call from Khabarovsk to Moscow placed via the Soviet
Raduga satellite and intercepted by the US Jumpseat satellite—which had
been placed in a similar orbit for just that purpose. Hersh (1986, p. 232)
quotes an unnamed NSA official as saying that “the cipher signal snapped
on and some long-precedence message was sent.” He remarks that the
“NSA officials would not say anything further about the message.” Oth-
ers were more forthcoming, including a senior US intelligence officer who
“vividly recalled his reaction well after the shootdown of Flight 007,
upon being shown a copy of the deputy commander’s intercepted and
decoded message to Sakhalin.”

The most recent evidence of the continuing success of cryptanalysis
involves Iranian communications. Ahmad Chalabi, a Shiite member of
the Iraqi government and a founder of the Iraqi National Congress, was
accused of leaking to the Iranian government the fact that the US was able
to read diplomatic traffic between Teheran and its embassy in Baghdad.
No credible explanation of how Chalabi would have known this with any
certainty has been put forward, and it appears more likely that the real
leak came from the US government. In an effort to discredit Chalabi, who
had fallen out of favor in its eyes, the US released an intercepted diplo-
matic cable quoting Chalabi’s warning—solid evidence that, whether the
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Iranians had previously known it or not, the US was reading Iranian
traffic (Galbraith 2006, p. 30). [Disclosure: Chalabi and Diffie studied
mathematics together at MIT from 1961 to 1965.]

Non-Cryptographic Impediments to Interception
If cryptography has not stopped communications intelligence, other de-
velopments must at least have slowed it down. In recent decades, the
loss of intelligence resulting from the use of cryptography to protect
communications appears to have been eclipsed by losses due to other
developments not intended primarily for security. These include optical
fiber, high-speed modems, and dynamically routed communications.

Between World War II and the appearance of optical fiber, the ma-
jor developments in transmission technology had the effect of rendering
communications more vulnerable to interception. Microwave relays were
more accessible than the copper wires they replaced, and satellite chan-
nels were more accessible still. Optical fiber, on the other hand, is directly
competitive with these radio technologies in cost and bandwidth, and
immeasurably more secure. Although undetectable taps on unprotected
fiber circuits are possible, they always require physical contact, which
is often infeasible. Owing to its economic advantages, optical fiber has
been used to reduce the vulnerability of US communications and those of
other nations around the world.38

A more interesting signal-acquisition problem has arisen out of im-
provements in modem technology. For decades, Telex and similar low-
speed data-communication facilities were the backbone of both commer-
cial and government communications in most of the world. Data rates
increased gradually from 50 bits per second to 75 to 110 to 150, and
finally to 300. Around 1980, the speeds of inexpensive modems jumped
to 1200 bps. Today, they are 28,800 bps.39 Since the older modems acted
essentially independently, each using a phase-locked loop to interpret a
set of data pulses in relation to a predictable timing pulse, an intercept
modem had no difficulty in doing exactly the same thing.

The new modems not only indulge in initial training to optimize
their use of particular communication circuits; they also employ auto-
cancellation: both modems transmit simultaneously on the same set of
frequencies, and each subtracts its own transmission from the signal it
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is receiving.40 Even at 2400 bps, this presents serious difficulties for a
passive intercept device attempting to separate the two halves of the
signal. At 4800 bps, 9600 bps, and higher, the problem becomes pro-
gressively more difficult. Furthermore, it appears to be, in a sense, in-
trinsic. If the intruding modem can separate and interpret the two data
streams, it is receiving information twice as fast as the “legitimate”
modems. This suggests that a modem using the same techniques as the
intercept device could operate twice as fast. In many cases, the develop-
ment of the technology of communications and that of communications
intelligence proceed independently or even synergistically. In the case of
modems, improving technology works directly, if unintentionally, against
interception.

The increasing difficulty of acquiring modem signals goes hand in hand
with another trend in modern communications: better modems have led
to an explosion in the use of dialed-up point-to-point connections to
replace leased lines. Private networks often use the same circuits month
after month or even year after year. Once such a network has been
mapped and access points located, the same intercept facilities can be
employed for long periods of time. Furthermore, the ownership of such
a net typically determines much about the traffic it carries, which drasti-
cally reduces the need for further filtering. In contrast, dialed-up point-
to-point connections must be identified within the larger traffic volume
of a common carrier’s network. This is complicated by dynamic rout-
ing.41 Even after it has been determined that a high fraction of the traffic
between two particular telephone numbers is worth targeting, it may be
difficult to acquire this traffic because different circuits are established on
different calls.

The impact of dynamic routing has in some measure been mitigated
by commercial developments. The Internet today is intended less to sur-
vive a nuclear attack than to serve the needs of millions of customers
moving trillions of bits. For the most part, its facilities are owned by a
small number of large communications carriers who handle packets by
a strategy known as hot-potato routing: when you get a packet you try
to hand it to the network that owns the destination as quickly as possi-
ble. In practice this means that communication between parties on two
different networks will be carried on one of two channels, depending on
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which direction it is going. An intercept facility placed in an appropriate
position will have access to a large body of material and will not have to
contend with packets following a wide variety of paths.

A related development in switching systems, common-channel signal-
ing (the practice of sending signaling information out of band in a sepa-
rate digital signaling channel), can be both a blessing and a curse to the
interceptor. It is a blessing in that it gathers together in one place the
calling number, the called number, and the way the call is to be handled
and routed. It is a curse because the common channel can be routed more
securely—through copper or fiber, or on an encrypted channel.42 If this
is done, the call itself carries no identifying information and becomes
difficult for an opponent to locate. This characteristic makes it possible
to upgrade an existing wire-line communication system to a radio-based
system of a much higher capacity with little loss of security. All signaling
is routed through the pre-existing (and more secure) wires to minimize
the vulnerability of the radio circuits.

The Impact of Encryption on Communications Intelligence

Although the spread of encryption technology is not at present the most
serious cause of lost communications intelligence, its potential impact
on intelligence activities should not be underestimated. Many of today’s
secure telephones require the users to secure the call as a distinct action
from making the call. The process takes 10–20 seconds—long enough
to be a deterrent to doing it at all. The digitized voice is of lower quality
and may exaggerate other unpleasant phenomena, such as line noise. The
callers are likely to say at least a few words to each other before initiating
security. If the message is short enough and seems innocuous, they may
not bother with security at all. All this leaves room for various sorts of
information leakage.

The Integrated Services Digital Network (ISDN)—a set of telephone
standards for direct digital telephone service—potentially alleviates the
problems of POTS-oriented secure phones.43 The time required to initiate
a secure call drops to under a second and encryption has no effect on
voice quality since the signal is digitized in any case. Should ISDN ful-
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fill its promise to permit digital end-to-end negotiation before the called
phone rings, the need to initiate security explicitly will be eliminated and
the result will be a form of secure caller ID.

The future of voice telephony is Internet telephony, Voice over IP,
which lends itself even more readily to full automation than ISDN. Skype,
one popular VoIP system, automatically encrypts all calls between Inter-
net clients.44

Extensive use of link encryption can also have devastating effects on
intelligence gathering. When link encryption is applied to microwave
beams and to satellite channels, it conceals everything passing over them;
the intruder sees nothing but a steady flow of random data that does
not even reveal whether real communication is taking place. Typically,
however, link encryption cannot be applied by the users and must be
supplied by the carrier. Link encryption will therefore provide users
with protection against some spies but not others. In a world with an
ever-growing number of interconnected and competing communications
carriers, this opens numerous opportunities to couple communications
intelligence with human intelligence and network penetration.

Despite the possibilities, the vast majority of the world’s traffic is cur-
rently in plaintext.45 This makes it feasible to sort traffic in real time to
determine which messages are of interest and which are not. On circuits
where the fraction of ciphertext is not too high, the fact of encryption
itself provides a valuable clue to the potential significance of intercepted
material.

Combined with the limited use of encryption is the diversity of cryp-
tographic products in use throughout the world. The relatively small
fraction of traffic that is encrypted today is encrypted in a wide variety of
cryptographic systems. This enables interceptors to recognize traffic by
identifying the encryption techniques or equipment used. This diagnosis
of cryptosystems need not require cryptanalysis or cryptomathematical
statistics. Distinct cryptosystems typically employ different data formats
that can easily be distinguished, and it is desirable from the comint view-
point to preserve those characteristics of communications that permit the
filtering of traffic and the selection of messages.

The rise of international encryption standards, even de facto standards,
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may make this task immeasurably more difficult. We will have more to
say about twenty-first-century cryptography in chapters 10 and 11.

One of the distinguishing characteristics of cryptography is that it is
robust. Much cryptographic equipment is located close to its users and
is likely to survive any attack that does not destroy the users themselves.
Cables and optical fibers, like roads and railways, are vulnerable to at-
tack all along their lengths.

The first British military action of World War I was the cutting of an
undersea cable, which forced the Germans to use radio for messages to
North America and made their communications vulnerable to intercep-
tion (Kahn 1967, p. 266). Similar scenarios were played out during the
Normandy invasion in World War II46 and at the start of the first Gulf
War.47

The impact of encryption (and other technical developments) on the in-
terceptor depends very much on the interceptor’s position. If the surveil-
lance is entirely external, pointing even the fanciest antennas at the tar-
get, a comprehensive program of radio encryption will defeat it. If the
surveillance is internal, built into the communications infrastructure for
any of a variety of possible purposes, it will be inside this layer of en-
cryption and little affected by it. This has two important consequences.
First, it is very difficult for any individual or group within a society to
protect its communications comprehensively. It can make use of end-to-
end encryption but this will leave the pattern of communications visible.
Any greater degree of protection, such as anonymity services, requires the
society’s cooperation or at least tolerance. Second, it points up the sen-
sitivity of any monitoring capability built into a communication system.
By design, the monitoring system will bypass most of the investment in
security against external opponents. It will itself become the target and
will be especially vulnerable to insider attacks. Security must therefore be
a primary consideration in the construction of any such system.

Information Warfare

The meaning of the term “information warfare” is far from settled and
the term is applied to subjects that range from modern but established
military practice to complete science fiction. In one of its solider em-
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bodiments, information warfare is the management of information in
warfare. In World War II, pilots would receive intelligence information
in a pre-flight briefing; during the mission they would get no new in-
formation except for what they could see with their own eyes and an
occasional radio message. Today, however, fighter and bomber pilots
are assisted from takeoff to landing by the products of a real-time in-
telligence machine that integrates information from signals intelligence,
satellites, surveillance aircraft, and other combatants. It will tell them
whether the targets for which they set out have already been destroyed,
whether interceptors have scrambled to meet them, or whether previ-
ously concealed anti-aircraft batteries have become active and present a
threat. It is one of the major objectives of the modern military to close its
information-processing loop, bringing observation, decision, and action
closer together. The first Gulf War was both a test bed for and a triumph
of this approach, which is now solidly established in American military
doctrine (Campen 1993a).

Where information processing is an essential military tool, it will natu-
rally be subject to attack. Radar installations are now vulnerable to mis-
siles that follow a radar beam and destroy its source,48 and much recent
military thinking has gone to improving strategies for attacking com-
munication facilities and surveillance aircraft. The possibilities include
frying computers with high-power microwaves and shorting them out
with carbon fibers.49 Some attacks on information resources are meant
not to destroy them but merely to render them temporarily ineffective.
This aspect of information warfare is an outgrowth of the established
field of electronic warfare, in which radio and radar are pitted against
jamming,50 decoys, and chaff.

Discussions of this sort are real enough and genuinely high-tech, but
in a sense unimaginative. The heart of information warfare today is the
notion of attacking the enemy with information alone. This idea is not
entirely new. In classical warfare it is called propaganda and disinforma-
tion. A less classical antecedent is the practice of communications decep-
tion: making use of the opponents’ own signals intelligence activities to
fool them.51

The present-day concept is rooted in the essential role of information
not just in battle but in all aspects of society. An opponent who is crit-
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ically dependent on information will be catastrophically vulnerable to
corruption of that information. The notion has been enveloped in an
apocalyptic aura by the development of viruses and worms52—malignant
forms of software that reproduce within an opponent’s computers and
eventually cause them to malfunction. Computer viruses originated as
a malicious prank and are now a widespread hazard of the computer
world.53 The military vision is that by the application of millions of
dollars and hundreds of people far more subtle forms of viruses, suitable
as weapons in military conflicts, can be developed.54

The impact of such invaders has already been quite noticeable. One
incident brought down a telephone “loop carrier” switching system, dis-
abled the tower at the Worcester Airport and shutting down the airport
for six hours (Festa 1998). An attack on a sewage treatment plant in
Maroochy Shire, Australia resulted in the release of thousands of gal-
lons of untreated sewage (Shea 2003). A safety monitoring system at the
Davis-Besse nuclear power plant was disabled by the Slammer worm.
Fortunately, the plant was off at the time and there was no immediate
hazard. The worm had bypassed the plant’s firewall by entering through
a machine on the unsecured network of a contractor (Poulsen 2003).

Computer Intelligence
One aspect of information warfare that is unquestionably real, though
how much of it is occurring is hard to assess, is the practice of obtaining
information by active intrusion into a target’s computers or networks.
We shall call this field computer intelligence.

Both the strengths and the weaknesses of communications intelligence
derive from the fact that it is passive. On one hand, its passive character
means that communication spies are rarely caught. On the other, its pas-
sivity deprives it of the chance to go after particular pieces of information
and restricts it to listening to what opponents decide to transmit. This
raises the cost of interception by obliging the interceptors to winnow
through vast quantities of traffic in order to find what they want to know.
A passive eavesdropper must wait for some legitimate user to access the
information and then record the result; an active one can go to a database
and extract a particular piece of information.

Intrusions into American computers by a group in Germany with ties
to the KGB are described in a 1989 book by Clifford Stoll. An operation
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in Tripoli by the Israeli Mossad provides an interesting example of the
intersection between human intelligence and the low-tech end of network
intelligence. Using a phone line that actually originated in Israel but ap-
peared to originate in France,55 and masquerading as French shipping
insurers, the Mossad recruited the harbormaster in Tripoli and “ran” him
for more than 2 years (Ostrovsky 1990, chapter 16). With the worldwide
linking of computers through the Internet, new techniques for extracting
information by active penetration are at the frontier of intelligence re-
search (Schweizer 1993, pp. 158–163) and are being developed all over
the world.

At a meeting on information warfare at Stanford University, mem-
bers of the President’s Commission on Information Warfare and Critical
Infrastructure Protection acknowledged that there has not yet been an
example of information warfare in its pure form. No nation has attacked
another nation’s computers using information. Nor is it believed that a
politically motivated attack on computers using information alone has
been made by terrorists or other non-national groups. Nonetheless, in-
formation warfare is very real, and very alive as a subject of military
speculation, planning, and development. Not a month passes without a
conference, meeting, or war game devoted to the subject.

In the late 1990s, these issues appeared to be largely theoretical. They
are no longer. It is clear that the Chinese government has “invested signif-
icantly in cyberwarfare training and technology” (Kaplan 2005, p. 54).
Japan has already suffered a number of attacks originating in China and
South Korea (Faiola 2005). Japan is not alone. The US has also been
targeted.

“China has downloaded 10 to 20 terabytes of data from the NIPR-
Net [The Department of Defense’s Non-Classified IP Router Network],”
Major General William Lord, director of information, services and in-
tegration in the Air Force Office of Warfighting Integration and Chief
Information Officer, reported in 2006.56 We have evidence of clear and
highly targeted attacks. For example, the following set of attacks sought
military computers that had specific known vulnerabilities:

• “At 10:23 P.M. PST, [attackers] found vulnerabilities in computers
at the US Army Information Systems Engineering Command at Fort
Huachuca, Arizona.
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• At 1:19 A.M. PST, they found the same hole in computers at the
military’s Defense Information Systems Agency in Arlington, Vir-
ginia.

• At 3:25 A.M. they hit the Naval Ocean Systems Center, a defense
department installation in San Diego, California.

• At 4:46 A.M. PST, they struck the United States Army Space and
Strategic Defense installation in Huntsville, Alabama.” (Thorn-
burgh 2006a)

Of course, we do not know for sure that these files were stolen by the
Chinese military. But what we do know would surely indicate that. We
know the files were “zipped” and immediately transmitted to computers
in South Korea, Hong Kong, or Taiwan, and then to the People’s Re-
public of China. Attacks were fast: in and out of the targeted computers
in 10–30 minutes. And, most telling to government investigators, “these
guys never hit a wrong key” (Thornburgh 2006b).

We also know some things that have been taken: specifications for the
aviation mission-planning system for Army helicopters from the Army
Aviation and Missile Command and Falconview 3.2, the flight-planning
software used by the Army and Air Force (Espiner 2005).

On balance, the Department of Defense takes the security of its net-
works—even its unclassified networks—more seriously than do most
corporations. If penetration on this scale could happen to a military
network, it seems prudent to assume that it is also happening to civilian
networks.

The relevance of information warfare to cryptographic policy is two-
fold and straightforward. The major worry of most pundits is that critical
elements of national infrastructures such as transportation systems and
power grids are being connected to control systems that communicate
via the Internet. Much of the plausibility of this concern lies in the lack
of authentication in current computer networks. Viruses might get in
because new versions of programs are loaded over the Internet, and there
is no easy way of telling a genuine program from an alternate one pre-
pared by intruders. Furthermore, the information that opponents would
need to mount an attack is available as a result of the general lack of
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security in communications. Widespread deployment of cryptography in
the “command and control” of the civilian infrastructure would solve
both problems.

The Relationship of Security and Intelligence

In loose correspondence with the various categories of intelligence are
security measures intended to counter them and limit their effectiveness.
Thus, for example, human intelligence can be countered by limiting in-
formation access to vetted personnel, photographic intelligence can be
countered by camouflage, and open-source intelligence can be countered
by restricting public access to information or mixing false information
with genuine.57 Cryptography is the centerpiece of communication secu-
rity, the countermeasure to communications intelligence.

As with the various aspects of intelligence, security measures are far
from independent. For example, good personnel security is essential to
communication security, and communication security can in turn make a
major improvement in operations security.

The Security of Communications in the United States

No nation in the world is more dependent on electronic communica-
tions than the United States. As a result, no nation is more vulnerable
to subversion of its commerce, its money supply, and its civic functions
by electronic intruders. Attempts to address this vulnerability take two
forms:

• Protecting American communications by government action in the
same way that the country as a whole is protected by defense and
law-enforcement agencies.

• Leaving the protection of most communications to the private sec-
tor and encouraging such protection by such measures as stan-
dards, incentives, and regulation. This parallels the way in which
physical security is provided by locks and alarm systems in civil
society, often in consideration of reduced insurance premiums.

In practice, any comprehensive solution must have elements of both.
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In the 1970s, the US government made its first attempts to secure
broad segments of American communication rather than narrow classes
of military, diplomatic, and intelligence traffic. Some communications (in
Washington, New York, San Francisco, and other areas that harbored So-
viet diplomatic or consular facilities) were routed through underground
cables rather than over microwave relays, analog and digital encryption
devices were developed for the protection of telephone trunk lines,58 the
security of common-channel interoffice signaling was improved,59 and
telephone satellite channels were encrypted.

With the demise of the Soviet Union, whose hostility to the United
States was supported by a massive intercept capability, and with the
migration of more and more of our critical infrastructure to Internet-
and Web-based mechanisms, the focus of our concerns has shifted from
passive intercept to active attack. In the process, national security and
commercial security have become intertwined.

For most purposes, the Internet is the most effective and economical
communications medium in the world, and businesses have been quick to
improve their functioning and lower their expenses by taking advantage
of it. The flexibility and worldwide ubiquity of the Internet have also
made it an ideal culture medium for a variety of activities that threaten
the security of both critical and commercial infrastructure.

The threats can be loosely categorized into a half a dozen forms:

• Break-ins to websites—Most businesses have customer-facing web-
sites that advertise their wares, allow communication with their
employees, and perform other functions. Competitors, detractors,
and customers may all find ways of interacting with the website
that are not what the provider had hoped for. Extraction of more
information than the provider intended to provide frequently goes
unnoticed, but defacements or perversions of function can cause
the website provider embarrassment and financial loss.

• Viruses and worms are an automated form of computer penetration
that can be spread by almost any form of computer communication
and have shown tremendous destructive potential.

• Denials of service—When opponents cannot break into a website,
they may still be able to mount an attack that prevents it from func-
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tioning correctly. Such attacks quickly developed the sophisticated
technique of capturing less-well-protected computers and turning
them into zombies. The zombies are woven together into a botnet
and used to attack particular targets, a technique called distributed
denial of service.

• Spam—Email on the Internet is billed not by the message or by
the bit but by the month. There is no disincentive to sending lots
of mail. This is analogous to—but even more extreme than—the
artificially low bulk mailing rates that support the clutter in our
physical mailboxes. Unwanted mail that varies from uninvited to
repulsively unwelcome also serves to support other forms of com-
puter malfeasance. Spam can be used to spread viruses and worms,
gather information about active email accounts, and commit fraud.

• Phishing—Spam uses a number of mechanisms to trick the recip-
ient into providing information that can be used for identity theft
or other nefarious purposes.

• Spearing—Targeted attacks encouraging a small, carefully selected
group to install a patch in their security systems. The patch is in
fact a vulnerability.

The threats, coupled with the staggering commercial importance of the
Internet, have created a new security industry with revenues in the tens
of billions of dollars a year. The new industry is more complex than its
“purely national security” predecessor. The only defenses against Soviet
eavesdropping were proactive. If we failed to prevent them from getting
useful information, there was rarely anything we could do after the fact.
Commercial security employs a combination of preemptive measures—
firewalls, intrusion detection systems, encryption—with forensic and in-
vestigative techniques that deter opponents who are more subject to legal
retribution than was the Soviet Union.

Our efforts to date, however, fall far short of providing the degree of
protection desired in a communications infrastructure that has become
indispensable to American prosperity and security.
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Federal Policies and Programs

The challenge, from the national-security viewpoint, is to achieve a two-
fold objective:

• Improve the security of communications and computing within the
United States and for US government and commercial activities
abroad.

• At the same time, attempt to minimize the impact both on US in-
telligence activities and on domestic security that could result from
having the country’s own technology used against it.

This objective is difficult, if not impossible, to achieve by a reactive
strategy of permitting events to unfold as they will and responding to
them piecemeal. Threats to American intelligence capacity, both domestic
and foreign, can be anticipated, and policies can be developed to nullify
them. Only a misplaced sense of fair play would demand that threats to
American well-being should be allowed to develop freely when the means
to control them are at hand.

Export Controls
Most of the federal activities discussed so far do not affect the public
directly. For one thing they are secret. When foreign policy is successful,
people who give the subject some thought may attribute a share of the
success to intelligence. When the United States is surprised by something
—like the taking of the hostages in Iran, the Iraqi invasion of Kuwait,
or the attacks of 9/11—poor intelligence is likely to be blamed. Intel-
ligence has, however, no visible day-to-day impact on the lives of most
Americans.

There are, however, federal activities in support of intelligence that
affect many people—usually, as those people see it, adversely. These are
the export-control laws. Although the US Constitution prohibits export
tariffs, it does not prohibit an outright ban on exporting particular things
to particular countries.

All exports from the United States are regulated under one of two laws:
the Arms Export Control Act (22 U.S.C. 2571–2794) and the Export Ad-
ministration Act (50 U.S.C. App. 2401–2420). The Arms Export Control
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Act takes precedence over the Export Administration Act and confers on
the Department of State the authority to regulate the export of anything it
deems to be a weapon of war (or, as the export laws term it, a munition).
Items ruled to be munitions require individually approved export licenses
designating the customer, the application, and often conditions for the
handling or redeployment of the item.

Things that are not munitions but that may have military applications
are called dual-use items. If the Department of State decides that some-
thing is a dual-use item, it transfers jurisdiction over its export to the
Department of Commerce, which administers the Export Administration
Act. Under the Export Administration Act, exporters can receive licenses
to export to broad classes of customers in broad regions of the world.
In the area of cryptography, for example, equipment using the Data En-
cryption Standard to authenticate bank-to-bank wire transactions was
allowed to be exported to banks in most countries in the world even
when export of comparable equipment for other applications was not.
Under the Export Administration Act, furthermore, the Department of
Commerce is obliged to take into account the foreign availability of
equivalent products60 in deciding whether to grant or deny an export
permit—that is to say that it can block exports only where there is ev-
idence that such action is actually likely to prevent a foreign customer
from acquiring a product with equivalent capabilities. Under the Arms
Export Control Act, no such test of foreign availability is required. All
cryptographic devices that do not fall into certain narrow categories are
regulated as munitions and require individually approved licenses.

Many of the actions of the export-control authorities seemed ludicrous
and inspired widespread resentment. In 1994, Philip Karn, a security en-
gineer at the cellular telephone maker Qualcomm, applied for a license to
export a copy of Bruce Schneier’s popular book Applied Cryptography.
The license was granted, and the accompanying letter stated that the De-
partment of State did not have authority over published material—a view
commendably in accord with the First Amendment. Karn then applied
for an export permit for a small part of Schneier’s book—an appendix
containing source code for cryptographic algorithms—transcribed onto
a floppy disk, rather than on paper. That application was denied. This
case, which is working its way through the federal courts, has made the
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export-control regime an object of ridicule, but the cryptographic export
policies of the United States may appear less foolish and irrational when
examined in light of communications intelligence practices.

One natural objective of cryptographic export control is to limit for-
eign availability of cryptographic systems of strategic capability—those
capable of resisting concerted cryptanalysis by US intelligence agencies.
Were this the only objective, export control in the cryptographic area
would be much like export control in other areas—items that have only
military uses or have been explicitly adapted to military applications
would be treated as munitions, others would not.61

Probably the most important objective of the export-control regime
in the area of cryptography is to slow the widespread deployment of
cryptographic systems of sufficient strength to present a serious barrier to
traffic selection. Rather than limiting the export of cryptosystems whose
traffic would take weeks, months, or years to break, the objective is to
prevent the export of cryptosystems that cannot be broken in real time
by intercept equipment in the field. This is a far lower bar, and it pre-
cludes the export of any system that could reasonably be said to provide
acceptable security for most commercial applications.62

It also appears to have been an objective of export control—and, if
so, one that had remarkable success—to prevent widespread adoption of
standard cryptographic systems. The development of standards would be
expected to have two effects from an intelligence viewpoint. It would ex-
pand the use of cryptography, thereby complicating both traffic selection
and exploitation. It could also result in a uniform appearance of broad
categories of messages, making the problem of selection harder still.

More recently, US policy has shifted from suppressing to promot-
ing standard cryptosystems. This change will be explored in subsequent
chapters.

A final objective of export control goes virtually unnoticed. It is to
maintain an ongoing assessment of the quality, availability, and func-
tioning of commercially supplied cryptographic equipment. Would-be
exporters are required to disclose the details of their products to the
government on a routine basis. Even if they are not obliged to modify
their products in order to get export approval, this guarantees that NSA
will have the details of each product’s functioning on file. The process of
acquiring information on how cryptographic products work is thereby
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separated from any actual occasion on which their traffic is being inter-
cepted, thus contributing to security. From this point of view, a product
exported under an export-control permit is entirely different from and
far preferable to one exported without any permit or any reporting re-
quirement.63

By limiting the strength of exportable cryptosystems to well below
what the users felt they needed, export control created a direct conflict
between the needs of the government and the needs of commercial and
private cryptographic users. It is an oft-expressed opinion that commer-
cial communications do not require the same level of protection as mili-
tary communications. This is probably more a reflection of the fact that
the military are aware of who their opponents are and of the level of
effort that these opponents put into attacking them than a reflection of
the value of the communications. The communications of commercial or-
ganizations are often worth hundreds of millions of dollars,64 and many
industrial secrets, along with much personal and personnel information,
have long lifetimes. Air traffic control, power grid regulation, and control
of communication networks are essential to the working of society; their
disruption would expose participating corporations to immense liabilities
and might cost lives as well as dollars.

Cryptographic keys are often held to be the most sensitive of all secrets,
because anyone who has access to the keys can gain access to all other
secrets (Clark 1986, p. 11-1313). In a “flipside” to this vision, controlling
the export of cryptography was seen as essential to controlling the export
of information in general. With the increasing importance of intellectual
property to modern commerce, it was thought that if smugglers had ac-
cess to encrypted communications, the export of any form of information
would become impossible to regulate and the United States would lose
all control of its “electronic borders.” Cipherpunk talk of crypto-anarchy
did little to allay the government’s fears.

Fortunately, the attitudes toward cryptography that characterized the
Cold War and its immediate aftermath have begun to change. As we will
examine in the latter chapters, export controls have been relaxed, and
high-grade cryptography has been adopted in national standards. These
developments hold promise of the more harmonious relationship be-
tween national security and commercial security that the modern world
requires.





5
Law Enforcement

The Function of Law Enforcement:
Solution versus Prevention

The purpose of law enforcement is to prevent, interdict, and investigate
crimes and to prosecute criminals. There is a certain logic to the order in
which these objectives are presented; it goes from the most anticipatory
to the most reactive. The closest relationship is between investigation and
prosecution, which are by and large the most visible and best known of
law enforcement’s functions. We will examine these first, then turn to
prevention, of which a major component, deterrence, is closely related
to the success of investigation and prosecution. Finally we will examine
interdiction, which is the area that most often brings law enforcement
into conflict with civil liberties.

If asked to name a crime, most people would pick a typical crime:
murder or robbery or rape or fraud. Everybody agrees that these are
crimes (although there is often disagreement about whether a particular
event is an instance of the crime), and they are crimes in which the victims
are identifiable. Except (of course) in the case of murder, police generally
begin their investigation by questioning the victim to get a description of
what has happened and to get “leads.”

The investigation of crimes has not changed since the rise of the police
in the mid nineteenth century, but the way in which they go about it has
changed a great deal.

In the nineteenth century, police work was largely a matter of inter-
personal relations. The policeman walking a beat depended as much on



126 Law Enforcement

rapport with the people of the neighborhood as on a gun or a nightstick.
In the absence of a radio or even a call box, he did not have the option
—the first resort of police today—of communicating with the station
before taking action of any kind. If he encountered trouble, his choices
were to deal with it himself or to turn and go for help. The actions of the
police in investigating crimes reflected the same skills and resources they
used on patrol. They relied less on forensic evidence, record keeping,
and communications and more on talking to people and knowing the
community. Police action after a crime would rely heavily on an expertise
in community functioning acquired continually as the police developed
informants or kept watch on markets known to include stolen goods
among their wares.

Since then, the character of policing has changed dramatically, and
today the police depend as heavily on technology as on their skill in deal-
ing with people. Nowhere is this more apparent than in detective work.
The invasion of technology began around 1900 with the development of
fingerprinting1 and forensics. Forensics, as popularized in the Sherlock
Holmes stories, has become a mainstay of detective work, and today
crime laboratories maintain vast files of common items (such as paper,
automobile paint, and duct tape) that enable them to identify and track
these items when they are found at crime scenes (Fisher 1995, pp. 159–
193).

When police investigate the scene of a crime today, their first action is
to seal off the scene and take numerous samples—fingerprints, cartridge
cases, clothing fibers, traces of DNA, and so on. In conjunction with
the lab analysis of these samples, they will make extensive use of their
records on people (suspects or witnesses) and on cars, guns, jewelry, and
other objects that may have been involved.

The act of investigating a crime consists most conspicuously of at-
tempting to discover who committed the crime, but it may also involve
determining the nature and extent of the crime and whether there was
a crime committed at all. If this process is successful, the next step is
prosecution. Once a suspect has been identified, the police must supply
the state’s attorney with sufficient evidence to prove the suspect’s guilt.
Sometimes this process is barely distinguishable from investigation. The
police may, for example, observe a suspect’s movements until they have
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a persuasive case that he was in a position to commit the crime and was
the only person in such a position. In other cases, particularly in crimes
such as burglary or fraud that are likely to be repeated, the process of
developing evidence takes on a life of its own and looks quite differ-
ent. The police may watch someone, whom they suspect of committing
a crime but against whom they lack sufficient proof, in hopes that the
suspect will grant a repeat performance. They may go so far as to create
attractive conditions for the commission of the crime and lie in wait for
the suspect to take the bait.

The prevention of criminal activity relies on a combination of secu-
rity and deterrence. Security measures, ranging from locks and fences to
surveillance cameras and patrols, make it more difficult to get away with
crimes. Deterrence is in part a result of security and in part a result of the
investigation and prosecution of crimes. It persuades a would-be criminal
that even success in committing a crime will not mean he has gotten away
with it. Security and deterrence are not always easy to distinguish. Police
walking beats or patrolling in cars convey the impression that a crime
might be observed and stopped outright; they also serve to remind the
citizens that the police are present and are likely to find and prosecute
the perpetrators of crimes.

The important factor unifying security and deterrence is that neither
is aimed at particular individuals. Both are intended to prevent the com-
mission of crimes—to communicate to everyone that criminal efforts are
unlikely to succeed and likely to be discovered and punished.

Interdiction of crimes has a different flavor. It is aimed not at everyone,
but at particular people who have been detected in the process of plan-
ning or preparing to commit criminal acts. Unlike deterrence, it involves
concentration of police attention and possibly police action on people
who have yet to commit any crime. Any police program of interdiction
must, therefore, involve watching people who, at least under US law, are
entitled to a presumption of innocence.

A Brief History of the Police

The police as we know them today—an armed force maintained by the
state to perform the functions described in the previous section and paid
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a salary rather than a share of fines2—are a rather recent phenomenon.
Police appeared in France as one of the products of the revolution, but
police in the United States stem more from the British tradition.

In 1829, Home Secretary Robert Peele established the Metropolitan
Police in London. Initially this force was limited to uniformed patrolling,
but in 1842 it was expanded to include the Criminal Investigation Divi-
sion, responsible for detective work. London’s salaried force became the
organizational model for police throughout Britain and subsequently the
United States. Police forces were formed in all major US cities during the
latter half of the nineteenth century.

At the time of their founding, the fundamental mandate of the police
was a combination of deterrence (through their visible presence on pa-
trol) and investigation. Under earlier British law, there was less provision
than there is today for discovering the perpetrators of a crime when their
identities were not obvious; it was the responsibility of the injured parties
to investigate and “solve” the crime. Over time, however, investigating
and solving crimes has evolved into one of the most important functions
of the police.

At the time of their founding, the police were viewed not as an out-
growth of the state’s ability to make law but as a manifestation of its
ability to use violence. As time went by, they gradually became essentially
the only body entitled to employ violence in anything other than self-
defense and narrowly construed instances of defense of property. They
also came to be seen as the lower rungs of a ladder whose upper steps are
the prosecutors and the courts.

In the original British conception, police powers of arrest were limited,
and police were supposed to have little or no influence in whether cases
were brought to trial. Over time, however, the influence of the police over
such decisions has increased dramatically,3 as has their influence over the
making of laws.4

The Use of Wiretaps in Law Enforcement

Both before and after the development of telecommunication, a central
element of police work has been the acquisition of information about
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criminals’ plans and conversations without their knowledge or coopera-
tion. There are two fundamental ways in which this can take place:

• through conversations in which a criminal is talking to someone
who, usually unbeknownst to the criminal, is an undercover police
officer or is providing information to the police

• through conversations between criminals being overheard by the
police or by their agents.

The development of telecommunication has had an impact on both of
these scenarios, but it has affected the latter far more than the former.

Our first scenario occurs widely in traditional police work—for ex-
ample, when a victim of extortion or blackmail relates the threats he
or she has received to the police, or when the police employ a stool
pigeon. Telecommunication has left many of these practices unaffected
while opening new opportunities for others. Demands by kidnappers and
blackmailers are often delivered by phone and may readily be taped at
the victim’s end for use as evidence or for other investigative purposes.
Such taping, legally and practically distinct from a wiretap, is called a
consensual overhear.

Our second scenario is the home territory of electronic surveillance.
The crimes we have called typical are investigated largely at the inter-

face between the criminal and non-criminal worlds. But neither the typi-
cal crimes nor the broader class of acts generally accepted as crimes and
having identifiable victims exhaust the criminal repertoire. Many activi-
ties that are criminal under law do not have readily identifiable victims.
Not coincidentally, the criminal status of such activities—which include
such classic activities of organized crime as prostitution, gambling, and
drugs—is often controversial.

Under these circumstances, the police cannot proceed from questioning
an aggrieved victim to investigating and prosecuting an offender. They
must instead attempt to infiltrate the criminal activity—to intrude on the
interactions of a group of people who are, by and large, either satisfied
purveyors or satisfied customers in the illegal trade.

For many crimes, including conspiracies to fix prices, bribe government
officials, or commit terrorist acts, such infiltration is a difficult procedure.
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The participants are wary of newcomers, and normal routes of inves-
tigation are sealed; it may even be hard to determine what crimes are
occurring. It is in such environments that electronic surveillance comes
into its own, providing information about the crime being committed
and insight into the structure of the criminal organization.

Rarely is it possible to develop or plant an informer high in a syndicate.
Information from surveillance enables law enforcement to develop a co-
herent view of a conspiracy. In the Illwind investigation of corruption in
the procurement of weapons for the US military, FBI agents were afraid
to run credit checks on suspects for fear of alerting them. Instead they
used wiretaps and electronic bugs (which were even more productive) to
assemble a picture of the conspiracy. Hundreds of agents were involved
in the surveillance (Pasztor 1995, pp. 190–191). Wiretaps can also pro-
vide mundane details—the suspect’s daily schedule (Weiner et al. 1995,
p. 223), or the personal relationship between the suspect and his co-
conspirators—that can vastly simplify an investigation.

Though equivalent to electronic bugs from a legal viewpoint, wiretaps
are generally easier and less dangerous to install. They usually do not
provide the same quality of information, however. Criminals are typi-
cally considerably less forthcoming over wiretapped telephones than in
bugged rooms.5 Microphone rather than wiretap evidence was respon-
sible for convicting John Gotti, head of the Gambino crime syndicate;
information obtained by means of a bug in a Gotti hideaway convinced
underboss Sammy Gravano to testify against Gotti.6 Electronic bugs were
also responsible for the conviction of John Stanfa, a Philadelphia crime
boss (Anastasia 1994; Hinds 1994).

Even when wiretaps do not directly provide evidence, they can be use-
ful. Wiretaps informed US agents about meetings between the spy Aldrich
Ames and his Soviet handlers (Weiner et al. 1995, p. 246).7 Wiretaps also
apprised agents of the fact that Ames’s wife had aided him in his illegal
activities. Investigators used this knowledge to extract a more detailed
confession from Ames in exchange for a reduced sentence for his wife
(ibid., pp. 261–262 and 288).

In general, wiretaps appear to be of greater value in gathering intel-
ligence than in developing evidence. They can expose the connections
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within an organization, and they may reveal events before they occur.
Not to be undervalued is the fact that knowledge of the possibility of
wiretapping renders the telephone far less useful to criminals.

Wiretaps and Their Relatives

How Wiretaps Work
Words spoken into a telephone begin their journey at the microphone of
the handset, which may be connected to the phone by wire or (in the case
of a cordless phone) by radio. From the phone, the signal is passed down
a line cord to a wall socket. If the phone is in an office building, its next
stop is typically a phone closet where the wires from many phones on the
same floor come together. If the phone is in a private home, the signal
generally goes directly to a junction box on an outside wall and then by
wire to a pole; it is likely to run on poles for only a short distance before
it joins wires from other houses in a junction box (similar to the office
phone closet) and is routed underground. At this point, the signal takes a
fairly long hop and makes its way to the local telephone exchange, where
it is received on a frame.

By comparison with the previous elements, the frame plays a more
profound role in the call’s progress. Up to that point, phone lines were ar-
ranged in a basically geographical way, lines coming from nearby houses
being routed close together. The frame rearranges the lines to put them
in numerical order by phone number. From the frame the lines go into a
telephone switch, the formerly mechanical and now electrical equipment
that routes calls from one telephone to another. From this point on, no
path is permanently bound to any particular phone.

From the viewpoint of security, a phone call is vulnerable to wiretap-
ping at every point along its path. A wiretap may be placed in or close
to the phone.8 It may be placed in a phone closet or in a junction box.
It may be placed on the frame or inside the telephone switch. From the
viewpoint of an intruder, however, things look entirely different and each
of the possible opportunities for wiretapping has serious disadvantages.9

If he tries to put the tap in the phone, he may get caught in the act of
planting the device.10
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Tapping intermediate junction boxes, whether in phone closets, on
poles, or elsewhere, presents both the danger that the installation will be
observed and the danger that the tap will later be found by maintenance
personnel. Precisely because a junction box serves a number of different
clients, it is subject to unpredictable visits by installers and repairmen
connecting, disconnecting, or troubleshooting the phones of subscribers
other than the target. Any of these maintenance personnel may mistake
the tap for a wiring error and disconnect it or take some action that will
reveal the tap to its target.

One traditional point for attaching wiretaps was the frame, where an
incoming line can readily be connected to an outgoing one in such a way
as to make the call accessible at an additional external location. Occa-
sionally this is done for quality-control purposes in the normal course
of telephone operations. Like a junction box, however, a frame is tended
by numerous people from whom the tappers are trying to keep the tap
concealed.

Until the advent of digital telephone switches, the phone, the junction
boxes, and the frame were essentially the only points at which a tap
targeting an individual line could be placed. It was within the ability
of intelligence agencies to target multiplexed flows of traffic further re-
moved from the targets, but only because they had both the budget and
the legal mandate to listen to whatever they could find that was of value.
Police wiretapping, by comparison, was targeted at individuals and had
to be conducted on a limited budget with limited cooperation from the
telephone companies.

Digital telephone switches, such as AT&T’s ESS series and Northern
Telecom’s DMS-100, introduce a new (and, from the police viewpoint,
far superior) way of wiretapping. The new technique is to make use of
the switch’s ability to create conference calls. (A tapped call is, after all,
simply a conference call with a silent and invisible third party.) Confer-
ence calling, however, was not designed with the wiretapper in mind.
The technology was intended primarily for creating conference calls in
which all connected phones were active and cooperating participants.
The new switches had secondary applications to debugging and quality-
control monitoring that were closer to the tapper’s desires, but a switch’s
capacity to provide these services was typically limited to a few lines at
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a time. Although this was generally sufficient for law-enforcement use
in the past, law-enforcement agencies have recently begun pushing for
vastly expanded wiretapping facilities.

Pen Register and Trap and Trace
As we noted in the previous chapter, the backbone of a communications
intelligence organization is not its ability to read individual messages,
valuable as that is, but its ability to keep track of a broad spectrum
of communications through traffic analysis. Although this is less true of
law-enforcement intercepts, a sort of traffic analysis, generally targeted
at individual lines, plays an important role here.

A log of the numbers of all phones called by one particular phone is
called a pen register.11 In the United States the ability to record called
numbers has been an essential component of billing for a long time and
thus has been built into telephone equipment for a long time.12 Call
logging can also be carried out by equipment on a subscriber’s premises
(Jupp 1989).

The inverse activity—taking note of the numbers of all phones that call
a particular phone—is called trap and trace. Unlike logging the numbers
of outgoing calls, this was very difficult before the changes made dur-
ing the past two decades in telephone signaling.13 In the era of electro-
mechanical telephone switching, call tracing took many minutes, during
which the caller had to be kept on the line.14 With digital switching,
however, tracing information is almost always available until at least the
last switch through which the call passes, and it is often available to the
receiving telephone in the form of Caller ID.15

As in intelligence work, analysis of the patterns of telephone calls
can reveal the structures of organizations and the movements of people.
Where billing records preserve such information, it can be employed after
the fact, even though the need to do so was not anticipated.16

Electronic Surveillance in Context

To be understood correctly, electronic surveillance must be seen in the
context of the use of technology by police.

Police have often been at the forefront of the use of new technologies.
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Scotland Yard was connected to the district police stations of London by
telegraph in 1849, only 5 years after the telegraph was invented. In 1878
the Chicago police introduced telephone boxes along policemen’s routes.
“Wirephoto,” credited with the capture of a criminal as early as 1908,
became widespread after World War I.

Some elements of today’s police technology are entirely new; others
have clearly recognizable roots but have changed so much that they are
only barely recognizable in relation to their ancestral forms. The most
basic of these are the technologies that shape the operations of a police
organization: record keeping and what we will call by the military term
“command and control.”

Police records serve both a strategic and a tactical function. Strategi-
cally, they allow police to decide how to deploy their forces. Tactically,
they provide information on persons, property, and events connected
with the investigation of individual crimes. Police records were once
local to cities or districts, and sharing of information between police
was a slow, uncertain process. Today, however, a computerized National
Crime Information Center provides information to federal, state, and lo-
cal police forces throughout the United States. This source of information
is augmented by police access to commercial credit databases, national
telephone directories, and other online information services.

The utility of records is closely connected to another mainstay of po-
lice technology: communications. Today most on-duty officers, whether
patrolling in cars or walking beats, are in immediate radio contact with
their stations. Police cars in some cities carry data terminals that allow
direct access to printed records; in other places, officers on patrol must
make voice contact with a dispatcher who has access to databases. Police
forces today not only have access to nationwide (and often worldwide)
records, but much of that access is directly available to officers in the
field.

Radio communication also gives the dispatcher immediate access to
officers on patrol. To utilize this effectively, the dispatcher must have
information about where the officers are and what they are doing. At
regular intervals, officers report their locations and activities, and the
information they provide is entered on maps and status boards. In the
most advanced setups, tracking systems such as Teletrack automatically
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report the location of each patrol car and display it on the dispatcher’s
map. Coupled with databases of locations developed to support the 911
emergency system,17 this permits the dispatcher to recognize where a tele-
phone call is coming from and identify the nearest available emergency
personnel. Within a patrol car, it may provide automatic directions to the
place the car has been told to go.

The same technologies that permit police forces to track their officers
permit them to track and watch individuals and goods with unprece-
dented ease. Many truck, bus, and automobile fleets use tracking systems
to monitor the movements of their vehicles. This allows vehicles to be
tracked if they are stolen and makes it difficult for the drivers to use them
for purposes other than those the employer intended. Surveillance is also
facilitated by computerized road tolls, optical character recognition of
license plates, and specialized networks for tracking “bumper-bugged”
vehicles (Burnham 1996, p. 138).

Police track more than vehicles. It is a rare person in the modern world
who can avoid being listed in numerous databases. From a police view-
point, the process of identification is a process of matching a person with
society’s records about that person.18 Until recently, fingerprints were of
more use in confirming identity than establishing it. Even long after the
availability of computers, the search of a large fingerprint file was a slow
process requiring expert human labor.

Even though fingerprint records have been computerized, fingerprints
are not an ideal way of tracking the movements of people, and they are
rapidly being supplanted or augmented by other technologies.

Video cameras are now ubiquitous. It is popularly believed that such
cameras run “tape loops” containing, for example, the last half-hour’s
view of people entering and leaving a bank. In fact, videotape is cheap,
and many cameras record images for much longer periods. After the
bombing of the Murrah federal building, the FBI collected videotapes
from all over Oklahoma City, synchronized them using the shaking that
resulted from the blast, and watched the movements of people before
and after the explosion.19 One developing technology allows automatic
identification of people from their videotaped images (Busey 1994). An-
other new form of technology that allows “surreptitious fingerprinting”
is infrared imaging of the veins in the face. Like fingerprints, these are



136 Law Enforcement

unique to individuals. Unlike fingerprints, these veins can be detected by
hidden infrared cameras installed in airports and other public places.

Today almost every American adult carries a driver’s license20 and
other forms of identification that are hard—and illegal—to counterfeit.
The near ubiquity of identification cards has given them wide social ac-
ceptability. Many communities require hotel registrants to show identi-
fication, presumably as an anti-prostitution measure. The 1995 decision
by the Federal Aviation Authority that air travelers could be required
to show government-issued identification when checking in at airports
and more drastic post-9/11 security measures have made anonymity im-
possible for law-abiding travelers. The Supreme Court ruling that the
police cannot require a person to show identification (Kolender, Chief of
Police of San Diego, et al. v. Lawson 461 US 352 (1983)) has brought no
noticeable change in police practice.

Possibly the most important way of tracking individuals is through
credit cards. Since credit cards are the easiest way of making most pur-
chases and are essentially required of persons renting cars or checking
into hotels, the databases used for billing and credit verification contain
good pictures of most people’s movements.

Material objects too are tracked; they are also examined. Fear of ter-
rorism initiated the development of a broad range of devices intended to
search for guns and bombs. The capabilities of the most recent equip-
ment go far beyond that, however. Some baggage x-ray machines can be
programmed to look for sharp things, for guns, for drugs, for precious
metals, or for fruits and vegetables. Similar devices can look at an entire
truck and detect drugs right through its aluminum skin. There are de-
tectors based on magnetometry, on vapor analysis, on neutron activation
analysis, and on nuclear magnetic resonance. Detection of mass concen-
trations from their gravitational effects is in an experimental stage.

Evaluating the numerous technologies that have appeared over the
past 100 years for their law-enforcement potential versus their criminal
potential produces a preponderance of cases that favor law enforcement.
On the criminal side, chemistry has given us a variety of new drugs
that have been condemned by society but enjoy good sales anyway. Im-
provements in manufacturing and competition in the international arms
market have given us “Saturday night specials.” Photography has con-
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tributed to blackmail. Computers and communications have brought us
a new kind of crime—theft of computer and communication services—
even while contributing to the operations of both criminals and police.
It is hard to see much that microscopy, x-rays, database technology, mi-
crobiology, infrared imaging, MRI, or numerous other technologies have
contributed to criminal enterprises; they have, however, given the police a
host of techniques for tracking, identifying, and monitoring both people
and physical objects. On balance, the impact of technology is so weighted
on the side of law enforcement as to make it remarkable that crime has
survived at all.

Blurring the National Security/Law Enforcement Distinction

In general, “national security” refers to the government’s operations out-
side the borders of the United States and “law enforcement” to its do-
mestic operations. However, at times—most dramatically in the 1960s
and the early 1970s—the distinction has been blurred.

In the mid 1970s, the Church Committee, a year-long Senate investi-
gation of US intelligence operations, found evidence of “domestic intelli-
gence activities [that] threaten to undermine our democratic society and
fundamentally alter its nature” (USS 94d, p. 1). The Church Commit-
tee recommended that the CIA, NSA, the Defense Intelligence Agency,
and the armed services be precluded, with narrow and specific excep-
tions, from conducting intelligence activities within the United States,
and that their activities abroad be controlled so as to minimize impact
on the rights of Americans (ibid., p. 297). Out of the Church Commit-
tee report grew a sharp delineation between laws governing (domestic)
law-enforcement investigations and those governing (foreign) national-
security ones. National-security investigators were allowed to operate
with considerably more latitude outside the borders of the United States
than within. This sharp delineation was in line with the 1878 Posse
Comitatus Act, post-Civil War legislation that prohibited Army involve-
ment in domestic arrests or searches and seizures.21

Within a decade of the Church Committee’s recommendation, the line
began to blur. In 1981 President Ronald Reagan declared that interna-
tional drug trafficking posed a threat to national security (McGee 1996c),
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and the Military Cooperation with Civilian Law Enforcement Agencies
Act sharply increased the Army’s role in anti-drug efforts. The military’s
responsibilities in anti-drug efforts grew. The 1989 Defense Authoriza-
tion Act put the Department of Defense in charge of applying US com-
mand, control, communications, and intelligence assets to monitor illegal
drugs.

The National Guard does not face Posse Comitatus restrictions un-
less it is on federal duty, and it has been given a greater role in drug
interdiction. In addition, Army Special Forces and the Marines patrol
the Southwest and California for drug smugglers. Military intelligence
officers also watch for gang and criminal activity in a number of US cities
(McGee 1996b,c). Law enforcement and the military have become closely
linked in their anti-drug activities. The scale of military participation is
evident in the fact that since 1989 the military has spent over $7 billion
on anti-drug operations (McGee 1996b).

Aside from drug trafficking, various international events have been
cited as evidence of a need for closer coordination between national secu-
rity and domestic law enforcement. One such event was the 1991 collapse
of the Bank of Credit and Commerce International. According to a 1992
report by Senators John Kerry and Hank Brown, the CIA had discovered
the essentials of the bank’s criminal activities by 1985 but had never
properly conveyed these facts to law-enforcement agencies.22 Proponents
of closer cooperation between intelligence and law-enforcement agencies
maintain that globalization and the end of the Cold War make separation
between national security and domestic law unrealistic.

A series of laws passed during the 1980s made various acts occurring
outside the borders of the United States criminal acts prosecutable within
the United States if they involved American citizens. These laws included
the Omnibus Diplomatic Security and Antiterrorism Act of 1986 (Public
Law 99-399), which established jurisdiction over violent terrorist acts
against Americans overseas; the Act for the Prevention and Punishment
of Hostage-Taking (18 USC §1203 (1988)); the Aircraft Sabotage Act
(Public Law 98-473, 18 USC 63.2, 40 USC App. 1301, 1471 1972,
(Supp. v. 1987)); and Public Law 101-519, which established US district
court jurisdiction over suits to recover damages in international terror-
ism cases. The passage of these laws left unclear how they were to be
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implemented, and, in particular, what role national security should play
in international law enforcement.

The Clinton administration initiated internal discussions on these is-
sues. Then the 1997 Intelligence Authorization Act (§814) stated the
following:

. . . elements of the Intelligence Community may, upon the request of a
United States law enforcement agency collect information outside the United
States about individuals who are not United States persons. Such elements
may collect such information notwithstanding that the law enforcement
agency intends to use the information collected for purposes of a law en-
forcement investigation or counterintelligence investigation.

This wording carefully steers clear of permitting the intelligence commu-
nity to spy on Americans directly, but opens the way for unprecedented
collaboration between the intelligence and law-enforcement communi-
ties. Since 9/11, however, the wall between intelligence and law enforce-
ment has been eroded and cooperation between intelligence and law en-
forcement has been expanded on many fronts. This is discussed further
in chapter 11.

It has long been recognized that agents of foreign powers—we used
to talk about spies, now we talk about terrorists—may commit crimes
in the US but do not behave like ordinary criminals and are not readily
controlled by ordinary law-enforcement activities. To start with, they of-
ten have the support of foreign intelligence or covert operations services
that provide them with equipment, training, or information not available
to common criminals. Not only may they be provided with money, ex-
pertly forged credentials, and weapons smuggled in in the diplomatic
bag, they may be provided with intelligence about the actions of the
law enforcement agencies that are pursuing them. More fundamentally,
foreign agents are not part of American society and do not care about
its censure. They may accept going to prison as a risk of the work or
even look forward to prison as a badge of honor. In prison, they may act
on training about how to behave as a prisoner, how to escape, how to
continue to work for the home country, etc. Their spirits may be buoyed
by the knowledge that they may be traded for American agents captured
by their own side.

These considerations are considered adequate justification for special
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laws dealing with agents of foreign powers and special agencies for car-
rying out those laws. In the United States the Foreign Intelligence Surveil-
lance Act, the Classified Information Procedures Act, and more recently
the USA PATRIOT Act have been passed with this in mind. Such laws
diminish the presumption-of-innocence-based protection that the Con-
stitution guarantees to ordinary citizens suspected of crimes and allow
the government to act “more expediently,” most particularly, in secret.

Unfortunately, there is an opposite side of this coin that generally faces
down and goes unobserved. If the Constitution’s guarantees of due pro-
cess, presumption of innocence, and the right to be confronted by one’s
accusers are to be upheld, laws aimed at agents of foreign powers must
be circumscribed so that they cannot be broadly applied. Unfortunately,
this is not done as often as it should be and prosecutors dealing with
ordinary criminal activities are quick to make use of the new “tools” to
improve their conviction rates.



6
Privacy: Protections and Threats

Protecting the national security and enforcing the laws are basic societal
values. Often they stand in competition with another basic societal value:
privacy. The competition is hardly an equal contest. National security
and law enforcement not only have political constituencies, they are
represented by major societal organizations. Privacy has no such muscle
behind it. As a result, although an attachment to privacy endures and at
times grows, privacy is often violated.

The Dimensions of Privacy

Our focus throughout this book is on privacy in communications. How-
ever, it is valuable to draw back and view privacy in a broader context.

Two hundred years ago, if you chose to speak to a colleague about
private matters, you had to do it in person. Others might have seen
the two of you walk off together, but to overhear your conversation an
eavesdropper would have had to follow closely and would likely have
been observed. Today, the very communication links that have made it
possible to converse at a distance have the potential to destroy the privacy
such conversations previously enjoyed.

From video cameras that record our entries into shops and buildings
to supermarket checkout tapes that list every container of milk and pack-
age of cigarettes we buy, privacy is elusive in modern society. There are
records of what we do, with whom we associate, where we go. Insurance
companies know who our spouses are, how many children we have, how
often we have our teeth cleaned. The increasing amount of transactional
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information—the electronic record of when you left the parking lot, the
supermarket’s record of your purchase—leaves a very large public foot-
print, and presents a far more detailed portrait of the individual than
those recorded at any time in the past. Furthermore, information about
individuals is no longer under the control of the person to whom the
information pertains; such loss of control is loss of privacy.

Privacy as a Fundamental Human Right
Privacy is at the very soul of being human. Legal rights to privacy ap-
peared 2000 years ago in Jewish laws such as this: “[If one man builds
a wall opposite his fellow’s] windows, whether it is higher or lower than
them . . . it may not be within four cubits [If higher, it must be four cubits
higher, for privacy’s sake].” (Danby 1933, p. 367) The Talmud explains
that a person’s neighbor “should not peer and look into his house.”

Privacy is the right to autonomy, and it includes the right to be let
alone. Privacy encompasses the right to control information about our-
selves, including the right to limit access to that information. The right to
privacy embraces the right to keep confidences confidential and to share
them in private conversation. Most important, the right to privacy means
the right to enjoy solitude, intimacy, and anonymity (Flaherty 1989, p. 8).

Not all these rights can be attained in modern society. Some losses
occur out of choice. (In the United States, for example, candidates for
office make public much personal information, such as tax and medical
records, that private citizens are allowed to keep private.) Some losses are
matters of convenience. (Almost no one pays bills in cash anymore.) But
the maintenance of some seclusion is fundamental to the human soul.
Accordingly, privacy is recognized by the international community as
a basic human right. Article 12 of the 1948 Universal Declaration of
Human Rights states:

No one shall be subjected to arbitrary interference with his privacy, family,
home or correspondence, nor to attacks upon his honour and reputation.
Everyone has the right to the protection of the law against such interference
or attacks. (Academy on Human Rights 1993, p. 3)

The 1967 International Covenant on Human Rights makes the same
point.1
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The Soviet Union, East Germany, and other totalitarian states rarely
respected the rights of individuals, and this included the right to privacy.
Those societies were permeated by informants,2 telephones were assumed
to be tapped and hotel rooms to be bugged: life was defined by police
surveillance. Democratic societies are supposed to function differently.

Privacy in American Society
Privacy is essential to political discourse. The fact is not immediately
obvious, because the most familiar political discourse is public. History
records political speeches, broadsides, pamphlets, and manifestos, not
the quiet conversations among those who wrote them. Without the op-
portunity to discuss politics in private, however, the finished positions
that appear in public might never be formulated.

Democracy requires a free press, confidential lawyer-client relations,
and the right to a fair trial. The foundations of democracy rest upon
privacy, but in various democratic societies the protection of privacy is
interpreted in varying ways. Britain, for example, has much looser laws
regarding wiretaps than the United States. A number of European nations
extend more protection to individuals’ data records than the US does.

Privacy is culture dependent. Citizens of crowded countries such as
India and the Netherlands hold very different views of what constitutes
privacy than citizens of the United States. The American concept devel-
oped in a land with a bountiful amount of physical space and in a culture
woven from many disparate nationalities.

In the 1970s, as rapid computerization brought fear of a surveillance
society, some nations sought to protect individuals from the misuse of
personal data. Sweden, Germany, Canada, and France established data-
protection boards to protect the privacy and the integrity of records on
individual citizens. When the US Congress passed a Privacy Act with
a similar goal,3 President Gerald Ford objected to the creation of an-
other federal bureaucracy, and no US data-protection commission was
ever established (Flaherty 1989, p. 305). A number of states have data-
protection and security-breach notification laws and California includes
a right to privacy in its state constitution. It would, however, be a mistake
to view the lack of a major regulatory apparatus in the United States as
a complete lack of legal protection of privacy.
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Privacy Protection in the United States

Most Americans believe that privacy is a basic right guaranteed by the
Constitution. The belief has some truth to it, but not nearly as much
as some believe. Nowhere is the word privacy mentioned in the Consti-
tution, nor is a right to privacy explicit in any amendment. Privacy is
nonetheless implicit to the Constitution.

The First Amendment protects the individual’s freedoms of expression,
religion, and association. The Third Amendment protects the private citi-
zen against the state’s harboring an army in his home, the Fourth against
unreasonable search or seizure. The Fifth Amendment ensures that an
individual cannot be compelled to provide testimony against himself.
The Ninth Amendment reserves to “the people” those rights that are not
enumerated in the Constitution. And “the Fourteenth Amendment’s guar-
antee that no person can be deprived of life, liberty or property without
due process of law, provides an additional bulwark against governmental
interference with individual privacy” (USSR 93 Federal Data Banks, p.
ix).

The Early Years
Three hundred years ago, the colonists’ portion of the North American
continent consisted of farms, small towns, and a few small cities. Eaves-
droppers were easily avoided by walking to a place where one could not
be overheard. Although the colonists’ application of English common law
provided for the punishment of eavesdroppers (Friedman 1973, p. 254),
more typically such crimes were handled by their discoverers (Flaherty
1989, p. 89).

The problem of the mail being less than private was less easily dis-
posed of, for mail delivery entailed dependence on others. In colonial
America mail delivery was haphazard; letters from Europe would be left
by a ship’s captain at a local tavern, awaiting pickup by their intended
recipients but meanwhile open to inspection by all passersby. Within the
colonies mail was delivered by travelers and merchants, or by special
messengers, and privacy was likewise not assumed. In 1710, in creating a
postal delivery system in the colonies, the British government established
privacy protection similar to what existed in England; at least in law, the
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opening of letters and other forms of tampering was forbidden without
authorization by the secretary of state (Seipp 1977, p. 11).4

Despite the law regarding privacy of the mails, the British govern-
ment maintained a “secrets office . . . whose staff routinely opened corre-
spondence that the government considered potentially subversive” (John
1995, p. 43). Letters from London and the countryside were opened in
the Secretary’s private office, while Irish correspondence were opened by
a clerk in Dublin Castle (Ellis 1958, p. 64). Foreign mail was opened
in a special office whose names over the years were the “Private Foreign
Office,” “Secret Department,” and “Secret Office” (ibid., p. 65). The size
of this office varied; by 1810, there were ten on staff (ibid., p. 69). The
French maintained a cabinet noir for a similar purpose (John 1995, p. 43).

Before the establishment of the United States, Postmaster-General Ben-
jamin Franklin believed that his own mail was being opened and read
(Franklin 1907, pp. 461–462). Later, Thomas Jefferson held a similar
concern.5

The political revolutionaries who established the United States thus
had a visceral understanding of the importance of the postal privacy.
In the Postal Act of 1792, Congress did three important things: postal
officials were prohibited from inspecting the contents of mail (unless
the mail was undeliverable); the mailing of newspapers was at a very
low cost, thus encouraging political discourse; and Congress was given
the right to determine postal routes (John 1995, p. 31). The latter two
had surprising consequences. Because the legislature had—and used—
the ability to expand postal routes, including into locales in which the
postal routes were not self-supporting, the US postal service expanded
rapidly. By 1828, the United States had twice as many post offices as
Britain and five times as many as France (ibid., p. 5).6 Because of the
democratizing effects of the Postal Act, fears about a strong federal postal
system did not emerge. Rather, the postal service was one of the few
strong federal institutions early in the nation’s history (Starr 2003, p. 3).

In 1825 Congress addressed the problem of spying in the mails with the
Postal Act (4 Stat. 102, 109), which prohibited prying into another per-
son’s mail. Practice did not necessarily follow the law. During the 1850s
there were complaints about the “greedy fingers” through which the mail
passed,7 and during the Civil War there were government attempts to
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open private civilian mail.8 In 1878 the Supreme Court ruled that the
government could not open first-class mail without a search warrant (Ex
Parte Jackson, 96 US 727, p. 733).

The invention of the telegraph led to a new way of communicating and
two new ways of eavesdropping: one could tap the wire9 or one could
read the messages later from copies kept by the telegraph companies.
The latter was the search method preferred by the government.

At the beginning of the Civil War, the government took control of
the telegraph wires and seized copies of all telegrams sent within the
previous 12 months (Plum 1882, p. 69). For the duration of the war, the
federal government censored all dispatches emanating from Washington
(Randall 1951, pp. 482–483). But the War Department did not have full
success in controlling the medium. In 1864, attempting to track down the
source of a false newspaper story that the president planned to call up an
additional 400,000 men, the government sought copies of all telegrams
sent out from Washington, but company operators refused to cooperate.
They were arrested and held for several days until Army investigators
uncovered the perpetrator—a stock manipulator (Bates 1907, pp. 228–
243).

Some of the complexity of the fight over the privacy protection af-
forded to telegraphs was due to the fact that, unlike the mails, this new
communication medium was controlled by private enterprise. The gov-
ernment sought two seemingly contradictory goals: to protect privacy
of communications from the prying eyes of operators (Seipp 1977, pp.
83–95) and to establish broad search privileges for itself.

Telegraph companies sought to assure the public that communications
would be private (ibid., pp. 89–90). The government’s determination to
obtain copies of telegrams pressed against this, and the conflict came to
a head in 1876 with the contested presidential election between Hayes
and Tilden. During a fight over electoral votes from Louisiana and Ore-
gon, a House committee questioned the manager of Western Union’s
New Orleans office about telegrams. Under orders from Western Union’s
president, the manager refused to reveal the contents of the disputed
dispatches. The House held the manager in contempt. Another Western
Union manager in Oregon faced a similar situation with the Senate. The
company responded that it would henceforth destroy copies of telegrams
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as quickly as account keeping would allow (New York Tribune 1876).
However, the policy was never carried out, and on January 20, 1877,
with the manager of the New Orleans office in custody at the Capitol
and the company’s president ill, Western Union gave in to congressional
pressure, and responded to the subpoena (Seipp 1977, p. 54). Western
Union prepared a bill for Congress in which telegrams were provided the
same legal protections as US mail (New York Tribune 1880). Although
the bill was reported favorably out of committee, it was not heard of
again.

Several court decisions put a partial closure on the issue. One of these
involved a St. Louis grand jury investigation of a gambling ring that
allegedly involved Missouri’s governor and the police commissioner of
St. Louis. When the manager of the Western Union office refused to hand
over copies of telegrams (New York Times 1879), the company appealed
and won a partial victory; the Missouri Supreme Court ruled that, al-
though telegraph messages were not accorded the privacy protection the
company sought (the same as for US mail), any request for copies of
telegrams had to include both the date and the subject of the message
(Ex Parte Brown, 72 Mo. 83 95 (1880), in Seipp 1977, p. 58). A number
of other decisions around that time reached the same conclusions (ibid.,
p. 59).10

After the Civil War the United States experienced rapid industrial-
ization and urbanization. Small towns have never been much known
as respecters of privacy, but in such locales the ubiquity of gossip was
mitigated by the fact that news did not travel far. As the invention of
rotary presses, linotypes, and automatic folders led to a sharp increase
in the number of newspapers and to the advent of “yellow journalism,”
that ceased to be true. Against such a backdrop Samuel Warren, a so-
cially prominent paper manufacturer, and his former law partner Louis
Brandeis, later to become a Supreme Court Justice, wrote an article on
privacy for the 1890 Harvard Law Review. Warren and Brandeis argued
that the changes caused by technology called for a response in law:

That the individual shall have full protection in person and in property is a
principle as old as the common law; but it has been found necessary from
time to time to define anew the exact nature and extent of such protec-
tion. . . . [I]n very early times, the law gave only for physical interference
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with life and property . . . Later, there came a recognition of man’s spiritual
nature, of his feelings and his intellect. Gradually the scope of these legal
rights broadened; and now the right to life has come to mean the right to
enjoy life,—the right to be let alone. . . . (Warren and Brandeis 1890, p. 193)

Instantaneous photographs and newspaper enterprise have invaded the sa-
cred precincts of private and domestic life; and numerous mechanical devices
threaten to make good the prediction that “what is whispered in the closet
shall be proclaimed from the housetops.” (ibid., p. 195)

The success of the US Postal Service in contributing to the development
of the country in the nineteenth century rested on two characteristics not
shared by other postal systems of the time. On one hand, it promoted
rural growth by subsidizing rural mail; the cost of sending a letter within
the US was the same regardless of where it went. A letter that had to be
carried miles to a postbox on a country road cost the same as one that
was delivered to an address near the central post office of a big city. The
other was one not shared by European mail systems: the US mail was not
the agent of government spying. Postal patrons could send letters secure
in the knowledge that their mail was private.11

By comparison, the French mail was very much a tool of surveillance.

Privacy as a Principle of Law
Law review articles may shape legal philosophy, but it is statutes and
court decisions that determine the law. In the first round between tele-
phone technology and privacy, privacy lost.

In 1928 Prohibition was still in force and illegal liquor distribution
was big business. Among the “businessmen” were Roy Olmstead and his
partners, who had a large liquor importing and distribution operation
in Seattle. The enterprise employed 50 people, including salesmen, dis-
patchers, deliverymen, bookkeepers, and even an attorney. Outside the
city they had a ranch with an underground hideaway for storage, and
throughout the city they had smaller caches. Their headquarters, in a
large downtown office building, had three phone lines in the main office.
In addition, Olmstead and several of his associates had office lines at
home.

Federal agents installed wiretaps in the basement of the headquarters
building and on lines in streets near the conspirators’ homes. For months
four prohibition officers eavesdropped on the conspirators as they or-
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dered cases of liquor, arranged bribes for the Seattle police, and reported
news of seized alcohol. The wiretap evidence played a crucial role in
Olmstead’s conviction, but should the evidence have been admitted? No
warrants were sought, but neither did the agents enter private homes
or offices to place the taps (Olmstead 1928). Because the evidence had
been obtained from warrantless wiretaps installed by the government, the
defendants claimed that the wiretapped evidence had been obtained in
violation of the Fourth Amendment. Use of the evidence also violated the
Fifth Amendment, the defendants argued, because they had unwillingly
become witnesses against themselves.

The US Supreme Court did not buy these arguments, and five of the
justices voted to uphold a lower court’s conviction. In an irony of his-
tory, the most famous opinion to come out of the case is Justice Louis
Brandeis’s dissent, which includes these passages:

When the Fourth and Fifth Amendments were adopted, “the form that evil
had heretofore taken” had been necessarily simple. Force and violence were
then the only means known to man by which a Government could directly
impel self-incrimination. It could compel the individual to testify—a com-
pulsion effected, if need be, by torture. It could secure possession of his pa-
pers and other articles incident to his private life—a seizure effected, if need
be, by breaking and entry. Protection against such invasion of “the sanctities
of a man’s home and the privacies of life” was provided in the Fourth and
Fifth Amendment by specific language. . . . But “time works changes, brings
into existence new conditions and purposes.” Subtler and more far-reaching
means of invading privacy have become available to the Government. Dis-
covery and invention have made it possible for the Government, by means
far more effective than stretching upon the rack, to obtain disclosure in court
of what is whispered in the closet. (Brandeis 1928, p. 473)

Unjustified search and seizure violates the Fourth Amendment. . . . [I]t fol-
lows necessarily that the Amendment is violated by the officer’s reading the
paper without a physical seizure, without his even touching it; and that use,
in any criminal proceeding, of the contents of the paper so examined . . . any
such use constitutes a violation of the Fifth Amendment.

The protection guaranteed by the Amendments is much broader in scope.
The makers of our Constitution undertook to secure conditions favorable to
the pursuit of happiness. They recognized the significance of man’s spiritual
nature, of his feelings and his intellect. . . . They sought to protect Americans
in their beliefs, their thoughts, their emotions and their sensations. They
conferred, as against the Government, the right to be let alone—the most
comprehensive of rights and the right most valued by civilized man. To
protect that right, every unjustifiable intrusion by the Government upon the
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privacy of the individual, whatever the means employed, must be deemed a
violation of the Fourth Amendment. And the use, of evidence in a criminal
proceeding, of facts ascertained by such intrusion must be deemed a violation
of the Fifth. (ibid., pp. 477–478)

A decade later, in the Nardone cases (Nardone v. United States, 302 US
379 (1937) and 308 US 338 (1939)), the Supreme Court avoided consti-
tutional questions and used the Federal Communications Act as a basis
for making warrantless wiretapping illegal. In effect, though not in law,
this supported the principles Brandeis had espoused in Olmstead. In later
rulings the Court outlawed the use of warrantless electronic surveillance
of any type. Other cases before the Court further helped to define the
parameters of privacy.

A 1958 ruling held that the First Amendment right to free association
included the privacy of such association. In an effort to curb the political
activities of the National Association for the Advancement of Colored
People, Alabama filed suit against that organization, which had helped
organize the Montgomery bus boycott and secure the admission of blacks
to the segregated state university. The NAACP was ordered to produce
a number of records, including its membership list. In the climate of the
times, this would have been dangerous to the individuals named, and the
NAACP refused to comply. The Court sided with the defendants:

[O]n past occasions revelation of the identity of its rank-and-file mem-
bers has exposed these members to economic reprisal, loss of employment,
threat of physical coercion, and other manifestations of public hostility. . . .
(NAACP v. Alabama. 357 US 449, 1958, p. 462)

[I]mmunity from state scrutiny of membership lists that the Association
claims on behalf of its members is here so related to the rights of the mem-
bers to pursue their lawful private interests privately and to associate freely
with others in so doing as to come within the protection of the Fourteenth
Amendment.12 (ibid., p. 466)

Seven years later, in Griswold v. Connecticut, the Supreme Court
greatly expanded privacy protections by including rights that were not
specifically enumerated within the Bill of Rights. Connecticut’s Birth
Control Act outlawed the sale and use of contraceptives, and the state
had prosecuted the executive director of Planned Parenthood and a
New Haven doctor who had given out contraceptive information. The
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Supreme Court ruled that the state had no business legislating on matters
having to do with what goes on in the privacy of the bedroom. In so
doing, it developed the theory that the protections afforded by the Bill of
Rights cast wide shadows:

This law . . . operates directly on an intimate relation of husband and wife
and their physician’s role in one aspect of that relation.

The association of people is not mentioned in the Constitution nor in the
Bill of Rights. The right to educate a child in a school of the parents’ choice
—whether public or private or parochial—is also not mentioned. Nor is the
right to study any particular subject or any foreign language. Yet the First
Amendment has been construed to include certain of those rights. (Griswold
v. Connecticut, 381 US 479, 1965, p. 482).

In NAACP v. Alabama, 357 US 449, 462, we protected the “freedom to
associate and privacy in one’s associations.”. . . In other words the First
Amendment has a penumbra where privacy is protected from governmental
intrusion. . . .

[S]pecific guarantees in the Bill of Rights have penumbras, formed by em-
anations from those guarantees that help give them life and substance. . . .
(ibid., p. 483)

Two years later, the Supreme Court ruled that telephone calls, includ-
ing those made in public places, were private. Charles Katz had placed a
$300 bet from a phone booth in Los Angeles. An FBI team investigating
interstate gambling had, without benefit of a search warrant, installed an
electronic bug in the phone booth and picked up Katz’s portion of the
conversation. The Court ruled:

[T]he Fourth Amendment protects people, not places. What a person know-
ingly exposes to the public, even in his own home or office, is not a subject of
Fourth Amendment protection. . . . But what he seeks to preserve as private,
even in an area accessible to the public, may be constitutionally protected.
(Charles Katz v. United States, 389 US 347, 1967, p. 311)

Katz’s conviction was overturned. However, the Supreme Court was not
heading down a one-way path to greater privacy protection, as Mitchell
Miller, who used his checking account for an illegal moonshine business,
discovered.

In December 1972, a deputy sheriff in Houston County, Georgia,
stopped a suspicious van driven by Miller’s business partners. The van
was carrying materials for making a still. Several weeks later, during a
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fire at a warehouse Miller had rented, firemen and police discovered a
distillery and whiskey, on which no taxes had been paid. The Bureau of
Alcohol, Tobacco, and Firearms issued a subpoena to Miller’s bank for
his account records, which the bank gave to federal agents. A grand jury
subsequently indicted Miller on various moonshining charges. Arguing
that because the seized material constituted self-incriminating material
the subpoena was an illegal search and seizure, Miller tried to suppress
the account information. The Court did not support him:

We find there is no intrusion into any area in which respondent had a pro-
tected Fourth Amendment interest. . . .

On their face, the documents subpoenaed here are respondent’s “private
papers”. . . . (United States v. Miller, 425 US 435, 1976, p. 440)

[I]f we direct our attention to the original checks and deposit slips, rather
than to the microfilm copies actually viewed and obtained through the sub-
poena, we perceive no legitimate “expectation of privacy” in their contents.
The checks are not confidential communications, but negotiable instruments
to be used in commercial transactions. All of the documents obtained, in-
cluding financial statements and deposit slips, contain only information
voluntarily conveyed to the banks and exposed to their employees in the
ordinary course of business. (ibid., p. 442)

Here the Court deemed only that which has an “expectation of privacy”
worthy of Fourth Amendment protection. Such a decision is very much
a double-edged sword for privacy. On the one hand, it forms the basis
for such privacy rulings as the Kyllo decision (Kyllo v. United States, 533
US 27, 2001), in which the Supreme Court ruled that the warrantless
use of a thermal-imaging device to determine “hot spots” in a private
house (and thus the likelihood that marijuana was being grown) was a
violation of Fourth Amendment rights.13 On the other, the lack of pri-
vacy in Internet communications leaves that domain highly unprotected
under the “expectation of privacy” standard. This is why privacy pro-
tection for communication is often established by legislative enactment.
Statutes define what the expectation of privacy is for new technological
environments.
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Privacy Threatened

In the name of efficiency, the US government and many businesses have
amassed huge databases containing profiles of their “customers.” The
gains in efficiency are accompanied by losses of privacy.

Credit cards leave a trail of where their holders travel, where they shop,
and what they buy. Studying billing patterns, the European branch of
American Express tailors the promotional material it sends its customers
to their individual purchasing patterns, and plans are afoot to offer the
same “service” in the United States. “‘A Northern Italian restaurant
opens in midtown Manhattan,’ [the CEO of American Express] says, by
way of an example. ‘We know from the spending of card members which
of them have eaten in Northern Italian restaurants in New York, whether
they live in New York or Los Angeles. We make the offer of a free or dis-
counted meal available only to those card members.’” (Solomon 1995, p.
38) The long-distance telephone company MCI offers its users discounts
on calls to the ten numbers they call most often, and the carrier identifies
those numbers for the customers. These companies are not unique in the
amount they know about their customers’ purchasing patterns, though
they are perhaps more public about it.

Although there has been no public protest of the two transactional
data collections described above, there are periodic episodes in which the
public says to a company “Leave us alone.” In the early 1990s the soft-
ware firm Lotus and the Equifax credit bureau were developing a CD-
ROM that would contain the names, estimated incomes, and purchasing
habits of 120 million Americans. The companies received 30,000 letters
opposing the project, and it was killed (Piller 1993, p. 11). Similarly, for
exactly 10 days Lexis-Nexis, a leading information broker, offered an
online service that included access to Social Security numbers. An out-
pouring of objections from customers caused the company to discontinue
the service (Flynn 1996).

On occasion the federal government has stepped in to safeguard pri-
vacy. In 1970 Congress passed the Fair Credit Reporting Act, which en-
sures that individuals have rights in connection with credit records main-
tained by private databases. The publicity surrounding Judge Robert
Bork’s rental habits14 led to the Video Privacy Protection Act of 1988,
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which prohibits release of video rental records. The Federal Privacy Act
places limits on the types of information federal agencies may collect on
individuals. California, Connecticut, the District of Columbia, Illinois,
New Jersey, and Wisconsin all have laws that protect cable TV sub-
scribers’ records against release. Almost all states recognize the doctor-
patient privilege (Privacy Journal 1992). Legislative protections of pri-
vacy are sparse but not unknown.

In the United States of the mid 1990s, there were over 500 commercial
databases buying and selling information (Piller 1993, p. 10). Despite
this proliferation of private purveyors of information, US citizens fear
their government more. A Harris survey showed that in response to the
question “Which type of invasions of privacy worry you the most in
America today—activities of government agencies or businesses?” Fifty-
two percent of the respondents answered that government agencies were
their greater worry; 40 percent said business (Center for Social and Legal
Research, p. 7).

Data collection by the US government dwarfs that by private enter-
prise. It is a rare American indeed who is not in a government database;
most are in many. In the early 1990s, the agencies of the federal gov-
ernment supported 910 major databases (USGAO 1990, p. 2) containing
personal data: 363 in the Department of Defense, 274 in the Department
of Health and Human Services, 201 in the Department of Justice, and
109 in the Department of Agriculture (ibid., p. 41). Fifty-six percent of
these systems allowed access by other federal, state, and local agencies;
some even allowed access by private organizations (ibid., p. 18). Com-
puter matching promotes efficiency and curtails fraud and duplication.15

We no longer know how many federal databases there are; in 1996, the
reporting requirements of the 1974 Privacy Act16 were diminished and
the data are effectively no longer made public.17 Other things changed
too.

The 1974 Privacy Act requires data minimization (only data “relevant
and necessary” to the task should be kept) and puts into place rules about
data sharing between agencies (with a clear description of the records to
be shared and not without a written agreement describing the purpose
and justification). There is, however, no set of requirements on what data
the government is allowed to purchase from databrokers; such companies
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did not exist in 1974, when the Privacy Act was passed. While in the
early 1990s data collection by the US government dwarfed that by pri-
vate enterprise. that is no longer the case. Inexpensive storage18 and fast
matching algorithms have made commercial databrokers a profitable—
and almost completely unregulated—business, completely changing the
meaning of “know your customer.” This revolution has also changed the
information available to government.

After the 9/11 attacks, the US government turned to databrokers to
expand its information on the US population. One of these is Acxiom,
an Arkansas company with “information on almost 200 million people
living in 110 million households” (O’Harrow 2005, p. 61). Acxiom’s
information on American households includes not only “names, birth
dates, genders, addresses,” but “number of adults [in the household], the
presence of children, their genders and ages and school grades,” house
assessment and market value, the families’ occupations and net worth
and estimated income (ibid., p. 49). It appears that there is not much
that Acxiom doesn’t know. Another large databroker is ChoicePoint, a
Georgia company marketing to state police, with over seventeen billion
online public records—and forty thousand more records added each day
(ibid., p. 145). It is estimated that ChoicePoint has records on more than
220 million people (ibid., p. 145).

The lack of regulation delimiting government acquisition of informa-
tion collected by private databrokers is a serious hole in government pri-
vacy law, but one seemingly difficult to change at a time when fear of ter-
rorism drives the political agenda. In the 1950s and the 1960s, when fear
of communism was paramount, the government response included in-
vestigating and disrupting political activities and attempting to discredit
civil-rights leaders, including Martin Luther King Jr. The government’s
power is immense, and has often been used to invade citizens’ privacy. In
the 1950s and the 1960s, those invasions were a matter of policy. Now
technology has been developed to enable such invasions of a far grander
scale. Changing public policy is rarely easy. Changing policies that are
buttressed by widespread commercial practices and large investments in
equipment is rarely possible.
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Privacy Lost

Invasions of privacy have occurred despite legal provisions to the con-
trary. The debate about cryptography is a debate over the right of the
people to protect themselves against government surveillance. But pri-
vacy intrusions are difficult to uncover. Many are suspected but few are
proven. Those that are discovered are frequently exposed only as a result
of years of litigation or through a major investigation like the Church
Committee hearings of the 1970s.19 Thus in order to judge the citizenry’s
need for protection against government surveillance, we take the long
view and we look more closely at the government invasions of personal
privacy over the last 50 years.

The 1940s
Article 1 of the US Constitution requires that a census be taken every 10
years to determine proper representation in Congress. In the first 50 years
of the republic census questions were limited to numbers and age (Wright
and Hunt 1900, pp. 132–133), but by 1840 the census included questions
about the employment of family members (ibid., p. 143). Public objec-
tion led the Census Bureau to tell the public that the public statistical
tables included only aggregate data and to remind the census takers that
“all communications made to [you] in the performance of this duty . . .
[are] strictly confidential” (ibid., p. 145). By 1880 the questionnaire had
become considerably more detailed, asking about employment status,
education level, and place of birth. The 1890 census showed a similar
interest in personal detail, and people objected. In New York City alone,
60 people were arrested for refusing to answer census questions (New
York Tribune 1890).

For the 1900 census, Congress made unauthorized disclosure of infor-
mation about individuals a misdemeanor; for the 1920 census, a breach
of confidentiality was made a felony (Davis 1973, p. 200). The current
law, passed in 1929, explicitly states that no one other than “sworn
employees of the Census Office”20 shall be able to examine individual
reports.

In 1980 the Census Bureau advertised that even during World War II,
when there had been fears of a fifth column among Japanese-Americans
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living on the West Coast, the Census Bureau never gave out information
about individuals (Okamura 1981, p. 112). The Census Bureau lied. A
1942 War Department report described the role of the Census Bureau in
the roundup of Japanese-Americans:

The most important single source of information prior to the evacuation was
the 1940 Census of Population. Fortunately, the Bureau of the Census had
reproduced a duplicate set of punched cards for all Japanese in the United
States shortly after the outbreak of war and had prepared certain tabulations
for the use of war agencies. . . . These special tabulations, when analyzed,
became the basis for the general evacuation and relocation plan. (USDoW
1943)

These people lost their incomes, their property, and their rights as citi-
zens. The Census Bureau, whose data about individuals, under law, was
not to be released, supplied the information that helped the military to
round up the Japanese-Americans.21

Other Americans lost privacy rights during the war too. Expressing
concern about Communist influence, the FBI wiretapped the Congress
of Industrial Organizations’ Council and Maritime Committee; the To-
bacco, Agricultural, and Allied Workers of America; the International
Longshoremen’s and Warehousemen’s Union; the National Maritime
Union; the National Union of Marine Cooks and Stewards; and the
United Public Workers of America (Theoharis and Cox 1988, pp. 10 and
438). It bugged the United Automobile Workers and the United Mine
Workers.

The privacy of the mails was also invaded. Beginning in 1940 and con-
tinuing until 1973, FBI and CIA agents read the private mail of thousands
of citizens.22 The justification was the Cold War, but Senate investigators
later called this “essentially domestic intelligence” (USSR 94 Intelligence
Activities: Staff Reports, p. 561). Without warrants and without con-
gressional or clear presidential authority, intelligence agents opened and
perused the mail of private citizens, senators, congressmen, journalists,
businessmen, and even a presidential candidate. Domestic peace orga-
nizations, such as the American Friends Service Committee, had their
mail opened, as did scientific organizations, including the Federation of
American Scientists. So did the writers Edward Albee and John Steinbeck.
Americans who frequently visited the Soviet Union or corresponded with
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people there were singled out, as were educational, business, and civil-
rights leaders (USSR 93 Electronic Surveillance for National Security,
pp. 574–575). In one program, more than 200,000 pieces of mail were
illegally opened.

Telegrams were even less private. The National Security Agency re-
quested copies of telegrams to and from certain foreign intelligence tar-
gets, and Western Union complied with the request. RCA Global and ITT
went further, giving NSA access to the “great bulk” of their telegrams.
In the early stages of this program, the government received paper tapes,
and the volume of material precluded sorting on content. In the early
1960s, RCA and ITT World Communications switched to magnetic tape
for storing telegrams, and then the two companies shipped copies of all
overseas telegrams to NSA. The agency read all telegrams to or from
people on the “watch list,” which included both foreigners that the gov-
ernment had decided were attempting to exert control on US policy and
Americans citizens engaged in peaceful protest against government policy
(USSR 94 Intelligence Activities: Rights of Americans, p. 108).

The mail and telegram searches were largely untargeted invasions of
privacy. There were also highly targeted ones. For example, President
Harry Truman did not trust Thomas Corcoran, a Washington lobbyist
who had been a close confidant of President Franklin Roosevelt. Truman
asked the FBI for a telephone tap on Corcoran’s phone. Conversations
were recorded in which Corcoran and Supreme Court justices Hugo
Black, William O. Douglas, and Stanley Reed discussed the pros and
cons of various possible nominees for chief justice (Charns 1992, p. 25).
After considering sitting justices William O. Douglas and Robert Jack-
son, Truman went outside the Court for his nominee, choosing Treasury
Secretary Fred Vinson, his friend and poker buddy. However Truman
made his choice for chief justice, he is known to have discarded certain
nominees after seeing the Corcoran transcripts. We do not know if the
wiretapped conversations influenced Truman in his decision, but we do
know that the other participants had not intended Truman to be a silent
participant.23
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The 1950s
The opening of mail continued after World War II and after the Korean
War. Various programs to photograph mail remained in effect, and pho-
tos were indexed, filed, and stored.

Throughout the 1950s the FBI aggressively pursued Communists wher-
ever it thought they might be found. By the mid 1950s even many FBI
agents did not view the American Communist Party as a serious threat,24

but the bureau continued to investigate the party and related groups, con-
ducting searches that were far out of proportion to the perceived threats.
For example, the Socialist Workers Party was the subject of 20 years
of wiretaps, burglaries, and bugs by the government investigators, even
though the FBI knew that the group did not advocate violence (Shack-
elford 1976). Through warrantless break-ins the bureau photographed
such papers as “Correspondence identifying contributors to SWP election
campaign fund,” “Correspondence re arrangements for [name deleted] to
debate at Yale University,” and “Letter . . . detailing health status of . . .
Nat’l Chairman.”25 Eventually the Socialist Workers Party sued the US
government for violations of constitutional rights, winning more than
$250,000 in damages.26

The FBI’s pursuit of Communists led to investigations of such sub-
versive domestic organizations as parent-teacher associations, civil rights
organizations, and various racial and religious groups (USSR 94 Intelli-
gence Activities: Rights of Americans, p. 67). The FBI launched probes
of the Ku Klux Klan and the John Birch Society. It also investigated
the Southern Christian Leadership Conference (SCLC), the Congress of
Racial Equality, and the NAACP, despite the fact that these three were all
staunch advocates of non-violence. FBI agents overstepped many bounds
in these inquiries, including those of personal privacy.

The 1960s
In all the inappropriate investigations, one victim stands out, a man
whose privacy was repeatedly and egregiously violated by the FBI: Mar-
tin Luther King Jr. For a number of years the FBI had been investigating
King’s alleged ties to the Communist Party. King’s closest connection to
the Communist Party was through his friend and advisor Stanley Levison.
But Levison had left the Party in 1954. The FBI was well aware of this:
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in 1960 it had attempted to recruit Levison in order to have him rejoin
the Party as an FBI spy (Friedly and Gallen 1993, p. 24).

In 1963, during debates on a pending civil rights bill, Senator James
Eastland of Mississippi, using information given to him by the FBI,
charged that King and the SCLC were being advised by Communists.
Attorney General Robert Kennedy authorized wiretaps on King (USSR
93 Electronic Surveillance for National Security, pp. 111–112). The FBI
decided that the bugging of King was also authorized (ibid.). No evidence
of Communist influence was discovered, but King remained a subject of
wiretaps and bugs. The surveillance had uncovered other information too
valuable for FBI Director J. Edgar Hoover, who hated King, to ignore.

Electronic surveillance in hotel rooms King stayed in when traveling
picked up the minister telling bawdy stories and raucously partying (Dar-
row 1981, p. 109). Although this information had nothing to do with
Communist activity in the civil rights movement, the FBI used the tapes
in an attempt to discredit King. A version of the tapes was sent to his
wife, and Hoover played the tapes for President Lyndon Johnson.

In a further attempt to discredit King, William Sullivan, Associate Di-
rector of the FBI, wrote a monograph on Communist influence in the
civil rights movement that was then made available to the heads of in-
telligence agencies, the Department of State, the Department of Defense,
and the United States Information Agency; it included a salacious sec-
tion on King’s personal life, apparently based on information from the
bugs (USSR 94 Intelligence Activities: Staff Reports, pp. 173–174). The
impetus for this siege was King’s having received the Nobel Peace Prize.
Enraged by this international honor, Hoover tried to spread the news of
King’s personal life anywhere honors for the civil rights leader were being
contemplated.

There was also political espionage against King. At the request of the
White House, the FBI sent 30 special agents to the 1964 Democratic
National Convention in Atlantic City. Their job was to assist the Se-
cret Service and to make sure that the convention was not disrupted by
civil disturbances. The FBI interpreted the latter charge broadly enough
to cover political activities. Johnson was especially concerned about a
challenge to the seating of the regular Mississippi delegation by the
Mississippi Freedom Democratic Party. From an FBI wiretap of King’s
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hotel room in Atlantic City,27 Johnson’s staff discovered the efforts of
King and his associates to unseat the Mississippi delegation. A Senate
investigating committee later observed that “an unsigned White House
memorandum disclosing Dr. King’s strategy in connection with a meeting
to be attended by President Johnson suggests there was political use of
these FBI reports.”28

The investigations of King were not based on national-security consid-
erations. In the case of the Democratic National Convention, the purpose
of the wiretap was to provide political intelligence for the president. As
was well known to the FBI at the time, the other wiretaps and bugs had
no legitimate purpose.

Where many saw peaceful dissent in the civil rights movement and in
the protests against the Vietnam War, the FBI saw domestic upheaval and
began a massive program of surveillance. Riots in Los Angeles and other
cities in the summer of 1965 led to heavy FBI surveillance of black neigh-
borhoods. In 1966, FBI field offices were told to begin preparing semi-
monthly summaries of “existing racial conditions” and of the activities
of all civil rights organizations (USSR 94 Intelligence Activities: Rights of
Americans, p. 71). By 1972 the bureau had over 7400 informants in the
ghettos, including, for example, “the proprietor of a candy store or bar-
ber shop” (ibid., p. 75). The informants were to attend meetings held by
“extremists,” to identify them when they came through the ghetto, and
to identify persons distributing extremist literature (Moore 1972). Since
the FBI’s definition of extremists included such advocates of nonviolence
as Martin Luther King and Ralph Abernathy,29 it is not surprising that
so many informants (one of every 3300 black Americans) were employed
by the FBI during this period.

Fear of potential Communist infiltration led the FBI to investigate the
anti-war movement (USSR 94 Intelligence Activities: Rights of Ameri-
cans, p. 49), and agents conducted their probes as if these apprehensions
had a factual basis. For example, during the spring of 1968, the FBI
sought to wiretap the National Mobilization Office, which was plan-
ning to hold demonstrations during the Democratic National Convention
in Chicago. In this case, despite several requests by the FBI, Attorney
General Ramsey Clark refused to give the bureau permission to wiretap
(Clark 1968).
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The FBI also investigated the women’s liberation movement and vari-
ous university, church and political groups opposed to the Vietnam War
(USSR 94 Intelligence Activities: Rights of Americans, p. 167). A woman
whom the FBI had hired to report on the group Vietnam Veterans against
the War later told a Senate committee: “I was to go to meetings, write up
reports . . . on what happened, who was there, . . . to try to totally iden-
tify the background of every person there what their relationships were,
who they were living with, who they were sleeping with. . . .” (USSH 94
Intelligence Activities: FBI, p. 111)

A Senate subcommittee estimated that between 1967 and 1970 the US
Army maintained files on at least 100,000 Americans (USSR 92 Army
Surveillance, p. 96), including Joan Baez, Julian Bond, Rev. William
Sloane Coffin Jr., Arlo Guthrie, Jesse Jackson, Martin Luther King Jr.,
Representative Abner Mikva, Dr. Benjamin Spock, and Senator Adlai
Stevenson III.30

Much of the information contained in the Army’s files was personal.
“For example, the profile of a well-known local civil rights leader re-
ported that he had four brothers, five sisters, and a widowed mother. An
entertainer was recorded as married and the father of six children. . . .
Another sketch stated that due to flat feet and torn ligaments, failed
to pass Selective Service physical examinations, and his draft board clas-
sified him 1-Y.” (USSR 93 Military Surveillance, p. 56) Though these
people had not served in the Army, the Army’s files contained information
about their financial affairs, sex lives, and psychiatric histories (USSR 92
Army Surveillance, p. 96).

The military also kept files on the American Friends Service Commit-
tee, Americans for Democratic Action, the Congress of Racial Equality,
Clergy and Laymen Concerned about the War, the NAACP, the National
Mobilization Committee to End the War in Vietnam, the SCLC, Veterans
and Reservists to End the War, and Women’s Strike for Peace, among
others (USAINTC 1969). Army agents reported on such subversive ac-
tivities as labor negotiations conducted by the sanitation workers’ union
in Atlanta and actions by Wisconsin welfare mothers who wanted higher
payments (Stein 1971, p. 274). As a Senate subcommittee observed,
“considerations of privacy, relevance, and self-restraint were cast to the
winds” (USSR 93 Military Surveillance, p. 56).
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The 1960s were also a time when President John Kennedy used na-
tional security as a pretext for FBI wiretaps on opponents of his ad-
ministration’s Sugar Bill (see chapter 6) and on several journalists,31

and when the FBI kept President Johnson supplied with political intel-
ligence through biweekly summaries of contacts between foreign officials
and various senators and congressmen (USSR 94 Intelligence Activities:
Rights of Americans, pp. 119–120).

Despite his use of the King wiretaps and his reliance on the FBI for
political surveillance of congressional opponents to the Vietnam War,
President Johnson turned against the use of wiretaps.32 Johnson called
the Title III provisions for wiretapping undesirable even as he signed the
Omnibus Crime Control and Safe Streets Act of 1968 (Congressional
Quarterly Weekly 1968b, p. 1842).33 Richard Nixon took his oath of
office as president 7 months later. In his first full day as president, Nixon
told a reporter that his attorney general, John Mitchell, would govern
wiretapping “with an iron hand” (White 1975, p. 125). Within 4 months,
and without Mitchell’s approval, Nixon’s administration began wiretap-
ping for political purposes.

The political wiretapping began after the New York Times reported
that the United States had been bombing Cambodia for some time. Henry
Kissinger, Nixon’s national security advisor, asked J. Edgar Hoover to
have the FBI find out who had leaked this information to the Times.
Seventeen people, including several journalists, were wiretapped in this
investigation.

Two of those tapped, John Sears and James McLane, were domestic-
affairs advisors with no access to classified national-security material
(USSR 94 Intelligence Activities: Staff Reports, p. 337). White House
speechwriter William Safire was also wiretapped; he had been overheard
on an existing tap promising a reporter background material pertaining
to a presidential address on revenue sharing and welfare reform (USSR
94 Intelligence Activities: Staff Reports, p. 337). No national-security
leaks were ever uncovered by this investigation.

Joseph Kraft, a columnist, was another target. Kraft had once been
a favorite of Nixon’s, having coined the term “Middle America” to
describe Nixon’s supporters. But in the spring of 1969 Kraft criticized
Nixon’s peace efforts, and in June John Ehrlichman, Nixon’s counsel,
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arranged for Kraft’s phone to be tapped. A “security consultant” to
the Republican National Committee installed the warrantless wiretap
(USHH 93 Impeachment Inquiry, p. 150). Kraft flew to Paris a week
later to cover the Vietnam peace talks, and the tap was removed. But
the Assistant Director of the FBI, William Sullivan, followed Kraft to
Paris and arranged for further electronic surveillance (Sullivan 1969).
The switching system of the hotel made it impossible to install a phone
tap, so a microphone was placed in Kraft’s room (USSR 94 Intelligence
Activities: Staff Reports, p. 323). No evidence was ever found to support
Ehrlichman’s claim (Ehrlichman 1973) that Kraft was tapped for reasons
of “national security.” Indeed, in 1974, William Ruckelshaus, formerly
a Deputy Attorney General and now Acting FBI Director, told Congress:
“The justification would have been that [Kraft] was discussing with some
—asking questions of some members of the North Vietnamese Govern-
ment, representatives of the government. My own feeling is that this is
just not an adequate national security justification for placing any kind of
surveillance on an American citizen or newsman.”34 (Ruckelshaus 1974,
pp. 320–321)

These wiretaps were ordered for national-security reasons, but sum-
maries forwarded to the White House included such information as this:

“meat was ordered [by the target’s family] from a grocer,” that the target’s
daughter had a toothache, that the target needed grass clippings for a com-
post heap he was building, that during a conversation between his wife and
a friend, the two discussed “milk bills, hair, soap operas, and church” (FBI
1975b)

Although the FBI observed that this was “non-pertinent information”
(USSR 94 Intelligence Activities: Staff Reports, p. 344), agents tran-
scribed the conversations and faithfully sent the contents on to the White
House. At least once the agents exercised some discretion. A wiretap
on the home line of Henry Brandon, a London Sunday Times corre-
spondent, picked up a conversation between the journalist’s wife and her
close friend Joan Kennedy, wife of Senator Ted Kennedy, in which Mrs.
Kennedy discussed “problems with Teddy.” The agent in charge said “I
knew what those people would do with this stuff,” and he destroyed the
transcript (Hersh 1983, p. 324). President Nixon described the informa-
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tion he did receive as “gobs and gobs of stuff: gossip and bull” (USHR
93 Statement of Information, p. 1754).

Under Attorney General Mitchell, the FBI was empowered to collect
political intelligence on the anti-war movement. On November 15, 1969,
some 250,000 people marched on Washington in what the next day’s
New York Times described as “a great and peaceful army of dissent”
(Herb 1969). Nine days earlier, Mitchell had approved an FBI request to
wiretap the march’s organizers.35

The excesses of the Nixon era were not limited to wiretaps. Tom Hus-
ton, a White House staffer, had been put in charge of developing a report
on the connection between domestic unrest and foreign movements and
had devised a plan in which the resources of the Central Intelligence
Agency, the Defense Intelligence Agency, the Federal Bureau of Inves-
tigation, and the National Security Agency were to be pooled to fight
domestic unrest. NSA—contrary to law—would intercept communica-
tions of US citizens using international facilities. Rules regarding mail
interception, electronic surveillance, and surreptitious entry would be
relaxed. “Covert [mail] coverage is illegal, and there are serious risks
involved,” wrote Huston. “However, the advantages to be derived from
its use outweigh the risks.” (Huston 1970, p. 194) Regarding surrep-
titious entry, Huston wrote: “Use of this technique is clearly illegal: it
amounts to burglary.” (ibid., p. 195) Yet President Nixon approved the
plan. Five days later—before it took effect—he rescinded his approval.
That the Huston plan came within a hairsbreadth of being national policy
shocked the nation when it was revealed several years later.

The 1970s and the 1980s
The purpose of the FBI’s Library Awareness Program, conducted between
1973 and 1988 at a number of public and university libraries,36 was
to investigate their use by foreigners. The FBI wanted to know about
“Soviets [who] have come . . . [with] unusual database requests” (Foer-
stal 1991, p. 56), about “computerized literature searches performed for
library patrons” (ibid., p. 69), and about “reading habits of a visiting
Russian student . . . and anyone else ‘similarly suspicious in nature’”
(Robins 1988).

The FBI ran into trouble when it attempted to enlist librarians in
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surveillance. Librarians have a deep and abiding commitment to dissemi-
nating information, not protecting it. Librarians also strongly defend the
privacy of their patrons. When the FBI sought to discover who was bor-
rowing “unclassified, publicly available information relating more often
than not to science and technical matters” (FBI 1987), many librarians
would not comply with the informal requests and refused to release
information about patrons without subpoenas. The American Library
Association publicly opposed the Library Awareness Program. By 1989,
most states had adopted laws making borrowers’ records confidential
(Foerstal 1991, p. 133).

When the Reagan administration came to power, a cornerstone of its
foreign policy was support of the Duarte regime in El Salvador. The Com-
mittee in Solidarity with the People of El Salvador (CISPES) was a group
of Americans who supported the opposition movement. In 1981 the FBI
began an investigation of the Dallas chapter of CISPES to determine
whether the group was in violation of the Foreign Agents Registration
Act.37 It was not.

In 1983, using information supplied by an informant, the FBI began
a second investigation of CISPES, this time focusing on the group’s al-
leged connections with international terrorists. “The FBI undertook both
photographic and visual surveillance of rallies, demonstrations, etc., in
its investigations of CISPES,” the bureau later reported. “This technique
involved the taking of photographs during demonstrations, surveillance
of rallies on college campuses, and attendance at a mass at a local uni-
versity. The purpose of taking photographs during demonstrations was
for use or future use in identifying CISPES leaders.” (FBI 1989, p. 2)
The bureau kept files on more than 2300 individuals and 1300 groups
(ibid.). One source “provided the FBI a copy of another person’s address
list by gaining unconsented access to the desk where the address list was
located.” In another case, “FBI agents posing as potential home buyers
toured the home of a subject of the investigation with a real estate agent”
(ibid., pp. 5–6). The FBI expanded the investigation using long-distance
telephone records of the Dallas chapter; agents added 13 CISPES offices
to the list of those being probed, and the investigation grew.

There was no justification for these actions. The investigation was
based on the words of an unreliable informant. CISPES was not a terror-
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ist organization, nor was it allied with one. Testifying before Congress in
1988, FBI Director William Sessions said: “The broadening of the investi-
gation in October 1983, in essence, directed all field offices to regard each
CISPES chapter, wherever located, as a proper subject of investigation.
Based on the documentation available to the FBI by October 1983, there
was no reason . . . to expand the investigation so widely.” (Sessions, p.
122) Once again the privacy of Americans engaged in political protest
had been violated.

The Senate investigating committee observed: “The CISPES case was
a serious failure in FBI management, resulting in the investigation of do-
mestic political activities that should not have come under governmental
scrutiny. It raised issues that go to the heart of this country’s commit-
ments to the protection of constitutional rights. Unjustified investigations
of political expression and dissent can have a debilitating effect upon our
political system. When people see that this can happen, they become wary
of associating with groups that disagree with the government and more
wary of what they say or write. The impact is to undermine the effective-
ness of popular self-government.” (USSR 101-46 FBI and CISPES, p. 1)

The 1990s
Those words describe what happened to a group of seven Palestinians
and one Kenyan living in the Los Angeles area in the 1980s, a group
that became known as the L.A. 8. Beginning in 1987, the FBI, working
with the Immigration and Naturalization Service, tried to deport the
eight. At issue were the L.A. 8’s support for the Popular Front for the
Liberation of Palestine (PLFP), an organization that is included in the US
State Department’s list of terrorist organizations (USDoS 2005, p. 183).

It is undisputed that in 1986 the group of seven men and one woman
had helped organize a fundraiser for the Palestinian cause; what con-
stitutes the cause was, and remains, the issue. The fundraiser was a very
public event—1200 people attended (King 2005a)—and was a festival to
celebrate the eighteenth anniversary of the founding of the PLFP. As the
Los Angeles Times reported many years later, “The preparations seemed
fairly unremarkable. Posters were taped to walls. Palestinian magazines,
including copies of a PFLP publication, Al Hadaf, were arranged on
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tables. A troupe of amateur dancers practiced a folk dance known as
the dabka.” (King 2005a) The fundraising, according to the L.A. 8, was
for orphanages and hospitals; the FBI held otherwise. But did the gov-
ernment even believe its own case?

At first the L.A. 8 were accused of violating the McCarran-Walter Act,
a McCarthy-era law which made the support of groups that advocated
the “doctrines of world communism” a deportable offense. Even then
the FBI knew the charges were harassment: just months after the arrest
of the eight, FBI Director William Webster testified to Congress that
“if these individuals had been United States citizens, there would not
have been a basis for their arrest” (USHR-101 Webster Nomination, p.
95). When in 1989 a federal court declared the McCarran-Walter Act
charges unconstitutional in American-Arab Anti-Discrimination Comm.
v. Meese (714 F. Supp. 1060, C.D. Cal. 1989), the eight were charged
with visa violations (Dempsey and Cole 1999, p. 35).38 Congress then
repealed those provisions of the McCarran-Walter Act, and the seven
men and one woman were instead charged by the US government with
providing material support to a terrorist organization (ibid., pp. 35–36),
although not to a terrorist activity. This is a distinction with a difference:
many organizations on the US terrorist list support social and civil in-
frastructure such as schools and hospitals separately from their support
of military and terrorist activity. Had the FBI believed that the L.A. 8’s
fundraising was actually for terrorist activities, the L.A. 8 would have
been so charged. When asked if the government won the case, whether
the L.A. 8 would be deported, a government spokesman answered “Prob-
ably not. . . . Obviously, if we get information that suggests one of the oth-
ers did something. . . .”39 (King 2005b) The situation became ever more
Kafkaesque after the terrorist attacks of 9/11, when first the PATRIOT
Act40 and then the Real ID Act41 were retrospectively applied to 1986
activities of the L.A. 8 (ibid.).

As of this writing, the L.A. 8 have been in legal limbo for 19 years,
creating lives for themselves in the United States yet not daring to leave
the country for fear of not being readmitted. Their legal situation has not
gone unnoticed by the Arab-American community, a community whose
support is critical in the U.S. effort against terrorism. The case against
the L.A. 8 was just one of a number of FBI cases investigating First
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Amendment activity by Arab and Palestinian groups in the United States.
For example, from 1979 to 1989 the FBI investigated the General Union
of Palestinian Students, a college organization for social and political
activities. While the reasons for beginning the investigation are unclear
(Dempsey and Cole 1999, p. 44), there were even fewer reasons for con-
tinuing the investigation for 10 years.

Other breaches of privacy have also occurred despite safeguards. A
recent government report noted that employees of the Internal Revenue
Service’s Data Retrieval System browsed the agency’s database for in-
formation on accounts of “friends, neighbors, relatives and celebrities”
(Edwards 1994).42 Authorized users of the FBI’s National Crime Infor-
mation Center similarly misused that system (USGAO 1993a). These, of
course, were only the activities that were discovered.

Why Privacy?

Despite strictures to prevent abuses, the US government has invaded citi-
zens’ privacy many times over the last 50 years, in many different politi-
cal situations, targeting individuals and political groups. Politicians have
been wiretapped, and lawyers’ confidential conversations with clients
have been eavesdropped upon by FBI investigators.43

Sometimes invasion of privacy has been government policy; sometimes
a breach has occurred because an individual within the government mis-
appropriated collected information. The history of the last five decades
shows that attacks on privacy are not an anomaly. When government has
the power to invade privacy, abuses occur.

Conflict between protecting the security of the state and the privacy
of its individuals is not new, but technology has given the state much
more access to private information about individuals than it once had. As
Justice Louis Brandeis so presciently observed in his dissenting opinion
in Olmstead,

“in the application of a constitution, our contemplation cannot be only of
what has been but of what may be.” The progress of science in furnishing
the government with means of espionage is not likely to stop with wiretap-
ping. Ways may some day be developed by which the Government, without
removing papers from secret drawers, can reproduce them in court, and by
which it will be enabled to expose to a jury the most intimate occurrences
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of the home. Advances in the psychic and related sciences may bring means
of exploring unexpressed beliefs, thoughts and emotions. . . . Can it be that
the Constitution affords no protection against such invasions of individual
security? (Brandeis 1928, p. 474)

Preservation of privacy is critical to a democratic political process.
Change often begins most tentatively, and political discussion often starts
in private. Journalists need to operate in private when cultivating sources.
Attorneys cannot properly defend their clients if their communications
are not privileged. As the Church Committee observed:

Personal privacy is protected because it is essential to liberty and the pursuit
of happiness. Our Constitution checks the power of Government for the
purpose of protecting the rights of individuals, in order that all our citizens
may live in a free and decent society. Unlike totalitarian states, we do not
believe that any government has a monopoly on truth.

When Government infringes those rights instead of nurturing and pro-
tecting them, the injury spreads far beyond the particular citizens targeted
to untold numbers of other Americans who may be intimidated. (USSR 94
Intelligence Activities: Rights of Americans, p. 290)

Persons most intimidated may well not be those at the extremes of the polit-
ical spectrum, but rather those nearer the middle. Yet voices of moderation
are vital to balance public debate and avoid polarization of our society.
(ibid., p. 291)

What type of society does the United States seek to be? The incarcera-
tion of Japanese-Americans during World War II began with an invasion
of privacy and ended in the tyrannical disruption of many individual
lives. Could the roundup of Japanese-Americans have occurred so easily
if the Census Bureau’s illegal cooperation had not made the process so
efficient? The purpose of the Bill of Rights is to protect the rights of the
people against the power of the government. In an era when technol-
ogy makes the government ever more efficient, protection of these rights
become ever more important.

Citizens of the former Eastern Bloc countries attest to the corruption
of society that occurs when no thought or utterance is private. No one
suggests that people living in the United States face imminent governmen-
tal infringements of this type, but in 1972 Congressional staffers wrote
that “what separates military intelligence in the United States from its
counterparts in totalitarian states, then, is not its capabilities, but its
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intentions” (USSR 92 Army Surveillance, p. 96). Electing officials we
believe to be honest, trusting them to appoint officials who will be fair,
and insulating the civil service from political abuse, we hope to fill the
government with people of integrity. Recent history is replete with exam-
ples of abuse of power. Relying solely on intentions is dangerous for any
society, and the Founding Fathers were careful to avoid it.

The right to be let alone is not realistic in modern society. But in a
world that daily intrudes upon our personal space, privacy and confi-
dentiality in discourse remain important to the human psyche. Thoughts
and values still develop in the age-old traditions of talk, reflection, and
argument, and trust and privacy are essential. Our conversations may be
with people who are at a distance, and electronic media may transmit
discussions that once might have occurred over a kitchen table or on a
walk to work. But confidentiality—and the perception of confidentiality
—are as necessary for the soul of mankind as bread is for the body.





7
Wiretapping

Wiretapping is the traditional term for interception of telephone conver-
sations. This should not be taken too literally. The word is no longer
restricted to communications traveling by wire, and contemporary wire-
taps are more commonly placed on radio links or inside telephone offices.
The meaning has also broadened in that the thing being tapped need no
longer be a telephone call in the classic sense; it may be some other form
of electronic communication, such as fax or data.

Compared with the more precise but more general phrase “commu-
nications interception,” the word “wiretapping” has two connotations.
Much the stronger of these is that a wiretap is aimed at a particular
target, in sharp contrast to the “vacuum cleaner” interception widely
practiced by national intelligence agencies. The weaker connotation is
that it is being done by the police.

The history of wiretapping in the United States is in fact two histories
intertwined. It is a history of wiretapping per se—that is, a history of the
installation and use of wiretaps by police, intelligence agencies, honest
citizens, businesses, and criminals. It is also a history of society’s legal
response to wiretapping by these various groups.

The origins of wiretapping lie in two quite different practices: eaves-
dropping and letter opening. “Eavesdropping,” although once more re-
stricted in meaning,1 has come to describe any attempt to overhear con-
versations without the knowledge of the participants. “Letter opening”
takes in all acquisition, opening, reading, and copying of written mes-
sages, also without the knowledge of the sending and receiving parties.
Telecommunication has unified and systematized these practices.
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Before the electronic era, a conversation could only be carried on by
people located within earshot of each other, typically a few feet apart.
Neither advanced planning nor great effort on the part of the participants
was required to ensure a high degree of security. Written communica-
tions were more vulnerable, but intercepting one was still a hit-or-miss
affair. Messages traveled by a variety of postal services, couriers, trav-
elers, and merchants. Politically sensitive messages, in particular, could
not be counted on to go by predictable channels, so special couriers were
sometimes employed.

And written messages enjoyed another sort of protection. Regardless
of a spy’s skill with flaps and seals, there was no guarantee that, if a
letter was intercepted, opened, and read, the victim would not notice
the intrusion. Since spying typically has to be done covertly in order to
succeed, the chance of detection is a substantial deterrent.

Electronic communication has changed all this in three fundamental
ways: it has made telecommunication too convenient to avoid; it has,
despite appearances, reduced the diversity of channels by which written
messages once traveled; and it has made the act of interception invisible
to the target.

Conversation by telephone has achieved an almost equal footing with
face-to-face conversation. It is impossible today to run a successful busi-
ness without the telephone, and eccentric even to attempt to do without
the telephone in private life. The telephone provides a means of commu-
nication so effective and convenient that even people who are aware of
the danger of being overheard routinely put aside their caution and use
it to convey sensitive information.

As the number of channels of communication has increased (there are
now hundreds of communication companies, with myriad fibers, satel-
lites, and microwave links), the diversity of communication paths has
diminished. In the days of oxcart and sail, there was no registry of the
thousands of people willing to carry a message in return for a tip from
the recipient. Today, telecommunications carriers must be registered with
national and local regulatory bodies and are well known to trade associ-
ations and industry watch groups. Thus, interception has become more
systematic. Spies, no longer faced with a patchwork of ad hoc couriers,
know better where to look for what they seek.
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Perhaps more important, interception of telecommunications leaves no
telltale “marks on the envelope.” It is inherent in telecommunication—
and inseparable from its virtues—that the sender and the receiver of a
message have no way of telling who else may have recorded a copy.

Any discussion of wiretapping, particularly a legal discussion, is com-
plicated by the fact that electronics has not only made interception of
telecommunications possible; it has also made it easier to “bug” face-
to-face conversations. Bugging would be nearly irrelevant to the central
subject of this book—cryptography and secure telecommunications—
were it not for the fact that bugs and wiretaps are inseparably intertwined
in law and jurisprudence and named by one collective term: electronic
surveillance.

Wiretaps and bugs are powerful investigative tools. They allow the
eavesdropper to overhear conversations between politicians, criminals,
lawyers, or lovers without the targets’ knowing that their words are
being shared with unwanted listeners. Electronic surveillance is a tool
that can detect criminal conspiracies and provide prosecutors with strong
evidence—the conspirators’ incriminating statements in their own voices
—all without danger to law-enforcement officers. On the other hand, the
very invisibility on which electronic surveillance depends for its effective-
ness makes it evasive of oversight and readily adaptable to malign uses.2

Electronic surveillance can be and has been used by those in power to
undermine the democratic process by spying on their political opponents.
In light of this, it is not surprising that Congress and the courts have
approached wiretapping and bugging with suspicion.

Today, communication enjoys a measure of protection under US law,
and neither government agents nor private citizens are permitted to wire-
tap at will. This has not always been the case. The current view—that
wiretaps are a kind of search—has evolved by fits and starts over a cen-
tury and a half. The Supreme Court ruled in 1967 that the police may not
employ wiretaps without court authorization. Congress has embraced
this principle, limiting police use of wiretaps and setting standards for
the granting of warrants. The same laws prohibit most wiretapping by
private citizens.

The rules against unwarranted wiretapping are not absolute, however.
For example, the courts ruled in 1992 (United States v. David Lee Smith,



176 Wiretapping

978 F. 2nd 171, US App) that conversations over cordless phones were
not protected and that police tapping of cordless phones did not require a
search warrant. A 1994 statute (Communications Assistance for Law En-
forcement Act of 1994, Public Law 103-414, §202) extended the warrant
requirements of the earlier law to cover cordless phones. The law also
makes some exceptions for businesses intercepting the communications
of their own employees on company property.

Constitutional Protection
Protection for the privacy of communications stems primarily from the
Fourth Amendment to the US Constitution. Epitomizing the underlying
principle of the Bill of Rights—that individual citizens need protection
against the power of the state—the Fourth Amendment asserts “the right
of the people to be secure in their persons, houses, papers, and effects,
against unreasonable searches and seizures.”

The Fourth Amendment was a response to the British writs of assis-
tance, which empowered officers of the Crown to search “wherever they
suspected uncustomed goods to be” and to “break open any receptacle
or package falling under their suspecting eye” (Lassen 1937, p. 54). In
framing the laws of the new nation, the founders sought to avoid cre-
ating such unrestricted governmental powers. However, they also rec-
ognized that since criminals try to hide the evidence of their crimes,
law-enforcement officials must have the power to conduct searches. The
Fourth Amendment thus allows searches, but restricts them, specifying
that “no Warrants shall issue, but upon probable cause, supported by
Oath or affirmation, and particularly describing the place to be searched
and the persons or things to be seized.”

As written, the Fourth Amendment protects citizens against invasions
of property. Although strongly suggested by the phrase “secure in their
persons, houses, papers, and effects,” the word ‘privacy’ is never used.
The view that the Fourth Amendment protects things less tangible than
property has taken more than a century to develop.
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Wiretaps of the Nineteenth Century
When the telegraph joined the covered wagon and the stagecoach as a
channel of long-distance communication, wiretapping followed quickly.
During the Civil War, General Jeb Stuart traveled with his own tapper.3

In California in 1864, a former stockbroker obtained market informa-
tion by intercepting telegraph messages; he was prosecuted for violating
a surprisingly early California statute against wiretapping (Dash et al.
1959, p. 23).

The convenience of voice communication made it obvious that inter-
cepted telephone calls would be a rich source of information. In 1899
the San Francisco Call accused a rival, the San Francisco Examiner, of
wiretapping conversations between the Call and its reporters and stealing
the Call’s exclusives. In 1905, the California legislature responded by
extending an 1862 law prohibiting telegraph wiretapping to telephones
(ibid., pp. 25–26).

The first tapping of telephones by police occurred in the early 1890s
in New York City. An 1892 New York State law had made telephone
tapping a felony, but New York policemen believed that the law did not
apply to them and employed wiretaps anyway (ibid., p. 35). In 1916
the mayor of New York was found to have authorized wiretapping of
some Catholic priests in connection with a charity-fraud investigation,
despite the fact that none of the priests were suspected of participat-
ing in the illegal activity (New York Times 1916). The state legislature
discovered that the police had the ability to tap any line of the New
York Telephone Company. Using this power with abandon, the police
had listened in on confidential conversations between lawyers and their
clients, and between physicians and their patients. The New York Times
reported that “in some cases the trunk lines of hotels were tapped and
the conversations of all hotel guests listened to” (ibid.).

During this period, the federal government played no legislative role—
except during World War I, when concern that enemy agents would tap
phone lines led to a federal Anti-Wiretap Statute (40 Stat. 1017, 1918).
After the war, law-enforcement agencies began to find wiretapping in-
creasingly valuable. Wiretapping is said to have been the most frequently
used tool for catching bootleggers during Prohibition (Dash et al. 1959,
p. 28).
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The Olmstead Decision
As was mentioned in chapter 6, Roy Olmstead was caught running a
$2 million-a-year bootlegging operation during Prohibition. Convicted
partially on the basis of evidence obtained from warrantless wiretaps
installed by federal agents, Olmstead appealed, and the case made its
way to the US Supreme Court.

Though closely divided, the Court ruled that the evidence obtained by
tapping the defendants’ phone calls had not involved any trespass into
their homes or offices. According to the Court: “There was no search-
ing. . . . The evidence was secured by the use of . . . hearing and that
only. . . .” (Olmstead v. United States, 277 US 438, 1928, p. 464) Five
justices agreed that the Fourth Amendment protected tangibles alone,
that conversation was an intangible, and that therefore using the evidence
from the wiretaps did not constitute unreasonable search and seizure.

In his dissenting opinion in the Olmstead case (which has become one
of the most quoted of judicial opinions), Justice Louis Brandeis argued
that protections provided by the Bill of Rights should operate in a world
of electronic communications. In 1928 the telephone was already neces-
sary for commerce and was rapidly becoming an integral part of daily
life. Brandeis described the threat that wiretapping posed to privacy:

Whenever a telephone line is tapped, the privacy of the persons at both
ends of the line is invaded, and all conversations between them upon any
subject, and although proper, confidential and privileged, may be overheard.
Moreover, the tapping of one man’s telephone line involves the tapping of the
telephone of every other person whom he may call, or who may call him. As
a means of espionage, writs of assistance and general warrants are but puny
instruments of tyranny and oppression when compared with wire-tapping.
(Brandeis 1928, pp. 475–476)

Despite his eloquence, Brandeis’s viewpoint did not carry the Court.
There was widespread consternation over the Court’s ruling, but al-
though there were several attempts to do so, Congress did not make
wiretapping illegal.

The Nardone Cases
In 1934, Congress passed the Federal Communications Act (FCA), which
placed jurisdiction over radio and wire communications in the hands of
the newly created Federal Communications Commission and established
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a regulatory framework that has dominated American telecommunica-
tions ever since. The FCA prohibited the “interception and divulgence”
of wire communications. Although its wording was quite similar to that
of the Radio Act of 1927 (the law in effect at the time of the Olmstead
case), the Supreme Court used the FCA to reverse Olmstead.

In Olmstead, the Court had ruled on constitutional grounds and had
found warrantless wiretaps legal. A decade later, it considered the case
of Frank Carmine Nardone, another accused bootlegger. This time, the
Court ruled on the basis of the new law and held that information from
wiretaps placed by federal agents was not admissible as evidence (Nar-
done v. United States, 302 US 379, 1937).

Two years later Nardone was back. Having been convicted in a new
trial that used evidence derived from the warrantless wiretaps, Nardone
appealed, arguing that the evidence should not be admissible. The Court
concurred and held that information even indirectly derived from wire-
taps could not be used as evidence (Nardone v. United States, 308 US
338, 1939). The same day, in a different case, the Supreme Court ruled
that the FCA applied to federal wiretapping of intrastate as well as in-
terstate communications (Weiss v. United States, 302 US 321, 1939). In
response to these decisions, Attorney General Robert Jackson ordered a
halt to FBI wiretapping (Gentry 1991, p. 231).

These decisions appeared to prohibit wiretapping by federal law-en-
forcement agencies, but the prohibition was overtaken by events and
quickly eroded.

Evidence versus Intelligence

With the start of World War II, FBI Director J. Edgar Hoover, citing the
danger of spies and other subversives, pressed to have Attorney General
Robert Jackson’s anti-wiretapping order overturned (Morgenthau, May
21, 1940). In view of the Supreme Court’s Nardone decisions, this would
take some fancy footwork. But, under Jackson, the Department of Justice
had interpreted the Nardone decisions to mean that it was unlawful to
both “intercept” and “divulge” communications, and had decided that
it was not unlawful to intercept communications as long as the contents
were kept within the federal government (USSR 94 Intelligence Activities:
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Staff Reports, p. 278). Hoover urged President Roosevelt to authorize
wiretapping for what we have come to call national-security purposes.
The president acceded to Hoover’s request, but his order stopped short
of giving the FBI blanket approval to wiretap:

I am convinced that the Supreme Court never intended any dictum in the
particular case which it decided to apply to grave matters involving the
defense of the nation. . . .

You are therefore authorized and directed in such cases as you may ap-
prove, after investigation of the need in each case, to authorize the necessary
investigative agencies that they are at liberty to secure information by listen-
ing devices . . . of persons suspected of subversive activities against the gov-
ernment of the United States, including suspected spies. You are requested
furthermore to limit these investigations so conducted to a minimum and to
limit them insofar as possible to aliens. (Roosevelt 1940)

Jackson, who wanted no part in wiretapping, made a fateful decision
in response to the presidential directive: he instructed Hoover to maintain
the records of all wiretaps, listing times, places, and cases (Theoharis and
Cox 1988, p. 171). In so doing, Jackson effectively permitted the FBI to
use wiretapping, free of Department of Justice oversight.

In 1941, Francis Biddle, the succeeding Attorney General, wrested
back control of wiretaps from Hoover and turned down applications
he felt were unjustified (Biddle 1941; USSR 94 Intelligence Activities:
Rights of Americans, p. 37). In 1952, Attorney General J. Howard Mc-
Grath, in a letter to Hoover supporting the use of wiretaps “under the
present highly restrictive basis,” made explicit the requirement that all
FBI wiretaps required the attorney general’s prior approval (McGrath
1952). However, McGrath did not undo the custom that surveillance or-
ders operated without time limits. Only in 1965, when Attorney General
Nicholas Katzenbach recommended that authorizations be limited to 6
months (Hoover 1965), did the FBI change its practice.

In 1940 and 1941, several bills that attempted to establish a legal basis
for electronic surveillance were introduced in Congress. One of these was
endorsed by Roosevelt and Jackson (USSR 94 Intelligence Activities: Staff
Reports, p. 280), but Hoover opposed any legislation requiring warrants
for wiretapping (Hoover 1941) and no legislation passed.
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When the war ended, Hoover sought and received continued wire-
tapping authority from President Harry Truman. Indeed, the power was
broadened. In his reauthorization request to Attorney General Thomas
Clark, Hoover omitted the final sentence of Roosevelt’s original memo,
which had required that electronic surveillance be kept to a minimum
and limited “insofar as possible to aliens” (Gentry 1991, p. 324). Clark
forwarded the amended memo and urged Truman to approve wiretap-
ping in cases “vitally affecting domestic security, or where human life is
in jeopardy,” and Truman apparently signed it without being aware of
the shift from earlier policies (Clark 1946).

In time Truman’s aides discovered the change. A 1950 memo to Tru-
man from George Elsey, assistant counsel to the president, reported that
“not only did Clark fail to inform the President that Mr. Roosevelt had
directed the FBI to hold its wiretapping to a minimum . . . he requested
the President to approve very broad language [that was] a very far cry
from the 1940 directive” (Elsey 1950). Truman, however, took no action
to rescind the expanded authority. The new authorization meant that
national security was no longer the sole justification for wiretaps (Clark
1946).

By adding “domestic security” to the list of reasons for which wire-
tapping could be employed, Clark’s memo substantially broadened Roo-
sevelt’s directive. Developing intelligence is quite different from collecting
evidence. In particular, intelligence investigations have less narrowly de-
fined goals than criminal investigations. Developing intelligence is neither
attempting to find evidence of a specific crime nor developing a case
against a specific suspect. Rather, it is attempting to discern a pattern of
behavior: What is the structure of an organization? What are its goals?
What are its methods?

Those who work in intelligence emphasize the degree to which they
operate under legal restraints intended to protect the rights of Americans.
Yet the very character of intelligence work makes it unlikely that these
restraints weigh as heavily on them as on criminal investigators. Intelli-
gence officers don’t go into court to face opposing attorneys. Criminal
investigations are unsuccessful without convictions. Intelligence inves-
tigations—even in counterintelligence, where prosecution is sometimes
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appropriate—can be deemed successful even if no prosecutions occur.
The changes Clark made were thus quite significant. They moved wire-
tap investigations into a shadowy area where, by and large, they were
protected from public scrutiny.

Since the two Nardone rulings made both evidence from federal wire-
taps and evidence tainted by federal wiretaps inadmissible in court, the
Department of Justice believed that if wiretapping had been used in a
case, it could not prosecute. This eventually gave rise to an elaborate FBI
methodology for concealing evidence of wiretapping.

In 1949, Judith Coplon, a Department of Justice employee, was caught
as she was about to hand over 28 confidential FBI documents to Valentin
Gubitchev, a Soviet employed by the United Nations. Hoover sought to
prevent the documents—which revealed FBI wiretapping of Coplon—
from appearing at Coplon’s trial, but the judge ruled that the government
had to release copies to the court. Fearing public disclosure of the FBI’s
wiretapping practices, Hoover tried to persuade the attorney general to
drop the charges against Coplon, but without success. Hoover responded
with new procedures regarding wiretapping. FBI reports of “highly con-
fidential” sources, including wiretaps, would not be included in the main
case files; instead they would be kept in especially confidential files (FBI
1949).4

A second trial revealed that Coplon herself had been wiretapped, de-
spite denials by an agent who turned out to have read the transcripts.
Hoover then went to even greater lengths to hide the paper trail between
wiretaps and their logs. Agents working on a case were kept in the dark
about any associated wiretaps so that they could not even accidentally
reveal wiretap information in court. Hoover accomplished this by dis-
guising information derived from wiretaps when it appeared in the case
files. He was largely successful in this strategy, but he hoped for looser
rules regarding wiretaps.

In 1954, President Dwight Eisenhower’s attorney general, Herbert
Brownell, was pressing for legislation to permit warrantless wiretapping
as an aid in prosecuting communists. “You can’t trust a Communist to
tell the truth on the witness stand,” Brownell (1954a, p. 202) argued,
“and you can’t trust the courts not to leak information about wiretap
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applications.” Brownell was frustrated because there was “evidence in
the hands of the Department as a result of investigations conducted by
the FBI which would prove espionage in certain . . . cases.” He argued
that a change in the wiretap law would enable the Department of Justice
to prosecute certain cases that it was currently prevented from pursuing
(ibid., p. 203).

The House Judiciary Committee accepted Brownell’s argument and
recommended passage of legislation permitting warrantless wiretapping,
but the full House of Representatives disagreed (USSR 94 Intelligence
Activities: Staff Reports, p. 284). The legislation was amended to require
a warrant, but this version did not receive support from the Department
of Justice and died (ibid.). Although Congress periodically considered
legislation on wiretapping, there were no new federal laws on the subject
until the 1960s.

Meanwhile, as a result of the Federal Communications Act’s prohi-
bition against “interception and divulgence” of wired communications,
wiretaps were useless as court evidence. As Attorney General put it to
Congress in 1965:

I think perhaps the record ought to show that when you talk national secu-
rity cases, they are not really cases, because as I have said repeatedly, once
you put a wiretap on or an illegal device of any kind, the possibilities of
prosecution are gone. It is just like a grant of immunity. . . . I have dismissed
cases or failed to bring cases within that area because some of the infor-
mation did come from wiretaps. But here we feel that the intelligence and
the preventive aspect outweigh the desirability of prosecution in rare and
exceptional circumstances. (USSH 89 Invasions of Privacy, p. 1163)

In 1950, and again in 1953, presidential directives authorized the
FBI to investigate “subversive activity” (USSR 94 Intelligence Activities:
Rights of Americans, p. 45). Since these directives failed to provide guide-
lines for such investigations, the FBI took a very broad view of what
constituted subversive activity. Surveillance, often including wiretapping
and electronic bugging, was not limited to those suspected of crimes or
even to detecting suspected criminal activities.

Though many other types of domestic activities were the targets of
surveillance, Hoover stressed the danger of Communist subversion, and
the FBI collected intelligence about the influence of Communists in a va-
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riety of categories, including “political activities, Negro question, youth
matters, women’s matters, farmers’ matters, veterans’ matters” (FBI
1960a).

Believing that the growing civil rights movement was Communist in-
spired and would lead to violence, Hoover kept it under careful ob-
servation. In 1956 he briefed a cabinet meeting about the Communists’
“efforts” and “plans” to influence the movement. This briefing demon-
strates how far the FBI overreached its mandate in internal security in-
vestigations. Not limiting his discussion to the possibility of violence,
Hoover went on to present to the cabinet the legislative strategy of the
NAACP and “the activities of Southern Governors and Congressmen on
behalf of groups opposing integration peacefully” (FBI 1956).

Permission to conduct investigations of domestic “subversive activity”
without restraint gave the FBI free rein in collecting wide-ranging domes-
tic intelligence. The FBI’s choice of electronic surveillance as the means
for doing this allowed it to keep its activities hidden and uncontrolled for
a long time. An official of the Nation of Islam was wiretapped for 8 years
without any efforts to prosecute him for illegal activities (Hoover 1956),
and the Socialist Workers Party was the target of FBI wiretaps and bugs
for 20 years.

The extent of the FBI’s wiretapping under J. Edgar Hoover has never
been clear.5 Although Congress received annual testimony from Hoover,
it was unable to discover how much wiretapping was actually occurring,
since the figures Hoover gave did not include the taps installed by field
agents on their own or the taps installed by local police at the FBI’s
request.

Hoover kept the transcripts of wiretaps—many of them hidden in
obscure files—even when they revealed no evidence of criminal activ-
ity. Since wiretaps on suspected spies and organized crime figures some-
times picked up conversations with politicians or other influential people,
Hoover developed a mass of material with great political value. This is
how he ended up with transcripts of intimate conversations between John
Kennedy and Inga Arvad, a Danish reporter and former Miss Europe
who had visited Germany for social functions with high Third Reich of-
ficials, including Hitler. The FBI was investigating allegations that Arvad
was a German spy (Anderson 1996a, pp. 48–52). The investigation itself
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may have been legitimate. The recordings were made during the World
War II, while Kennedy was a Naval officer. Nonetheless, although the
investigation produced no evidence of espionage, recordings of his pillow
talk with Arvad were still in the FBI files when Kennedy became president
nearly 20 years later.

It is believed that, without any pretense of investigating criminal activ-
ities, Hoover wiretapped senators and congressmen.6 It is known that he
wiretapped various Supreme Court justices.7 The existence of extensive
records on political figures was well known, and these files ensured that
Hoover got much of what he wanted. Congress exercised little oversight
of the FBI’s affairs, wiretapping included.

One example is particularly illustrative of the way in which Hoover
was able to use the FBI’s investigative powers to protect its interests. In
1965, a Senate subcommittee undertook an investigation of electronic
surveillance and mail covers. The FBI, a major focus of this review,
was concerned. One FBI memo noted: “Senator Long . . . has been tak-
ing testimony in connection with mail covers, wiretapping, and various
snooping devices on the part of federal agencies. He cannot be trusted.”
(Jones 1965) Two high-ranking Bureau officials met with Edward Long
(the chairman of the subcommittee) and a committee counsel. There is no
indication that there were any briefings of other subcommittee members,
nor is there any reason to believe that during the 90-minute meeting Long
was told any details of FBI electronic surveillance, such as the bugging
of a congressman’s hotel room during the sugar lobby investigations
(see below), the bugging and wiretapping of Martin Luther King, or the
wiretapping of a congressional staffer, two newspaper reporters, and an
editor of an anti-Communist newsletter (USSR 94 Intelligence Activities:
Staff Reports, p. 309). The FBI men suggested that the senator issue a
statement saying that he had held lengthy conferences with FBI officials
and was now completely satisfied “that the FBI had never participated
in uncontrolled usage of wiretaps or microphones and that FBI usage of
such devices has been completely justified in all cases” (DeLoach 1966a).
When Long said that he did not know how to write such a press release,
the FBI officials said they would be happy to do so—and they did (ibid.).

The Long Subcommittee chose not to hold hearings on FBI electronic-
surveillance practices. An internal FBI memo noted: “While we have neu-
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tralized the threat of being embarrassed by the Long Subcommittee, we
have not eliminated certain dangers which might be created as a result of
newspaper pressures on Long. We therefore must keep on top of this situ-
ation at all times.” (DeLoach 1966b) The FBI’s determination to control
such investigations can be inferred from the fact that it maintained files
on all members of the subcommittee (USSH 94 Intelligence Activities:
FBI, p. 477).

A year later Senator Long again took up the fight, introducing a bill to
limit FBI electronic surveillance to national-security cases. Hoover was
not pleased. Shortly afterwards Life broke a story that the senator had
received $48,000 from Morris Shenker, Jimmy Hoffa’s counsel (Lambert
1967). The article intimated that the money was a bribe to prevent or
reverse charges against the Teamsters’ leader. The senator’s career ended,
and his electronic-surveillance bill died.

Hoover remained firmly in power through eight presidencies and 48
years. His long tenure as director is now recognized as a period dur-
ing which the FBI routinely engaged in the sort of widespread political
surveillance usually associated with totalitarian regimes.

In part Hoover’s control came about because of abdication of responsi-
bility by other members of the government. Truman’s 1946 authorization
of wiretaps in investigating subversive activities required the attorney
general to authorize their use. There were, however, many occasions on
which an attorney general was informed of the wiretaps only after they
had been installed (USSR 94 Intelligence Activities: Rights of Americans,
p. 63). In 1965, under a directive from President Johnson, Attorney Gen-
eral Katzenbach tightened requirements for electronic surveillance. By
then Johnson opposed wiretapping except in cases of national security,
and in a directive that went out to heads of agencies he wrote: “In my
view, the invasion of privacy of communications is a highly offensive
practice which should be engaged in only where the national security
is at stake.” (Johnson 1965) Installation of bugs now needed written
approval from the attorney general, and both bugs and wiretaps were
subject to 6-month time limits, after which new authorization from the
attorney general was required (USSR 94 Intelligence Activities: Rights of
Americans, p. 105).
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Even with the tightened restrictions, the Department of Justice did
not feel that it controlled the FBI’s use of wiretapping. In 1972, former
Attorney General Ramsey Clark told a judge: “Reports by FBI agents
on electronic surveillance had caused the Department [of Justice] ‘deep
embarrassment’ many times. Often we would go to court and say that
there had been no electronic surveillance and then we would find out we
had been wrong. Often you could not find out what was going on . . .
frequently agents lost the facts.” (Theoharis 1974, p. 342)

The FBI was not the only law-enforcement agency to engage in wire-
tapping without regard for the views of legislators and judges. State po-
lice also wiretapped, sometimes legally, sometimes not.

Wiretapping was made illegal in Illinois in 1927, but Chicago’s po-
lice intelligence unit ignored the law. The police saw no reason to try
and change the legislation; the effort would only raise controversy. They
merely continued wiretapping, aware that their actions were illegal (Dash
et al. 1959, p. 222).

In California, wiretaps were similarly banned, but the police there took
a different tack. When law-enforcement officers wanted to do a wiretap
investigation, they would hire a private investigator, who was told to
deny any official connections if caught in the act of tapping (ibid., pp.
164–165).

Even in states that permitted police wiretapping, numbers could be
misleading. Official records in the State of New York showed fewer
than 3,000 wiretap orders for the period between 1950 and 1955. A
careful study by Samuel Dash and his two co-authors led to different
conclusions. They observed that the official figures omitted wiretaps in-
stalled by plainclothesmen. Those numbers were surprisingly large. Dash
et al. (ibid., p. 68) concluded that for every 10 wiretaps installed by
plainclothesmen who had obtained court orders, another 90 taps were
installed without court authorization. This interpretation would indicate
that the New York police performed between 16,000 and 29,000 wire-
taps a year.

Oddly enough, in Massachusetts, a state with a particularly liberal
wiretapping law that required only written permission from the attorney
general or the district attorney, the Boston Police Department did not use
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wiretaps in criminal investigations. The public was opposed to it, and the
police believed wiretapping was a “dirty business” to which “only a lazy
police department” would resort (Dash et al. 1959, p. 147).

Wiretaps versus Bugs

Microphone surveillance and wiretapping play similar investigative roles.
But the Federal Communications Act said nothing about microphone
surveillances, and the Nardone decisions therefore left such bugging le-
gal. Although ultimately the Supreme Court whittled away at the war-
rantless use of electronic bugs, its early decisions condoned the practice.

In 1942 the Supreme Court ruled that it was legally permissible for
law-enforcement officers to plant a bugging device on a wall adjoining
that of a suspect’s office (Goldman v. United States, 316 US 129). In 1954
it upheld a state court conviction based on evidence obtained by micro-
phones concealed in walls of the defendants’ homes during warrantless
break-ins by the police (Irvine v. California, 347 US 128).

In Irvine, in sharp contrast to later decisions, the Supreme Court ruled
that, because the case in question had been a state prosecution within
a state court, the conviction could stand. Members of the Court were
disturbed, however, by violations of the Fourth and Fifth Amendments.
The bug had been placed in a bedroom, and the justices were deeply
offended by the invasion of privacy. Attorney General Herbert Brownell
“clarified” policy for J. Edgar Hoover, warning that the language of the
Court “indicates certain uses of microphones which it would be well to
avoid” because “the Justices of the Supreme Court were outraged by
what they regarded as the indecency of installing a microphone in the
bedroom” (Brownell 1954b).

In 1961, in Julius Silverman et al. v. United States (365 US 505), the
Supreme Court changed its direction, holding that a search occurred
whenever a bug was used, even if the walls of the target’s apartment
had not been breached. The case arose when District of Columbia police,
suspecting that gambling was taking place in a row house, pushed a foot-
long “spike mike” into a space under the suspect’s apartment from the
vacant house next door. The spike hit a solid object (most likely a heat-
ing duct), which “became in effect a giant microphone” (ibid., p. 509).



Wiretapping and Organized Crime 189

Telephone conversations were picked up from the room above, amplified,
and taped. The Court held that, in the absence of a search warrant, the
evidence was inadmissible. In the Nardone cases, the Court had ruled
on the narrow basis of the FCA. In Silverman, it brushed away these
technicalities (“In these circumstances we need not pause to consider
whether or not there was a technical trespass under the local property
law relating to party walls” (ibid., p. 511)) and ruled on the basis of
the Fourth Amendment. With this decision, the Court began moving in
the direction of constitutional protection against warrantless electronic
surveillance.

In 1967, the Supreme Court established the doctrine of “legitimate ex-
pectation of privacy.” In Charles Katz v. United States, (389 US 347) the
Court determined that evidence obtained from a warrantless electronic
bug placed in a public phone booth was inadmissible:

. . . [W]hat [Katz] sought to exclude when he entered the [telephone] booth
was not the intruding eye—it was the uninvited ear. . . . No less than an
individual in a business office, in a friend’s apartment, or in a taxicab, a
person in a telephone booth may rely upon the protection of the Fourth
Amendment. One who occupies it, shuts the door behind him, and pays the
toll that permits him to place a call is surely entitled to assume that the
words he utters into the mouthpiece will not be broadcast to the world. To
read the Constitution more narrowly is to ignore the vital role that the public
telephone has come to play in private communication. (ibid., pp. 511–512)

. . . Wherever a man may be, he is entitled to know that he will remain free
from unreasonable searches and seizures. (ibid., p. 515)

With this decision, the Supreme Court changed the doctrine underlying
US wiretap law. Unlike the Nardone decisions, which relied on statutory
interpretation, Katz is based on underlying principles of the Constitution.
In ruling that electronic bugging was illegal without a search warrant,
the Supreme Court arrived at the current view of bugs and wiretaps as
a form of search: that they are permissible, but subject to the limitations
and protections laid down in the Fourth Amendment.

Wiretapping and Organized Crime

When asked to explain the need for wiretapping, police often cite or-
ganized crime as the principal application. In order to attack organized
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crime, police must find a way of penetrating the tightly knit organiza-
tions. This is not easy. The difficulty is compounded by the fact that
“the core of organized crime activity is the supplying of illegal goods and
services . . . to countless numbers of citizen customers” (President’s Com-
mission on Law Enforcement 1967, p. 187), and the consensual nature
of these crimes means that “law enforcement lacks its staunchest ally, the
victim” (Duke and Gross 1993, p. 107). Organized crime is particularly
effective in using the code of omerta—silence—to keep its participants
and its victims from speaking to law-enforcement agents (ibid., p. 198). A
common police response has been the use of electronic surveillance. The
1967 Katz decision took this tool from the police just as the visibility of
organized crime was increasing.

Organized crime had been a force in American society for years. With
the repeal of Prohibition, it had shifted its activities from bootlegging into
gambling, loansharking, and control of legitimate businesses, including
garbage disposal, garment manufacturing, real estate, restaurants, vend-
ing machines, and waterfront activities (ibid., p. 195). Yet between the
1930s and the 1950s the FBI pursued bank robbers, kidnappers, auto
thieves, and the Communist Party, but not organized crime (although
from time to time individual members of crime “families” made their
way into the FBI’s net).

There are various theories as to why J. Edgar Hoover ignored orga-
nized crime’s very existence for some 30 years. It may be that any con-
certed federal effort would have involved the FBI in interagency coop-
eration, something that the turf-conscious Hoover abhorred. It may be
that an investigation of organized crime would have been a drawn-out
affair that would not have yielded the statistics on criminals caught and
property recovered that were the “heart and soul” of Hoover’s annual
speech before the Senate Appropriations Committee (Sullivan 1979, pp.
117–118). It may be that investigating organized crime would have risked
corruption of the investigators to a much greater extent than other types
of criminal investigation.

Organized Crime Becomes Visible
Sergeant Edgar Croswell, a New York State trooper, Robert Kennedy,
Attorney General under his brother John, and Joseph Valachi, a 60-year-
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old “soldato” in the Genovese crime family, brought organized crime to
the nation’s attention in the late 1950s and the early 1960s.

On Saturday November 15, 1957, Sergeant Croswell was doing his
morning rounds in Apalachin, a small village in the Southern Tier of
New York State, near Pennsylvania, when he discovered limousine after
black limousine turning into the country estate of Joseph Barbara, a
bottler and distributor of soft drinks in nearby Endicott. His suspicion
aroused, Croswell set up a roadblock near the estate to check for vehicle
identification—a legal search under the state laws. Many of the crime
bosses fled, but 67 of them were identified—some through the roadblock,
others through various forms of carelessness, including registering under
their own names at hotels in the area. The next day, the nation awoke
to headlines like “Royal Clambake for Underworld Cooled by Police”
and “Police Ponder NY Mob Meeting; All Claim They Were Visiting
Sick Friend.”

In 1961 Robert Kennedy became US attorney general. Five years ear-
lier, while counsel to the Senate Select Committee on Improper Activi-
ties in the Labor or Management Field, Kennedy had investigated labor
racketeering and had uncovered ties between the unions and organized
crime. When he became attorney general, Kennedy made organized crime
a priority (Lewis 1961). Congress soon passed legislation that Kennedy
had requested to fight organized crime (New York Times 1961).

In 1963, Joseph Valachi broke the code of silence that had made in-
vestigations of organized crime so unrewarding. Imprisoned for heroin
trafficking, Valachi killed a man whom he believed had been sent to
assassinate him in jail. Soured by the belief that the “family” had tried to
have him “hit” and facing murder charges for defending himself, Valachi
turned government witness and began to talk. In the Senate’s staid hear-
ing rooms, Valachi laid out the complex system of bosses, soldiers, and
international links that characterized organized crime. Charts describing
the succession of gang control in the New York area graced the walls.
The information was shocking to those who had been repeatedly told by
the FBI’s director that organized crime did not exist.

The combined effect was to transform organized crime from a myth
to a priority in federal eyes. The government concluded that its involve-
ment was crucial in working against organized crime because criminal
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networks flourished largely as a result of corruption in local police forces.
In the words of Ramsey Clark, Kennedy’s successor as attorney general:
“The presence of any significant organized crime necessarily means that
local criminal justice has been corrupted to some degree.” (Clark 1970)
Furthermore, because the criminal organizations spanned state borders,
nationwide coordination of investigations was viewed as crucial.

By 1966, even J. Edgar Hoover had caught up on organized crime. Tes-
tifying before the House Subcommittee on Appropriations, Hoover said:
“La Cosa Nostra is the largest organization of the criminal underworld
in this country, very closely organized and strictly disciplined.” (Carroll
1967)

Title III: Wiretaps Made Legal

In their report on the Valachi hearings, members of the Senate Govern-
mental Operations Committee called for legislation authorizing wire-
tapping. Their view was echoed by a presidential commission on law
enforcement: “A majority of the members of the Commission believe that
legislation should be enacted granting carefully circumscribed authority
for electronic surveillance to law enforcement officers. . . .” (President’s
Commission on Law Enforcement 1967, p. 203)

Not all experts agreed with the commission’s conclusions. Attorney
General Clark prohibited all use of wiretaps by federal law-enforcement
officers. He told Congress: “I know of no Federal conviction based upon
any wiretapping or electronic surveillance, and there have been a lot of
big ones. . . . I also think that we make cases effectively without wire-
tapping or electronic surveillance. I think it may well be that with the
commitment of the same manpower to other techniques, even more con-
victions could be secured, because in terms of manpower, wiretapping,
and electronic surveillance is very expensive.” (Clark 1967, p. 320) Clark
pointed out that in 1967, without using wiretaps, federal strike forces
had obtained indictments against organized crime figures in nine states,
and that “each strike force has obtained more indictments in its target
city than all federal indictments in the nation against organized crime in
as recent a year as 1960” (ibid., pp. 79–80).

In 1965, the Chief Judge of the US District Court in Northern Illinois,
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William Campbell, told Congress of his strong disapproval of wiretaps:
“My experiences have produced in me a complete repugnance, opposi-
tion, and disapproval of wiretapping, regardless of circumstances. This
invasion of privacy, too often an invasion of the privacy of innocent in-
dividuals, is not justified. In every case I know of where wiretapping has
been used, the case could have been made without the use of the wiretap.
Wiretapping in my opinion is mainly a crutch or shortcut used by inef-
ficient or lazy investigators.” (USSR 90-1097 Omnibus Safe Streets and
Crime Control, p. 1495)

Detroit’s police commissioner, Ray Girardin, was also opposed to wire-
tapping: “I feel that [wiretapping] is an outrageous tactic and that it is not
necessary and has no place in law enforcement. . . . [T]he only exception
to this that I would entertain at this time would be in a situation where
the security of the nation has to be protected against an outside power.”
(Girardin 1967)

At other times, in other places, other officials had denounced wiretap-
ping. A 1961 congressional survey revealed that the attorneys general
of California, Delaware, Missouri, and New Mexico opposed federal
laws permitting wiretapping (USSH 87 Wiretapping and Eavesdropping
Legislation, pp. 545, 547, 554, and 560). Daniel Ward, State’s Attorney
for Cook County, Illinois, testified in 1961: “I do not think that one can
honestly say that wiretapping is a sine qua non of effective law enforce-
ment.” (Ward 1961)

Ramsey Clark’s opposition was sustained by President Johnson, who
proposed to Congress in 1967 that wiretapping be limited to national-
security cases and that it be performed only by federal officials (Congres-
sional Quarterly Weekly 1967, p. 222). But in the aftermath of the Crime
Commission’s report, and during a time of domestic unrest (riots in the
ghettos, the Vietnam War protests, and several political assassinations),
Congress saw the issues differently. Despite the lack of unanimity, even
among police, Congress chose to legalize wiretapping as a tool for law-
enforcement investigations in criminal cases. Title III of the Omnibus
Crime Control and Safe Streets Act of 1968 (18 USC §2510–2521) es-
tablished the basic law for interceptions performed in criminal investi-
gations: wiretaps are limited to the crimes specified in the act—a list
including murder, kidnapping, extortion, gambling, counterfeiting, and
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sale of marijuana. The Judiciary Committee made clear that organized
crime was a central motivation for Title III.8

In order to conform to the standards of the Fourth Amendment, Con-
gress required law enforcement to obtain a warrant before initiating a
wiretap.9 To receive a court order, an investigator draws up an affidavit
showing that there is probable cause to believe that the targeted com-
munication device—whether a phone, a fax, or a computer10—is being
used to facilitate a crime. A government attorney prepares an application
for a court order, and approval must be granted by a member of the
Department of Justice at least at the level of Deputy Assistant Attorney
General.

Observing that “wiretaps and eavesdrops are potentially more pen-
etrating, less discriminating, and less visible than ordinary searches,”
Congress decided that review of the application by a federal district court
judge was in order (National Commission 1976, p. 12). The judge must
determine that (i) there is probable cause to believe that an individual
is committing or is about to commit an indictable offense; (ii) there is
probable cause to believe that communications about the offense will be
obtained through the interception; (iii) normal investigative procedures
have been tried and either have failed, appear unlikely to succeed, or
are too dangerous; and (iv) there is probable cause to believe that the
facilities subject to surveillance are being used or will be used in the
commission of the crime. Only if all these criteria are satisfied will a
judge approve a wiretap order.11

After a court order for electronic surveillance is approved, it is taken
to a service provider (e.g., a telephone company) for execution. The
provider is required to assist in placing the wiretap,12 and is compensated
for all expenses. Surveillances are approved for at most 30 days; any
extension requires a new court order.

Almost all states have also passed statutes permitting wiretaps by state
and local law enforcement officers for criminal investigations. Under
Title III, state acts were required to be at least as restrictive in their
requirements as the federal code, and many are more so.

In an effort to prevent repetition of the concealment practiced by J.
Edgar Hoover, Congress required that records on electronic surveillance
be available to the public. Each order, whether filed under Title III or
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under a state statute, must be reported, and every year the Administrative
Office of the United States Courts issues a report detailing the duration
of each order, the number of persons intercepted, the type of surveillance
used, the outcome of the case, and other information.

A New Wrinkle: “Domestic National Security”

There are different codes of conduct in wartime than in peacetime. Sol-
diers are permitted, under appropriate circumstances, to kill without the
elaborate procedures required for a civil execution. The most common
“appropriate circumstance” is, of course, war with a foreign power.
Less commonly and more controversially, a country’s military may be
deployed against its own citizens in times of insurrection. Under these
conditions, which constitute a threat to the state itself, it is generally felt
that peacetime restraint would place the state at too great a disadvan-
tage and permit the country to be conquered or the government to be
overthrown.

Similar reasoning applies, even in peacetime, to the state’s actions with
respect to spies, subversives, and revolutionaries—people who are not, or
do not consider themselves, bound by the country’s laws. The state will,
where possible and appropriate, treat such people as lawbreakers and
prosecute, but it may also take other actions that are not taken against
citizens in the normal course of events.

It is not surprising, therefore, that in matters affecting national security
the legal requirements for the placement of wiretaps should be relaxed.
This is the reasoning behind the 1940 authorization granted to J. Edgar
Hoover by Franklin Roosevelt. In a more general sense, it is the reasoning
under which all intelligence agencies conduct communications intercept
operations against foreign targets.

The relaxed requirements for national-security wiretapping are an at-
tractive target for abuse. A number of presidents, including Kennedy,
Johnson, and Nixon, used “national security” as a pretext for employing
wiretaps in domestic political intelligence.

Kennedy abused electronic surveillance only a month into his presi-
dency. The Dominican Republic was pressing Congress to pass a bill that
would allow more Dominican sugar to be imported. Kennedy opposed
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this legislation, and his administration suspected that congressmen were
being bribed to support it. Such bribery would be a legitimate national-
security concern. Attorney General Robert Kennedy requested that the
FBI initiate an investigation to see what pressures the Dominican Repub-
lic was putting on Congress (Wannall 1966). The inquiry lasted 9 weeks.
A dozen wiretaps and three microphone surveillances were involved.
Three members of the Department of Agriculture and a Congressional
staffer had their home phones tapped (Hoover 1961a,b). One lobbyist
was wiretapped both at home and at the office (Hoover 1961b). No
bribes were discovered, but the wiretaps provided the president with
important political information. One FBI summary sent to the attorney
general said that a lobbyist “mentioned he is working on the Senate
and has the Republicans all lined up” (FBI 1962). The administration
bill won, and the FBI concluded that its surveillance work had been a
major factor (Wannall 1966). Most of the wiretaps were taken off in
April 1961, but two remained even after the administration’s bill passed
(USSR 94 Intelligence Activities: Staff Reports, p. 330).

President Lyndon Johnson was even more blatant in requesting national-
security wiretaps. During the 1968 election, Johnson (who was not a
candidate for reelection) asked the FBI to conduct surveillance of Anna
Chennault, a prominent Republican who, Johnson claimed, was attempt-
ing to undermine the US-Vietnam peace talks in Paris. The White House
asked the FBI to institute physical coverage of Chennault and both phys-
ical and electronic coverage of South Vietnam’s Embassy (USSR 94 Intel-
ligence Activities: Staff Reports, p. 314). Summaries of the information
obtained from the physical surveillance were later given to the White
House (DeLoach 1968b; FBI 1968). Apparently the FBI was concerned
about being involved in such a political case and eschewed electronic
surveillance of Chennault. The electronic surveillance of the embassy was
an indirect way of accomplishing the same goal (DeLoach 1968a; USSR
94 Intelligence Activities: Staff Reports, p. 315).

President Nixon went yet further, and ultimately the illegal electronic
surveillance that started early in his administration played a pivotal role
in toppling his presidency.

On May 9, 1969, a front-page story appeared in the New York Times
reporting that the United States was bombing Cambodia and had been
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doing so for some time. By recording false coordinates for the sorties
(placing them in South Vietnam), the Air Force had hidden the loca-
tion of the attacks. News of the cover-up had been leaked to Times re-
porter William Beecher by someone in the government. Outraged, Henry
Kissinger, Nixon’s national security advisor, told J. Edgar Hoover to find
the leaker(s). Within hours the FBI had focused on Morton Halperin, a
Kissinger aide who “knew Beecher” and whom Hoover “considered part
of the Harvard clique” (Hoover 1969a). Without written approval from
the attorney general, a wiretap was installed on Halperin’s home line that
same afternoon. Seventeen people, some in the government and some in
the news media, had their phones tapped during the investigation,13 but
no leakers were identified.

Some of the wiretaps were on for a matter of weeks, others for more
than a year. The longest was the one on Morton Halperin, which re-
mained active for 21 months, even though by September 1969 Halperin
had left the White House. In February 1971, when the tap was finally
removed, Halperin had been working for months for Edmund Muskie, a
Democratic senator from Maine and a candidate for his party’s presiden-
tial nomination (Halperin 1974, p. 296). Hoover was forwarding various
tidbits of political information, such as the fact that former president
Johnson “would not back Muskie” for the White House (Theoharis and
Cox 1988, p. 415). By that time, information from the wiretaps was
being sent directly to H. R. Haldeman, Nixon’s political advisor (USSR
93 Electronic Surveillance for National Security, pp. 296 and 351).

Daniel Ellsberg’s turn came next. Ellsberg had made copies of classified
histories of US involvement in Vietnam—the 47-volume “Pentagon Pa-
pers”—available to New York Times reporter Neil Sheehan. On Sunday,
June 13, 1971, portions of the papers, and articles based on them, began
appearing in the Times. The government sued to block publication, but
lost. Excerpts were printed in the Times and in the Washington Post.14

Although the Pentagon Papers were highly critical of the Democrats
who had preceded him in the presidency, Nixon was infuriated by their
publication. Ellsberg was indicted on charges of violating the Espionage
Act, but the Nixon White House went further.

John Ehrlichman, Nixon’s domestic affairs advisor, authorized a bur-
glary of Ellsberg’s psychiatrist, then covered it up in an attempt to keep
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Ellsberg’s trial from ending in a dismissal of charges. Instead, as a result
of the inquiries into the Watergate break-in, the burglary of the psychi-
atrist was discovered. Further inquiry revealed that Ellsberg’s phone had
been tapped by the government,15 but the wiretap authorizations, logs,
and other records could not be found. The judge declared a mistrial, and
charges against Ellsberg were dismissed (United States v. Susso, CD Cal.
9373-WMB, 1973).

Charles Radford II, a Navy yeoman who was serving the Joint Chiefs
of Staff, was wiretapped after a syndicated newspaper column by Jack
Anderson described a conversation between Nixon and Kissinger con-
cerning the administration’s decision to “tilt” toward Pakistan in the
India-Pakistan conflict—a column which was to contribute to Anderson’s
winning a Pulitzer Prize a few months later. Radford was a suspect in
part because he and Anderson attended the same church (Smith 1973;
Hersh 1983, p. 470). The FBI was asked to wiretap Radford, although
the government did not plan any prosecution of the leak (Smith 1973).
Shortly afterward, Radford was transferred to the Naval Reserve Train-
ing Center near Portland, Oregon. He moved in with his stepfather until
he could find permanent housing. A wiretap was put on the stepfather’s
phone. After Radford found a place of his own, a wiretap was placed
on his new phone. The wiretap on the stepfather’s phone remained for
another 2 months. There were also wiretaps on the phones of two of
Radford’s friends, one a State Department employee and one a former
Defense Attaché. None of the wiretaps were authorized by the attorney
general, and at no time was prosecution planned (USSR 94 Intelligence
Activities: Staff Reports, pp. 326–327).

Wiretapping Requires a Court Order
Even after the Supreme Court’s ruling in the Katz case and the passage
of Title III, national security continued to serve as a cover for war-
rantless electronic surveillance in domestic political intelligence. In 1972
the Supreme Court ordered an end to warrantless wiretapping even for
“national-security” purposes.

John Sinclair, Lawrence Plamondon, and John Waterhouse Forrest
were charged with bombing a CIA office in Ann Arbor, Michigan. It
turned out that the federal government had tapped Plamondon without
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prior judicial approval. Plamondon requested copies of the tapes to de-
termine if the government’s case had been tainted by the wiretaps. The
District Court ordered the government to give Plamondon copies of the
tapes.

The government refused and appealed. It argued before the Supreme
Court that this was a matter of national security and that Title III require-
ments for a search warrant were not an attempt to limit surveillance in
such cases. While the Supreme Court agreed that Title III was limited
to criminal investigations, it did not buy the argument that domestic-
security surveillance could justify departure from Fourth Amendment
protections:

. . . these Fourth Amendment freedoms cannot be properly guaranteed if do-
mestic security surveillances may be conducted solely within the discretion
of the Executive Branch. . . . (United States v. United States District Court for
the Eastern District of Michigan et al., 407 US 297, 1972, p. 316–317)

Official surveillance, whether its purpose be criminal investigation or on-
going intelligence gathering, risks infringement of constitutionally protected
privacy of speech. Security surveillances are especially sensitive because of
the inherent vagueness of the domestic security concept. . . . We recognize, as
we have before, the constitutional basis of the President’s domestic security
role, but we think it must be exercised in a manner compatible with the
Fourth Amendment. . . .

We cannot accept the Government’s argument that internal security mat-
ters are too subtle and complex for judicial evaluation. Courts regularly deal
with the most difficult issues of our society. . . . If the threat is too subtle or
complex for our senior law enforcement officers to convey its significance
to a court, one may question whether there is probable cause for surveil-
lance. . . . (ibid., p. 320)

Surveillance of domestic organizations now required a court order
whether the national security was involved or not. The Court pointed
to the absence of law on wiretapping for national-security purposes and
invited Congress to fill the gap. Instead the country spent almost 2 years
mesmerized by the president’s illegal activities.

Watergate
The Watergate affair began early on the morning of June 17, 1972, with
a break-in at the Democratic National Committee’s headquarters in the
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Watergate Office Building in Washington. The intruders were a group
paid by the Committee to Re-Elect the President, Nixon’s campaign
committee. The burglary was the second attempt to install a bug on the
phone of Lawrence O’Brien, the Democratic Party’s chairman. A first
attempt had only succeeded in placing a working bug in his secretary’s
phone. This provided information on the secretary’s social life, but not
on O’Brien’s political plans.

The Watergate affair reached its climax on August 9, 1974, when
Nixon, facing impeachment, became the first president to resign from
office. Had he not done so, he could have expected to be impeached on
counts that included the following:

[Nixon] misused the Federal Bureau of Investigation, the Secret Service, and
other Executive Personnel . . . by directing or authorizing such agencies or
personnel to conduct or continue electronic surveillance or other investiga-
tions for purposes unrelated to national security, the enforcement of laws, or
any other lawful function of his office; . . . and he did direct the concealment
of certain records made by the Federal Bureau of Investigation of electronic
surveillance. (USHH 93 Impeachment Inquiry, Book III, pp. 2255–2256,
Article II, §2)

[Nixon] failed to take care that the laws were faithfully executed by failing to
act when he knew or had reason to know that his close subordinates endeav-
ored to impede and frustrate lawful inquiries . . . concerning the electronic
surveillance of private citizens. . . . (USHH 93 Impeachment Inquiry, Book
III, pp. 2256–2258, Article II, §4)

The Senate Investigates
The revelations of Watergate engendered a general distrust of govern-
ment as high official after high official was implicated in the illegal ac-
tions of the Nixon presidency. There was deep concern about the in-
volvement of intelligence agencies in many of the questionable proceed-
ings of the Nixon administration. In January 1975 the Senate appointed
an eleven-member special committee to investigate government intelli-
gence operations to determine the extent to which “illegal, improper, or
unethical activities” were engaged in by government agencies (USS 94
Resolution).

The Senate Select Committee to Study Governmental Operations with
respect to Intelligence Activities (commonly known as the Church Com-
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mittee, after its chairman, Senator Frank Church), began its study with
the year 1936, which marked the reestablishment of domestic intelligence
programs in the United States after a hiatus of about a decade. The
committee uncovered a long history of presidential wiretapping, includ-
ing Truman’s wiretapping of the lobbyist Thomas Corcoran, Kennedy’s
“Sugar Lobby” taps, Johnson’s surveillance of Anna Chennault, and Ken-
nedy’s and Johnson’s wiretapping and bugging of Martin Luther King.
It also examined the wiretap abuses of the Nixon era, including those
enumerated above. The hearings revealed many illegal covert operations
by the intelligence agencies, and the Church Committee concluded:

Too many people have been spied upon by too many Government agencies
and [too] much information has been collected. The Government has often
undertaken the secret surveillance of citizens on the basis of their political
beliefs, even when those beliefs posed no threat of violence or illegal acts
on the behalf of a foreign power. The Government, operating primarily
through secret informants, but also using other intrusive techniques such
as wiretaps, microphone “bugs,” surreptitious mail opening, and break-ins,
has swept in vast amounts of information about the personal lives, views
and associations of American citizens. . . . (USSR 94 Intelligence Activities:
Rights of Americans, p. 5)

Among these were “the interest of the wife of a US Senator in peace
causes; a correspondent’s report from Southeast Asia to his magazine in
New York; an anti-war activist’s request for a speaker in New York”
(ibid., p. 108). The committee observed: “The surveillance which we
investigated was not only vastly excessive in breadth . . . but was also
often conducted by illegal or improper means.” (ibid., p. 12)

Although much of this surveillance had occurred before Title III, the
illegal activities of the Nixon administration had not. When Congress
had regulated the use of electronic surveillance for criminal investigations
under Title III, it had believed that the legislation would put tight restric-
tions on the use of wiretaps and electronic surveillance. Nonetheless, Title
III had been circumvented by the Nixon administration, which had used
the “national-security” justification for many investigations.

The Church Committee’s inquiries emphasized not “Who did it?” but
“How did it happen and what can be done to keep it from happening
again?” (ibid., p. viii) The committee felt that Title III was appropriate
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as written, but set forth a list of recommendations for explicit laws on
electronic surveillance in national-security investigations.16

The underlying premise of the Church Committee’s recommendations
was that Americans should be free of the type of surveillance the hearings
had exposed. The CIA should refrain from electronic surveillances, unau-
thorized searches, or mail openings within the United States,17 and NSA
should not monitor communications from Americans, except in cases
where the person is involved in terrorist activities or intelligence work,
and then only when a search warrant has been obtained.18 The committee
also outlined the form a law permitting electronic surveillance for foreign
intelligence might take. 19

The Foreign Intelligence Surveillance Act
In 1978 the Foreign Intelligence Surveillance Act (FISA), much of it based
on the Church Committee’s recommendations, became law. FISA (50
USC 1801 et seq.) governs wire and electronic communications with
“United States persons”20 who are within the country. It does not apply
to those of US persons overseas, excepting communications with a US
person resident in the United States. Under FISA, US persons in the US
may be subject to surveillance if they are suspected of aiding and abetting
international terrorism.

A court order is required for a FISA wiretap.21 Such an order may be
granted by the Foreign Intelligence Surveillance Court, which is made up
of eleven District Court judges specially appointed by the Chief Justice of
the United States.22 The order must be applied for by a federal officer, and
approved by the attorney general, who is required to inform the House
and Senate Committees on Intelligence of all FISA wiretap activity twice
a year.

The attorney general is required to furnish an annual report to the Ad-
ministrative Office of the US Courts on the number of FISA applications
and orders. All other information on FISA wiretaps is classified. In that
sense, FISA represented a move away from establishing public safeguards
—notice to targets, oversight, and minimization (in FISA minimiza-
tion is limited to minimization of information about US persons)—that
both provide accountability and limit the ability to misuse surveillance
authority.
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For a long time after 1979, there were an average of slightly over 500
FISA wiretap orders per year23; by 1995, more than 8000 requests had
been made by the government for surveillance under FISA. None had
been turned down. The reason for this is a matter of dispute. Proponents
of FISA say it is because surveillance applications are carefully prepared
and reviewed before being presented to the Foreign Intelligence Surveil-
lance Court. Opponents argue that it is because the court is only a rubber
stamp (Cinquegrana 1989, p. 815). A critical report by the Foreign Intel-
ligence Surveillance Court in 2002 shed a bit of light on these issues (see
chapter 11).

The Electronic Communications Privacy Act
The next major federal wiretapping statute was the 1986 Electronic
Communications Privacy Act (Public Law 99-508), which updated Ti-
tle III to include digital and electronic communications. In recognition
of new telecommunications switching technologies, ECPA allowed for
approvals of roving wiretaps—wiretaps without specified locations—if
there was demonstration of probable cause that the subject was attempt-
ing to evade surveillance by switching telephones. It required a warrant
for wiretapping the non-radio portion of a cellular communication. The
widespread availability of radio scanners made the latter stronger in legal
terms than it was in practice.

Under ECPA, pen registers and trap-and-trace devices require court
orders. Any government attorney can file for such an order, and there is
no requirement of probable cause for a search warrant to be issued.

The late 1980s witnessed two major changes in telecommunications.
The breakup of the Bell System into a long-distance carrier and seven re-
gional companies encouraged a proliferation of competitors in the indus-
try; this made seeking a wiretap more complicated for law-enforcement
agents, who now had to contend with a plethora of new companies
instead of a monolithic “Ma Bell.” The other change came when call
forwarding, call waiting, cellular phones, and fax machines appeared on
the market.
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Briefings on the dangers of encryption by Raymond Kammer (the act-
ing director of the National Institute of Standards and Technology) and
Clinton Brooks (assistant to the director of the National Security Agency)
gave rise to fear in the FBI that wiretaps would soon be rendered useless.
In 1992 the FBI’s Advanced Telephony Unit predicted that, because of
encryption, by 1995 the FBI would have access to only 60% of inter-
cepted communications.1 Facing a technology it understood poorly, the
FBI wanted a fast remedy. As a first step, it sought congressional action
to protect wiretapping from technical encroachments. The idea was that,
because wiretapping was a tool with accepted legal standing, new legis-
lation could be presented as a matter of maintaining the status quo.

Digital Telephony

Unless continued access to traffic is maintained, neither targeting nor
analysis of electronic communications will be possible. The post-1982
breakup of AT&T presaged a period of tremendous growth in telecom-
munications products and businesses. For the FBI’s wiretapping activities,
it was a period of growing complexity. In executing wiretaps, agents
could no longer deal with a single telephone company; they now had to
deal with equipment supplied by a variety of companies and with service
provided by numerous carriers.

In 1992 the FBI put forth what it called a Digital Telephony Pro-
posal, which mandated the inclusion of provisions for authorized wire-
tapping in the design of telephone switching equipment. When the FBI
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approached Congress with that proposal, it was far from clear that the
FBI was experiencing anything other than a crisis of confidence. The
proposed bill required that all telecommunications providers, both pub-
lic carriers and private branch exchanges (PBXs—the private switching
centers typically used within large companies), design their systems to ac-
commodate government interceptions. Common carriers had 18 months
to comply; the PBXs had twice as long. All costs of redesign were to be
borne by the companies (FBI 1992b). The FBI claimed that new switch-
ing technology and such improvements as cellular telephones and call
forwarding had made it difficult to install court-authorized wiretaps.

Evidence to substantiate that claim was hard to find. On April 30,
1992, the Washington Post reported: “FBI officials said they have not yet
fumbled a criminal probe due to the inability to tap a phone. . . .” (Mintz
1992) To this suggestion that it was not actually having any trouble, the
FBI countered that, because of anticipated technological problems, court
orders had not been sought, executed, or completely carried out (Denning
et al. 1993, p. 26). Meanwhile, Freedom of Information Act litigation
initiated by Computer Professionals for Social Responsibility found not
a single example of wiretaps’ being stymied by the new telecommunica-
tions technology.

Industry objected to the Digital Telephony Proposal and major players
in computers and communications protested. Among industry’s concerns
were the cost (estimated to be in the hundreds of millions of dollars2) and
the effect on privacy. A built-in “back door” for government wiretapping
could easily become a back door to illicit surreptitious surveillance.

The General Accounting Office briefed Congress, expressing concern
that alternatives to the proposal had not been fully explored (USGAO
1992). The General Services Administration characterized the proposal
as unnecessary and potentially harmful to the nation’s competitiveness
(USGSA 1992). In an internal government memo, the National Telecom-
munications and Information Agency observed that facilitating lawful
government interception also facilitated unlawful interception by others,
and described the bill as “highly regulatory and broad” (NTIA 1992).3

There were no congressional sponsors for the proposal.
As internal memoranda show, the FBI had given the Digital Telephony

Proposal only a 30% chance of passing (McNulty 1992, p. C-14). But
the proposal established an FBI beachhead.
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The Value of Wiretapping

The Digital Telephony Proposal took as given the proposition that wire-
taps were essential to law enforcement. Wiretapping for that purpose
had been legal for a quarter of a century and, despite the fact that most
Americans disapproved of it,4 had come to be an accepted practice.

Decades of court-authorized wiretapping have provided a powerful an-
alytic tool with which to assess its value: the reporting provision of Title
III provides that the Administrative Office of the Federal Courts should
annually publish a list of all wiretap orders issued under Title III and
associated state statutes. This annual account is commonly known as
the Wiretap Report, although, like Title III itself, it covers all forms
of electronic surveillance, including microphone surveillance. Despite its
value as an analytic tool, the Wiretap Report has severe limitations. In its
statistical summaries it does not distinguish wiretaps from bugs. Another
difficulty is establishing precise numbers. For example, in its statistical
information on intercepts, the report uses the term “intercepts installed”
to mean installed intercepts for which reports have been received. This
probably results in a slight underestimate of those actually installed, since
some are not subsequently reported upon. The 1988 report shows that
there were 754 orders for electronic surveillance but indicates that 11
of these were never executed. Of the remaining 743 court orders, an
additional 67 did not have an after-the-fact prosecutor’s report.5 Thus
the report lists 676 “intercepts installed,” although the actual number
lies between 676 and 743. In our analysis, we have used the Wiretap
Report’s “intercepts installed” figure, as there is no way to ascertain the
higher number.

Limitations of the Data
From the Wiretap Report we can discern who the prosecutor was on a
wiretap order, who the judge was, how long the order was for, and for
what crime the order was authorized.6 We can see how many arrests were
made and how many convictions occurred.7 What we cannot discern
from the Wiretap Report is what was said in the court hearings.

Court transcripts often reveal information that dry numbers hide. In
1972, law professor Herman Schwartz studied the 4 years’ worth of
court-ordered wiretaps that had resulted from Title III. He observed:



208 Communications in the 1990s

[T]here is an interesting item in the late J. Edgar Hoover’s 1971 [FBI an-
nual] report: right after a reference to the vital importance of electronic
surveillance to the fight against organized crime, four major convictions are
listed, including one of a Nicholas Ratteni. A check with counsel in the case
disclosed that there was indeed a wiretap—against a co-defendant who was
acquitted. (Schwartz 1974, pp. 186–187)

So the FBI dissembled. Schwartz uncovered a number of other results
that undercut claims of wiretapping’s usefulness:

[I]n United States versus Poeta, the US Court of Appeals opened its opinion
by observing that the tap-derived evidence was unnecessary to the convic-
tion; in another case, Uniformed Sanitation Men versus Commission of San-
itation, the Court made the same observation. In a 1971 report, a Nevada
prosecutor reported two indictments in a kidnapping case in which wiretap-
ping was used . . . but candidly added that the indictments were “not as a
result of the interception.” (Schwartz 1974, pp. 185–186)

The law requires that the number of interceptions, both incriminating
and non-incriminating, be reported. Schwartz found that law-enforce-
ment personnel were prone to exaggerate the number of incriminating
intercepts:

In United States v. King, the Government claimed that 80–85% of the con-
versations overheard in a drug case were incriminating and so it reported in
the 1971 report, Order #35. The Court, however, found that the contem-
poraneous reports showed that the percentages were really between 5 and
25%.8

Naturally, such anomalies continue, of course. One enterprising New
York lawyer has used wiretaps made by police to argue that his client
had been entrapped.9 In a 1995 terrorist conspiracy case, the FBI worked
hard to establish a connection between Sheik Omar Abdel Rahman (a
blind Egyptian cleric living in Brooklyn) and Razmi Yousef (an alleged
terrorist and bomb expert). The FBI emphasized the wiretap evidence. In
fact the wiretap transcripts only revealed that there had been several calls
between Rahman’s phone and Yousef’s (Fried 1995; McKinley 1995b)—
something that could have been discovered by less intrusive investigative
methods. Both Rahman and Yousef were involved in terrorist activities
but they never spoke to each other on the tapped telephone. Wiretaps
of Rahman’s conversations were described in the above-cited New York
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Times stories as “not incriminat[ing]” and containing “no references to
violence.” In a situation reminiscent of the Ratteni case described by
Schwartz, lawyers for the defense in the 1997 trial of Timothy McVeigh
used wiretaps made by federal agents to demonstrate that a prosecution
witness was unreliable (Brooke 1997b).10 Such examples make clear that
the data provided by the Wiretap Report give only a partial picture of
wiretapping cases.

Where Wiretaps Are Used
Here is how things stood in the mid 1990s, as the Communications As-
sistance for Law Enforcement Act and encryption were being debated.

In 1968, wiretapping was seen as a tool for targeting gambling—the
main source of income for organized crime. In the first 5 years after
the “Title III” legislation, 64% of the 2362 reported intercepts were for
investigations of gambling cases, 27% of the wiretaps were for narcotics
cases, less than 5% for homicide and assault investigations, 2.5% for
investigations into bribery, and under 1% for cases of “arson and explo-
sives” (AO 1978, p. xvi). (The Wiretap Report denotes as “narcotics”
any case in which the most serious offense includes drugs of any sort,
including marijuana.) With at least 38 states running lotteries, and gam-
bling legalized from Connecticut to Nevada, it is difficult to recall that
gambling was once targeted as a serious crime.

In 1977 the number of narcotics investigations employing electronic
surveillance began increasing. In 1982 President Reagan declared a na-
tional “War on Drugs,” and gambling investigations using electronic
surveillance dropped while narcotics investigations rose. In 1994 nar-
cotics investigations made up 77% of the cases using electronic surveil-
lance, gambling investigations less than 8%. Cost is a limiting factor.
The average cost of a wiretap has risen, from $1358 in 1968 to $49,478
in 1994; part of this increase was due to a doubling in the length of
the average electronic surveillance, from approximately 20 days in 1969
to just under 40 in 1994. Drug investigations, which frequently involve
wiretaps of several months’ duration, are particularly costly.

Drug investigations are the major focus of wiretaps and the seizure of
major shipments of drugs is sometimes accomplished through their use.
In a style similar to the Vietnam War’s body counts, law-enforcement
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agencies set great store by the tonnage of drugs seized. However, not even
the law-enforcement community is unanimous in believing that seizure is
the best solution to the drug problem. Eliminating drug sources has had
only limited success.11 And money spent on drug busts may not be money
well spent. A report prepared by a special committee of the American Bar
Association concluded: “While law enforcement has had little effect on
drug use, drug prosecutions have had a profound effect on the criminal
justice system. In the cities the Committee visited, drug cases have over-
whelmed the courts. . . . In light of the Committee’s findings in the area
of drugs, a simple but significant truth should be faced: conventional law
enforcement methods are not controlling the drug problem.” (American
Bar Association 1988, pp. 46–47)

Sample Data from the Wiretap Report

Court-Authorized Electronic Surveillance, Title III, 1988–1994 (1994 Only)
Year 1988 1989 1990 1991 1992 1993 1994 Federal State
Orders Authorized 738 763 872 856 919 976 1154 554 600
Orders Denied 2 0 0 0 0 0 0 0 0
Orders Installed1 678 720 812 802 846 938 1100 549 551
Main Offense2

Arson, Explosives,
and Weapons 3 0 0 0 0 0 0 0 0

Gambling 126 111 116 98 66 96 86 8 78
Kidnapping 1 3 2 5 9 1 11 7 4
Narcotics 435 471 520 536 634 679 876 435 441
Racketeering 80 89 90 114 90 101 88 68 20
Telephone Wiretaps3 549 621 591 591 632 679 768 397 371
Electronic Bugs4 61 65 62 62 38 55 52 42 10
Average Number / Order
Persons 129 178 131 121 117 100 84 112 58
Intercepts 1251 1656 1487 1584 1861 1801 2139 2257 2030
Incriminating Intercepts 316 337 321 290 347 364 373 374 372

1. The Wiretap Report uses the term ‘Intercepts Installed’ to mean intercepts
installed and reported upon. This is likely to be a slight underestimate of
those actually installed, since some surveillances are not actually reported
upon. We use the Administrative Office’s terminology here.

2. As determined by judge issuing surveillance order.
3. This number does not include telephone wiretaps that were part of a “com-

bination” tap involving more than one type of surveillance.
4. This number does not include electronic bugs that were part of a “combi-

nation” tap involving more than one type of surveillance.

While wiretaps may contribute to large drug busts (although we are
not aware of any study that has compared employing wiretapping with
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spending comparable funds on other types of law-enforcement activities
focusing on drugs), it is not clear that this effort makes any real differ-
ence in the underlying problem. Indeed, a 1994 RAND study observes
that $34 million invested in drug treatment programs achieves the same
consumption reduction as does $246 million spent for domestic law en-
forcement, $366 million spent for interdiction, or $783 million spent for
source-country control.12

Where Wiretaps Are Not Used
Although kidnappings are frequently touted as a reason for the need for
electronic surveillance,13 wiretapping does not seem to be useful in such
cases. Between 1969 and 1994, wiretaps and microphone bugs were re-
ported to have been used in 80 kidnapping cases; thus, on average, wire-
tapping played a role in two to three of those cases each year.14 Though
there is no reason to doubt that the court orders for surveillance were
correctly made, there is some reason to doubt the necessity. Meanwhile,
in recent years there have been approximately 500 kidnapping cases per
year.15

It is not surprising that wiretaps rarely figure in kidnapping cases,
since investigators are typically unaware of the kidnappers’ locations. But
wiretapping’s role is small for another reason: the interception of ransom
calls from kidnappers does not require any court authorization if the re-
cipient of the call consents—a form of interception called a “consensual
overhear.”16

Domestic terrorism is sometimes given as a reason for wiretap surveil-
lance. There were 59 wiretapping cases between 1968 and 1994 involv-
ing arson, explosives (the most frequent form of domestic terrorism),
and weapons, or about two a year. The period 1988–1994 saw four Title
III wiretap investigations of firearms and none of arson or explosives.17

It is possible that no wiretaps were used in cases involving explosives.
However, since intelligence wiretaps may also be used for investigating
domestic terrorism if there is alleged foreign involvement, it seems more
likely that federal authorities found it more expedient to employ the For-
eign Intelligence Surveillance Act, under which nothing need be reported
but the total annual number of surveillances.
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The States and Wiretapping
Forty-four states have their own wiretapping statutes, but not all of those
states strongly support wiretapping. It took California more than 20
years to pass a wiretapping statute, and when the law finally did pass
it was loaded with restrictions, including a limitation to drug investiga-
tions. At first the state of California performed few wiretaps a year—8
in 1994 compared to 71 federal wiretaps (AO 1995, pp. A-2–A-7 and
A-58). “If it’s anything big, you should let the Feds do it,” explained
San Francisco Chief Assistant District Attorney Dick Iglehart, who was
California’s Chief Assistant Attorney General, Head of the Criminal Di-
vision, at the time of the passage of the California statute.18 By 2004
California had caught up with New York and the other big players,
and had performed 180 state investigations using wiretaps. Over half of
those were in Los Angeles, where there was reason to believe that there
had previously been substational underreporting of state wiretaps.19 The
Public Defender’s office filed suit over the practice, and a Los Angeles
police officer testified that the hand-off procedure was standard practice
and had been used “hundreds of times” since the mid 1980s with “10
percent to 15 percent of the cases involving wiretaps concealed from the
defense” (New York Times 1998b). Despite strong objections from the
Public Defender’s office (Quant 2006), the judge ruled that the hand-off
was permissible. But then something very interesting happened regarding
the number of state wiretaps reported for Los Angeles. Despite the Su-
perior Court ruling and the LAPD claim that the practice was “standard
procedure,” the number of legally-authorized state wiretaps in Los Ange-
les jumped from 37 in 1998 (AO 1999, p. 14) to 62 in 1999 (AO 2000, p.
15) and then 78 in 2001 (AO 2002, p. 15). It is, or course, impossible to
know what fueled this increase: better reporting, or a real increase in the
number of state wiretaps. The Wiretap Report reports 48 jurisdictions
that permit wiretapping: the Federal, Puerto Rico, the Virgin Islands, the
District of Columbia, and 44 states.

Convictions from Wiretaps
How many convictions result from wiretaps?20 In 1988 wiretaps were
used in 609 investigations, including 45 in which both wiretaps and
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electronic bugs were employed. There were 279 court cases and 1808
convictions in these cases.21 These convictions had cost $335 million for
wiretapping alone.

Of course, it is impossible to know in how many of these cases wiretap
evidence was crucial in obtaining a conviction or a guilty plea (whether
directly or through evidence obtained as a result of the information
gleaned from a wiretap). The numbers above provide only an upper
bound on the potential effectiveness of wiretapping in law enforcement.
It is essential to note that a wiretap is ordered only if there is already
probable cause that the person being investigated is involved in a serious
and indictable crime.

Who Else Is Being Tapped?
Since Title III has been in force, the number of conversations intercepted
has increased, the number of nonincriminating conversations intercepted
has increased, and the number of incriminating conversations intercepted
has remained the same. More specifically, according to data on the pe-
riod 1968–1994 released by the Administrative Office of the US Courts,
the average annual number of incriminating conversations intercepted
remained between 200,000 and 400,000 per year, while the number of
intercepted conversations increased steadily from about 400,000 in 1968
to over 2 million.22 In 1994, for example, 1137 court orders for elec-
tronic surveillance resulted in the interception of 2.35 million conver-
sations. Only 15% of the intercepted conversations were incriminating;
the remainder of the wiretapped conversations were not related to illegal
activities.23

Gambling accounted for 29% of the incriminating wiretap intercepts
in 1994. Gambling skews the statistics, for it is an activity with a high
number of incriminating intercepts. It is also low on convictions. If we
look to the 1988 numbers now that there has been enough time for trials
to have taken place, we see that gambling accounted for 27% of the
incriminating wiretap intercepts but for less than 14% of the convictions
(244 of 1808). It is not surprising that wiretaps authorized for a gambling
investigation should yield incriminating calls, since there has to be prob-
able cause for the authorization. Neither is the low level of convictions a



214 Communications in the 1990s

surprise; if a bookmaking operation is tapped, the incriminating calls are
likely to be people placing bets. Few, if any, of these low-level bettors are
prosecuted.

Thus, from the raw data of the Wiretap Report we can observe that
fewer than one-sixth of the intercepted calls resulted in anything of use
to law enforcement.

How Things Stand Now
The numbers above describe the situation in 1998, when this book first
appeared. With only minor exceptions, things have not changed substan-
tially in the past decade. Except for a dip in 2000, the number of Title
III wiretaps continues to rise, with 1773 Title III wiretaps reported by
the Administrative Office of the US Courts for 2005 (AO 2006, p. 7).
There has been a shift, with state and local wiretaps constituting an ever-
increasing percentage of Title III wiretaps. Undoubtedly one reason for
this shift is the number of wiretaps from the state of California, which
was 235 in 2005; New York, with 391, New Jersey with 218, and Florida
with 72 make up 80% of the state applications for wiretap orders (ibid.,
p. 7). In 2005, fully 81% of all Title III wiretaps were for drug cases
(ibid.), up slightly from the 72%–77% range of previous few years. The
average wiretap in 2005 cost $55 thousand, lower than the cost in 2004,
and wiretaps were used for an average of 43 days (AO 2006, p. 9).
As had been the case previously, contrary to public testimony, wiretaps
are not particularly efficacious in kidnapping cases. Over the last nine
years, wiretaps have been sought in an average of only five kidnapping
cases a year and installed in an average of fewer than four kidnap-
pings a year (AO 1998, 1999, 2000, 2001, 2002, 2003, 2004, 2005,
2006).

Two changes do stand out, however. The first is the move to portable
devices. In 2001, the most common devices being wiretapped were por-
table devices (AO 2002, p. 8). To no one’s surprise, that trend has con-
tinued. The second change from the mid 1990s is not unrelated to the
first. Portable devices have driven an increase in the number of daily
communications. So it should also be no surprise that the government
is conducting surveillance on an increasing number of communications.
In 2004, the number of intercepted communications under Title III was
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a record 4.9 million, slightly over a million of which were deemed in-
criminating (AO 2005, p. 21). In 2005, the government’s success ratio
improved slightly: the number of interceptions was down to 4.8 million,
while the number of incriminating ones was slightly higher that it had
been in 2004, so that 22% of communications tapped under Title III
warrants were incriminating (and 78% were not).

In 2000 Congress extended the reporting requirement for the Admin-
istrative Office of the US Courts, which was due to expire and added a
twist: reporting on encryption problems encountered during wiretapping
cases.24

Reports were to be aggregated, so that there would no break-out of
the cases in which law enforcement encountered encryption. The result
is quite different from what the FBI had anticipated in 1992, when
the Advanced Telephony Unit predicted that it expected fully 60% of
wiretapped calls would be encrypted (Advanced Telephony Unit). Law
enforcement has encountered encrypted communications. There were 22
state and local cases in 2000, 34 state and local cases in 2001, 17 state
and local cases in 2002, one state case in 2003, 41 state cases and one
federal case in 2004, and 13 in 2005. Of these exactly one caused diffi-
culty and the ciphertext could not be decrypted.

What has given rise to these curious figures is hard to determine.25

Another oddity is that federal investigators, seemingly more likely to
encounter encryption than state and local investigators, reported encoun-
tering only a single case of encryption. Whatever the mechanisms, the
Wiretap Report indicates that, in contradiction to the predictions of a
decade ago, encryption in wiretapped communications is simply not a
problem for law enforcement.

What Sways the Courts?
Citizens and legislators alike have generally accepted police claims of
wiretapping’s indispensability as a crime-fighting tool but have felt a
sense of disquiet about the ease with which it lends itself to invasion
of privacy and political spying. As a result, Congress gave with one hand
and took away with the other, allowing wiretapping but hedging it about
with stiff warrant requirements and a strict reporting regime.

It is impossible to be sure what determines a guilty verdict. It is pos-
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sible to ask jurors why they voted as they did but it is not clear that the
jurors really know. Indeed, getting inside the mind of a jury is notoriously
difficult. In trials with high-priced attorneys, a lot of time and energy is
spent developing jury profiles. Much of this effort is guesswork.

The exacting standards for issuing wiretap warrants make it difficult
to judge whether wiretaps were actually needed in the cases in which they
have been used. The fact that we know of no definitive evidence for the
value of wiretaps may mean that we are ignorant, that no one has ever
tried to develop such evidence, or that there is none.

Transactional Information
The Digital Telephony Proposal came along when electronic surveillance
was on the rise. Title III phone wiretaps were up from approximately 620
per year in the late 1980s to an average of 870 five years later.26 In 1987
some 1600 pen registers had been installed; by 1993 the annual number
was 3400. In 1987 the FBI, the Drug Enforcement Agency, the Immigra-
tion and Naturalization Service, and the US Marshals Service requested a
total of 91 trap-and-trace devices; in 1993, the number was over 2000.27

Part of the reason for this expansion in obtaining transactional informa-
tion undoubtedly lies in improvements in telephone signaling that have
made the information easier to obtain.28

As we noted earlier, transactional information cuts both ways. As in
the case of the World Trade Center bombing, it can be useful in deter-
mining the structure of a conspiracy. It can also be used to forage into
people’s private affairs. Probes of Hillary Clinton’s involvement in the
Whitewater affair included reconstructions of how the first lady spent
the days immediately after Vincent Foster’s death.29 Long-distance phone
records were also used to expand the FBI’s investigation of CISPES.

Constraints on Wiretapping

Title III requires that there be a court order before a wiretap can be in-
stalled.30 In contrast with what is done when examining bank records or
phone logs, a law-enforcement investigator who wants to wiretap has to
draw up an affidavit showing that there is probable cause to believe that
the targeted communication device—whether a phone, a fax machine, or
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a computer—is being used to facilitate a crime. The crime must be serious
and indictable. At the federal level, a wiretap request must be signed by
a member of the Department of Justice at least at the level of Deputy
Assistant Attorney General. Applications are decided upon by a federal
District Court judge. Taps are approved for at most 30 days; extensions
require a new court order.

The law obliges agents to tap only what is relevant to the investiga-
tion. This is called minimization and it requires an investigator to stop
listening if the suspects are discussing issues not related to a potential
crime, then turn it on several minutes later to check if the conversation
has returned to indictable actions. The expense of having investigators
do this provides a practical limit on the use of wiretaps. For example, in
the Illwind investigation of Pentagon fraud, which ultimately tapped 26
telephone lines, several hundred agents were needed just for monitoring
(Pasztor 1995, p. 190).

Criminals, whether they be defense consultants, drug dealers, or any-
one else involved in a complex business, speak cryptically, and wire-
tapped lines reveal only part of the puzzle. In a recent FBI case, a wiretap
picked up a conversation in which a murder plot was being discussed.
The agents could not understand the street slang and jargon employed
by the criminals and were unable to prevent the crime (Dam and Lin
1996, p. 89).

If the criminal evidence being sought is obtained before the end of
the 30-day period, the law requires that the interception be terminated
immediately. The raw numerical data provided by the Wiretap Report
are insufficient to establish how carefully this rule is followed. In 1994,
22% of the wiretaps ran for the full authorization period but some wire-
taps are terminated very quickly because there is a “pervasive pattern of
innocence.” In one case police discovered that one of their suspects had a
very active telephone and moved to get a wiretap warrant. A brief period
of monitoring revealed, however, that the calls were not evidence of an
abundance of drug dealing but only of a popular teenage daughter.31

These restrictions, like others on wiretapping, are artificial. Though
built into the law, they can be changed.32 Indeed, one important re-
striction, minimization, has exceptions. For example, if the suspects are
speaking a language not understood by the agent who is listening, tapes
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can be made for later use when an agent who comprehends that language
is available (Dam and Lin 1996, p. 400, note 17).

The FBI has consistently maintained that wiretapping is an expensive
technique (Pasztor 1995, p. 186) and thus never likely to be put to
broader use. An Australian-cabinet investigation of telecommunications
interception, however, reached quite different conclusions, estimating the
cost of a day’s wiretapping as $Aus570, as compared to $Aus1376 for a
listening device and $Aus2772 for vehicle tracking (Barrett 1994). Most
of the cost of American wiretaps appears to due to the requirement that,
in most cases, someone must monitor the tap in real time, turning a
recorder on and off as the conversation drifts from innocent to incrimi-
nating and back.

The essential question about the future costs of wiretapping under US
law is whether the courts will hold that minimization can be done by
machines in a legally satisfactory way. Since electronic evidence gathered
using search warrants is already handled in this way,33 it seems possible
that the answer will be yes. Should this occur, it would pave the way for
much broader surveillance by law-enforcement agencies in the fashion
currently practiced by intelligence agencies.

The FBI Makes a Case for Wiretapping

Beginning with the 1992 Digital Telephony Proposal, the FBI began a
massive lobbying effort for passage of a wiretapping bill, presenting facts
and figures that made a case for the importance of electronic commu-
nications to law-enforcement investigations. In the period 1985–1991,
court-ordered taps conducted by the FBI reportedly figured in 7324 con-
victions, almost $300 million in fines levied, and over $750 million in
recoveries, restitutions, and court-ordered forfeitures (FBI 1992a). Since
the FBI conducts fewer than one-third of the non-FISA wiretap investiga-
tions, it can be assumed that the numbers above would be substantially
higher if all such surveillance were taken into account. In 1992, during
the presidency of George H. W. Bush, some White House staffers ob-
jected to the way the FBI calculated the losses due to organized crime,
and disputed the FBI’s claim that all 7324 convictions were due to elec-
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tronic surveillance: “[S]ome [of these] convictions could probably still
be obtained absent surveillance.” (Anderson and Buchholz 1992) The
Treasury Department observed: “It is difficult to do a critical analysis
of DOJ’s cost benefit package without a full explanation of how DOJ ar-
rived at its cost/benefit figures, and what costs and benefits were included
in those figures. It is not clear that DOJ knows, or could know, all the
costs and benefits involved but this should be clearly stated.” (Levy 1992)
The vice-president’s office also had trouble with the calculations, noting:
“In several places in the analysis, figures are cited without reference to
their sources or to how they were derived. For example, on p. 4 a figure
of $1.8 billion is cited for potential economic loss. . . .” (McIntosh 1992)
Despite the doubts cast upon these numbers, they appeared and reap-
peared in various briefings—most notably in 1993. Less than a month
after President Bill Clinton took office, his senior director for intelligence
programs received an FBI briefing paper on encryption, in which the FBI’s
questionable data were quoted (Sessions 1993b, p. 6).

The Digital Telephony Proposal Reappears

In 1994 the FBI prepared a revised Digital Telephony Proposal that
limited wiretapping to common carriers and allocated $500 million to
cover their costs. Carriers would have 3 years “after the publication by
the Attorney General of a notice of capacity requirements”34 to com-
ply; after that, failure to fulfill a wiretap order could result in a fine of
up to $10,000 a day. The revised proposal, the “Digital Telephony and
Communications Privacy Improvements Act of 1994,” was submitted to
Congress in March 1994.

FBI Director Louis Freeh pressed for the passage of the new bill.
Again the FBI claimed that the new technology was impeding its wire-
tapping ability. In a February 17, 1994, speech to the Executives’ Club of
Chicago, Freeh said: “Development of technology is moving so rapidly
that several hundred court-authorized surveillances already have been
prevented by new technological impediments with advanced communica-
tions equipment.” In March, testifying before Congress, Freeh presented
a lower estimate, citing a 1993 informal survey of federal, state, and local
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law-enforcement agencies, which revealed 91 instances of recent court
orders for electronic surveillance that could not be fully implemented
(Freeh 1994b, p. 33). Even those numbers were not well substantiated.

Freeh’s testimony had some curious gaps, the most serious of these was
that, although Freeh was speaking in support of the Digital Telephony
bill, his examples of electronic surveillance included electronic bugs.35

Freeh himself seems confused about the distinction. When Senator Arlen
Specter congratulated Freeh on the timeliness of his appearance (the FBI
had just arrested Philadelphia mobster John Stanfa), Freeh readily agreed.
The tape used in the case had come from an electronic bug.36

In April 1994, under an agreement that the details not be publicly re-
leased, Freeh supplied to the House and Senate Judiciary Subcommittees
details of 183 instances in which the FBI had encountered difficulties
in conducting court-authorized interceptions (USHR 103-827 Telecom-
munications Carrier Assistance, p. 14). The General Accounting Office,
which earlier had complained about the FBI’s lack of specificity in its
electronic surveillance requirements, confirmed that the FBI did face
technical problems in wiretapping as a result of the use of new digital
technologies, including call forwarding, optical fiber, and ISDN (ibid., pp.
14–15). Despite Freeh’s efforts, by late fall the Digital Telephony bill was
in trouble. Freeh returned to Congress in a “last-ditch lobbying effort,”
pushing hard for passage of the bill that he had made his agency’s highest
priority (Chartrand 1994). His work paid off and the Digital Telephony
bill became law under a new name: Communications Assistance for Law
Enforcement Act (CALEA).37

CALEA put the government right in the middle of the process of
designing telephone switches. It provided that, subject to federal ap-
propriations to cover the costs of modification, telecommunications net-
works deployed after January 1, 1995 had to be configured to meet
law-enforcement interception requirements,38 whereas systems installed
earlier did not have to be in compliance until the “equipment, facility, or
service” was replaced or substantially upgraded (Communications Assis-
tance for Law Enforcement Act, Public Law 103–414, §109). A cryptog-
raphy provision was included in CALEA: “a telecommunications carrier
shall not be responsible for decrypting, or ensuring the government’s abil-
ity to decrypt . . . unless the encryption was provided by the carrier and
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the carrier has the information necessary to decrypt the communication”
(ibid., §103(b3)). The law authorized the expenditure of $500 million to
cover costs of the modifications. It also empowered the attorney general
to determine the appropriate level of surveillance standards the telephone
companies would have to meet. Attorney General Janet Reno decided
that the FBI, the agency that had written and lobbied for CALEA, would
be in charge of determining those very standards.

Within a year, the attorney general was to publish notice of the max-
imum capacity required by law enforcement. In October 1995 the FBI
announced its analysis, for purposes of which the United States was
divided into three parts on the basis of previous rates of telecommu-
nications surveillance. In Category I (the area with the highest-density
of communications interceptions, which presumably included the New
York metropolitan area and Dade County, Florida39) the phone compa-
nies were to “expeditiously” increase the capacity for monitoring until
1% of the “engineered capacity” could be intercepted. (Interceptions
might mean pen registers, trap-and-trace devices, or actual wiretaps.) In
Category II areas these numbers were halved and in Category III areas the
requirements for maximum surveillance were halved again. According to
the FBI, “engineered capacity” is about 10% of the number of telephone
lines, or some 15 million lines over the whole country.

These requirements translated to an extremely large number of simul-
taneous intercepts. There were approximately 160 million phone lines in
the United States (FBI 1997b). Category I included about 12.5% of these,
or a bit under 2 million lines; Category II was another 12.5% of the lines.
Category III covered the remaining 75% of telephone lines. Thus the FBI
requirements would result in capacity to wiretap approximately 30,000
lines simultaneously (EPIC 1995b). That is over 4 times the annual num-
ber of phone surveillances (total number of trap-and-trace devices, pen
registers, and FISA and Title III wiretaps) in 1993 and 20 times the an-
nual number of FISA and Title III wiretaps. Were the telephone carriers’
engineered capacity to increase, so would law enforcement’s ability to
wiretap and track transactional activity.

A few months later there were complaints about other FBI interpre-
tations of CALEA. The FBI proposed that the cellular telecommuni-
cations group adopt a standard enabling law-enforcement agencies to
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determine the precise location of a wireless user within half a second
(Markoff 1996). “In 1968 when they passed the original wiretap legisla-
tion, phones didn’t move,” said James Kallstrom.40 “The notion that we
in law enforcement should not be able to take advantage of the technol-
ogy is a crazy notion (Markoff 1996).”

The industry objected. “The FBI is asking us to go beyond the leg-
islation and . . . turn all wireless phones into location beacons,” fumed
Ronald Nessen of the Cellular Telecommunications Industry Association
(McGee 1996a). The legislators had been explicit on this very point: “. . .
such call-identifying information shall not include any information that
may disclose the physical location of the subscriber (except as can be
determined from the telephone number)” (CALEA, §103 a2B). In his
congressional testimony, Louis Freeh had pledged that CALEA would
not expand wiretapping powers.41 In response to the industry objections,
the FBI agreed to redraft its proposed cellular standards (McGee 1996a).

The FBI also reexamined the capacity issue. Scrutinizing surveillance
activity county by county across the United States, in early 1997 the FBI
proposed capacity numbers based on the maximum simultaneous surveil-
lance that had occurred during the period from January 1993 to March
1995, defining “simultaneous surveillance” as surveillance that had oc-
curred on the same day. Then the FBI added together all forms of tele-
phone surveillance—wiretaps, penregisters, and trap-and-trace devices
—to arrive at a baseline number. This was then multiplied by a growth
factor to reflect the fact that the numbers were to apply in 1998.42 The
new regulations asked for the ability to conduct 39,767 “actual” simul-
taneous surveillances by 1998 and 57,749 “maximal” ones.43 The latter
number is 8 times the total electronic surveillances (wiretap, electronic,
combination (USAO 1993), pen register, and trap-and-trace devices) con-
ducted in 1993. Some of the increase arises as a simple consequence of
the county-by-county approach—if a county had no surveillance activity
during the time period, the FBI gave it a baseline of one (FBI 1997b)—
but this inflation of the total figure may not affect Americans’ privacy as
much as other aspects of the FBI’s capacity requirements.

The lines between wiretaps, pen registers, and trap-and-trace devices
were blurred under the new proposals. The FBI’s technique of combining
the numbers for wiretaps, pen registers and trap-and-trace devices meant
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that it was requesting the capability to perform 57,000 simultaneous
surveillances, which could mean 57,000 uses of trap-and-trace devices
or 57,000 wiretaps.

Freeh made several other efforts to increase the wiretapping capabili-
ties of law enforcement. In 1995, immediately after the bombing of the
Murrah Federal Office Building in Oklahoma City, Freeh proposed new
legislation that would permit law-enforcement agents to obtain roving
wiretaps (taps on a suspect who moves from phone to phone) without
having to get individual court orders for each tap (Purdom 1995). Be-
fore the Oklahoma bombing, the FBI had paid little attention to right-
wing militia groups and it is hard to imagine how expanded wiretapping
capabilities could have prevented the act. Indeed, it was old-fashioned
police work—including catching a speeder on a highway—that netted
the suspects only a few days after the crime.

Responding to Oklahoma City, the White House sought expanded ca-
pabilities for electronic surveillance, including an expansion of Title III
to cover any federal felony, the ability to use illegally obtained electronic
surveillance information in court so long as the evidence had not been
obtained in “bad faith,” and the ability of the FBI to obtain long-distance
telephone billing information without a court order. The White House
also sought full funding for CALEA. Congress turned the president down
on most of these requests; however, it approved funding for CALEA,44

and it approved the use of subpoenas (as opposed to search warrants) to
obtain local phone records.45

After the mysterious explosion of TWA Flight 800, in August 1996,
Louis Freeh and James Kallstrom (in 1995 the latter became an FBI
Assistant Director in Charge, New York Division) again urged an ex-
pansion of law enforcement’s wiretap authority. President Clinton pro-
posed that terrorist actions be included among the crimes for which
electronic-surveillance orders could be obtained under Title III (terrorist
actions were already included under FISA).46 Clinton also recommended
more liberal provisions for roving wiretaps, 48-hour emergency warrant-
less wiretapping, and profiling of airline passengers through electronic
records (billing information and the like) to determine whose baggage
should be the subject of careful searches for explosives.

The roving wiretaps were to be roughly akin to electronic writs of as-
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sistance. Whereas the Title III required judicial approval of each wiretap
placed on a suspect, the government now sought the ability to wiretap
any telephone the suspect might be using—at a bar, a coffee shop, a
gym, or a pizza parlor—without specific prior judicial approval of the
wiretap’s location. These proposals did not pass. The National Trans-
portation Safety Board inquiry into the Flight 800 disaster, concluded
that the explosion was the result of a spark in the fuel tank rather than
terrorist action (NTSB).

The International Connection
In a behind-the-scenes effort, simultaneous with its domestic lobbying
efforts for CALEA, the FBI worked the international front. Certain
countries, including Britain, could be expected to be sympathetic to the
FBI’s viewpoint. In a worldwide context the British legal system appears
similar to the American but there are sharp differences in the area of
communications interception. There have, for example, been numerous
charges of wiretaps on British labor unions and on the British “green
movement”47 and, in one instance, the private phone line of an Assistant
Chief Constable who had initiated proceedings in the ‘Industrial Tri-
bunal’ after failing to receive a promotion for which she had applied eight
times (Donohue 2006, pp. 1166–1167).48 The lack of a constitution and
the British experience with terrorism (Irish terrorism has been a constant
in England for at least a century) has led to a wiretap law which is less
restrictive than the American one.49

The FBI briefed the international community on problems in com-
munications interception at its research facility in Quantico, Virginia.
Shortly afterward, the European Union (EU) opened discussions on in-
terception.50 The influence of the FBI was clear, although point 2 of the
EU resolution lamely attempted to put some European control on the
matter (“requirements of the member states will be conveyed . . . in order
to avoid a discussion based solely on the requirements of the FBI”).

A little over a year later, and without any public debate, the Euro-
pean Council passed a resolution on “realtime” monitoring capabilities.
Like CALEA, the EU resolution required telecommunications providers
to give law-enforcement bodies access to transactional data and call con-
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tent. But the EU resolution went farther; it required providers of mobile
services to give the locations of their subscribers.

The origins of the European initiative were clarified by a Memorandum
of Understanding (MOU)51 which extended the agreement to non-EU
nations that chose to sign. Nations interested in participating were told
to contact the General Secretary of the EU Council or the Director of the
FBI for further information.

The EU’s resolution and memorandum were not publicized. Although
the resolution had the force of law on EU members, it was not brought
before various parliamentary bodies. When, in the British House of
Lords, the chairman of the Select Committee on European Affairs sought
information on the resolution and the accompanying MOU, he was told
that it was simply a “set of practical guidelines” and that it was not of
parliamentary “significance.”52

Standards bodies were kept informed, however. Service providers and
manufacturers of telecommunications equipment were told that they
would have to adhere to the standards of the resolution if they were
to provide service or sell equipment to EU members or to signers of
the MOU. In late 1996 the European Council began inviting non-EU
members to participate in the MOU.53 By early 1997 the FBI seemed to
have made significant headway internationally in its attempt to develop
law-enforcement access to telecommunications systems.

The FBI pressed for these surveillance technologies in a world where
human rights guarantees are quite different from those of the United
States. In the context of satellite-based communications systems, the Eu-
ropean Union continued to look at surveillance issues. The EU Police
Cooperation Working Group considered the possibility of “tagging” each
subscriber “in view of a possibly necessary surveillance activity.”54 The
United States may limit its use of wiretap surveillance to serious crimes
and require a court order for such surveillance; however, as these excerpts
from the US Department of State’s Country Reports on Human Rights
Practices for 1996 demonstrate, other countries do not.

• El Salvador: Wiretapping of telephone communications by the gov-
ernment is illegal, but occurs.
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• Colombia: Despite a law, various state authorities monitor tele-
phone conversations without obtaining authorization.

• Spain: Investigation continues into allegations of wiretapping by
the National Intelligence Agency of private conversations between
the king, various ministers, and other prominent figures.

• Greece: On occasion the government placed international and do-
mestic human rights activists under surveillance.

• Angola: The government maintained a sophisticated security ap-
paratus dedicated to surveillance, monitoring, and wiretapping of
certain groups, including journalists, opposition leaders, and diplo-
mats.

• Nigeria: Human rights and prodemocracy leaders reported that
security agents regularly cut off or monitored their organizations’
phones.

• Singapore: The authorities have the capability to monitor telephone
and other private conversations. While there were no proven al-
legations that they did so in 1996, it is widely believed that the
authorities routinely conducted surveillance on some opposition
politicians and other critics of the government.

• China: All public dissent against party and government was effec-
tively silenced. The 1982 constitution states that “freedom and
privacy of correspondence of citizens are protected by law.” In
practice, however, authorities frequently record telephone conver-
sations of foreign visitors, businessmen, diplomats, residents and
journalists as well as Chinese dissidents and activists and others.
Authorities also open and censor international mail.

• Indonesia: Security forces engaged in selective monitoring of local
and international telephone calls without legal restraint. (USDoS
1997)

Hong Kong was an invited participant in these meetings from the be-
ginning, despite the fact that in 1997 sovereignty of the British colony
reverted to China, which has an abysmal record on human rights.
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Encryption and Wiretapping

The ability to wiretap is substantially less useful if the conversations un-
der surveillance are encrypted but the FBI sought to downplay CALEA’s
connections with encryption and, in particular, with escrowed encryp-
tion. After the introduction of the key-escrow program in 1993, many
people raised questions about such connections. The government denied
any ties between encryption and surveillance.55

Then in September of 1994, weeks before CALEA passed, FBI Direc-
tor Freeh said otherwise. Asked how the FBI would respond should it
encounter non-escrowed encrypted conversations in wiretapped commu-
nications, Freeh replied that he would go to Congress and ask for laws
banning non-escrowed encryption.56

The White House disavowed the remarks, saying that Freeh tended to
go his own way. In the following months, Freeh repeated his position,
often quite strongly. (See e.g. Freeh 1996.) This did not surprise many
of those who had opposed the original Digital Telephony Proposal. They
had always expected such a response and that expectation was borne
out by documents obtained by the Electronic Privacy Information Center
through Freedom of Information Act litigation.

A 1991 NIST Public Key Status Report mentioned that the FBI was
“working on draft legislation to control and license all cryptography”
(USDoC 1991c). A memo written by National Security Advisor Brent
Scowcroft on January 17, 1992 said that two days earlier the president
had approved that the Department of Justice “should go ahead now to
seek a legislative fix to the digital telephony problem, and all parties
should prepare to follow through on the encryption problem in about
a year.” The Scowcroft memo continued: “Success with digital telephony
will lock in one major objective; we will have a beachhead we can exploit
for the encryption fix, and the encryption access options can be developed
more thoroughly in the meantime.”57 (Scowcroft 1992)

CALEA passed in 1994. One half of the fix was now in, ready to be
exploited for the encryption “problem.”
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Pretty Good Privacy

In 1990, a programmer from Boulder, Colorado, Philip Zimmermann,
wrote Pretty Good Privacy (PGP), a program for protecting the privacy
of email, and made it available over the Internet. Under the State Depart-
ment’s interpretation of the Arms Export Control Act, this constituted an
illegal export.

Zimmermann might not have had any trouble had he not offended
another vested interest. The PGP program was in blatant infringement of
the Rivest-Shamir-Adleman patent and it bore a remarkable resemblance
to a program called Mailsafe (written by Ron Rivest) marketed in the
mid 1980s by RSA Data Security. Zimmermann recalls receiving a visit
from puzzled customs investigators, who told him they had received a
complaint from RSA Data Security alleging the theft and international
shipment of stolen intellectual property. The customs inspectors did not
really understand what was at issue. Patent infringement wasn’t their
responsibility. Disks stolen out of warehouses and smuggled out of the
country were, however, and this is how Zimmermann believed they had
interpreted the complaint. A federal prosecutor in San Jose, California,
began an investigation, and a grand jury in that city heard testimony on
the subject for over a year. The experience was disquieting for all involved
—not least the prosecutor and the grand jury, who were not used to
investigating in a fish bowl. Many witnesses reported their experiences
on the Internet and the cryptography community followed the events
attentively.
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Meanwhile, PGP spread out of anyone’s control. Because the RSA
patent held only in the United States, foreign users were not at risk of
being sued for contributory infringement. A worldwide group of pro-
grammers began further development on the program and later versions
were said to have been developed abroad and imported to the US Mid-
way through the course of criminal investigation, the patent-infringement
aspect of the case became moot when RSA Data Security changed the
license for its reference implementation of the RSA cryptosystem in a
way that permitted a “legal” US version of PGP (PGP 2.6).

The investigation, of which the grand jury was only the most visible
part, ended when the Department of Justice decided not to prosecute. The
government’s reasoning is not known. Quite independent of the central
legal issue (whether posting code on the Internet, where foreigners can
get at it, constitutes export under American law or is merely the exercise
of a free-speech right to publish), the case was an evidential nightmare.
Zimmermann had not actually posted the code himself; someone else
had done it with his permission. More important than this, however,
was an unquestioned act of publication. The MIT Press, with its thumb
firmly on its nose, published the code of PGP as a 600-page hardbound
book (Zimmermann 1995) printed in an OCR font, and sold it though its
usual worldwide distribution channels. Had the government prosecuted
Zimmermann and not gone after MIT, it would have invited scorn. But
MIT was three times as old as NSA, just as well funded, and even more
influential in the military-industrial complex. The Department of Justice
let the case drop.

Free of the threat of prosecution, Zimmermann founded a company
and began to expand his product line. Today, PGP has a worldwide
following, and it has entered the mainstream by means of an easy-to-
use interface to the popular Eudora email program. In writing PGP, Phil
Zimmermann did something for cryptography that no technical paper
could do: he gave people who were concerned with privacy but were not
cryptographers (and not necessarily even programmers) a tool they could
use to protect their communications.
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A National Encryption Policy

In the period immediately following the 1989 NIST/NSA Memoran-
dum of Understanding, from a public vantage point encryption policy
seemed to be lurching along without direction. At the FBI’s request, the
chairman of the Senate Judiciary Committee, Joseph Biden, introduced a
nonbinding sense-of-the-Congress resolution recommending that, under
appropriate legal authorization, telephone companies provide the plain-
text of encrypted messages they encountered while wiretapping. Biden
later withdrew the resolution, which had been part of an anti-terrorism
measure (Markoff 1991). Industry complaints about restrictive export
controls on cryptography resulted in agreement on a slightly loosened
export policy: seven-day approval for software employing RC2 and RC4,
RSA Data Security algorithms that used 40-bit keys. Meanwhile DES
continued to be restricted for export. The lack of clear direction compli-
cated the situation for industry and thus vastly slowed the development
of secure systems.

Various groups sought a clarification of federal encryption policy. The
Computer System Security and Privacy Advisory Board, a NIST review
committee created through the Computer Security Act,1 requested a na-
tional review of cryptography (Brooks 1992, p. C-13). A bill in Congress
included a requirement for presidential analysis of aspects of encryption
policy (ibid.).

The Brooks-Kammer briefings2 of the FBI had created a confluence of
interest in law-enforcement and national-security circles. NSA urged dis-
cussion and adoption of a “national encryption policy.” What NSA had
in mind was a “national policy” decreeing that “because of legitimate
law enforcement needs in the US the US government will have to have
a carefully controlled means of being able to decrypt information when
legally authorized to do so” (ibid., p. C-12).

The FBI was pursuing passage of the Digital Telephony bill, and NSA
was working on an algorithm to satisfy the FBI’s need for strong but
accessible cryptography. The Digital Telephony effort was known to the
public; the encryption work was not. NSA opposed any public debate on
cryptography.3

The US government’s technique for attacking the spread of strong
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cryptography was also changing. The Clipper program attempted to use
standardization and federal buying power to influence civilian use of
cryptography. After the effective failure of this program, the government
turned to the only other tool available without new legislation: export
control. The most notable reason for this shift was that, as cryptogra-
phy entered the mainstream market, exportability became essential for
successful mass-market products.

NSA’s work with NIST had been directed toward cryptography used
in computers, so it was with some surprise that in 1992 the federal gov-
ernment faced the threat of deployment of strong, relatively inexpensive
cryptography in telephones.4

Cryptography and Telephony

In the past decade, secure telephones using advanced key management
have become widespread in the national-security community. During
the 1980s, approximately 10,000 second-generation (STU-II) secure tele-
phones used by the US government were replaced with third-generation
STU-IIIs. By the mid 90s more than 300,000 STU-IIIs had been produced,
and the unit price had dropped from several thousand dollars to about
$1500. Each of the three producers of STU-IIIs—AT&T, Motorola, and
Lockheed Martin5—also made commercial derivatives using DES and
exportable versions using trade-secret algorithms. These versions are gen-
erally presumed to be less secure than STU-IIIs, and because of smaller
production volumes they are more expensive. At least one, however, has
a flexible key-management system that makes it more suitable to the
commercial environment than a STU-III.6

The secure-phone market is plagued by the existence of too many dif-
ferent kinds of secure telephones, most of which will not interoperate. (It
has been jokingly said that the number of types of secure phones exceeds
the number of instruments.) The US government now has several and is
in the process of introducing more. The centerpiece of the new efforts has
been the ISDN-based Secure Terminal Equipment (STE) designed to inter-
operate with and ultimately replace the STU-III. Unlike the STU-III, the
STE is not a controlled cryptographic item. All of the secret components
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are contained in a PCMCIA card (the Type I cousin of Fortezza) along
with the keying material. There are also a number of other Type I voice
security devices—some working over traditional phone lines, some using
Voice over IP, and some wireless—with various sorts of interoperability.7

Voice-encryption systems for the commercial market have also been a
staple of companies such as Gretag and Crypto AG in Switzerland and
Datotek, Cylink, and TCC in the United States. It was only in 1992, how-
ever, that an attempt at selling a modern piece of equipment for secure
telephony to a mass market occurred. AT&T announced the Telephone
Security Device Model 3600 (TSD 3600) for an initial price of $1295.

In the fall of 1991, David Maher, an AT&T engineer who had been
the chief architect of the AT&T STU-III, realized that it had become
possible to design a secure phone using a single digital signal processing
chip.8 This permitted a piece of equipment for secure telephony to be
built at a total cost of between $100 and $200. Like all modern secure
telephones, it works by digitizing the voice signal and then encrypting the
bitstream, using keys negotiated by public-key techniques. The beauty of
the TSD 3600 is its size and simplicity: it is a 1-pound box smaller than
this book. After installing it in the cord between the handset and the body
of a standard phone, the user has only to push a “go secure” button to
operate it.

As the development of the TSD 3600 proceeded, the head of Maher’s
division, who had been hired in part for his excellent connections in
the intelligence community, discussed AT&T’s new security venture with
NSA.

NSA was interested in using the TSD 3600 in government applications,
but also expressed concern over the problems it might pose for law en-
forcement. The agency suggested a key-escrow scheme for the phones,
promising to deliver the appropriate chips to AT&T by the fall of 1992
so as not to delay the project. AT&T agreed to incorporate the escrow
algorithm in some models of the TSD.

The promised chips did not arrive on schedule, and sample TSD 3600s
using DES were lent to prospective customers in the fall of 1992. At
the time AT&T promised that the DES version would shortly be joined
by another model containing a yet-to-be-announced federal encryption
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Figure 9.1
The AT&T TSD 3600. (Photograph by Eric Neilsen.)

standard. The model with the new “Type IIE” encryption algorithm
would enjoy the benefit of easy exportability and certification for use
in government applications.

Bill Clinton became president on January 20, 1993. Six days after the
inauguration, Clinton’s Senior Advisor for Intelligence was briefed by
the FBI on encryption and “the AT&T problem” (Sessions 1993a). The
new administration agreed with the current plans. On April 16, 1993,
the White House announced the Escrowed Encryption Initiative, a Fed-
eral Information Processing Standard intended to “improve security and
privacy of telephone communications” (White House 1993).

The Escrowed Encryption Standard

The Escrowed Encryption Standard (EES) was designed to fit a set of
seemingly contradictory requirements: strong cryptography, yet readily
exportable, with messages accessible to law enforcement under proper
legal authorization. The trick was key escrow.
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EES consisted of a classified algorithm (Skipjack) that was to be im-
plemented on tamper-resistant chips (Clipper) with escrowed keys. The
chips were to be fabricated in a secure facility (the original facility was
run by Mykotronx), and escrow agents would be present during the pro-
cess. Keys would be split into two components, with each piece stored at
a secure facility under the control of a federal executive-branch agency.
Each half of the key would be worthless without the other. Only under
“proper legal authorization” would keys be released to law-enforcement
agents. According to Senate testimony, the escrow agents would cost $14
million to set up and $16 million per year to run (USS 103a, p. 95).

When a Clipper chip prepares to encrypt a message, it generates a short
preliminary signal called the Law Enforcement Access Field (LEAF).9

Before another Clipper chip will decrypt the message, this signal must
be fed into it. The LEAF is tied to the key in use, and the two must
match for decryption to be successful. The LEAF, when decrypted by a
government-held key that is unique to the chip, will reveal the key used
to encrypt the message.

The proposed standard was limited to encryption of voice, fax, and
computer information transmitted over a telephone system (USDoC
1994b, p. 6003). At the initial Clipper announcement, the administration
stated that it was neither prohibiting encryption outright, nor acknowl-
edging Americans’ right to unbreakable commercial encryption (White
House 1993). In later briefings, the administration gave assurances that
it would not seek legislation limiting the use of encryption products
(USDoC 1994b, p. 5998; McConnell 1994, p. 102).

The key-escrow program provided a widely available form of cryp-
tography of sufficient strength to satisfy the “Type II” requirement for
protection of sensitive but unclassified government communications.10

This program had two essential elements: the algorithm was secret
and was available to approved manufacturers in the form of tamper-
resistant integrated circuits and the cryptosystem contained a trap door
that permitted US authorities to exploit intercepted traffic when required.

Packaging cryptography in hardware provides the best security and
has always been standard practice in the Type I systems used to protect
classified information. In such environments, the restriction to isolated
(separate chip) hardware implementations represents less additional cost,
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since the isolated implementation would be necessary for security reasons
anyway.

The Clipper Controversy

As required by law, NIST provided a period for public comments on
the newly proposed Escrowed Encryption Standard.11 The response was
vociferous and loud. Supporters outside the government were few, while
opponents were many and varied, ranging from the American Civil Liber-
ties Union to Citicorp bankers to a large segment of the computer indus-
try. During the public comment period NIST received 320 letters on the
proposed standard. With the exception of letters from Motorola (a major
manufacturer of secure telephones that may have been contemplating
developing devices to meet the new standards), a professor of computer
science at Georgetown University, and “no comment” statements from a
number of government agencies, the remainder of the letters were nega-
tive—including several from government agencies.12

The major objection to key escrow was that the mechanism compro-
mises an individual’s privacy even if the escrowed keys are never accessed.
The knowledge that the government has the technical ability to read all
communications creates a perception that no communication is private,
even if the vast majority of communications are never intercepted or read.

Concern with privacy was not, however, the only ground for objec-
tion. Escrowed keys represented a major step back from the encryption
techniques that had been developed in the mid 1970s. One purpose of
public-key cryptography is to facilitate secure communication in a di-
verse community by reducing the trust that must be placed in centralized
resources. Another is to limit the lifetimes of keys; by extending these,
escrow creates vulnerabilities both for society and for the individual.

The decision to escrow keys as part of the standard and to include the
LEAF led naturally to the implementation of the algorithm in a tamper-
resistant chip. But such a contrivance was most unusual for a Federal
Information Processing Standard, and the implicit inclusion of classi-
fied portions in a Federal Information Processing Standard effectively
changed it from a mechanism for promoting interoperability among com-
munication products to one for exercising control over those products
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and the industry that produces them. Rather than being able to read
the standard, implement conforming products, and submit samples for
certification, companies would be required to purchase tamper-resistant
chips from authorized suppliers. Both the diversity of sources and the
availability lifetime of parts would be outside the company’s control.

Formal government secrecy of a technology amounts to the most ex-
treme form of regulation and to a great extent removes both the gov-
ernment and a segment of industry from accountability to the public.
The EES stated that the government would regulate which companies
would be allowed to include the new encryption product.13 Companies
would not only be beholden to the authorized suppliers of Clipper chips;
they would be beholden to the government for permission to purchase
them. The computer industry has been characterized by rapid and nimble
developments; to many observers, this federal standard seemed to bode
steep bureaucratic hurdles for any product that included security.

If the introduction of key-escrow technology were successful, a vast
body of traffic would be transmitted under its “protection.” Much of this
would have been sent by radio or satellite, and there would be no way
of estimating how much of it was recorded and by whom. Under these
circumstances, escrow agents become an intelligence target of unprece-
dented proportions. Compromise them and all that has been recorded
can be read.14

There is also a vulnerability that does not depend on even the contin-
ued existence of the escrow agents. Although the standard contains no
statement as to the length of either the device-unique key or the family
key, it has been stated elsewhere that, like the session keys, these will
both be 80 bits. Under these circumstances, it appears that an opponent
who knows the Skipjack algorithm, the LEAF creation method, and the
escrow authenticator can recover the device-unique key in at most a small
multiple of 280 operations. A message so valuable that someone would at-
tempt to perform 280 operations to read it strains the imagination today.
It is less strain to imagine a cipher chip whose history is such that after
it has been in service a decade or more someone might perform a similar
number of operations to acquire easy access to its lifetime traffic.15

Despite the strong protests, on February 9, 1994, NIST adopted the
Escrowed Encryption Standard as a Federal Information Processing Stan-
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dard (USDoC 1994b). To objections that the standard was a first step
toward prohibition of non-escrowed encryption, NIST responded that
the standard was voluntary. To concerns that the system might infringe
on individual rights, NIST responded that decryption would occur only
when legally authorized. To protests over the secrecy of the algorithm,
NIST responded that there are no known trap doors or weaknesses in it.
To objections that the standard would be ignored by people engaged in
criminal activity, NIST responded that EES would make strong encryp-
tion widely available and that, to the degree that it was successful, non-
escrowed encryption would become harder to obtain. Escrow agents re-
mained undetermined, and NIST acknowledged that the standard lacked
sufficient detail to function as an interoperability standard.

The standard was limited to voice, fax, and computer information
communicated over a telephone system. But at the very last minute,
NSA had attempted to scuttle that limitation. In memos between NIST
and NSA days before EES was approved, NSA modified the standard
to cover “telecommunications systems” instead of “telephone commu-
nications.” NSA also expanded the coverage of the standard to include
PCMCIA (Personal Computer Memory Card International Association)
cards (USDoD 1994). Apprised of the changes, NIST scientists objected,
and the modifications disappeared. Had they remained, EES would have
become a standard for both voice and data communications. In addition,
EES would have given Fortezza—a PCMCIA card that performs key
exchange, computes digital signatures, and encrypts using Skipjack—a
free pass around the laborious exception-approval process.16

AT&T ultimately developed half a dozen models of the TSD 3600,
only some of which could interoperate. These included the D model,
which used DES with a 768-bit modulus for Diffie-Hellman key ex-
change. D models were able to interoperate only with other D models.
There were exportable F models that used a Datotek algorithm with a
512-bit modulus, and non-exportable P models running an algorithm
developed by the Swiss company Gretag AG. The S models had Clipper,
P, and F algorithms, so they could interoperate with the F model, the P
model, and the government G model (equipped with Clipper).

AT&T anticipated a large market for these devices, expecting them to
appeal to executives in businesses facing aggressive international competi-
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tion. The original TSD 3600 with DES encryption might have achieved its
market objectives. The “improved” Clipper model saw disappointing
sales.

By the fall of 1995, total sales of all TSD 3600s were about 17,000.
The largest single block were the 9000 Clipper models bought by the
FBI in an attempt to seed the market. Most of the remainder were an
exportable version exported to buyers in Venezuela and several Middle
Eastern countries.17 According to the government, the Escrowed Encryp-
tion Standard was developed to “make strong encryption broadly avail-
able and affordable” (USDoC 1994b, p. 6000). The immediate effect of
EES, however, was to kill off the first secure phone device targeted at
a mass market. By 1997 no secure phone product had come along to
take the TSD’s place, and telephone conversations remained unencrypted
and unprotected. A National Research Council panel cited the lack of
encryption between cellular telephones and base stations as a serious
problem18 and recommended it be fixed forthwith (Dam and Lin 1996,
p. 327).

The Larger Plan: Capstone et al.
Far from being the whole of the key-escrow plan, Clipper was only the
beginning. Paralleling its development, and perhaps started earlier,19 was
the data-oriented Capstone program.

Like the Clipper chip, the Capstone chip implemented the Skipjack
algorithm and key escrow. It also provided key management via the
Key Exchange Algorithm (KEA), a name it has been claimed was merely
NSA’s way of concealing use of Diffie-Hellman key exchange. The claim
was made plausible by Capstone’s third major capability: performing
the NIST Digital Signature Algorithm, which uses the same arithmetic
mechanism as Diffie-Hellman.

The major use for the Capstone chip was as the heart of a PCMCIA
card originally called Tessera20 and later renamed Fortezza. The initial
use of the Fortezza card to provide security for the Military Messag-
ing System (a form of email used by the Department of Defense) was
expected to “bootstrap” the use of Fortezza cards for a wide range of
computer applications.
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Clipper II, III, IV

By the fall of 1995, it was clear that the Clipper chip was not popu-
lar. Only the AT&T product was using it, and only a few thousand
of these had been sold. During the previous year, joint work between
NIST, Georgetown University, and Trusted Information Systems (a small
security company with headquarters in Maryland) had produced a soft-
ware mechanism remarkably similar in function to the Clipper chip, us-
ing public-key cryptography where the Clipper chip had used physical
tamper resistance. NIST issued a set of ten principles for software key
escrow and scheduled two meetings to discuss the idea with industry
representatives.

The project had a certain oddity to it. The promise was that systems
complying with the ten principles would be exportable, but the meetings
were hosted by an organization (NIST) without any role in the export
process, and even its parent, the Department of Commerce, plays a role
secondary to the Department of State in the issue of cryptography export.
(Everyone in the game knows that if the Department of State agrees
to “Commerce jurisdiction” for a product, export permission follows.)
There was talk of a Federal Information Processing Standard for key
escrow, but this too was odd. Each of the two extant cryptographic
FIPS says, in effect, “This system is good enough for some category of
government traffic.” The proposal for software key escrow said nothing
about cryptographic quality; indeed, it only specified a particular type of
weakness. In the end no FIPS was ever proposed.

The essence of the “Ten Commandments,” as they came to be known,
was to limit the keys of exportable cryptosystems to 64 bits. Such systems
must allow recovery of the key from traffic in either direction. They must
not interoperate with unescrowed versions of the same systems.21 Most
important, the escrow agents would have to be in the United States22

or in countries having bilateral agreements with the United States that
guaranteed the US government access to the keys.

In 1996, derivatives of the software key escrow proposal evolved
and eventually became part of the export regime. Technical develop-
ments included dropping the key-length restriction and relaxing the
non-interoperability requirements, but the real developments were in
marketing.
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Intentionally blurring the distinction between communication and stor-
age, proponents of key escrow have pushed the notion that key escrow is
something that users need in order to be able to recover their data if they
lose their keys. Along with this notion goes a new name, “key recovery,”
and a claim that key recovery is substantively different from key escrow.
In respect to stored data, there is much to be said for this view. If you
have encrypted all the copies of a file, then the keys are as valuable as
the information the file contained. If you lose the keys, you lose the
information. Under these circumstances, spare keys are more than a good
idea; they are essential. On the other hand, the same is not true of com-
munication. There is no reason to want to decrypt the ciphertext of a
secure phone call after the call has ended. If either of the callers wanted
a recording of the call, the right thing would be to record the plain text
at one end of the line; that does not require escrowing any keys. Some
forms of communication, such as email, do blur the distinction between
key escrow and key recovery. Encrypted email is sometimes decrypted
and reencrypted in a local storage key and sometimes left encrypted in
the transit key (which is retained).

The other marketing angle was to present key recovery as an essential
capability of the key-management infrastructure.23 The message here is
that users won’t trust cryptographic systems unless they are sure that they
can always get their data back.

These notions were set forth in the late spring of 1996 in the report
of an interagency committee assembled to study cryptographic policy
(White House 1996). In the fall, a proposed set of regulations containing
a new sort of incentive followed. For two years, beginning on January 1,
1997, the government would allow export of unescrowed systems with
56-bit keys (mostly DES systems, presumably) in return for promises
from the exporters that they would implement key-recovery systems in
their products. Essentially simultaneously, IBM formed a coalition with
other companies to implement key-recovery technology and announced
what it claimed were fundamentally new and secure techniques for sat-
isfying everybody. For nearly a year, IBM treated its new techniques as
trade secrets, but in September 1997 they were made public in a technical
report (Gennaro et al. 1997).
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The Multi-level Information Systems Security Initiative

After the success of the STU-III project, NSA broadened its objectives and
began a project that was originally called the Future Secure Data System
(paralleling Future Secure Voice System, the developmental name of STU-
III) and later the Secure Data Network System (SDNS). The SDNS project
developed protocols for security at several levels of network architecture,
addressing such issues as network layer encryption and key management.

The Secure Data Network System evolved into a substantial program
called the Multi-level Information System Security Initiative (MISSI), the
main goal of which is to solve a much broader range of computer security
problems using encryption embodied in individually carried PCMCIA
cards. A user sitting down at a workstation on the Defense Message
System inserts a PCMCIA card that encrypts and decrypts email, for
example. The Type II portion of the program uses the Fortezza card
from the Capstone program and is entirely tied to key escrow.24 After
a brief flirtation with a Fortezza+ card, the Type I portion evolved a new
PCMCIA card (called Krypton) with much higher performance.

The Computer Security Act of 1987 appeared to have put NSA out
of the mass-market cryptography business in the late 1980s, but MISSI
certainly looked like an attempt to get back in.

The National Research Council Report

The Clipper controversy convinced Congress that an independent study
was needed. In 1994 the National Research Council (NRC) was asked
to conduct a “comprehensive independent review of national encryp-
tion policy” (PL 103-160, Sec. 267). Everything was to be considered,
including the effect of cryptography on the national-security, the law-
enforcement, commercial, and privacy interests of the United States, and
the effect of export controls on US commercial interests.

The NRC put together a panel of 16 experts from government, in-
dustry, and science, 13 of whom had received security clearances.25 The
chairman, Kenneth Dam, had been Deputy Secretary of State under Pres-
ident Reagan; other panelists included General William Smith (former
Deputy Commander in Chief of the European Command, and President
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Emeritus of the Institute for Defense Analyses), Ann Caracristi (former
Deputy Director of NSA), and Benjamin Civiletti (Attorney General un-
der President Carter).26 Many opponents of the government’s policies
anticipated that such a group would support the Clinton administration’s
conservative directions in cryptography policy, but in its 1996 report it
did not. Arguably its most important finding was that “the debate over
national cryptography policy can be carried out in a reasonable manner
on an unclassified basis” (Dam and Lin 1996, p. 298). The NRC panelists
declared that, although classified information was often important in
operational decisions, it was not essential to deciding how cryptography
policy should evolve. This ran counter to the long-standing position of
the intelligence community, and it was a striking conclusion to have come
from a panel that included so many members of the national-security
establishment.

The panel argued for broader use of cryptography (“on balance, the
advantages of more widespread use of cryptography outweigh the dis-
advantages”) and emphasized that there should be “broad availability of
cryptography to all legitimate elements of US society.” Current US policy,
they said, was inadequate for the security requirements of an information
society (ibid., p. 300–301), and current export policy hampered the do-
mestic use of strong cryptosystems.27 The panel urged that the market be
allowed to decide the development and use of commercial cryptography.

Panelists urged an immediate loosening of export-control regulations.
They recommended that products using DES for confidentiality purposes
immediately be made easily exportable (ibid., p. 312). Observing that
escrowed encryption was a new technology, and that new technologies
come with potential flaws, the panel urged the US government to go slow
with escrowed encryption—to experiment with the technique, but not to
aggressively promote the concept until it had experimented with it on a
small scale and knew how to adapt it for large-scale practice (ibid., pp.
328–329). Echoing the First Amendment and contradicting FBI Director
Louis Freeh, the panel said that “no law should bar the manufacture,
sale, or use of any form of encryption within the United States” (ibid., p.
303).

The panelists recognized that some of their recommendations would
complicate law enforcement and they urged that the government take
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steps to assist those responsible for law enforcement and national security
in adjusting to the new technical realities (ibid., p. 322). In an analogy
to the statute that criminalizes the use of the mails in commission of a
crime, they suggested that the government consider legislation that would
criminalize the use of encryption in interstate commerce with criminal
intent. They also urged that law-enforcement agencies be given resources
to help them handle the challenges posed by new technologies.

The short message of the report was that the United States would be
better off with widespread use of cryptography than without it (ibid.,
p. 299). This was not a message the Clinton administration wanted to
hear.

Soon thereafter, the insecurity of DES was shown decisively. Using
custom-designed chips and a personal computer, the Electronic Frontier
Foundation created “DES Cracker,” a $250,000 dollar machine built in
less than a year. In July 1998 DES Cracker broke a DES-encoded message
in 56 hours. There was some luck involved; the key was found after only
a quarter of the key space was searched (rather than the expected half).
There was nothing particularly novel about the decryption machine ex-
cept that it was actually built rather than merely designed. DES Cracker
was scalable: with an additional $250,000 dollars and a link between the
resulting machines, there would be a DES “Double-Cracker” capable of
decoding DES-encrypted messages twice as fast.

International Lobbying

When the Clipper effort ran into problems at home, US government
officials began lobbying for it—quietly—in other countries. In 1994,
under the influence of such lobbying, the Australian government reported
that the biggest current threats to telecommunications interception were
digital telephony and encryption (Barrett 1994, p. 4). This was at a
time when the only mass-market telephone encryption device available
was the TSD 3600, most examples of which were either Clipper models
bought by the FBI or export models with weak encryption.

The US lobbying had more profound success in Great Britain.28 Begin-
ning shortly after the announcement of the Clipper program in the United
States, the Department of Trade and Industry began to sponsor research
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on public-key-based escrow schemes at the Cryptologic Research Unit of
the University of London. At the same time, development was going on
behind the scenes on a draconian legal framework that would effectively
outlaw the use of non-escrowed cryptography.29

Bilateral agreements on key escrow did not materialize, and the White
House took a more public route through the Organization for Economic
Cooperation and Development. The OECD is an association of indus-
trialized democracies30 that seeks to foster—not impede—international
trade.

Cryptography was a natural topic for the OECD, which had a distin-
guished history in privacy policy.31 Having developed policy guidelines
for transborder data flows in 1980 and for information security in 1992,
the OECD tackled encryption in early 1996.

The Clinton administration saw the OECD’s efforts as a chance to get
an international stamp of approval on its key-escrow plans and sent a del-
egation glaringly different from those usually seen at meetings of interna-
tional economic-development organizations. Most often, Scott Charney,
head of the Department of Justice’s Computer Crime Unit, acted as chair-
man of this delegation. Also included were current and former members
of the security establishment, such as Stewart Baker, former general coun-
sel of NSA (who at one point took minutes for the OECD Secretariat),
and Edward Appel of the National Security Council staff. With members
representing the White House viewpoint, the US delegation pressed for
adoption of key escrow. Initial reactions by the other delegates ranged
from skepticism (the Japanese delegation wanted to know what would
prevent criminals from using their own cryptography systems—see Baker
1997) to mild support for the US position (most notably from the British
delegation).

In the economic-development setting of the OECD, key escrow was
difficult to sell. Unlike law enforcement, business has little need for real-
time access to communications, encrypted or otherwise. Other nations
did not see the issues as the United States did. The Danish government’s
Information Technology panel recommended that no limits be placed
on a citizen’s right to use encryption (ITSC 1996). The Dutch delegate
spoke in opposition (Rotenberg 1996, p. 7). The Nordic countries ar-
gued for strong cryptography without trap doors.32 Meanwhile, German
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companies, taking advantage of the restrictions on their US competitors,
were selling strong cryptography, and the German government had little
interest in restricting such sales.33 Behind the scenes, and kept very much
in the background, was Phil Reitinger, a member of the US Department
of Justice Computer Crime Division, who was seconded to the OECD to
write a draft policy. Yet even this influence was insufficient to convince
OECD member nations to support the US policy.

In late March of 1997 the OECD issued its cryptography guidelines,
which sidestepped key escrow and emphasized the importance of trust in
cryptographic products (“Principle 1: Market forces should serve to build
trust in reliable systems”). The OECD recommended that cryptography
be developed in response to the needs of “individuals, businesses, and
[lastly] governments,” and urged that “the development and provision of
cryptographic methods should be determined by the market in an open
and competitive environment, and that the development of international
technical standards, criteria and protocols for cryptographic methods
should also be market driven” (OECD 1997). Despite the intense lob-
bying efforts by the Clinton administration, mandatory key escrow did
not make it into the OECD’s cryptography guidelines.

Seven months later the European Commission dealt a further blow to
the US position. In a policy paper on a European framework for digi-
tal signatures and encryption, the commission was cool to key escrow.
It observed that such schemes are easily circumvented and that the in-
volvement of a third party increases the likelihood of message exposure
(European Commission 1997, pp. 16–17). The Commission expressed
concern about the difficulty of key escrow across national borders. The
report said that any such scheme should be limited to what is “absolutely
necessary” (ibid., p. 18)—hardly the ringing endorsement the US was
seeking.

The US Congress’ Response

Congress entered the fray in March of 1996 when Senator Patrick Leahy
introduced the Encrypted Communications Privacy Act of 1996 (S 1587),
a compromise bill that allowed for a relaxation of export controls, af-
firmed the right to use any form of encryption domestically, created a le-
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gal framework for escrow agents, and criminalized the use of encryption
in the furtherance of a crime. Less than a month later, Senator Conrad
Burns proposed the more strongly pro-cryptography Promotion of Com-
merce On-Line in the Digital Era (PRO-CODE) Act (S 1726). Burns’s
bill prohibited mandatory key escrow, enshrined the freedom to sell and
use any type of encryption domestically, and liberalized export rules. But
1996 was a presidential-election year, and the complex legislation did not
go forward.

Burns reintroduced PRO-CODE in 1997 (S 377). In the House, Rep-
resentative Bob Goodlatte proposed the Security and Freedom through
Encryption Act (SAFE) Act (HR 695). Under both bills, the freedom to
sell and use any type of encryption would be unconstrained, and manda-
tory key escrow would be prohibited. Export of cryptography would
be under the control of the Department of Commerce, and export of
strong encryption would be permitted if similar products were available
overseas. The SAFE bill would criminalize the use of encryption in the
furtherance of a crime; the PRO-CODE bill did not address that issue.

In his trademark cowboy hat, Montana Senator Burns seemed like an
unusual legislator to be pressing for liberalization of laws on high tech-
nology. Burns saw PRO-CODE as having a significant impact on rural
areas, where distances preclude face-to-face communication, and where
substantial economic growth in recent years has occurred exactly in ac-
tivities that would greatly benefit from secure electronic communications
(Carney 1997).

When Congress reconvened at the end of the summer, the tables turned
again. At a Senate Commerce Committee markup, the PRO-CODE bill
was sidetracked and replaced by one introduced by Senators Bob Kerrey
and John McCain. The Secure Public Networks Act (S. 909), tightened
rather than loosened control over the export of encryption products and
created incentives for many organizations to introduce key escrow.

Cryptography was also in trouble in the House of Representatives. De-
spite repeated assurances from the Clinton administration that it would
not move for domestic regulation of cryptography, FBI Director Louis
Freeh pressed Congress for restrictive laws. The House International Re-
lations and Judiciary Committees had reported the SAFE bill out pos-
itively, but the House National Security Committee listened closely to
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Freeh’s requests, and accepted an “amendment in the nature of a sub-
stitute,” introduced by Representatives Porter Goss and Norman Dicks,
which turned Goodlatte’s measure around completely. It not only tight-
ened controls on export, but proposed legal controls on the use of cryp-
tography. With various versions of the SAFE bill in the House, and differ-
ent measure pending in the Senate, it was far from clear what direction
Congress would take.



10
And Then It All Changed

The Advanced Encryption Standard

When did the Third Millennium begin? On January 1, 2000? A year
later? On September 11, 2001? In cryptography, it began on January 2,
1997 with an inconspicuous notice in the Federal Register that marked
the beginning of a project to replace the aging US Data Encryption Stan-
dard (DES).

The contrast with the events that led to the adoption of DES two
decades earlier could hardly have been greater. Although the bones of
the formal process were the same—a call for proposals in the Federal
Register and ultimate selection by the Department of Commerce with the
advice of the National Security Agency—everything else was different.
In 1997, the notice called, not for algorithms, but for comments on pro-
posed algorithm specifications. Whereas the previous standard appeared
to have been designed to be just strong enough for non-national-security
applications, the new proposal aimed for the highest grade security: a
128-bit block size and keys of 128, 192, or 256 bits.

Two rounds of comments on criteria were followed by a call for al-
gorithms, due June 15, 1998. Twenty-one algorithms were submitted. Of
these, fifteen met NIST’s complex set of requirements for documentation,
implementation, tests, and rationale intended partly to facilitate evalua-
tion and partly to discourage frivolous submissions. At first glance the
response was international—ten algorithms submitted by groups outside
the US and five by groups within. At second glance it was even more
international than that. All but one of the US candidates included non-
US nationals on their design teams.1
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For nearly a year and a half, all fifteen were under study, a process
highlighted by two public conferences, one in California and one in
Rome. In the late summer of 1999, the number was reduced to five:
three American (MARS, from IBM; RC6, designed by Ron Rivest and
colleagues from RSA Data Security; and Twofish, designed by Bruce
Schneier and his colleagues) and two European (Serpent, designed by
cryptographers from the United Kingdom, Israel, and Norway; and
Rijndael, designed by two Belgian cryptographers).

Differences between the Data Encryption Standard and its advanced
descendant were more than programmatic. The description of DES in
FIPS-46 was entirely in engineering terms, speaking of lookup tables and
bits and shifts. Over time these structures came to be viewed in more
abstract mathematical terms and the mathematical descriptions gave
rise to cryptanalytic techniques. The description of Rijndael was given
in mathematical terms (Landau 2004). Certainly it had lookup tables,
and bits, and shifts, but these followed from rather than preceded the
mathematical notions. In a quarter-century, the field had matured. The
Advanced Encryption Standard was truly a second-generation cipher.

Why the difference? In the early 1990s two powerful cryptanalytic
techniques had been developed in the public research community: dif-
ferential cryptanalysis, which infers key bits by comparing input and
output differences of pairs of encrypted texts, and linear cryptanalysis,
which infers them from linear relationships between the input and out-
put bits.2 At the same time, other researchers were using ideas about
algebraic structure to develop block-structured cryptosystems resistant
to mathematical attacks. Polynomials proved key to this. Building on ap-
proaches developed for error-correcting codes, researchers used algebraic
structure, particularly the theory of finite fields, to create a methodology
for constructing cryptosystems provably secure against differential and
linear cryptanalysis.

Study of the five finalists continued through another year, and another
conference before the winner was announced on October 2, 2000. It was
the Belgian submission, Rijndael. Bureaucratic processes dragged on for
more than a year before the standard received the required signature of
the Secretary of Commerce, but on November 26, 2001, the United States
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adopted a cryptographic system designed outside its own borders as the
“Advanced Encryption Standard.”

The adoption of the new standard created an odd situation. AES
seemed to be as strong a cryptosystem as anyone could ask for, yet its
standing was the same as that of its never-too-strong predecessor. Why
couldn’t AES be approved as a Type II algorithm, allowing equipment
whose functioning was public to be applied to a wide range of govern-
ment applications? The question hung fire for a year and a half. In June
2003, it was answered in a way that even AES’s strongest proponents
hadn’t dared expect. AES was declared a Type I algorithm, approved for
the protection of all levels of classified traffic.

The instrument of this approval was Policy Number 15 of the Com-
mittee on National Security Systems (CNSS 15). Curiously, the memoran-
dum was For Official Use Only. It was announced, however, in a virtually
identical fact sheet (CNSS15) which appeared in August. The memo is
written in a tedious bureaucratic style largely devoted to warning its read-
ers that having an approved algorithm whose workings they know does
not entitle them to use anything other than approved implementations for
protecting classified information. The important paragraph, however, is
perfectly clear:

The design and strength of all key lengths of the AES algorithm (i.e., 128,
192 and 256) are sufficient to protect classified information up to the SE-
CRET level. TOP SECRET information will require use of either the 192 or
256 key lengths.

Although the Advanced Encryption Standard was now approved for
protecting all levels of classified information, this declaration was very
much a matter of principle and would remain so until actual equipment
was designed, built, approved, and fielded. Nonetheless, the memo had
real significance. It showed comsec equipment manufacturers a new
route to serving their classified markets. Equipment would inevitably
follow.

Elliptic Curves, Secure Hash Algorithms, and Suite B
The adoption of AES was not the only radical change working its way
through cryptography or through government cryptography in particu-
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lar. Advances in computing and discrete mathematics had begun to make
the Diffie-Hellman and RSA public-key cryptosystems uncomfortably ex-
pensive to operate securely. The computer scientists Arjen Lenstra and
Eric Verheul compiled tables of the equivalences of the workfactors of a
variety of cryptosystems (Lenstra and Verheul 2000). In order for either
of the traditional public-key systems to match the security of AES, they
would need to employ keys thousands of bits long and do millions of
instructions in each operation.

Fortunately, a solution had been coming to hand since the mid-1980s
when two mathematicians, Neal Koblitz from the University of Wash-
ington and Victor Miller from IBM,3 developed a new approach, nearly
simultaneously. Put briefly, by using more complicated arithmetic than
RSA or Diffie-Hellman, you can make the numbers smaller and get the
same level of security. The arithmetic in question grew out of the so-
lutions of algebraic equations of mixed degree. The equations give rise
to pretty objects called elliptic curves and the new approach was called
elliptic-curve cryptography. Rather than requiring thousands of bits to
implement a secure Diffie-Hellman key negotiation or an Elgamal-type
signature,4 elliptic-curve cryptography requires about twice as many bits
as AES to achieve comparable security.

To all appearances, elliptic-curve cryptography has been developed at
least as much in the public world as in the secret. Although research and
development in the area have been done at many places, one company,
Certicom of Mississauga, Ontario, has been completely focused on the
field and very vocal in claiming the subject as its own. The company has
a large patent portfolio—and alleges a larger portfolio of patent appli-
cations—which it has been brandishing at other would-be practitioners.
Certicom’s claims received a substantial boost in October 2003 when the
US National Security Agency paid Certicom $25 million for a very broad
license to its technology. The license allowed NSA to sublicense its rights
broadly for the development of products to support US national security
(Certicom 2006).

Practical application of digital signatures, public-key cryptography’s
less surprising but perhaps more important facet, requires a new “con-
ventional” cryptographic component, called a message digest function or
secure hash function. Of the two terms, “message digest” gives a better
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picture of what is going on, but the name “secure hash” is used for
some of the most important standards, and we will use the two phrases
interchangeably.

A message digest function begins with an arbitrarily large data object
and produces a small (at most a few hundred bits) one that is inextricably
tied to the larger, much as the digest of a book or article is tied to the
larger work. A message digest is an example of what is called a one-
way function, a function that is easy to compute forward but difficult to
invert, so that the original message cannot be recovered from the digest.
One-wayness, however, is not sufficient for a message digest; it also needs
to resist all attempts to produce two messages with the same digest.5 The
latter property is difficult to achieve and secure hash functions have had a
troubled history. For many years, an algorithm called MD5, designed by
RSA inventor Ron Rivest, has been a mainstay of commercial computing.
MD5 was designed to have a workfactor only a little greater than that of
DES, or 256. In the early 1990s, NIST acting as the public face of NSA,
put forth a standard (FIPS-180) intended to have a workfactor of 280.
Within a few years, NSA had broken its own algorithm6 and replaced
it with a variation called SHA-1. This algorithm stood untroubled until
the summer of 2005, when Xianyun Wang and Hongbo Yu (professors
at Shandong University in Beijing) and Yiqun Lisa Yin (an independent
security consultant) showed that it could be broken with significantly less
effort.

The attack by Wang et al. on SHA-1 will probably not become a practi-
cal threat for several years, sufficient time to move to new algorithms. Al-
though a movement is underway to intensify the study of hash algorithms
with a view to designing some with an entirely different architecture, the
government had earlier put forth standards corresponding to the various
key sizes of AES.7 The very size of the new algorithms would seem to
mean that the attacks seen so far will have no practical impact on their
functioning.

Cryptographic security depends not only on the quality of the indi-
vidual algorithms used but on careful coordination of the strengths of
algorithms used in combination. A set of cryptographic algorithms all
selected to support the same workfactor is called a suite. In 2005, NSA
extended the CNSS15 approach and announced a full suite of public
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algorithms that, like AES, were approved for the protection of all levels of
classified information. The new construct was called Suite B, apparently
by contrast with a previous Suite A, a collection of secret algorithms
with colorful names like Juniper and Mayfly. Suite B is made up primar-
ily, though not entirely, of Federal Information Processing Standards. In
addition to AES, it contains two secure hash algorithms, SHA-256 and
SHA-384, an elliptic-curve version of the Digital Signature Standard, and
two key negotiation algorithms elliptic-curve Diffie-Hellman, and MQV,
an elliptic-curve algorithm named for Menezes, Qu, and Vanstone from
the University of Waterloo in Ontario (NSA 2005). MQV is preferred
because it provides authentication at little additional cost.

Suite B is intended to serve a number of objectives. By employing
unclassified algorithms, NSA began a convergence between commercial
encryption equipment and that used to protect classified information—
perhaps eventually making them identical. In so doing, the NSA hopes
to draw the major computer and communications manufacturers into a
market now dominated by more specialized producers, thereby lowering
the cost of acquiring security equipment. These financial objectives of
Suite B are bolstered by two interoperability goals.

One is national. A consequence of the increasing interconnectedness of
the world and particularly the ever declining distinction between internal
and external is the need for greater interoperability among communi-
cation systems: those of the military and the intelligence community,
those of the police, and those of other “first-responders” like fire de-
partments and ambulance services. Because these systems are intended
for responding to terrorist attacks as well as natural disasters, they need
to be secured. The two requirements suggest and may actually demand a
uniform cryptographic methodology throughout.

The other interoperability requirement is international. Wars are in-
creasingly being fought by ad-hoc coalitions assembled for the occasion.
Long standing coalitions like NATO have achieved some degree of cryp-
tographic interoperability among their members.8 A coalition assembled
in weeks can have interoperability only if it plans for it in advance. The
central element in this planning is to adopt common cryptosystems, a
course of action that makes the traditional secrecy about cryptography
meaningless. The only practical solution is to move toward the use of
civilian systems and standards by the military wherever possible. Ulti-
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mately, this will lead to secure, open, standards accessible throughout
the world, another advantage of the Suite B approach.

Export Control

Throughout the late 1990s, the government’s rhetoric in regard to cryp-
tography was completely intransigent. Nonetheless, the same period saw
a diverse sequence of events coming together to force a change. Every
year, almost like clockwork, the government was confronted with a new
problem.

In 1996, Daniel Bernstein, a graduate student at the University of Cal-
ifornia in Berkeley, decided that rather than ignore the export-control
regulations as most researchers had, he would assert a free-speech right
to publish the code of a new cryptographic algorithm electronically. Bern-
stein did not apply for an export license, maintaining that export control
was a constitutionally impermissible infringement of his First Amend-
ment rights. Instead, he sought injunctive relief from the federal courts.
Bernstein won in both the district court9 and the Appeals Court for the
Ninth Circuit.10 Unfortunately for the free-speech viewpoint the opinion
of the appeals court was withdrawn in preparation for an en banc re-
view—a review by a larger panel of Ninth Circuit judges—that never
took place. With the appearance of new regulations, the government
was able to ask the court to declare the case moot, which it did. This
indefinitely postponed what the government perceived as the danger that
the Supreme Court would strike down export controls on cryptographic
source code as an illegal prior restraint of speech.

In 1998, a US intercept network called ECHELON became embar-
rassingly public (Campbell 1999). The ECHELON system is a product
of the UK-USA agreement, an intelligence association among the US,
the UK, Canada, Australia, and New Zealand. published earlier (Hager
1996), a 1999 report prepared for the European Parliament (EP) stated
that ECHELON was targeting major commercial communication chan-
nels, particularly satellite systems. This caught Europe’s attention. The
implication was that the system’s purpose was commercial espionage, a
view confirmed, at least in part, by former CIA Director James Woolsey’s
article “Why We Spy on Our Allies” (2000).11

The natural European reaction to this evidence that they were being
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spied on was an interest in improving the security of European commu-
nications but strict regulations on cryptography were an impediment to
any such program. The European governments responded by relaxing
their rules on the use, manufacture, sale, and export of cryptography,
thereby putting the US under pressure to relax its own export rules.

Export control regulations also created direct problems for the gov-
ernment in its role as a major software customer. The military was trying
to stretch its budget by using more commercial off-the-shelf hardware
and software. Economic realities meant that restrictions on cryptography
often forced companies to omit security features altogether rather than
supporting distinct domestic and foreign versions of the same product.
As long as export regulations discouraged the computer industry from
producing products that met the government’s security needs, the gov-
ernment would have to continue to buy more expensive government off-
the-shelf equipment for its own use. This was becoming uneconomical
to the point of infeasibility. The only way to induce the manufacturers to
include sufficiently-strong encryption in domestic products was to allow
them to put it in the products they exported as well.

From 1997 to 1999, the US government attempted to bribe the com-
puter industry by allowing the export of products containing 56-bit DES
by companies that had made plans to implement key escrow in their
products and were making satisfactory progress on their plans. Because
development by the companies involved was a commercial secret held in
confidence between the companies and the government, the success or
lack of success of this program cannot be determined but in the fall of
1999, as noted in the previous chapter, it was abruptly abandoned.

Earlier in 1999, a bill called SAFE (Security And Freedom through
Encryption), which would have forced the administration to change the
export regulations, passed the five committees with jurisdiction and was
headed to the floor of the House of Representatives, when the adminis-
tration announced that the regulations would be revised to similar effect.
By capitulating, the White House avoided the loss of control that would
have resulted from a change in the law.

On September 16, 1999, US Vice President and presidential candidate
Albert Gore Jr.12 announced that the government was changing its poli-
cies. Beginning with regulations announced for December—and actually
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promulgated on January 14, 2000—keylength would no longer be a ma-
jor factor in determining the exportability of cryptographic products.

The new regulations shifted away from the strength of cryptography
as the principal determiner of its exportability. In its place, the new reg-
ulations considered two issues: whether the hardware or software was
for a commercial or government customer and whether the product was
off-the-shelf (the term used in the regulations was “retail”) or whether
it was adapted to the needs of individual customers. The object was
to provide the cryptography needed by industry and commerce while
making it difficult for military organizations with special requirements
and installed bases of cryptographic equipment to make use of the newly
available products. For most purposes, the export control portion of the
“crypto wars” had been won by industry.

The key-escrow battle ended more quietly, with most (perhaps all) of
the government’s programs being canceled. In June of 1998, the Skip-
jack algorithm that underlay Clipper was declassified so that the military
could use it in software for secure email. Despite being an elegant algo-
rithm and strong enough for many purposes, Skipjack was tainted with
its key escrow past and has not been widely employed.

The notion of key escrow has not died, however. It has been built into
products for commercial use where employers are in a better position to
require their employees to submit to potential spying than the govern-
ment was to impose the same requirement on the citizenry in general.
Key escrow, better called key recovery for this purpose, is also essential
when cryptography is used to protect stored information rather than
communications.13

Cryptography after Deregulation

Contrary to the expectation of many of its fans, the deregulation of cryp-
tography did not produce any immediate explosion in either the number
of available cryptographic products or the frequency of their use. Anyone
who expected most email and phone calls to be encrypted overnight was
surely disappointed.

The reasons for slow growth in the cryptographic business, however,
seem fairly clear. Foremost, cryptography, at least communications cryp-
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tography, is a phenomenon of the interaction among people. To engage
in encrypted communication you must make an investment in hardware
or software. The value of your investment is proportional to the number
of other people similarly equipped and so the market has natural expo-
nential growth.

The benefits of exponential growth are well known in successful fields
and the term is applied willy-nilly to anything that is growing quickly.
The downside (more precisely the slow upside) of exponential growth
is exhibited by public-key infrastructure. Keys, certificates, directory
servers, and revocation lists are of very limited use until most people have
PKI-enabled products. Consequently, their up-front costs are not offset
by a robust revenue stream and must be supported by an investment that
is slow to produce returns. This burden has been borne by the US military
who have built themselves an electronic key-management system at a cost
of tens of millions of dollars but a similar commitment is difficult for the
commercial sector.14

Other phenomena act to advance or retard the basic exponential
progress. Most conspicuous of technical problems is the lack of uniform
standards. Several non-interoperable suites of cryptographic algorithms
and formats for keys, certificates, and cryptograms have significant shares
of the commercial market. Exponential growth is thereby fragmented and
must occur independently within each sector.

Regulation, which in the nineties acted primarily to decrease the use
of cryptography, may come to play a supportive role as the value of
cryptography for protecting private data against the compromises that
are so frequently in the news becomes more widely recognized. Similarly,
the popularity of laptops and the ease of laptop theft has created a market
for cryptographic protection of their file systems. Many companies have
imposed requirements—similar in effect to regulations—that the laptops
carried by employees be so protected. In June 2006 the US Office of
Management and Budget put into place a recommendation that all sen-
sitive data on laptops be encrypted unless exempted by the department’s
Deputy Secretary (or his designee) (Johnson 2006).15 Cryptography may
get a big boost from regulations giving safe haven in the event of com-
promises of personal data when the data are properly encrypted.

What promotes the use of cryptography more than anything else is
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its default inclusion in products and its automatic operation without the
need for user action. The Secure Socket Layer protocol that comes built-
in to all browsers may be the most widely deployed cryptosecurity system
of all time. A plausible competitor for this title is the A5 algorithm used
in GSM telephony. Another is the use of cryptography in smart cards.
A comer in this category is the automatic encryption of phone calls by
Skype, a popular Voice over IP system. All of these are commercial prod-
ucts, which have far outrun their military ancestors in deployment.16

DRM, DMCA, and TCG

If cryptography has exhibited a growth area, it is one rather different
from what cryptography’s early pundits anticipated: protecting the inter-
ests of purveyors of intellectual property.

The incredible advantage of information in digital form—it can be
readily and inexpensively moved and copied—is a disadvantage from
the conventional marketing viewpoint, which, roughly speaking, knows
how to charge for what is scarce. Digital products, unlike antibiotics for
example,17 can readily be copied. If you have one copy of a program or a
digital copy of a picture, you can readily and inexpensively have another
but one antibiotic tablet is of little help in producing more.

Attempts to prevent ready copying of digital products have come to be
called Digital Rights Management. In essence, DRM is a regime in which
the goods are kept in encrypted form everywhere except in controlled
environments in which the digital products can be viewed, listened to, or
otherwise used. An approach of this sort is proactive and imposes a prior
restraint on would-be users of digital products. Another approach, more
in line with conventional enforcement of copyright is to label each copy
of a product in a way that cannot readily be altered, an approach called
watermarking. When an unauthorized copy of a watermarked work is
discovered, it is possible to examine the label and trace the copy back to
its source. The tamper resistant, and often covert, labeling of digital ob-
jects uses steganography, a cryptographic technology that hides messages
rather than merely making them unreadable.

One widespread cryptography-based copy protection system is the
Content Scrambling System (CSS) used to encrypt the contents of DVDs.
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Although intended to prevent the copying of DVDs, particularly onto
other media like hard drives, CSS had the side effect of preventing the
implementation of DVD players on computers running open-source oper-
ating systems, particularly Linux. CSS is administered by the DVD Con-
tent Control Association,18 which is unwilling to license its technology
for use in to open-source software. In October 1999, however, deCSS, an
independent implementation of CSS developed in Norway by Jon Lech
Johansen and unknown associates, became available over the Internet. As
it turned out, cracking copy-protection systems is not illegal in Norway,
and attempts to prosecute Johansen failed.

When NSA director Bobby Ray Inman tried to acquire the legal power
to control cryptographic publication in the early 1980s, the idea was
widely condemned. The American Council on Education panel that was
created in hopes that it would recommend the idea came nowhere close.
Ironically, a legal system of censorship of cryptographic research has
since grown up to serve commercial ends with no comparable condem-
nation.

The Digital Millennium Copyright Act shepherded through Congress
by the entertainment industry gives legal protection to technical systems
used in protecting copyrighted material. Its functioning is comparable to
laws against breaking and entering: if you lock your door, even with a
very poor lock, you acquire a measure of legal protection that is lacking
if you leave your door unlocked. Anyone who breaks your lock and
enters your home is guilty of breaking and entering, a crime more se-
rious than mere trespass. In a similar way, the DMCA created both a tort
and a crime of defeating copyright protection measures. The law made
it a crime to defeat such measures, even when the objective was to use
the material in a manner permitted under copyright law. The objective
was to criminalize attempts to defeat copyright protection mechanisms
independent of any issue of the protection of particular copyrights. An
exception was created for research but it was painfully narrow, requiring
the researchers to give notice in advance to the owners of the system
under study.

This time the crypto community was remarkably docile. Two cases set
the tone.

In 2000 the Secure Digital Music Initiative (SDMI), an industry group
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consisting of about 150 companies and organizations, put together a
challenge to researchers to break the audio watermark they had devel-
oped. The contest rules were stringent: three weeks to remove the wa-
termark without badly degrading audio quality (the latter was not an
announced contest rule). Felten and his colleagues decided to participate
without actually officially joining the contest, thus preventing them from
competing for the prize but also allowing them to avoid signing the re-
quired confidentiality agreement.

Instead of competing for the cash award, Felten, his students, and
fellow researchers at Rice University wrote a technical paper showing
how to defeat the SDMI technology. Felten et al. intended to present the
research at the Fourth Annual Information Hiding Workshop, held in
Pittsburgh on April 25–27, 2001. Through a particularly foolish action
on the part of the SDMI, the Recording Industry Association of America
(RIAA), and Verance Corporation, Felten and his colleagues were threat-
ened with legal action if they presented their work. The argument was
that the Princeton and Rice University computer scientists had violated
the anti-circumvention aspects of the DMCA. No matter that DMCA has
an escape clause for research—§1201 (g)(2) (B), which permits circum-
vention if the “act is necessary to conduct such encryption research”—
or that the ensuing publicity was likely to cost SDMI and RIAA far more
than permitting Felten and his colleagues to go public with their research.

Princeton University declined to provide counsel to defend the sci-
entists and so the researchers withdrew their paper from the meeting.
Instead the Electronic Frontier Foundation (EFF), a civil-liberties group
focused on citizens’ rights in the digital world, stepped in. The researchers
filed suit in federal court, seeking a “declaratory judgement” that publi-
cation of the research paper would fall within the plaintiffs’ First Amend-
ment rights (Felten v. RIAA, US DC NJ Case #CV-01-2669). The record-
ing industry backed down, the scientists presented their paper at a differ-
ent—and more widely attended—venue, the USENIX Security Sympo-
sium (Craver et al. 2001), and the case was dismissed for lack of standing.

With Niels Ferguson, a case of interest to cryptographers, the situation
worked out differently. Ferguson, an established cryptography researcher
and consultant, claimed to have broken the High Bandwidth Digital
Content Protection (HDCP) system, an Intel cryptographic system for
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encrypting digital video communications between cameras and players
(HDTV, etc.). Licensing for the system was available through Digital
Content Protection LLC, a subsidiary of Intel.

Ferguson, a Dutch citizen living in Holland, believed that were he to
publish his results, he would be subject to arrest for violation of the
DMCA, anytime he was in the United States.19 Ferguson did not make
his work public; instead he submitted a letter to the chair of the 2001
ACM Workshop on Security and Privacy in Digital Rights Management
describing the chilling effect of the DMCA. He also submitted an affidavit
in the Felten v. RIAA case.

Other researchers studying HDCP did not react to the chill in quite
the same way. In particular, a group of researchers from the University
of California at Berkeley, Carnegie Mellon University, and the Canadian
company Zero-Knowledge Systems also found an attack on the HDCP
system (Crosby et al. 2001). Wanting to publish but realizing the possi-
ble conflict with DMCA, the researchers proceeded with caution. One
of them, Berkeley professor David Wagner, consulted with University
of California lawyers, who made clear they would be defended in any
civil suit.20 Next, in accordance with the requirement of the DMCA, the
researchers “made a good faith effort to obtain authorization before the
circumvention”21 and met with engineers from Digital Content Protec-
tion LLC, who appeared to appreciate the advance notice they received
about problems with their technology.22 Then the security researchers
published their work at the same ACM workshop that Ferguson had
avoided.

Trusted Computing Technology
In the late 1990s five major computer companies, AMD, HP, IBM, Intel,
and Microsoft, formed a consortium called the Trusted Computing Plat-
form Alliance to develop standards for a broad new approach to copy
protection and a variety of other computer security problems. The idea
was to add dedicated security hardware called Trusted Platform Modules
(TPMs), hardware capable of monitoring and controlling all activity, to
computers. The work of the TCPA was widely perceived as an attempt
to reduce personal computers to the status of such consumer-electronic
devices as television sets, devices on which the owner’s control over what



DRM, DMCA, and TCG 263

programs could be run would become comparable to the viewer’s control
over what TV programs were available to watch.

Partly in response to the criticism, the TCPA later reorganized and
reincorporated itself as the Trusted Computing Group. It also expanded
its core membership (the Promoters) from five to seven, adding Sun and
Sony, and making provision for adding more as time went on.

The basic objective in adding the sort of security hardware for which
TCG is developing standards is to achieve tighter control over the soft-
ware running on computers. This technology has many possible appli-
cations. It can, for example, make it far more difficult for viruses and
worms to infect a machine. It can enable system administrators to ensure
that only approved programs or only licensed copies of programs or only
the latest versions of programs can be run on a system.

Conceptually, trusted computing technology begins with control of
what operating system can be run. The process is called secure boot: the
microcode built into the computer checks a signature on the operating
system it is loading and will let the system run only if it bears the correct
signature. The most influential developers of secure boot technology were
William Arbaugh, Dave Farber, and Jonathan Smith at the University of
Pennsylvania.

This approach may be very secure, but it is also very inflexible. For
many purposes, it is desirable to allow a computer to run a variety of
operating systems. In these cases, it may still be valuable for one system to
be able to determine with certainty what set of programs another system
is running. This technique is called attestation.23 A computer may be
capable of running any of the popular operating systems—Linux, Solaris,
Windows—and any applications that those operating systems support. In
interaction with other computers, however, it may be asked to attest to
its configuration, i.e., to get a signed message from the tamper-resistant
TPM describing the configuration of its hardware and software. This
allows the computer that has demanded the attestation to decide whether
it will allow interaction to proceed.

In some networks, for example those running the electrical power grid,
TCG technology is entirely appropriate. Computers are not connected to
that network by rights but to serve the interests of the power companies
and their customers by managing the country’s electric power. A similar
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argument can be made for enterprise networks in which all the computers
are owned by the enterprise.24 On the other hand, individual computer
owners take the reasonable attitude that they should be able to run what-
ever programs they wish and fear that if trusted-computing technology
becomes widespread, this freedom will be denied them. Other critics,
with a more entrepreneurial view fear that trusted-computing technology
will stifle innovation by allowing ISPs to discriminate against programs
—browsers, for example—that were not provided by their preferred
commercial partners. This can be done entirely without malicious intent,
for example, by an ISP that is trying to limit the burden of maintain-
ing compatibility with an ever-growing number of versions of a popular
program.25

The Bigger Picture

The 1990s will be remembered long after the roaring nineties a century
earlier, the roaring twenties, or the 1960s have been forgotten. Not only
were the 1990s a boom period dotted with great feats and great fortunes,
the 1990s changed the foundations of society in a way that may not be
appreciated for decades.

The technologists will remember the era for the World Wide Web. In-
vented in 1989 at CERN (the European laboratory for particle physics),
the Web began to take hold about 1993 and was flourishing by three or
four years later. The Web made delivery of information over the Internet
easy and natural rather than tedious and geeky. Within a decade of its
birth, the Web was being used by businesses and governments as the
primary way that they should be getting information out to and acquiring
information from their customers. Great fortunes were amassed by those
who got on the Web bandwagon early and such names as Amazon, eBay,
Yahoo, and Google became household words. ‘Google’ even became a
verb.

Deeper, less flashy developments also drove the move toward a society
based on digital communications. For its whole previous history, the
cost of telephony had been driven by the cost of long distance trans-
mission. In the 1990s, optical fiber technology came of age. By placing
fiber through conduits previously occupied by copper, communications
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companies multiplied their bandwidth by a factor of 1000 and some-
times made money on the deal by selling the copper they had replaced.
The result was the development of a vast overcapacity that still exerts a
profound effect on the communications business. Fiber is the bedrock on
which the current high-speed Internet and plans for future higher-speed
internets are built.

It is hard to think of a dot-com that better captured the positive en-
ergy of the 1990s Internet more readily than Google, with its philosophy
“Do no evil.” But from a security perspective there is a dark side to
the enabling technology of search engines, which give the ability to dis-
cover targets with known security vulnerabilities. Such information was,
of course, public before the Web, but like county court records, it was
largely inaccessible, leaving these systems relatively safe. However, now
through the use of search engines, it has become a rather trivial job to
discover and access public systems with known vulnerabilities (Landau
2006, p. 433).

The decade was also one of growing internationalization. Falling com-
munication costs, falling shipping and travel costs, and falling barriers
to both trade and travel increased the tendency of businesses to expand
worldwide. Internationalization merged naturally with the growing busi-
ness trend toward outsourcing, using contractors rather than employees
for many tasks, ranging from sweeping the floor to programming, ac-
counting, and public relations. Once international communication be-
came adequate to support close business relationships across intercon-
tinental distances, it became apparent that capable well-educated work-
forces from countries with low labor costs were readily available. This
dramatically increased international business communication and conse-
quently the need for its security.

Internationalization and outsourcing have been eagerly embraced by
US businesses. Less engaging from a US perspective is a decline in the
preeminent position the US has held in world commerce since the end
of World War II. Although the United States is the world’s third-most-
populous nation, it has only about 5 percent of the world’s population.
As the gross national products and living standards of many parts of the
world increase, US influence over high-tech policy issues will decline.

It is worth noting that whereas in the late 1990s 80% of Web content
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was in English (Wallraff 2000, p. 61), by 2002 the percentage had de-
clined to less than 50% (Crystal 2004, p. 87). Indeed, by 1998, over half
of the newly created websites that year were not in English (ibid.).

Conspicuous on the international scene is the rise of China as a major
cultural and economic power and a major creditor of the United States.
Indeed, among Internet users the second-most-common native language
is Chinese (English is first).26 China has begun developing standards
for digital products in many areas. These standards, some of which are
cryptographic, are in potential competition with European and American
standards.

For a long time, computer communication involving humans consisted
primarily of single-fixed-width-font text. In non-text interaction between
computers and humans, the images were usually generated locally. This
was natural enough. Network bandwidths were low. Fifty-kilobit back-
bones and modems running at a few thousand bits per second were
considered fast.

The Web brought a new paradigm: HTML, the hypertext markup lan-
guage. HTML is a crude typesetting language, which, however, provides
hyperlinking—the possibility of including one document, by reference,
in another. HTML is a small and in many ways primitive subset of an
ambitious standard called SGML (Standard Generalized Markup Lan-
guage) a construct so rich that people are forever creating subsets. A sub-
set that has taken on great significance is XML, the Extensible Markup
Language.27

XML has proved to be the most popular approach, not for human-
to-computer communications but for computer-to-computer communi-
cations, communications that are not simply about moving “customer
data” but communications that involve negotiation between computers
about services, inventories, communications, and security.

The explosions in both the raw power (bandwidth) of communications
and in the computational capability to manage the communicated mate-
rial have created a world in which every sort of information, from names
and addresses, to historical documents, to satellite photographs, is more
readily available. On one hand, the ease with which real estate specu-
lators or would-be home buyers can appraise property remotely makes
some homeowners indignant. On the other, details of some government
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buildings have been made indecipherable in the aerial photographs most
easily found on the Web.

In a world where more and more material is being brought under
tighter and tighter control, covered by non-disclosure agreements, and
protected by digital rights management systems, there is one major move
toward openness: the open-source software movement.

By lowering the cost of both creation and dissemination, modern com-
puter technology has enabled the user to be a creator in unprecedented
ways. During Hurricane Katrina, many users were able to put together
information from publicly available sources to enable people to discover
whether their homes had been damaged. This is one of many exam-
ples of technology enabling individuals to provide services for them-
selves that could once have been provided only by governments or large
corporations.

If a communications network is to be flexible and encourage innova-
tion, then it must perforce allow applications unanticipated at the time
of the design of the network. The Internet does this is through the end-
to-end principle, which is the idea that the communication endpoints
—the applications—should implement the functions, rather than letting
low-level function implementation be part of the underlying communi-
cation system. This principle been fundamental to Internet design since
the beginning.28 The Internet concentrates investment (and particularly
“smarts”) at the edges. The center is a computationally powerful but
fundamentally dumb collection of routers and transmission channels. (In
fact, the routers and channels are not so much dumb, as neutral to the
application they are transmitting.)

This is fine in theory; in practice, as the Internet has evolved, it has
departed somewhat from these principles. In particular, it has evolved
into a fragmented network in which many nodes are walled off into
private isolated networks that cannot communicate with each other.

The key elements of this “walling off” are network address translators
(NATs) and Firewalls. The current Internet Protocol (version 4, or IPv4)
has addresses that are only 32 bits long. There are about 4 billion pos-
sible addresses. This is a large space if addresses are chosen at random
but a much smaller space if large sets are reserved to be in contiguous
chunks. The fact is that address space is in too short a supply to be used
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as originally intended: every host computer has a unique address and
therefore can be addressed by any other computer on the network.

Beginning in the early 1990s, organizations that could not get enough
unused addresses began to allocate their internal addresses independent
of the outside world.29 Such common functions of the Internet as email
do not actually make direct use of internet addresses. If you send email
to president@whitehouse.gov, the fact that the IP address of the White
House is 63.161.169.137 does not even come to your attention, and the
individual address of the workstation on the President’s desk is some-
thing you may not even be able to discover. The email servers will
go from the email address president@whitehouse.gov to the IP address
63.161.169.137 and deliver the email there. At that point the “president”
component of the address becomes important, and the White House mail
server will take over and discover the correct internal address to which to
forward the message. It makes no difference whether the internal address
is unique; it is only accessible to computers inside the White House. This
is network address translation. It is typical of institutional connections
to the Internet.

Closely associated with NATs are firewalls, computers that manage
and filter traffic between an internal network and the Internet. Firewalls
serve several purposes but one of the main ones is explicitly to prevent
unfettered access to the Internet. Rather than supporting (permitting) any
form of access to the Internet, firewalls frequently allow only a limited
range of services. The White House firewall described above might sup-
port no service other than email.

An attempt to expand the address space of the Internet has been un-
derway for several years. Internet Protocol version 6, IPv6, has 128-bit
addresses (256 billion billion billion billion possibilities) and can provide
enough address space for the end-to-end connectivity originally envi-
sioned. As noted earlier, however, the protocol that handles addressing
is the protocol that defines the network and must be shared by all net-
work users. Even when one protocol has been designed as an extension
of another, transition is difficult.

Had IP originally been designed with larger addresses, firewalls might
have been designed differently and NATs might never have established
themselves. In the existing Internet, however, many organizations are
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delighted to have control of their user’s communications, and a return
to unfettered end-to-end communication seems unlikely.

Carnivore

On July 11, 2000, the Wall Street Journal disclosed that the FBI had
been “wiretapping” the Internet (King 2000). The FBI had developed
a program with the ill-chosen name of Carnivore to scan and record
network traffic.30 Despite a public inured to cookies that let web sites
track user visits, reports of Carnivore hit a public nerve. What exactly
was the FBI recording? Was the Internet versions of pen registers and
trap and trace devices recording more information than they would for
traditional land-line telephone systems? Was the mail of nontargeted in-
dividuals inadvertently being read? Why was an FBI device attached to an
ISP, instead of, as had always been done by telephone taps, the Internet
Service Provider (ISP) doing the sorting of relevant traffic for the bureau?

The truth turned out to be both more complex, and, on the surface, less
threatening, than initial newsreports indicated. Carnivore was a packet
sniffer, a program that analyzes network traffic; such a program can be
configured to search for traffic to or from a particular user. ISPs serve as
the local post offices of the internet world, sorting and delivering email
and other services to their users. When Carnivore was placed at an ISP,
it received all packets that traversed the Ethernet connection on which
it was placed (Smith 2000, p. 13). Using filters, Carnivore recorded the
traffic that fit pre-determined patterns, generally traffic to or from a par-
ticular user. Carnivore could be configured for full wiretap or pen register
mode; in the latter, the data content was “X-ed” out (ibid., p. 56).31

The FBI presented Carnivore (later renamed DCS, or Digital Collection
Service 1000) as a natural application of wiretap law to Internet technol-
ogy. Civil-liberties groups and computer experts disagreed. Because the
Internet packet-routed architecture is fundamentally different from the
circuit-switched telephone networks, the application of wiretap laws to
the Internet is less straightforward than it would appear. Unlike the tele-
phone system, transactional information (number called, number calling)
is hard to separate from the content. Consider a targeted user reading
a web page. The web page will be received from a website with an IP
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address. Carnivore will log the communication between the targeted user
and the website. The web page, however, may contain hyperlinks to other
websites. These will be resolved into IP addresses and Carnivore will log
these as well. Even when the authorization is for a pen register and does
not include recording the content of the web page itself, the content will
be largely reconstructible from the pattern of IP communications.32

Carnivore also contains a mode for analyzing SMTP communications.
(SMTP, the Simple Mail Transfer Protocol, is the standard for Internet
email transmissions.) In this mode, email header information will be
recorded. Email headers contain much more information than phone
numbers. Some of this is analogous to information on physical envelopes
and can be justified on the grounds that the same information would
be obtained in a mail cover. Some, however, is not. If the entire mail
header is captured, lists of addressees and copyees that would not be on
an envelope will be included. A variety of version and status information
about the mail clients and their configuration is also commonplace.

The other violation was not privacy, but engineering. CALEA had al-
ready created an odd situation in which the FBI was placed in the role of
designing standards for the telephone network. Carnivore went a major
step further, placing the government’s own search devices directly onto
the ISP’s networks. In at least one case, this was done over the ISP’s
objections.33

Attorney General Janet Reno authorized an outside academic review
of Carnivore. Several universities with strong research groups in com-
puter security, including Dartmouth College, the Massachusetts Institute
of Technology, Purdue University, and the University of California at San
Diego, expressed interest in performing such a study but the restrictions
the Department of Justice placed on the review—which included confin-
ing the study to narrow technical questions, pre-publication review of the
study by DoJ, and DoJ approval of the final report—were such that these
universities bowed out. Instead, the Illinois Institute of Technology (IIT),
an institution not previously known for expertise in computer security,
performed the study.

Like the Clipper chip before it, Carnivore suffered from design flaws.
In the Clipper case, the design worked as advertised: it securely encrypted
data under an 80-bit key. The flaw was that it was possible to spoof
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Clipper so that one could use the Clipper chip to encrypt, but do so in
such a way as to prevent law-enforcement access (Blaze 1994). In Carni-
vore’s case, the potential problems affected the underlying security of the
system. The IIT report found that the filter settings, which determined
what traffic could be captured, could be changed by anyone with access
to the system password, which was compiled into the Carnivore source
code, and thus plausibly to anyone with access to the Carnivore installa-
tion, a poor security design.34 IIT noted that the program had no audit
trail, “Incorrectly configured, Carnivore can record any traffic it moni-
tors”(Smith 2000, p. 17)—any traffic should not have been an available
option—and, “except for FBI procedures and professionalism, there are
no assurances against additional copies being made of an inadequately
minimized intercept” (ibid., p. 60).35 Such design runs contrary to the
intent of wiretap law, which is very specific about data minimization,
requiring that only content appropriate to the warrant be collected.36

When various members of Congress expressed concern about the lim-
ited nature of the IIT review, legislation restricting Carnivore use seemed
possible. The Justice Department promised an internal review of the pol-
icy issues regarding Carnivore. But before it was completed, the events of
9/11 intervened, and the USA PATRIOT Act, section 216 of which legal-
ized the application of Carnivore-like systems to packet-routed networks,
was passed.

Meanwhile, use of Carnivore is down in favor of commercial systems
to do the job (FBI 2003a,b).

Identity and Anonymity in the New World

To casual observation and in casual use, the World Wide Web appears
to provide a sort of anonymity similar to that available to a shopper in
a big city. You browse through sites and look at their contents. You are
not asked for identifying information and you are not aware of providing
any. Depending on your communications arrangements, however, you
will be providing various sorts of information from which other infor-
mation about you can be determined.

If you communicate from a fixed IP address, the web pages you visit
will be able to recognize your visits as those of a single entity. As a prac-
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tical matter, they or may not be able to convert your IP address into any
of the usual customer data such as your name. If, as is more common,
you communicate through a local ISP and get a different IP address from
session to session, it will be far more difficult for the visited websites to
track you but easy for the ISP. The latter may or may not be sharing your
information with other commercial entities.

There are common and legitimate purposes for which casual anonymity
is not sufficient. Investigators of many kinds from academics to reporters
to police try to hide the patterns of their inquiries, even when they are
consulting open sources. Many individuals value their privacy. For ex-
ample, they wish to learn how to handle their illnesses without revealing
their conditions to medical marketers or colleagues. Companies may be
unable to do competitive analysis unless they can conceal their identities
as they visit competition’s web sites.

As AOL’s indiscretion in releasing query logs for thousands of its cus-
tomers revealed (Barbaro and Zeller 2006), a knowledge of the informa-
tion a person seeks imparts a vast amount about the person’s activities
and plans and it is also likely to disclose the person’s identity, even if that
identity is not directly contained in the query record.

In response to the danger of Internet users being tracked and identified,
various commercial entities have arisen to provide services that shield
browsers’ identities more effectively from the websites they visit. Such
services, which include the late Zero-Knowledge Systems and Anony-
mizer.com of San Diego, find much of their customer base in commercial
entities that want to survey their competitors websites in confidence that
they are seeing the material that would be shown to typical browsers and
not a show that has been put on especially for them.

In the 1980s David Chaum proposed several anonymity systems that
wrap communications between the sender and receiver in layers of public-
key cryptography. Central to these systems is the appropriately named
mix. Each time the communication reaches a new mix on its journey from
sender to receiver, the mix unwraps one layer of the cryptography, mixes
up the order of the messages, and sends them all on. One descendent of
Chaum’s research is onion routing, the current version of which is called
Tor (The onion routing) (Onion Routing 2006). Tor modifies mixnets
by using anonymizing proxies (proxy servers sit between a client and a
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server fulfilling requests for the client if it is able—otherwise it ignores
the request) (Reed et al. 1996).

When an application (perhaps a Web browser, perhaps an IM client),
connects through the Tor network, a client proxy chooses a route for the
traffic using server nodes called onion routers. The Tor proxy establishes
a circuit using public keys belonging to onion routers in the selected
path. Application data is passed using keys determined by the proxy and
each onion router as the circuit was established. While each of the onion
routers will know its predecessor and successor on the path, only the
client proxy is aware of all nodes on the path which the communication
traverses.

The Tor network is an overlay on the public Internet.37 Widely used
applications include anonymous web browsing (http and https), instant
messaging (IM), and Internet Relay Chat (IRC). Tor has been running
since October 2003. As of August 2006, the Tor network had about
750 Tor servers and the number was doubling approximately every 6–
8 months. How many users does Tor have? Tor deliberately does not
keep track.38

Initial work on onion routing began at the Naval Research Laboratory
in 1995. Tor was begun in 2002 and was jointly designed by scientists
at NRL and at the Free Haven project, working under contract to NRL.
Most of the funding for onion routing, including Tor, has come from the
Office of Naval Research and the Defense Advanced Research Projects
Agency.39 Given current law-enforcement concerns about tracking net-
work users,40 it might come as a surprise that the original funding sources
for a public anonymizing network came from the Department of De-
fense. It should not. A group in the Navy, for example, who, during the
last half decade, have been periodically stationed in the mid East have
found Tor an excellent way to disguise their communication patterns.
No one watching their ISP connection locally in country can learn their
affiliation through tracking with which agency in the United States the
Naval personnel contact and no one watching their communications in
the United States can learn to which country—and which house—their
communications are going.41

Naturally, this naval unit which had taken such pains to conceal itself
using anonymizing technology wanted neither to be named nor to have
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its location identified. This illustrates a difficulty of explaining the value
of anonymizing technologies: when an anonymity system is successfully
used for a “good” task, its usage does not generally become public.
Publicity only attends those cases when there is a problem with the
anonymizing technology or where the anonymizing technology is used
for some nefarious purpose. That the funding support for Tor came from
a variety of agencies of the US Department of Defense makes it clear that
the technology is beneficial in a wide variety of government situations.

Why might the Department of Defense fund an anonymizing system
for the general public rather than build one just for military use? As the
developers of Tor point out, “anonymity loves company” (Dingledine
2006). The more users an anonymity system has, the easier it is to hide
the traffic. Thus a widely used anonymity system provides Department
of Defense users the best protection from prying eyes.

At the same time that work was occurring on anonymizing technolo-
gies, there was also great effort underway to develop electronic identifi-
cation systems of various types.

With the opening of the Internet to commercial traffic in the early
1990s, electronic commerce—ordering a book from Amazon, selling col-
lectibles on eBay, making travel arrangements with Travelocity or bor-
rowing money through eLoan—caught on faster with consumers than
anyone but a few (now wealthy) backers expected. There was, however,
a serious irritant: the constant need to reenter your name and password,
not to mention credit-card information, billing and shipping addresses,
and phone numbers each time you made a transaction over the Internet.
Out of this difficulty was born the notion of single sign-on, a way for
the user to sign on and authenticate herself to a single site and have that
authentication carry over to multiple sites.

Microsoft developed the Passport system to which Hotmail users had
immediate access (thus giving Passport a large installed base). Microsoft’s
approach centralized customer data and there were immediate objections
from civil-liberties groups over the threat to privacy this entailed. Mean-
while, in 2001, in concert with American Airlines, Bank of America,
Cisco, Nokia, Sony, and a number of other companies, Sun Microsystems
proposed a federated system called the Liberty Alliance,42 in which iden-
tity information (name and authentication) could reside with an “Identity
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Provider,” while site-specific information—the dates of car rental, the
type of car desired—would be with the “Service Provider.” The goal of
the Liberty Alliance was a set of interoperable specifications for feder-
ated network identity allowing users to authenticate once—single sign-
on—and link elements of their identities without centrally storing their
data (Liberty Alliance). Liberty protocols provide pseudoanonymity in
the communications between the Identity Provider and Service Provider,
a featured designed to prevent data aggregation. The Liberty protocols
have attracted wide interest, and various governments as well as large
commercial enterprises are participating in the process.43

Anonymity and identity are among the many threads in human culture
that have existed in uneasy harmony for millennia. The revolutionary
changes of the 1990s—globalization, mobility, greater availability of in-
formation—brought many of these threads into open conflict and a new
balance among them has yet to be found.

At a moment in human history, however, when reflection and tolerance
might have served us best, the events pushed everyone in a direction that,
by maximizing security, minimized privacy and individual liberty.
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Après le Déluge

NSA in 2000

For NSA, the third millennium began in a confrontation with reality.
After years of insularity, secrecy, and success with the same old methods,
passive interception and an intense focus on cryptanalysis, they had run
into difficulty, not with improved cryptography but with the complexity
of modern communication (Hersh 1999). It is always difficult to judge
intelligence agencies’ claims about their problems. It is hardly in their
interest to be saying “We are listening to your every word and you had
better improve your security.” Better to say, “You don’t need to do any-
thing special about security. The complexity of modern communication is
so great that we can’t find the traffic we want to read, let alone decipher
it.” Nonetheless, for reasons outlined in previous chapters NSA’s story
has a ring of some truth. Communications had changed dramatically in a
very few years and it was not clear that NSA was putting its efforts into
the right endeavors.

The agency’s director, General Michael Hayden, set out to solve the
problem with a change in style, placing a variety of outsiders in critical
positions and, like businesses all over the world, outsourcing as much of
its activity as possible in an attempt to gain efficiency and save money.

The agency gave its modernization projects heroic names like Trail-
blazer and Groundbreaker. Reports suggest that these have been less
than entirely successful but, as with the initial reports of difficulty, such
information is hard to judge. What seems likely is that some people and
groups at the agency have a good understanding of the modern world
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of communications and are at the cutting edge of intercept technology
and practice. NSA, however, is an organization with tens of thousands
of employees and decades of established practice. Bringing the entire
organization “up to speed” with its best pieces is a difficult task.

Censorship and Surveillance

Automation has allowed many organizations less well known and less
formidable than NSA or other national sigint agencies to conduct sur-
veillance and outright censorship on traffic.

Employer Web usage policies policed by firewalls
The police and intelligence agencies are supposed to tap your telephone
calls only with a warrant. In many circumstances, however, you may be
held to have given someone—typically your employer—blanket permis-
sion to listen to your communications. The federal government is allowed
to monitor the communications into and out of its sensitive agencies to be
sure that employees are not talking about classified subjects on unsecured
lines. Commercial employees who deal with the public are generally
subject to having their calls recorded for “quality-control purposes.” To
listen to the call that private-sector employees make from their desks at
work, however, employers generally need a reason.

The same cannot be said of more modern forms of communication;
email and Web browsing, which can be freely intercepted, inspected,
and censored in the ordinary course of doing business. The justification
offered has some appeal. Indiscreet telephone conversations can reveal
critical tidbits but cannot convey programs or large org charts or chip
masks. It is hard not to see some legitimacy in an employer’s desire to
insure that channels that are capable of carrying such information are
only used for legitimate purposes. Employees may be unhappy if their
employers treat them like children by limiting their web browsing but
they are pleased when similar measures prevent their computers from
being infected with viruses. Large organizations typically scan incoming
mail for viruses and some also scan outgoing mail. In a sense, this is
censorship but it certainly makes the online world more livable.
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Cryptologie Après le Déluge

As is painfully well known, the terrorist attacks of 9/11/2001 reinvigo-
rated the security and intelligence services of the whole world, and those
of the United States in particular. Curiously, they had no immediate effect
on the course of US cryptographic policy.

Adoption of AES and CNSS15
Proponents of cryptography worried that the government would renew
its attack on the field by claiming that it did not detect the hijacker’s plot
because it had not been able to read the terrorists’ encrypted messages.
Instead the response was surprisingly muted. On September 14, Senator
Judd Gregg proposed a ban on “unbreakable” cryptography (McAuliffe).
His proposal, however, found little support and was withdrawn in mid
October (McCullagh 2001b).

That the attacks might delay or derail final approval of the new Ad-
vanced Encryption Standard—whose adoption had informally been an-
nounced for September—still seemed possible. On November 26, 2001,
however, the Secretary of Commerce signed and AES was adopted as
Federal Information Processing Standard 197.

The Pentagon’s approval of AES for protection of national security sys-
tems and NSA development of Suite B, both described in the last chapter,
followed. In the US, the struggle over privacy of communications versus
surveillance was moving in a new direction.

Things were not quite the same in Britain, which was adopting a course
intermediate between the old US policy of discouraging the free use of
cryptography and the current one of promoting it. As its name suggests,
the Regulation of Investigatory Powers Act1 expands the snooping pow-
ers of British police and intelligence organizations. One of the more con-
troversial provisions of RIPA is a requirement that users must disclose the
keys to encrypted data in response to investigators’ demands. Although
RIPA was passed in 2000, implementation of regulations requiring key
disclosure did not begin until 2006. At the time of writing the consul-
tation process has not been completed and no regulations have been
implemented. There is therefore no experience with how such regulations
work, whether it would be feasible to refute claims of forgotten keys,
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how the law would apply to ephemeral keying, etc. It is equally unclear
how the legal concept of key disclosure, even if it is successful in Britain,
would fare under US law.

Expansion of Intelligence

After 9/11, as after Pearl Harbor, there was a universal feeling of “How
could be have been caught by surprise this way?” The fall guy was the
intelligence community. Why hadn’t they detected the plot? The obvious
question “Why should you expect to be able to detect every activity
involving two dozen people and half a million dollars over two years?”
was obscured by the fact that we seem almost to have discovered the plot
in several places. If only intelligence and law enforcement had been more
vigilant, perhaps the attacks could have been prevented.

The country’s response was to retarget intelligence—which for decades
had been shaped by the objective of watching the Soviet Union and
its allies—toward attempting to watch the far more elusive target of
“worldwide terrorism.” In particular, signals intelligence expanded and
shifted its focus: less effort listening to dedicated military communica-
tions; more effort intercepting commercial channels accessible to small
less-well-funded organizations.

FISA taps, the foreign intelligence taps named after the legislation that
authorized their use,2 became a subject of public interest after the attack.
How had the United States missed the plot? What had prevented the CIA
from telling the FBI about Khaled al-Mihdhar and Nawaf al-Hazmi,3

who were in the United States in the months before September 11, 2001?
(They clearly weren’t here to “visit Disneyland” (Wright 2006, p. 354).)
Why hadn’t the US government uncovered the plotters’ plans? Should
there be changes to wiretap law? In the aftermath of 9/11, the Depart-
ment of Justice made a number of legislative proposals; an important one
concerned the relationship between FISA and Title III wiretaps. Instead of
foreign intelligence being the primary reason for a FISA wiretap, the USA
PATRIOT Act,4 the law hurriedly enacted after the 9/11 attacks—and
which will be discussed in some detail shortly—modified FISA taps so
that foreign intelligence had only to be a significant reason5 for the taps.

The change was only a single word, but it was a very important single
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word. In issuing a wiretap warrant for a criminal investigation, the 1968
law, sometimes referred to as “Title III,” requires probable cause that the
individual named in the order is committing or is about to commit an
indictable offense. FISA is much less stringent, stating simply that there
is probable cause to believe the individual is an agent of a foreign power.
Wiretapping, in which no notice is given until after the tapping is over
(in the case of FISA, notice may never be given) and which may go on for
months, is particularly insidious, and the less exacting requirements for
FISA—establishing that the suspect is an agent of a foreign power rather
than someone committing or about to commit an indictable offense—
was deemed appropriate because foreign intelligence warrants are for
information collection, not for criminal prosecution.

There was an escape clause: if during a foreign intelligence investiga-
tion, facts emerged indicating a federal crime had been, or was about to
be committed, intelligence officers were to inform criminal investigators,
who would begin an investigation. Such a policy had existed through
several presidential administrations, and the policy was explicitly laid
out in a memo from President Clinton’s Attorney General, Janet Reno,
a memo that was later endorsed by the incoming Bush administration in
2001 (Thompson 2001). The policy had explicit procedures for inform-
ing the FBI Criminal Division if a FISA investigation exhibited criminal
aspects; it also made clear that the criminal division was not to “run”
the FISA investigation (Reno 1995). Then 9/11 occurred and, with it,
the Moussaoui case.6 In such situations, it is often easier to act than to
analyze. The change in FISA—along with the rest of the USA PATRIOT
Act—was proposed and enacted within six weeks of the 9/11 attacks.

It was difficult to know if the modification was actually needed. In
contrast with Title III wiretaps, of which there is a public account,7 only
the number of FISA orders (furnished annually to Congress) is disclosed,
except in the rare case when the information gathered from FISA surveil-
lance is used in a public trial.

In 2002, the Attorney General proposed a new set of procedures for
FISA cases that would simplify the issue of the walls. The FISA Court was
not pleased with these. Earlier the Justice Department had informed the
court of mistakes in FISA applications. The court’s opinion took these
problems into account and was quite critical of the proposal (USFISC
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2002a). Senate Judiciary Committee members Leahy, Specter, and Grass-
ley requested that the FISA Court provide the Senate oversight commit-
tees with copies of this opinion; not only did the FISA Court decide to
do so, but it went one step further and made the opinion public as well
(Kollar-Kotelly 2002).

The FISA Court criticized FBI mishandling of the wall in foreign intel-
ligence cases and criminal investigations:

• Information on FISA investigations had been shared with criminal
investigators in the New York FBI field office without consultation
of the FISA Court, as was required. (USFISC 2002a, p. 17)

• More than 75 FISA applications related to major terrorist attacks
directed against the United States had misstatements or omissions
of material facts including: an erroneous statement that a FISA
target was not under criminal investigation; false statements con-
cealing overlapping intelligence and criminal investigations, and
unauthorized sharing of FISA information with FBI criminal in-
vestigators and assistant US attorneys; omission in FBI affidavits of
a previous relationship between the FBI and a FISA target. (USFISC
2002a, p. 17)

• In another FISA case, where there was supposed to be a wall be-
tween the intelligence and criminal investigations, there was no
separation. Instead the case was run by a single FBI squad and all
screening was done by a single supervisor overseeing both investi-
gations. (ibid., p. 17)

The Court went on to say that “in virtually every instance, the govern-
ment’s misstatements and omissions in FISA applications and violations
of the Court’s orders involved information sharing and unauthorized dis-
seminations to criminal investigators and prosecutors. These incidents
have been under investigation by the FBI’s and the Justice Department’s
Offices of Professional Responsibility for more than one year to deter-
mine how the violations occurred in the field offices, and how the misin-
formation found its way into the FISA applications and remained uncor-
rected for more than one year despite procedures to verify the accuracy
of FISA pleadings.” (ibid., p. 18)
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The FISA Court announced that it would no longer accept inaccurate
FBI affidavits regardless of what caused the inaccuracy (ibid., p. 17). It
barred an unnamed FBI agent from signing affidavits for the FISA Court
(ibid., p. 17). And, for the period from March 2000, when the problem
first came to light, until September 15, 2001, the court—in a manner
more reminiscent of scolding an errant child than instructing federal
prosecutors—required all Department of Justice personnel receiving cer-
tain FISA information to certify that they understood the wall procedures
used to separate FISA investigations from criminal prosecutions (ibid., p.
18). Stewart Baker, former chief counsel of NSA and a man who might
be expected to be on the side of federal investigators, deemed the FISA
Court report a “a public rebuke” (Eggen and Schmidt 2002).

There was more. With respect to one particular FISA application, the
court approved the wiretap order but ordered that

law enforcement officials shall not make recommendations to intelligence
officials concerning the initiation, operation, continuation or expansion of
FISA searches or surveillances. Additionally, the FBI and the Criminal Divi-
sion [of the Department of Justice] shall ensure that law enforcement officials
do not direct or control the use of the FISA procedures to enhance criminal
prosecution, and that advice intended to preserve the option of a criminal
prosecution does not inadvertently result in the Criminal Division’s directing
or controlling the investigation using FISA searches and surveillances toward
law enforcement objectives. (USFISC 2002b, p. 3)8

In order to handle the issue of the wall, the FISA Court used a chap-
erone as the protector of liberty: the Office of Intelligence Policy and
Review. OIPR, an office of the Department of Justice responsible for
advising the Attorney General on intelligence matters, was to ‘be invited’
to meetings between the FBI and the Criminal Division to prevent any
further diversion of FISA searches and surveillances towards law enforce-
ment objectives (ibid., pp. 12–13).

For the first time since the 1978 enactment of FISA, the US govern-
ment appealed a FISA Court decision. The United States Foreign Intel-
ligence Surveillance Court of Review convened, and decided in favor of
the administration: the FISA Court had “misinterpreted and misapplied
minimization procedures it was entitled to impose” (USFISCR) and had
not properly interpreted the PATRIOT Act’s change to FISA. The Review
Court concluded that the government is not obligated to prove to the
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FISA Court that the primary purpose in conducting electronic surveil-
lance in a particular investigation is not criminal prosecution (USFISCR).
The Review Court examined the reasonableness of FISA searches under
the Fourth Amendment; it did not explicitly rule on the issue, but it did
state “we think the procedures and government showings required under
FISA, if they do not meet the minimum Fourth Amendment warrant
standards, certainly come close.”

Despite the Court of Review’s failure to back the lower court’s actions,
there were other voices saying that bringing down the wall had gone
too far. As Senators Leahy, Grassley, and Specter reported, in regard to
FISA implementation failures (Leahy et al. 2003), there were a surprising
number of serious problems: FBI headquarters did not properly support
the FBI field offices in foreign intelligence issues and key agents were
inadequately trained both in FISA and in aspects of criminal law. While
secrecy about actual FISA cases is appropriate, secrecy within the FBI
about FISA policies and procedures is not. As a result, the Bureau was
hamstrung; the FBI’s inability to analyze and disseminate intelligence
information—“[T]he FBI did not know what it knew”—undermined
the bureau’s ability to do its job. The report also observed that these
breakdowns resulted in a mishandling of the Moussaoui FISA application
(ibid.). It looked as if the FBI, rather than the wall, was the real barrier
hampering investigations.

The number of FISA taps continues to rise. From an average of about
500 in the 1990s, after 2001, the number of FISA wiretaps steadily in-
creased. In the most-recently-reported year, 2005, there were 2072 FISA
applications, all of which were approved by the FISA Court (which did
make “substantive modifications” to 61 of these (Moschella 2006). The
number of emergency FISA orders, which allow surveillance to be initi-
ated before a court order has been approved and give the government
seventy-two hours thereafter to obtain the order, was also substantially
higher. Attorney General John Ashcroft testified that in 2002 he had
signed 170 emergency FISA warrants. That number was more than three
times the number of emergency FISA orders issued in the preceding 23
years (Ashcroft 2003).

The senators who had agreed to the PATRIOT Act change to FISA did
not approve of the way this change had manifested itself. In hearings
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in 2002, Judiciary Committee Chairman Senator Leahy reminded the
administration that “it was not the intent of [PATRIOT Act] amend-
ments to fundamentally change FISA from a foreign intelligence tool
into a criminal law enforcement tool.” (USSH 107 USA PATRIOT ACT
in Practice, p. 4) Senator Arlen Specter, the ranking Republican of the
Judiciary Committee, complained: “When the purpose of the FISA Act
was foreign intelligence and the court interpreted ‘purpose’ as ‘primary
purpose,’ the change was made to ‘significant purpose.’ But then the
Department of Justice came in with its regulation and said that since the
PATRIOT Act said a significant purpose was foreign intelligence, then the
primary purpose must be law enforcement—which is just, simply stated,
ridiculous. The word ‘significant’ was added to make it a little easier for
law enforcement to have access to FISA material, but not to make law
enforcement the primary purpose.” (ibid., p. 33) Leahy warned: “The
Department is urging broader use of the FISA in criminal cases. And you
are going to lose, ultimately lose public confidence both in the Depart-
ment and in the courts, unless you can, by public reporting or otherwise
show this is being used appropriately.” (ibid., p. 37)

The USA PATRIOT Act

The Title III wiretap law was several years in the making and evolved
through various studies and countless hearings. By contrast, the Anti-
Terrorism Act of 2001, almost all of which became the Uniting and
Strengthening America by Providing Appropriate Tools Required to In-
tercept and Obstruct Terrorism Act of 2001—the USA PATRIOT Act—
was brought to Congress on September 19, 2001, just eight days after
the terrorist attacks of 9/11 (O’Harrow 2005, p. 23). The PATRIOT Act
was wideranging and represented a “shopping list” for the Department
of Justice. As later studies showed, it was not the lack of tools that
prevented US intelligence from finding the hijackers before September
11, but rather a problem of coordination between agencies (and within
agencies). But in the fall of 2001 the atmosphere in the United States was
tense and highly fearful and despite strong efforts by civil libertarians,
the PATRIOT Act did not receive much public scrutiny. The act passed
a little less than five weeks later, in the midst of the anthrax attacks.9 In
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discussing the PATRIOT Act, our focus will be on those sections of the
law related to wiretapping and electronic surveillance.

From a wiretapping perspective, the most significant aspect of the
PATRIOT Act was the change we have already examined, namely the
§220 shift in purpose in FISA wiretaps from foreign intelligence neces-
sarily being a “primary” reason of the wiretap order to merely being
a “significant” reason.10 The PATRIOT Act wiretapping and electronic
surveillance provisions include:

• Expansion of Title III list of serious crimes predicating a wiretap
investigation:

§201 added terrorism and production or dissemination of chemical
weapons to the list of serious crimes under Title III. Since it was al-
ready possible to obtain a FISA warrant to investigate these crimes,
the purpose of §201 was to extend the capability of investigating a
US person suspected of domestic terrorism activities.

§202 added “felony violation of section 1030 (relating to computer
fraud and abuse)” to the list of serious crimes under Title III.11

• Ability of law enforcement to share electronic surveillance infor-
mation with national-security officials:

§203(b) permitted law-enforcement officials to share information
obtained from a wiretap or other forms of electronic surveillance
with “any other Federal law enforcement, intelligence, protective,
immigration, national defense, or national security official.”

• Emergency disclosure of electronic communications:

§212 allowed ISPs to voluntarily release subscriber content and
records to the government if there is reason to believe that there
is an immediate danger of death or serious injury.

• Changes in laws governing pen register and trap-and-trace devices:

§214 removed the requirement under FISA that the government
prove the target is “an agent of a foreign power” before the court
would approve the installation of a pen register or trap-and-trace
device. This section included a provision prohibiting use of FISA
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pen register surveillance against a United States citizen where the
investigation is conducted solely on the basis of protected First
Amendment activities.

§216 modified the definition of these tools to make it clear that
they applied to the Internet; amended the definition of the tools to
include a prohibition on content collection; required that records
of pen register and trap-and-trace devices must be provided under
seal to the court within thirty days of installation.

• Single Application for Nationwide Wiretap and Surveillance Or-
ders

§220 expanded the authority of a court-authorized wiretap order
or pen register/trap-and-trace device order to apply nationally. Pre-
viously the orders had held only in the jurisdiction of the court,
thus forcing law enforcement to apply in multiple jurisdictions for
what was essentially a single wiretap or pen register/trap-and-trace
device order.

• Roving Wiretaps:

§206 expanded FISA authority to include roving wiretaps (previ-
ously only Title III wiretaps could be roving).

• Other Issues:

§207 extended the duration of a FISA wiretap for non US persons
who were agents of a foreign power to ninety days unless otherwise
specified.

§210 expanded law enforcement’s ability to gather information
through subpoena. Previously law enforcement could obtain the
“name, address, local and long distance telephone toll billing re-
cords, telephone number or other subscriber number or identity,
and length of service or a subscriber to or customer of such ser-
vice and the type of services the subscriber or customer utilized”
from an ISP. §210 requires the service provider to disclose records
of session times and duration; any temporarily assigned network
address; and any means or source of payment.
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§211 amended Title III to apply to cable operators providing tele-
phone and Internet services.

§217 permitted warrantless government interception of the com-
munications of a computer trespasser if the owner or operator of
a “protected” computer authorizes the interception. “Protected”
computers include any “used in interstate or foreign commerce or
communication.”

§223 permitted individuals to sue the government for unauthorized
disclosure of surveillance information.

§225 eliminated civil liability for a carrier complying with a FISA
wiretap or emergency order.

Certain clauses were due to “sunset” in 2005 unless explicitly extended
by Congress. These included: §201 on adding terrorism to the list of
serious crimes warranting a Title III wiretap search; §202 on similarly
adding computer fraud to that list; §203 (b), on sharing criminal wire-
tap information with intelligence agencies; §206 FISA roving wiretaps;
§207 extended the duration of FISA taps for non-US persons; §214
lowered standards for FISA pen registers and trap-and-trace devices;
§217 warrantless interception of the communications of a computer tres-
passer; §218 the “significant purpose” provision, and §220 nationwide
authorization for search warrants for electronic evidence. In the fall of
2005, because of civil-liberties concerns there was much dispute about
extending these provisions and the PATRIOT Act was only temporarily
extended.12

In the end, all the provisions were extended with modifications made to
§206. The changes to §206 included a requirement that the wiretap order
describe the specific target of the surveillance if the target’s identity is not
known,13 that the FISA court must determine that the roving wiretap is
needed based on specific facts about the target included in the application
for the wiretap, and that whenever a new location is tapped under the
order, the government must notify the FISA court within ten days14 of15

(i) the location of each new facility at which the surveillance is taking
place, (ii) why these location changes occurred, (iii) a description of the
minimization procedures being used if the minimization procedures are
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different from those in the original order, and (iv) the total number of
surveillances being conducted (Yeh and Doyle 2006, pp. 17–18).

One noteworthy feature of the PATRIOT Act strikes at legal doctrines
far older than electronic surveillance. The US took from British law the
notion of knock and announce: police searching premises would at least
attempt to inform the occupants at the time the warrant was being exe-
cuted. The doctrine was gradually eroded by court tolerance of the need
to make secret entries to install bugs. In the investigation of the spy
Aldrich Ames Ames, however, the FISA court went a step farther and
authorized a secret search. This might have derailed the Ames case, but
Ames was persuaded to plead guilty by promises that if he did his wife
would be treated more leniently. Because the Constitution does not ad-
dress the issue of whether police must announce themselves for a search
to be reasonable, this appears to be a matter of law rather than a con-
stitutional issue. In 1994 FISA was amended to allow such “sneak and
peek” searches in intelligence investigations, including cases of interna-
tional terrorism (before that, the Attorney General had authorized such
searches without judicial oversight). Section 213 of the PATRIOT Act
authorizes the use of these delayed-notice searches, in which the target is
told of the search but after (possibly quite some time after) the search has
occurred, for any case in which providing notice might have an adverse
effect on an investigation or unduly delay a trial. The Department of
Justice has said that such searches have occurred in non-terrorism cases.

NIST’s Computer Security Division

GISRA and FISMA
The White House Office of Management and Budget, which had been
disturbed about the poor state of computer security in federal civilian
agencies, thought the Congressional attention focused on Y2K16 and
encryption policy might lead to willingness for further action, such as
on computer security in federal civilian agencies. This was the genesis
of the Government Information Security Reform Act (GISRA),17 which
required agencies to do internal risk assessments and submit those results
to the Office of Management and Budget, which followed up with reports
to Congress.
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GISRA applied for only a year; its provisions were reauthorized and
strengthened by Title III of the E-Government Act of 2002,18 the Federal
Information Security Management Act (FISMA).19

FISMA included an enforcement provision; agency budgets were in
danger if the agency did not comply with FISMA. Congress strengthened
enforcement in another way. The Computer Security Act of 1987 permit-
ted agencies to obtain waivers from NIST’s cybersecurity recommenda-
tions; under FISMA, the Secretary of Commerce had authority to make
NIST information system standards and guidelines mandatory. NIST’s
Computer Security Division now had an enforceable role in securing the
government’s non national-security systems.

CSD Stays at NIST

In January 2000 the White House announced the change in encryption
export controls, and despite Senator Gregg’s call, in the wake of 9/11, for
encryption controls, the government’s policy did not waver. Then an odd
thing happened. In the summer of 2002, the White House announced
its support for the creation of the Department of Homeland Security, a
consolidation it had previously opposed. When the draft bill surfaced, all
the usual suspects—the Coast Guard, the Federal Emergency Manage-
ment Agency, the Transportation Security Administration—were in the
new department. There was also a surprise: NIST’s Computer Security
Division, the group that provided cryptographic standards20

for US government civilian agencies, was also slated to be moved.
The rationale for the proposed move was that since protecting critical

infrastructure properly belonged in the new department, so did the Com-
puter Security Division (CSD). US industry did not like the idea. With
the CSD part of the Department of Commerce, business and industry
had input into the CSD standards development process. Indeed, the Ad-
vanced Encryption Standard development was a clear demonstration of
how well government and industry were working together, to everyone’s
benefit. Moving CSD to Homeland Security would place the division
in a department more focused with law-enforcement concerns than on
commerce, and would likely reignite the crypto wars—or worse. There
was opposition from industry and civil-liberties groups to the proposed
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move, and NIST’s Computer Security Division ended up staying right
where it had been. Standards for protecting critical infrastructure would
be developed in the Department of Homeland Security, with help and
coordination from CSD, as needed.

Funding, however, was a concern. CSD had been chronically under-
funded from the beginning. One bright spot of the proposed move had
been the potential for appropriate levels of funding. Various groups,
from industry lobbyists to the Information Security and Privacy Advisory
Board, a federal advisory committee, swung into action. They lobbied
Congress, describing the broad value of the Computer Security Division’s
work to the federal government and to US industry,21 and they cited the
increased role of the Computer Security Division under FISMA. At a time
when science agencies saw level or even reduced funding, the Computer
Security Division’s support doubled (from approximately $10 million to
$20 million),22 a more reasonable sum—though still small—given the
enormity of the job.

Data Retention and Data Mining

In 1900 there were some 1.5 billion people in the world and no database
of 1.5 billion items. A century later, there are 6 billion people, and a
60-gigabyte disk—a disk roughly big enough to store everyone’s name
—costs less than $100. Ten times that much storage—enough to store
everyone’s name and address and maybe a bit more—costs about $500.
Within a few years, the storage needed to store a short biography (or
dossier, if you prefer) of every person on Earth will be within the reach
of many of those people.

There is probably as yet no list of everyone’s name let alone a single
collection containing everyone’s biography but the implications for pri-
vacy are clear. The most obvious barrier to keeping records on everyone
—the inability to manage the database—is falling, thereby preparing the
way for compiling such a database.

The falling cost of storage has other implications. For over a decade
now, video cameras have been proliferating in and beyond the indus-
trialized world. Because videotape is cheap, there is no need to reuse;
many of these cameras are always recording new tape and contributing
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to an ever-growing archive. Other sources of raw data are recordings of
intercepted signals, billing records for communications and many other
kinds of transactions, including such information as the movements of
drivers who pay their tolls with “EZPass” devices.23

The information in these various existing repositories is not always
very useful. The databases themselves are scattered and the information
they contain is not always readily linked to human identities. Bit by bit,
however, the technology to extract useful information form a welter of
low-grade information is being developed and the extraction of informa-
tion is following a path similar to that of gold, oil, and other valuable
minerals. At one time only the richest gold mines and the richest oil fields
were worth developing. As time passed, gold and oil grew more expensive
and the means to extract them grew cheaper, so the gold diggers and oil
drillers began to go after lower grade ore.

The analogy is lost on no one and the technology for extracting valu-
able information from low-value inputs is called datamining. The subject
presents many difficult problems, most notably transcribing speech and
recognizing people, but it is making rapid progress.

For information to be processed, of course, it must be available to
the people who have the means and the desire to process it. Often valu-
able information is collected and soon disposed of either because it is
no longer needed or as an explicit privacy protection measure. National
police and intelligence organizations have sought to counter this problem
by pushing for laws requiring data retention, the intentional storage of
data beyond the time it would be needed for the purpose for which it
was originally collected. The explicit intent of such laws is to make the
information available for criminal investigations that might take years
to develop but it also has another effect. The longer data are retained—
particularly when they are retained under threat of serious penalties for
their loss—the more likely they are to proliferate and to live beyond their
intended lifetime.

The events of 9/11 derailed various efforts heading for increased citizen
privacy and even turned some completely around. One such, previously
described, was Carnivore. Another was data retention, the issue of to
what extent communications carriers should routinely archive informa-
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tion about users’ telephone calls, emails, and other communications. In
this case, the first action was in Europe—or so it appeared.

In 2000 the European Commission issued a draft privacy proposal that
included new protections for electronic communications. The European
Council of Ministers, the EU’s main decision-making body, did not op-
pose the effort but sought to include data-retention requirements in the
proposal. In July 2001, the European Parliament’s Civil Liberties Com-
mittee approved a draft directive stating support of “strict regulation
of law enforcement authorities’ access to personal data of citizens, such
as communication traffic” (Lynch 2001). Then 9/11 occurred, and the
UK and Dutch Members of the European Parliament strongly opposed
the rules that had been drafted by the Civil Liberties Committee. So did
someone else. In a letter from James Foster, deputy chief of the US mission
to the European Union, the White House requested that the directive
“permit the retention of critical data for a reasonable period” (Meller
2001). The United States had no such requirements.

Changes ensued in the European directive. Pressure from two Span-
ish MEPs and the European Council resulted in passage of a directive
somewhat different from the original: “Member States, may . . . adopt
legislative measures providing for the retention of data for a limited
period justified on the grounds [to justify national security (i.e., State
security), defence, public security, and the prevention, investigation, and
detection of criminal offences]” (European Union 2002, p. 34).

Implementation remained elusive, however. In the E.U., harmonization
of such directives across the member states is critical, but in this case, the
member states held sharply differing views on the privacy protections
needed. Here is where European and American viewpoints sharply differ.
European law requires proportionality: “proportionality of the measure
in relation to costs, privacy (data protection), and efficacy” (Council of
European Union 2005, p. 1). Thus a proposal for three-year data reten-
tion made by Denmark, Ireland, Sweden, and the United Kingdom was
rejected (European Parliament 2005). The issue went back and forth and
finally, in December 2005, the European Parliament passed a directive
requiring telephone companies and ISPs to retain traffic data on all mes-
sages and phone calls for between 6 and 24 months (Best 2005). Data
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was to be kept even on unanswered calls. With this directive in place,
member states were now free to implement the directive.

So were some non-member states. There had been public silence on
this issue in the United States. But after the passage of the European di-
rective, in the spring of 2006, Attorney General Alberto Gonzalez called
on Congress to pass data-retention laws to combat child pornography.
Several bills are in preparation.

CALEA Revisited

By 2003 the main issues, at least on the legal front, in applying CALEA
to digital telephony had been resolved and the FBI turned its attention
to a new issue: wiretapping VoIP (Bellovin 2006a). In a letter to the
FCC in November 2003, the FBI gave notice about its growing concern
(Milonovich 2003). Four months later the FBI submitted a formal peti-
tion asking the commission to clarify which VoIP services were subject to
CALEA (FBI 2003). There was surprise in some circles: after all, during
his 1994 testimony, FBI Director Freeh had made clear that the proposed
law was limited to the telephone network.24 As a result of complex ne-
gotiations, CALEA explicitly stated:

(8) The term ‘telecommunications carrier’—

(C) does not include—

(i) persons or entities insofar as they are engaged in providing information
services; and

(ii) any class or category of telecommunications carriers that the Commis-
sion exempts by rule after consultation with the Attorney General.25

and that the capability requirements for wiretapping did not apply to
information services.26

CALEA applied to VoIP presents a number of complexities, complex-
ities to which it appeared the FBI paid little attention. The real issue
was not about wiretapping per se—there was no disagreement about
the applicability of wiretap law to Internet communications—but about
applying CALEA, and FBI design standards, to the Internet. The Public
Switched Telephone Network and the Internet are two distinct communi-
cation networks. They may rely upon the same underlying transmission
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facilities and even share the same cables; both may use electronic routing
and switching devices at central nodes to move bits efficiently through the
network from one user to another; and both may use digital transmission
and some form of time-division multiplexing (Bellovin 2006a, p. 9). But
circuit-switched networks and packet-routed networks are very different
and no amount of calling both “communications networks” can oblit-
erate the differences: techniques that work for wiretapping in one are,
in many cases, simply not feasible in the other. Although opponents of
the FBI request believed that CALEA’s lack of applicability to Internet
applications was clear, not everyone agreed.

The FCC, in particular, sided with the FBI. In the summer of 2005, it
announced that CALEA applied to two types of VoIP service: providers
offering transmission or switching capabilities on their own lines between
the end user and the Internet (facilities-based) and providers offering ser-
vice that enabled the connection between an end user on the telephone
network and VoIP.27 The American Council on Education, whose mem-
bers were concerned about the cost of applying CALEA to their internal
networks, various civil-liberties groups, and the computer and telecom-
munications industry pressed the FCC for a stay; when that failed, they
turned to the courts. In June 2006, somewhat to their surprise,28 in a
two-to-one decision, the US Court of Appeals agreed with the FCC and
the FBI American Council on Education, Petitioner v. Federal Commu-
nications Commission and United States of America, No. 05-1404 et al.
(D.C. App. June 9, 2006).29

These two particular types of VoIP services have architectures that
fundamentally resemble the telephone network and thus their accom-
modation of CALEA is not particularly difficult.30 That is not true for
other VoIP services. VoIP, like much of Internet communication, is about
mobility and mobility does not come for free. In some cases—intercept
against a call from a fixed location with a fixed internet address connect-
ing directly to a big Internet provider’s access router—VoIP is equivalent
to a normal phone call, and the interception does not present a technical
challenge (Bellovin 2006a, p. 2). But if any of these conditions is not
met—if the VoIP call is at all mobile—then the problem of assuring
interception becomes enormously harder (ibid).

Before CALEA came into the picture, wiretapping was done some-
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where along the local loop, the pair of wires running from the local
telephone switch to the subscriber’s phone. The local-loop wiretap re-
ceives all the information that travels down those wires, but it does not
capture information, such as forwarded calls, that are diverted at the
switch and do not travel on the local loop. The FBI sought CALEA to
ensure that telephone standards would be designed to eliminate such
problems, thus enabling full legally-authorized wiretapping. As discussed
in chapter 5, the solution is to make the wiretap a silent participant in a
conference call. Then all the information available to the local switch—
call-forwarding, speed call lists, caller identities—is also available to the
wiretap.

Internet users rarely know the IP addresses of the people with whom
they communicate. In the old days computers were fixed and so were
their IP addresses. Now a user may connect from an Internet cafe at
10, a conference room at noon, and airport lounge at 3, and each of
these will have its own IP address—usually more than one. In the current
scheme of things, Internet addresses are, more often than not, allocated
dynamically, which means that the address the laptop had on Monday at
10 A.M. at the Cozy Corner Cafe is likely to be different from the one it
acquires there on Tuesday. Thus the first step of a VoIP service is to take
a familiar identifier—a user name, a telephone number, an email address
—and transform it into a specific IP address where the user can currently
be found. This is called a rendezvous service.

Once the association between name and current IP address has been
established, the actual voice call can travel in myriad ways. Consider the
VoIP network shown in figure 11.1. Alice and Bob are both currently
connected via the ISP C using router R1 and ISP D using router R2,
respectively. Alice, however, uses VoIP Provider 1, a customer of ISP A,
while Bob gets his service from VoIP Provider 2, a customer of ISP B.
Both Alice and Bob are traveling and thus are in varying locations; they
connect via different ISPs without changing their VoIP providers.31

When Alice calls Bob, her VoIP phone sends a message across the Inter-
net to her VoIP provider, which contacts Bob’s VoIP provider, and Bob’s
VoIP provider in turn notifies Bob. (The flow of the call setup messages is
shown via dashed lines.) The actual data flow of the phone conversation
can be completely different however; there is no requirement that the call
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Figure 11.1
Alice and Bob talking via VoIP with multiple providers.
(Illustration by Steve Bellovin and John Treichler.)

go through Alice or Bob’s VoIP providers (the call is shown by the two
dotted lines).

Suppose we are trying to wiretap Alice’s calls to Bob. The obvious
points from which to do the tapping are access routers R1 and R2 (these
are the Internet analogy—to the extent there is one—of the local tele-
phone switches). However, neither router knows who Alice or Bob are
or, for that matter, any information analogous to a telephone number
that has a long term connection with Alice or Bob. This is something in
the domain of the two VoIP providers. For the tap to succeed, R1 or R2
would have to receive a “start recording” instruction from one of these
VoIP providers. But here is where the situation becomes complicated.
The VoIP providers can be located at arbitrary places on the Internet,
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and they need have no business or technical relationship to any ISP other
than their own. In fact, they could easily be located in and owned by
foreign (and even hostile) countries. How can Alice’s ISP trust such a
wiretap request?32

If Alice’s VoIP Provider is owned by her ISP (that is, ISPs A and C are
one and the same), the issue is simpler, and for sure, many broadband
ISPs do own VoIP operations. This, however, is not required nor even
expected to be the norm. Skype, for example, is a non-US company, and
is not associated with any ISP. The disassociation of the VoIP provider
from the ISP combined with the mobility of the VoIP user makes CALEA
applied to VoIP exceedingly complex. As things stand, investigations tar-
geted against people who are constantly on the move are likely either to
fail or to violate the privacy of innocent bystanders.

The old models of communications surveillance do not translate easily
to the dynamic, packet-routed, signaling-and-content-combined network
architecture that forms the Internet. The Internet’s flexibility enables a
wide variety of VoIP implementations; some, like those picked off by the
current FCC order, simply connect an end user on a telephone to a VoIP
network and those can relatively easily accommodate CALEA. Others are
genuine peer-to-peer applications. Because of the packet-routing nature
of the Internet, the path of a VoIP conversation cannot be predicted—and
that seriously complicates the placing of the wiretap. It can’t be put on
the client device, for danger of being discovered and thwarted. But for the
wiretap to be placed anywhere else, there must be some way to determine
the route the communication will take, and that is not plausible.

Mobility further exacerbates the wiretapping problem. Not only can’t
you predict which route an Internet communication will take but because
of mobility it is not always simple to tell whose packets are the ones of
interest, which presents serious problems for minimization. The ease with
which new identities can be created on the Internet, a far simpler process
than adding a new phone line, also complicates internet wiretapping.

Finally there is the problem of ensuring safe transport of the wiretap
information to the law-enforcement facility, a problem far more complex
in the packet-routed world than in its telephone counterpart.

A report examining the FCC order observed:
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Building a comprehensive VoIP intercept capability into the Internet appears
to require the cooperation of a very large portion of the routing infrastruc-
ture, and the fact that packets are carrying voice is largely irrelevant. Indeed,
most of the provisions of the wiretap law do not distinguish among different
types of electronic communications. Currently the FBI is focused on applying
CALEA’s design mandates to VoIP, but there is nothing in wiretapping law
that would argue against the extension of intercept design mandates to all
types of Internet communications. Indeed, the changes necessary to meet
CALEA requirements for VoIP would likely have to be implemented in a
way that covered all forms of Internet communication. (Bellovin 2006a,
p. 13)

Such modifications to Internet protocols present a clear risk of intro-
ducing vulnerabilities into Internet communications. After all, wiretap-
ping is a legally authorized security breach, and introducing a security
breach into a communications network always entails serious risks. In
2000 the Network Working Group of the Internet Engineering Task
Force (the IETF designs the protocols for the Internet) studied putting
wiretap requirements into Internet protocols and concluded that it could
not be done securely (IETF 2000). Their conclusion arises from funda-
mental engineering principles: complexity is the bane of security. Every
function added to a secure program must be evaluated to be sure that it
does not contain a vulnerability, when used either alone or in combina-
tion with other features (Landau 2006, p. 431).

The industry group examining the issue concluded that, “In order
to extend authorized interception much beyond the easy scenario, it is
necessary either to eliminate the flexibility that Internet communications
allow, or else introduce serious security risks to domestic VoIP implemen-
tations. The former would have significant negative effects on US ability
to innovate, while the latter is simply dangerous. The current FBI and
FCC direction on CALEA applied to VoIP carries great risks.” (Bellovin
2006b, p. 2)

Of course, VoIP is not society’s only form of mobile telephone com-
munication; cellular phones are also mobile. The mobile telephony of
cellphones operates very differently from VoIP and makes accommo-
dating wiretapping easier than for VoIP but not as easy as it is on the
wireline system. When a cellphone is operating within its home cell, it
behaves much like a wireline phone and wiretapping is simply done at
the switch. When the cellphone is roaming outside its normal service
area, the situation becomes more complex. At the time the roaming



300 Après le Déluge

phone is initially turned on, and maybe every fifteen minutes after that,
it sends a signaling message back to its home switch.33 At this point only
signaling information has been transferred to the home network. If the
roaming cellphone is called, the incoming call passes through its home
system during call setup and wiretapping will be initiated at this point.
The situation is entirely different, however, when the roaming cellphone
makes the call. Once the phone is registered with the local switch, if a
call is made locally by the cell phone, there is no immediate notification
about that call to the home switch (or the billing system) and the call is
not routed through the home switch unless that happens to be the call’s
destination. This means that no wiretapping can be done on the incoming
calls of roaming cellphones by their home switches. It would be possible
to route calls artificially back through the target’s home system and back
again to facilitate wiretapping, but such routing might well be detected
by the target due to changes in timing, voice quality, or billing.

There is also the issue of roving wiretaps: wiretaps in which, because
law enforcement has reason to believe the suspect is using a variety of
phones—either because the suspect is trying to avoid a wiretap or be-
cause her business is such that she naturally moves around—the tele-
phone number to be tapped is left unspecified in the court order (Solove,
pp. 325–326). Law enforcement can, with a single warrant, tap the sus-
pect at Joe’s Pizza at 10 and at the bank of phones by Gate 9 East in Penn
Station at noon. Roving wiretaps thus appear to mimic VoIP taps. How-
ever, minimization, which requires that it is the suspect’s call—and only
the suspect’s call—is wiretapped, plays a significant role in distinguishing
the two situations. Even if the suspect frequents Joe’s Pizza and the bank
of telephones at Penn Station, law enforcement cannot have active wire-
taps on all the phones at Joe’s Pizza or all the telephones by Gate 9 East;
rather the wiretap can only be activated when law enforcement knows
the suspect is on a particular line. Thus physical surveillance plays a role
in roving wiretaps for which there is no analogy in VoIP wiretapping.

The Appeals Court was asked to reconsider its decision in an en banc
review,34 but declined. Meanwhile, in a little-noticed policy statement
issued the same day as the FCC statement on CALEA applicability, the
FCC also announced:

The Federal Communications Commission today adopted a policy statement
that outlines four principles to encourage broadband deployment and pre-
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serve and promote the open and interconnected nature of the public Inter-
net: (1) consumers are entitled to access the lawful Internet content of their
choice; (2) consumers are entitled to run applications and services of their
choice, subject to the needs of law enforcement; (3) consumers are entitled to
connect their choice of legal devices that do not harm the network; and (4)
consumers are entitled to competition among network providers, application
and service providers, and content providers. Although the Commission did
not adopt rules in this regard, it will incorporate these principles into its
ongoing policymaking activities. All of these principles are subject to rea-
sonable network management. (FCC 2005b)

The meaning of this statement is not clear; indeed, it seems contra-
dictory. “Encouraging broadband deployment” and “promoting an open
and interconnected Internet,” seem at odds with being able to “run ap-
plications and services of their choice,” only “subject to the needs of law
enforcement.” These needs have not been defined, let alone legislated and
the statement was, to many, a threatening stake in the ground. At the time
of this writing, a year later, there has been no clarification of the policy
statement.

The National Security Agency

Current NSA programs
The basic architecture of US surveillance law from the end of the 1970s
on had been simple. Interception of communications outside the United
States was governed by policies set by the executive branch, largely by
the National Security Agency. These policies were subject to high-level
review by the intelligence oversight committees of Congress and rarely
came to the attention of the courts. Communications interception inside
the United States was governed by either the Title III provisions for wire-
taps in ordinary criminal cases or by the Foreign Intelligence Surveillance
Act. In either case, warrants, specifying individual targets, were required
either before or shortly after the start of interception.

After 9/11, NSA, presumably on the urging or outright orders of the
White House, began to relax (or bend, depending on your viewpoint)
its rules about communications that were in whole or in part US com-
munications. The issues in question concern both communications that
originate or terminate (or both) inside the US and communications to
which some of the parties are US persons wherever they may be located.
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It can be argued that the most dangerous of our terrorist enemies are
not those abroad but those who have already entered the United States.
These people, however, are part of foreign organizations and can thus be
expected to “call home” from time to time. On this logic, a communi-
cation with one terminal in the US and the other at a known terrorist
location outside would seem to be fair game.

The issues are: Who is the target (outside the US)? Where is the tar-
get? How is the traffic being collected? Where is it being collected? The
Bush administration believed that FISA did not cover all the legitimate
cases, but was unwilling to be public about the issue and thus did not
seek administrative relief. Instead the administration chose a secretive
and unsettling solution: authorizing warrantless wiretaps between targets
abroad and those with whom theycommunicate inside the United States.
Secrecy might have prevented the program from ever coming under ju-
dicial scrutiny but much to the administration’s distress, the program
was leaked to the New York Times (Risen and Lichtblau 2005), which
published it in the fall of 2005.35 Suit was brought against the NSA and
its director by the ACLU and numerous co-plaintiffs. In August of 2006,
the plaintiffs won their first battle. Judge Anna Diggs Taylor of the East-
ern District of Michigan, Southern Division, ruled that the government’s
program was both a violation of the Foreign Intelligence Surveillance
Act (which limits as well as enabling wiretapping) and of the constitu-
tion, which prohibits unreasonable searches and seizures (American Civil
Liberties Union et al. v. National Security Agency et al. (United States
District Court Eastern District of Michigan Southern Division, Case No.
06-CV-10204, Hon. Anna Diggs Taylor, Memorandum Opinion.)).

One category of communications seems to deserve special considera-
tion. Transit traffic is traffic that enters the US only to go on through
and come out the other side. Because the communication system of the
US is so well developed and because the US is responsible for such a
large fraction of the world’s commercial activity, it is not surprising that
a significant fraction of the communications from Europe to the Far East
go via the United States.

How should we treat such communications? Our signals intelligence
service is pleased to build antennas on US soil whenever this will give
them satisfactory reception, without worrying that once the signal hits
the antenna it is in the US and subject to the protection of US law. Are
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Figure 11.2
Worldwide telecommunications flows.
(Illustration by Nancy Snyder.)

signals that come in on wires different? The NSA did not think so and at
some point began collecting the transit traffic.

Another area of contention is information about communications,
what is called call detail recording. The US telecommunications com-
panies have a long history of handing over communications and associ-
ated records to NSA and its ancestors. In 2006, a new manifestation of
this practice surfaced; most of the country’s major carriers were giving
NSA the call detail recording (essentially billing) information on their
customers, even for calls that originated and terminated entirely within
the US. The action did not go unchallenged. The lawyers of the Electronic
Frontier Foundation brought suit “on behalf of themselves and all others
similarly situated” seeking declaratory and injunctive relief from the fed-
eral courts against AT&T (and some 20 “Does”) (Tash Hepting et al. v.
AT&T Corporation et al., United States District Court for the Northern
District of California, Case 3:06-cv-00672-vrw).

Although call detail recording falls far short of content interception for
many purposes, for others it is more useful because it provides a window
into the past. It parallels the electrical engineering practice of watching a
signal with a delay line; triggering observation on the basis of something
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that happens later; and then looking back at the signal in the delay line
to see what happened earlier.

Suppose that on March 1 there is a bombing. On March 2, a well-
known radical makes a public statement on the subject, or calls a targeted
suspect, or flies out of town. Investigators with access to the radical’s old
phone records now look to see whom she called in the previous week,
two weeks, month, a year. These queries will lead to yet other queries
about earlier calls, queries that take into account the location of the
bombing, calls to travel agencies or airlines, calls to other people under
investigation. It would of course be useful to have all of the commu-
nications of the people under investigation but, legal issues aside, it is
generally infeasible to record such large volumes of traffic.36

Changing US Role in the World

The United States, with only a few percent of the world’s population,
has long been accustomed to being its dominant economic and military
power and one of its major cultural powers. With the rising wealth, as
well as population, of China and India, and the increasing unification of
the European Union, all this is likely to change.

Despite the ambitious and surprisingly internationalist cryptographic
standardization program being undertaken in the US the new generation
of American-sponsored cryptographic systems may have less influence
today than DES did a generation ago. Europe has undertaken a broad
program to develop cryptographic tools to support its information secu-
rity needs.37 China has also undertaken the development of new families
of cryptographic systems, but if these are public within China, which
seems doubtful, they have not made it to the west.

Among the most profound changes that will affect privacy and security
policy is the increasing virtualization of computers. At present, the nom-
inal basis of computer usage is the personal desktop or laptop computer
computer—a moderately large, moderately expensive and very capable
device that can execute billions of instructions a second and store tens
of gigabytes of data. The great growth areas in computing, however,
are above and below this. On one hand enterprises like Google supply
computing services to their customers from computing engines built out
of the better part of a million rack-mounted PCs. On the other the tool
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that people use to access this resource is ever more likely to be a palmtop
rather than laptop computer—something small enough to carry every-
where and just powerful enough to serve as your gateway to the Internet.

In a world of virtual computing neither individuals nor organizations
will be able to have the sort of security they have been accustomed to in
the past. When powerful computations can be done for you by special-
ized providers more satisfactorily and less expensively than you could do
them yourself, use of such services will become a way of life. In order to
use them, however, you must accept a breach of security comparable to
using an unencrypted radio. If you ask for services, there is no way of
concealing what you want done, just as there is no way of getting Google
to search on your queries without revealing what your interests are.

The popularity of the MMORPGs points the way to another level of
this development. If your major way of interacting with other people is
though virtual environments, you will be able to augment yourself with
capabilities undreamed of in the past. In a virtual world no one will know
whether you are a dog with a prodigious memory or whether you are a
dog that is really skillful at typing fast Google queries. In this world a
matter that has concerned us since our first chapter comes to the fore.
We noted that things that had been facts of life became subject to social
policy. In the virtual world, this will be true of almost everything.

Yet What Exactly Is the Terrorist Threat?

Law-enforcement’s view of what works in terrorist cases was summed
up in 1991 by FBI Director William Sessions: “If a terrorist attack does
occur, it is our view that a swift and effective investigation culminated
by arrest, conviction and incarceration is a powerful deterrent to future
acts of terrorism.” (Sessions 1991, p. 72) Thus through the 1990s and
into the current decade, the law-enforcement community has pushed
for tools that enable investigations that end in “arrest, conviction, and
incarceration.”

Not everyone in law enforcement agrees with Sessions’s approach.
During hearings on the USA PATRIOT Act, Associate Deputy Attor-
ney General David Kris said: “And just as a tactical matter, sometimes
prosecution is not the right way to go. Other times you just want to
monitor these people or do something else. You try to recruit one of
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them as a double agent. You feed them false information. You disrupt
them using some other technique,” even while, “In some cases you do
want to prosecute.” (Kris 2002, p. 28)38

The passage of 15 years reveals that Sessions’s statement does not
encompass the current terrorist threats. Terrorists, even those who do
not sacrifice their lives in the act of terror as the 9/11 hijackers did, seem
undeterred by the prospect of prosecution. Timothy McVeigh, convicted
of the 1995 bombing of the Murrah Federal Building in Oklahoma City,
accepted execution with an observation that might have been written by
a spokesman for the US military. The body count was in his favor: he had
killed 168; they would kill one.

In the disorienting days immediately after 9/11, it was easy to forget
that such attacks had been anticipated. In addition to the now-famous
memo of August 2001,39 there were investigators in both the FBI and
the CIA who had been tracking bin Laden and other terrorist groups.
There were also various studies of the security of the United States in the
post Cold War era. Perhaps the best known is the report of the United
States Commission on National Security/21st Century, more commonly
known as the Hart-Rudman report, after the two former senators who
co-chaired the committee.40 Seven months before the 9/11 attacks, the
Hart-Rudman report observed that the US would become “increasingly
vulnerable on the America homeland” and that the US military would
not be fully able to stop the threats. They went on to say:

We believe that American strategy must compose a balance between two key
aims. The first is to reap the benefits of a more integrated world in order to
expand freedom, security, and prosperity for Americans and for others. But
second, American strategy must also strive to dampen the forces of global
instability so that those benefits can endure and spread.

. . . the United States should . . . promote pluralism, freedom of thought and
speech, and individual liberty. Not only do such aims inhere in American
principles, they are practical goals as well. There are no guarantees against
violence and evil in the world. We believe, nonetheless, that the expansion
of human rights and basic material well-being constitutes a sturdy bulwark
against them. On the negative side, these goals require concerted protection
against four related dangers: the proliferation of weapons of mass destruc-
tion; international terrorism; major interstate aggression; and the collapse of
states into internal violence, with the associated regional destabilization that
often accompanies it. (Hart et al. 2001, p. 5)
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In considering the terrorist threat, the issue at hand is that wiretapping
has non-monetary costs. Creation of a surveillance society will quickly
be negatively perceived in some immigrant communities both because
such societies are what they sought to escape in coming to the US and
because they perceive themselves as the explicit targets of surveillance.
The effective imposition of surveillance threatens innovation and security
by building wiretapping capabilities directly into communications infras-
tructure. Such costs must be undertaken cautiously and require asking,
“What is the value of wiretapping in terrorist investigations?”

The current most serious threat of terrorism, at least in terms of large-
scale attacks, comes from violent Islamic fundamentalists, people who
look at a war in terms not of years but of centuries (Fallows 2006, p.
60). Investigation of this threat will need the cooperation of domestic
immigrant communities (Heymann 1998, pp. 101-102). The threat posed
by sleeper cells is particularly serious and the need for community coop-
eration in uncovering them is acute. As London Police Commissioner
Ian Blair put it, “The whole deal here is to engender the trust that one
afternoon may allow one of those Islamic leaders to say to the sergeant,
‘You know, I’m worried about young so-and-so.’” (Caldwell 2006b, p.
44). The investigation into the 2006 London airline threat began with
just such a tip from “several people in Walthamshow,” the East London
home of some of those accused (Van Natta 2006, p. A8).

Experience with terrorist investigations in Israel and Northern Ire-
land shows that harsh techniques—massive searches and surveillance,
ill-treatment and abuse of prisoners—often backfire (Heymann 1998, pp.
132, 141–142). In Northern Ireland the advantages gained through this
type of policing appeared to have been “offset by the effect of stimulat-
ing IRA recruitment” (ibid., p. 126). In this light, the US government’s
early response to 9/11: singling out young male immigrants from Islamic
nations and subjecting them to extensive questioning by the Immigra-
tion and Naturalization Service when there was no a priori suspicion of
wrongdoing was counterproductive.41

Arab and Muslim immigrant populations in the United States have
assimilated—second-generation American Muslims “are culturally and
economically Americanized” (Fallows 2006, p. 65)—while European
immigrants have not.42 According to former of the National Security
Council member Daniel Benjamin, American Muslims “have been our
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first line of defense” (ibid., p. 65) since 9/11. They are a resource to be
treated with care.

The construction of a surveillance society, and particularly surveillance
in Muslim communities, may well be counterproductive. Government
policy can go two ways: it can work to create trust43 or it can build a
surveillance society that many in the Muslim community see, with some
justification, as targeting them. As Phillip Heymann, former US Deputy
Attorney General, has observed, the latter direction has very serious dan-
gers: “In terms of national well-being, the gravest national dangers from
a terrorist act (short of an immense escalation of terrorist tactics), are that
the interplay of terrorism, public reaction, and governmental response
may sharply separate one significant group from the rest of society.”
(Heymann 1998, p. 2) In such situations, Heymann notes, “the terrorists
will find it far easier to secure communication channels, [etc.]” (ibid., p.
13). The lawyer of the LA 8, David Cole, described the FBI pursuit of the
seven men and one woman as costing the US government heavily in ways
the government could hardly afford to pay: “[T]he L.A. 8 case, seen in
Arab-American communities as the prime example of US hostility toward
Arab immigrants, has probably done more to undermine that effort than
any case in the past 20 years. . . .The vendetta against the L.A. 8 was a
critical reason for the Arab community’s deep distrust of the government
even before 9/11.” (Cole 2003)

Laws authorizing wiretapping in law-enforcement investigation were
originally passed because of the threat of organized crime. Organized
crime works through a small cadre of tightly linked participants
—often family members. This makes the organization difficult to pen-
etrate and complicates investigations. Since radical Islamic fundamental-
ist groups appear to pose similar investigative difficulties, wiretapping
would appear to be a particularly tempting tool. Yet there are signifi-
cant differences between investigating organized crime and violent reli-
gious fundamentalists, differences that change the value of wiretapping in
investigations.

While the threat of prosecution is a deterrent to members of organized-
crime groups, it is much less effective against those espousing violence as
a way to achieve a fundamentalist society. Heymann has observed that
law enforcement is not a deterrent to terrorists (1998, p. 79). Quite the
contrary: violent Islamic fundamentalists often view jails as excellent re-
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cruiting grounds—including among the nationals in the country in which
the terrorism is to take place.

Let us be clear: we are not arguing that wiretapping and signals in-
telligence are without value in terrorist investigations. They have proved
their value time and again and the very threat of interception has severely
impeded al-Qaeda operations. The organization has learned the danger
of communicating electronically, and Osama bin Laden is said to rely on
handwritten messages delivered by trusted couriers rather than use the
telephone. This represents a serious meaconing of al-Queda’s communi-
cations directly attributable to US intercept capabilities. Many terrorist
communications, however, are sufficiently brief that they are difficult to
decipher not because of they are electronically encrypted but because
the communications are in “code” known to the insiders but not to the
eavesdroppers.44 Our concern is that in as much as wiretaps are not
free, either in their impact on immigrant communities or their impact
on network architecture, they are also not an investigative panacea.

Traffic flow information is often as valuable as content and it is much
harder to conceal. Investigators have been quite successful in tracking
terrorists without being able to learn the contents of their messages. In
a 2002 case, investigators tracked al-Qaeda members through terrorists’
use of prepaid Swisscom phonecards. These had been purchased in bulk
—anonymously. But when investigators discovered through a wiretap on
an intercepted call that “lasted less than a minute and involved not a
single word of conversation” that they were on to an al-Qaeda group, the
agents tracked the users of the bulk purchase cards (Van Natta 2004, p.
A1). The result was the arrest of a number of operatives and the breakup
of al-Qaeda cells.

This example illustrates what the intelligence community has known
for years. In the age of electronic communications, analyzing the content
of communications is a rich and fruitful investigative tool when you can
get it but developments ranging from the low cost of optical fiber to the
critical need to secure civilian infrastructure has made the contents of
intercepted communications ever more frequently inaccessible.45 Traffic
analysis—who is communicating with whom, for how long, on what
kind of channels, and in what volume—is the more fundamental tool.
Traffic analysis reveals an organization’s structure, its membership, even
the roles of its members. Traffic analysis has another, extremely impor-
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tant benefit; it is a tool that aids investigators without requiring security
breaches in on the civilian infrastructure.

It is important to apply common sense to the issue of terrorist investi-
gations and to think clearly about which acts can be prevented and which
cannot (Heymann 1998, pp. xxi–xxiii). Timothy McVeigh’s attack on the
federal office building in Oklahoma City was the work of a group of three
people. The al-Qaeda attacks of September 11 involved the coordination
of a group six times that size but still quite small. Unless the United States
moves to a surveillance society on the scale of the former East Germany,
the country will never be able to protect itself fully against attacks by
“lone warriors” such as McVeigh. We need to factor such common sense
into all of our thinking about security.

We also need to have clear understanding of how serious the threat of
international terrorism to the domestic United States actually is. Despite
government classification of much of the information, there is some data
publicly available which can clarify some of these issues. In June 2006
the US Department of Justice released a Counterterrorism Whitepaper
detailing investigative successes in terrorism cases (ibid. 2006). This re-
port stated that in the period from 9/11 to June 2006, there were 441
defendants charged with terrorism or terrorism-related activity of an in-
ternational ‘nexus’ (ibid., p. 13). But this data is not all that it seems.
To be sure, the report included a number of serious cases: the indictment
(on charges of providing material support to a terrorist organization) of
four associates of Sheikh Omar Abdel-Rahman, who had himself been
convicted in 1995 for his role in the first attempt to destroy the World
Trade Center (ibid., p. 16); the conviction of Zacarias Moussaoui; the
indictment and conviction of Richard Reid, the “shoe bomber.”46 But
the DoJ report also highlighted a number of lesser cases, including the
Florida case of Narseal Batiste and associates, accused of plotting to
blow up the Sears Tower in Chicago (ibid., p. 64), but which is now
considered a “pipe dream,” a “quixotic” effort by the plotters, who were
led by an FBI informer (Pincus 2006, p. A1). Other cases detailed in the
report include that of a husband in possession of ricin, possibly for use in
poisoning his wife because of her extramarital affair (USDoJ 2006, pp.
24–25), a case which began with the premise of foreknowledge of 9/11
by a group of stockbrokers and ended with a simple case of racketeering
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and securities fraud (ibid., p. 19), and various ones of much lesser import,
such as visa violation and marriage fraud.

The DoJ report should be contrasted with the analysis of criminal ter-
rorism enforcement by the Transactional Records Access Clearinghouse
(TRAC) in September 2006 (TRAC 2006).47 The TRAC analysis, based
on information from the Department of Justice’s Executive Office for
United States Attorneys (EOUSA) compiled on a monthly basis, shows
quite different results than the official Counterterrorism Report. From
July 2001 through May 2006, the government prosecuted 335 people
as “international terrorists” (ibid.). As we shall see in a moment, few
of these cases were actually terrorist cases. In any case, this is a some-
what different number than the DoJ report, which had lumped together
international terrorists, such as Abdel-Rahman, Moussaoui, and Reid,
with domestic actors (violent anti-abortion activists, members of the Ku
Klux Klan, right-wing militias, and the like). While the latter have been
and remain a serious concern—until 9/11 the most serious recent48 act
of terrorism within the domestic United States was carried out entirely
by domestic terrorists (Timothy McVeigh et al.)—the current area of
concern is international terrorism. Because the TRAC numbers are based
on EOUSA data that does not include names, it is difficult to directly
reconcile the two reports.

The TRAC data is the hard numeric data compiled by US attorneys. In
many ways, the difference between the DoJ and TRAC reports parallels
the difference between 1994 Freeh testimony to Congress regarding the
efficacy of wiretaps and the later analyses of the Wiretap Report pro-
duced by the Administrative Office of the US Courts. The former dis-
cussed the value of wiretapping in kidnapping cases49 —a conclusion that
a study of the Wiretap Report did not support50—and lumped together
all electronic surveillance results. Since electronic surveillance includes
bugging—and some of the most important convictions, including Gotti’s
and Stanfa’s came about because of electronic bugs and not wiretaps—
this imprecise information was far less useful—and far more politically
motivated—than the results that came from a careful study of the Wire-
tap Reports.

TRAC’s hard data had some very interesting results. There is a surge
in federal prosecutions of international terrorism cases in the year imme-
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diately after 9/11, but a recent return to pre 9/11 levels. There were 213
convictions in international terrorism cases between July 2001 and May
2006. Of these, 123 individuals received prison sentences, but most con-
victions were not for serious crimes. Only fourteen individuals received
sentences of five years or more, and only six of these received sentences
of twenty years or more (TRAC 2006). From the vantage point of 9/11,
the bombings in Bali, Madrid, and London, it is clear that there is a seri-
ous worldwide terrorism threat from violent Islamic fundamentalists; the
data from the TRAC report puts that threat in a clearer perspective. As
TRAC asks “Is it possible that the public understanding about the extent
of this problem [of international terrorism] is in some ways inaccurate or
exaggerated?”

Maybe the focus in communications should be elsewhere? We must be
prepared for the possibility that we will not be able to prevent terrorist
attacks from occurring in the United States and must, therefore, develop
infrastructure to enable recovery—whether it is from natural disasters or
man-made ones. In that, the lessons of both 9/11 and Hurricane Katrina
demonstrate a clear need for interoperable and robust communications
systems. The aim of avowed terrorists to cause the greatest possible dis-
ruption of society argues against creating centralized resources whose
loss would be crippling. In the physical world this argues for distributed
sources of energy, manufacturing, and food. In communications it argues
for security in depth. A system in which there is no all pervasive mecha-
nism that can provide or deny security at will, may give an opponent un-
intended access to communications and computing throughout a national
network. These may be the concerns that caused the national-security
agencies to support changes in standards and export control regulations
to encourage widespread use of strong encryption.
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Conclusion

Control of society is, in large part, control of communication. From the
right to assemble enumerated in the US Constitution to the anti-trust
laws prohibiting competitors from agreeing on prices there is a tension
between the right to communicate and limitations on communication.
As society evolves, particularly as technology evolves, the government’s
power to control communications changes.

Telecommunication, barely a century and a half old, has so trans-
formed society that, for most people in industrialized countries, it is a
necessity, not an option. People move thousands of miles from friends
and family, knowing that they can keep in touch by phone and email.
People telecommute to work or, having commuted to the office, spend the
day doing their work via telephone, email, and Web. People order goods
from dealers on the other side of the continent by dialing 800 numbers
or opening web pages. For a remarkable range and an increasing number
of activities, telecommunication stands on an equal footing with physical
communication.

Side by side with the growth of telecommunications there has grown
up a major “industry” of spying on telecommunications. Communica-
tions interception has played a crucial role in intelligence since World
War I, and despite improvements in communication security it continues
to grow. The growth of interception is a consequence of the essential
fact that the most important effect of the improvements in communica-
tions technology on communications intelligence has been to draw more
and more valuable traffic into telecommunications channels. As a result,
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spying on such channels becomes more and more rewarding for govern-
ments, businesses, and criminals.

Imagine three versions of an event, one taking place in 1945, one in
1995, and one in 2005. Each involves a major company with physically
separated facilities. In 1945 it starts with a brief call, a minute or two. It
invites you to an end-of-year project review. You must take a two-day trip
to the Pfister Hotel in Milwaukee. It is a nuisance just before Christmas,
but there is no alternative. By 1995, the invitation comes not by phone
but by email. The project review is to be conducted by conference call
and the associated final report will be sent to all the participants by fax or
email. In 2005, the invitation again comes by email but now the meeting
will take place using web-based collaboration and conferencing tools.

Now consider the significance of the changes from the viewpoint of in-
dustrial espionage. A 1945 spy who taps the phone has learned only that
interesting information will be available at the Pfister Hotel in Milwaukee
a few days hence. The spy knows where to go to get the information, but
is still separated from it by substantial cost, work, and risk. On the other
hand, the spy of 1995 can expect to have all the information appear
on the same phone line the meeting invitation was issued. All that is
necessary is to keep listening. The spy of 2005 is in a more complex
position. The web conferencing tools operate over the Internet with its
combination of high bandwidth and mobility. It is entirely possible for
the spy to learn about the meeting—because one participant does email
from a cafe with a free and unencrypted wireless connection—but be
unable to capture the meeting itself—because the same participant at-
tends from the office. A spy located inside the telecommunication system
or, more likely, one who has ways of getting access to intercept facilities
built into the telecommunication system, is in a much better position.1

The potential impact on privacy is profound. Telecommunications are
intrinsically interceptable, and this interceptability has by and large been
enhanced by digital technology. Communications designed to be sorted
and switched by digital computers can be sorted and recorded by digital
computers. Common-channel signaling, broadcast networks, and com-
munication satellites facilitate interception on a grand scale previously
unknown. Laws will not change these facts.

Governments have responded to the existence and relative transpa-
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rency of telecommunications with some willingness to acknowledge
rights of communication—in particular rights of private communication
—where necessary but have been resistant to developments that could
curtail this new ability to watch the citizenry.2 The result has been an
ongoing battle over the legal regulation of communications interception,
the inclusion of facilities for interception in communication systems, and
the deployment of security measures, particularly by the private sector.
The first battleground was cryptography.

When it is not be possible to prevent communications from being inter-
cepted, it may still be possible to protect them. The primary technology
for protecting telecommunications is cryptography, which, despite its an-
cient origins, is largely a product of the twentieth century. For the first 50
years after radio brought cryptography to the fore in World War I, the
field was dominated by the military. Then, in the late 1960s and the early
1970s, a combination of the declining cost of digital computation and
foreseeable civilian needs brought a surge of academic and commercial
interest in the field.

The work of the civilian cryptographers revealed two things. One was
that cryptography was not a field that could effectively be kept secret.3 In
the 1930s and the 1950s—both formative periods in American military
cryptography—computational capabilities lagged so far behind require-
ments that building secure cryptosystems took a lot of cleverness and
used techniques not applicable elsewhere. By comparison, in a world in
which inexpensive digital computing is ubiquitous, cryptography does
not usually represent a large fraction of the computing budget.4

Today, constructing cryptographic devices and programs is regarded
as easy. Developing sophisticated cryptographic hardware is within the
abilities of a talented engineer or a small startup company.5 Developing
cryptographic programs is far easier; it is within the means of any compe-
tent programmer who possesses a copy of, for example, Bruce Schneier’s
book Applied Cryptography.

In the 1970s, independent cryptographers startled the cryptographic
world by demonstrating that privacy can be manufactured “end to end”
without the help of any centralized resources. Diffie-Hellman key ex-
change allows two parties to derive a secret from negotiations in which
every bid and every response is public. This changed the basic power re-
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lationships in cryptography. Before public-key technology, cryptography
always required centralized facilities to manufacture and distribute keys,
a feature particularly compatible with the top-down organization of the
military. By contrast, public-key cryptography was developed to support
the interactions of businesses in a community of equals.

Privacy is the best-known benefit of cryptography; however, it is not
the only one, and it may not be the most valuable one. Cryptography
also provides authenticity, which enables communicators to be sure of
the identities of the people with whom they are communicating.6 In a
business transaction, authentication verifies that the person acting in one
instance is the same person who acted in another—that the person who is
writing a check, for example, is the same person who opened the account
and put the money in it.

The US military responded to the rise of private cryptography by
attempting to reestablish control over the technology through Atomic
Energy Act-like prior restraint of research and publication.7 When this
effort appeared to have failed (largely as a result of its obvious unconsti-
tutionality), the government attempted to control cryptographic products
directly, first through standardization and later through regulation of ex-
ports. In 1993, it unveiled the concept of key escrow—cryptography that
would provide protection against everyone except the US government.
Although the notion was not well received, its proponents (most of them
in the government) kept pushing, constantly giving ground to business
objections but holding firmly to the view that it is the government’s right
to take measures to guarantee that citizens cannot encode things so that
the government cannot read them.

Despite the government’s intransigence, business pressures carried the
day. Slightly less than seven years after the announcement of the key-
escrow program, the export regulations—the only actual law with much
effect on the use of cryptography—were changed.

In relaxing export controls on cryptography in early 2000 and aban-
doning its attempts to make escrowed encryption the norm, the US gov-
ernment effectively acknowledged defeat in its battle to control cryp-
tography at a direct regulatory level. Cryptography, however, is not a
technology that is easy to use on a large scale and those who predicted
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that ubiquitous cryptography would make wiretapping and signals intel-
ligence things of the past were flatly wrong.8

Ever since the explosion in cryptography brought on by the advent of
radio in the early twentieth century, the technique has been at its best in
protecting the communications of closely knit groups like national mili-
tary organizations. Cryptography has been less successful when applied
to serve the needs of looser groups like coalitions. Before the development
of public-key cryptography, the use of cryptography in diverse commu-
nities was a non-starter. Cryptography is now a central technique, but
many problems of scale are far from solved. It should not be surprising
that the decline of regulation was not sufficient to deliver the overnight
growth spurt that cryptography required to fulfill its promise.

The government’s retreat from the attempt to stifle widespread use of
cryptography has not been derailed by anti-terrorist fervor post-9/11;
in fact, government promotion of cryptography has grown. The formal
adoption of a high-grade cryptographic system as the Advanced Encryp-
tion Standard took place on November 26, 2001. A little over a year
later, the system was approved for protection of classified information,
and in 2005 NSA bestowed that status on a full suite of public crypto-
graphic algorithms. The NSA’s actions are seen as serving two ends. The
algorithms are expected to lead to widespread commercial incorporation
of the approved algorithms and thereby lower government procurement
costs. They will also facilitate improved secure communication among
the parties to the overnight coalitions that are so active in promoting
modern wars.

The deployment of cryptography maintains slow but steady growth
and, in the absence of a new regulatory assault, will eventually become
ubiquitous. The high profile of the “crypto wars,” however, drew at-
tention away from other developments in communications privacy that
may prove more important. At present, the battle over communications
privacy is moving in new directions, focusing less on the protection of
communications and more on their exploitation.

Over roughly a century US law has evolved the concept of wiretapping
as a form of search to be controlled by court-issued warrants even more
tightly regulated than those required for searches of physical premises.
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Although law-enforcement agencies had been intercepting communica-
tions since the 1890s, it was not until 1968 that Congress put law-
enforcement wiretaps on a solid legal footing. The Omnibus Safe Streets
and Crime Control Act, which limited the use of wiretaps to certain
crimes and established stringent warrant requirements, was upheld by
the courts. As a result, wiretapping has become a generally accepted and
ever more widely employed police practice. Law enforcement views the
tool as essential, but a closer look at the data shows that things are not
so clear cut.9 Law enforcement spoke freely of its “right to use court-
ordered wiretaps” and saw the use of cryptography as a threat to this
right.

In discussions of the right to use cryptography, attention focused on the
clearly discernible difference between the right to listen and the right to
understand what one has heard. The doctrine of wiretapping as a type of
search takes for granted the government’s ability to practice wiretapping,
just as the Fourth Amendment to the Constitution takes for granted the
government’s ability to break down doors and look under floorboards. It
recognizes the power to intercept telecommunication, like the ability to
search houses, as having such potential for abuse as to require stringent
judicial control. It regulates the right to listen.

Guaranteeing the right to understand is different. To do that, you must
regulate the individual to prevent him from taking actions that would
otherwise be within his power to protect his communications from be-
ing understood. This seems analogous to the ludicrous notion that the
government’s right to search your house entails a right to find what it is
looking for and a power to forbid people to hide things.

There is a important respect in which wiretaps are in conflict with the
traditional notion of search in Anglo-American law. Searches have been,
by legal intention and usually by physical fact, obvious. It is difficult
to search a property and be sure that the search will not be detected.
Furthermore, in a tradition dating back to English common law, secret
searches were forbidden; where possible, the searchers were expected to
knock and to announce their presence.

The no-secret-searches doctrine has been eroded in US law, at first by
judicial tolerance and later by congressional action. In the 1970s courts
began allowing federal agents to make secret entries into private property
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in order to plant bugs (Burnham 1996, p. 133). As an outgrowth of the
Aldrich Ames case—in which a secret search was conducted, but the
legitimacy of the evidence so obtained never enjoyed court scrutiny—the
Foreign Intelligence Surveillance Court was given the power under the
PATRIOT Act to order secret searches.

Wiretaps, in contrast with searching or bug planting, are inherently
difficult to detect. Although it behooves anyone who takes the privacy of
communication seriously to assume that every word is being recorded,
obtaining confirmation of that fact in any individual instance is usually
impossible. Treating wiretaps as searches thus leaves open the possibility
that wiretapping may be rampant, may be used as a mechanism of politi-
cal and social control far beyond the bounds of proper law enforcement,
and yet may go unchecked because of public ignorance. Under the “Title
III” law of 1968, Congress sought to preclude this possibility by means of
stringent reporting requirements. Individuals must be notified that they
have been wiretapped, even if they are not prosecuted, and details of
all legal wiretapping activity are collected and published in the annual
Wiretap Report. In 1978, however, Congress created new authority to
wiretap, primarily for counterintelligence purposes. Under the Foreign
Intelligence Surveillance Act of 1978, only the total numbers of wiretaps
are reported. Details need never be made public.10

In the shadows of the government’s attempts to control the citizens’
access to technology for protecting their communications (and thereby
guarantee its ability to understand what it intercepts) lurked plans for
a dramatic expansion of the basic ability to wiretap. The Communica-
tions Assistance for Law Enforcement Act of 1994 (CALEA) requires
that telephone companies make their networks “wiretap ready” so that
new features in communications do not interfere with government wire-
tapping.

This expansion of government power to search flies in the face of a
gradual acceptance of a basic human right to privacy. Although it was
already recognized in ancient times, privacy has come into its own as a
legal entity only in recent centuries. In large part this has been a response
to the developments of the technological age. Through a series of court
decisions (including NAACP v. Alabama, Griswold, Katz, and Kyllo),
the US Supreme Court expanded the notion of privacy that is implicit,
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if never called by name, in the Constitution. Though private businesses
often intrude upon individual privacy, the consequences of their intru-
sions pale beside the consequences of government intrusions. Over the
past 50 years, government has, on myriad occasions, invaded the privacy
of individuals in ways that threaten their fundamental rights. Citizens en-
gaged in peaceful political activity (including the Socialist Workers Party,
the civil-rights movement, and Vietnam War protesters in the 1950s and
the 1960s, the Committee in Solidarity with the People of El Salvador
in the 1980s, and the L.A. 8 in the last two decades), journalists and
editors and political leaders (including Supreme Court justices) all have
been wiretapped. Members of Congress who disagreed with the pres-
ident’s policies during the Vietnam era were subjects of biweekly FBI
reports. Even politically uninvolved citizens who happened to use mail
or telegraph to communicate internationally have had their communi-
cations intercepted.11 Information obtained by the government for use
in one venue has often been used in another. Census data were used
to locate Japanese-Americans so they could be interned during World
War II. Some “national-security” wiretaps under various presidents were
actually investigations aimed at domestic politics.12

The government’s record of privacy violations means that any broad-
ening of its snooping powers must be viewed with the gravest concern.
CALEA is the basis for a vast expansion of government surveillance pow-
ers. Even if the government’s record of using its powers were not strewn
with tales of abuse, there would be reason to worry.

Intentions can change far more quickly than capabilities. Today the
authority of most government officials to use wiretaps is tightly regulated
by laws, but laws can change. Were Congress to decide that wiretaps
should be usable by any police department without court supervision
—much as the police are free to employ stool pigeons without court
supervision—the situation would change overnight. The capacity of the
telephone system to support wiretaps, by contrast, would not. Although
the pre-CALEA phone system was quite capable of supporting the 1500
or so wiretaps that occurred each year, it was not capable of supporting
10 or 100 times as many. Today, more than a decade after the passage of
CALEA, this may no longer be the case. The way has been paved for a
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vast expansion in government surveillance, and only an act of Congress
will be required to bring it about.

The push to expand the interception of communications comes at a
time when police have experienced an unprecedented expansion of their
powers of surveillance in almost every area. Advances in electronics per-
mit subminiature bugs that are hard to detect electronically or physi-
cally. Video cameras watch streets, shops, subways, and public buildings.
Vast databases keep tabs on the credit, the possessions, and the criminal
records of most of the population. Many of these facilities play far greater
roles in criminal investigations than wiretaps.

The broadening and deepening penetration of telecommunications into
our lives has also shifted the standards of non-governmental surveillance
of communications. Although the telephone calls of workers who deal
directly with the public are often monitored or recorded for “quality
control and training purposes,” in other areas of employment some re-
spect for employee privacy seems to prevail. Whether actually required
by law, customary, or merely seeming proper to everyone involved, there
is still a notion that probable cause is required before an employee’s
communications can be spied on.

The Internet has changed all of this in two ways: surveillance has be-
come nearly universal, and it is done not by people but by machines. The
new instrumentalities of surveillance, moreover, are not passive, like tape
recorders; they are active, blocking, censoring, and deleting communica-
tions. A number of factors have come together to bring this about.

The most conspicuous are the real dangers of Internet communication
to enterprises. Break-ins, denials of service, viruses, and worms are all
capable of interfering with enterprise computing, a feature of business
that now is just as important as power and light and good employee
health. Businesses have responded by installing firewalls that prevent the
entry of any malevolent material they can recognize. Not only would it be
hard to deny the legitimacy of this action, but in most cases it serves the
interests of all parties. Employees are, by and large, grateful when their
email is not so cluttered with spam that they miss messages on which
doing their jobs depends.

Other measures put employees more at odds with their employers.
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Although an employee could tell a company secret to an unauthorized
person over the phone, that was not a channel by which an actual copy of
a confidential document could be conveyed. Today companies ask “What
is to prevent my employees from mailing my most valuable secrets to
my competitors?” Responses vary. In extreme cases, like the intelligence
agencies, there are separate internal and external networks with only the
most tightly controlled connections. More commonly email is recorded
so that leaks can be confirmed and analyzed by later investigation if the
occasion arises. For companies that do not consider recording sufficient,
there are programs that attempt to detect proprietary content in commu-
nications crossing the corporate firewall and either alert a security officer
or block communications altogether. For a corporate security officer, ev-
ery day’s mail, email, and voice mail brings new pitches from companies
claiming to do this more effectively.

Controlling improper use of the Internet by employees also makes up
a big piece of the modern information-security pie. From one angle,
recreational on the job use of the Internet is a productivity issue. If a
job requires Internet use, it is difficulty to tell whether an employee is
trying to get the best price for corporate travel or planning an upcoming
vacation. In this respect, it is no different for the productivity concern
about an employee who spends too much time chatting with friends
on the telephone rather than chatting up customers. In another respect,
it is far more serious. If an employee is looking at sexy pictures on a
workplace display, another employee may be justified in filing a sexual
harassment complaint, with devastating consequences for the employer.

Tools used to limit Internet browsing to material employers consider
safe combine limitations on the sites that can be visited with scrutiny
of the material received. The technology is unsettlingly similar to that
employed by parents to control their children’s use of the Internet.

Prospects for Intelligence

For thousands of years, a country could strictly limit what other nations
could learn about it. Even though it might have difficulty protecting its
border, travel was difficult, expensive, and time consuming. Travelers
were conspicuous and treated with suspicion. Even when they succeeded
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in traveling, acquiring information, and returning home with their in-
formation, the process might take years. The past century and a half,
however, brought the camera, the airplane, and the spy satellite. The
interiors of countries are no longer closed to view. They are visible to
all the major powers, and with every passing year they are more visible
to smaller countries, news media, and commercial interests. In recent
years, the development of space technology has served intelligence well
by putting cameras and antennas in orbit, where they can collect infor-
mation about any nation.

If the principal effect of advancing communication technology on com-
munications intelligence is to bring more valuable traffic into telecommu-
nications channels, the secondary effect is increase the complexity of ex-
tracting it. Both intentionally protective measures (such as cryptography)
and measures that are not primarily protective (such as the use of optical
fiber), make the traditional sigint practice of starting with an antenna
less productive.

In consequence, the character of the comint product is changing,
improving in some respects and declining in others. Because people are
often prone to mourn the loss of something on which they have come to
depend and slow to see the possibilities of the unfamiliar, it would not be
surprising to find that the change is perceived as decline by many comint
professionals.

One area in particular in which comint has surpassed all other forms
of intelligence, with the possible exception of humint, is the discovery of
opponents’ intentions. Listening to people’s communications—particu-
larly when they are speaking or writing candidly out of misplaced faith in
their security—can reveal their real objectives and the unspoken desires
that underlie their public negotiating positions. This coveted capability is
one that comint may have to surrender, and a replacement for it seems
hard to find.

On the other hand, improvements in communications and increasing
human dependence on communications will open new areas of intelli-
gence. Network-penetration techniques will make it possible to capture
information that is being stored rather than communicated, and such
information is less likely to be encrypted. Even more exciting is the
prospect that, in a world with hundreds of countries and thousands of
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other centers of authority, there will be innumerable agencies responsi-
ble for issuing credentials and authorizing acceptance of other agencies’
credentials. We will no doubt see numerous cases in which information
is leaked to opponents because they are not recognized as opponents.
Active network intelligence measures will become the humint of the next
century, and it will interact extensively with traditional humint.

In the United States, and perhaps elsewhere, communications intelli-
gence plays less of a role in industrial espionage than in national espi-
onage. Businesses often have a better means of acquiring information:
hiring workers away from their competitors. In the world of the Cold
War, a world of open hostility between two major coalitions, changing
sides was difficult. It did happen, and some people13 made a big success
of it, but it was a risky business and hard to do more than once. In a
world of shifting alliances in which international competition is more
commercial than military, defection may become as big a feature of na-
tional intelligence as of industrial intelligence.

Cryptography is much less successful at concealing patterns of com-
munication than at concealing the contents of messages. In many envi-
ronments, addresses (and, equally important, procedences) must be left
in the clear so that routers will know how packets are to be forwarded.
In most environments, the lengths and timings of messages are difficult to
conceal. sigint organizations are already adept at extracting intelligence
from traffic patterns and will adapt to extract more. The resulting intel-
ligence product, abetted by increases in computer power, may not give
as detailed a picture in some places but will give a more comprehensive
overview.

Some improvements in sigint technology cannot easily be categorized
as tactical or strategic. They take the form of increased speed and flex-
ibility of the sort that has changed many organizations over the past
decades. The current intelligence cycle in sigint is a slow one that can be
summarized as follows:

• Intelligence consumers formulate requirements.

• The requirements are translated into guidelines about what to
intercept.
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• Intercepted material is acquired “in the field” and shipped home
for analysis and interpretation.14

• On the basis of cryptanalysis, interpretation, and political analysis,
the information is judged, as are the guidelines under which it is
acquired.

• The guidelines are either continued or modified. New intercept fa-
cilities may be assigned to a project, new facilities may be built, new
instructions on traffic characteristics may be issued, or the project
may be dropped.

This process may take weeks, months, or years. Often, significant infor-
mation will not be acquired simply because it was not being looked for.

Increasing automation and decreasing size and cost of electronic equip-
ment will make for vast improvements in this cycle, resulting in a tighter
“target, intercept, analyze” loop. This will be aided by the development
of tamper-resistance technology. The secrecy of many sigint processes
makes intelligence organizations reluctant to use them anywhere but in
the most secure areas of their own headquarters. Tamper-resistant chips
allow intercept equipment in the field to perform such sensitive opera-
tions as cryptanalysis. This permits them to search the contents of cipher-
text messages just as they would the contents of plaintext messages.15

An example of a sigint technology with unfathomed potential is emit-
ter identification. The vanishing cost of signal processors has reduced the
cost of this technology and so expanded the range of possible uses.16

In many cases, emitter identification will counter the concealment of
addressing by link encryption.

Not all the growth that can be expected in sigint will result from
sigint technologies. A fast-growing portion of the telecommunications
market all over the world is fixed-position cellular telephony. The cost
of radio technology has dropped to the point that in many rural areas it is
cheaper to have a cellular telephone in each house than to run wire. The
result is that a whole segment of the telecommunications market that was
once effectively out of reach of intelligence organizations is now coming,
at least partly, within its grasp.

From a practical viewpoint, it is important to note that nothing will
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happen overnight. The vast legacy of equipment, services, experience,
and investments in communications from the twentieth century will guar-
antee the future of much of communications intelligence well into the
twenty-first.

Prospects for Law Enforcement

The dramatic growth of technology in the twentieth century has given
law enforcement a wide variety of technical capabilities, one of which
is wiretapping. At present, law-enforcement personnel are worried that
advances in communications technology, particularly in cryptography,
will lead to a decline in the usefulness of wiretaps. Should this happen,
its effect on law enforcement is likely to be modest. Even among tools
of electronic surveillance, wiretaps are generally overshadowed by the
many kinds of bugging devices used to intercept face-to-face conversa-
tions. Electronic surveillance, furthermore, plays a minor role in police
investigation by comparison with record keeping, photography, and a
broad spectrum of forensic techniques.

Even before CALEA, wiretapping would appear to have gained more
than it has lost (and perhaps more than it stands to lose) from modern
technology. At one time a wiretap was, literally, a pair of wires attached
somewhere between the target’s telephone and the telephone office. Its
placement and its use entailed a risk of discovery and brought the listen-
ers only disembodied voices. Today, even without the vast wiretapping
capacity envisioned by CALEA, wiretaps are “installed” in the software
of digital telephone switches. Knowledge about installed wiretaps can be
kept to a few telephone-company employees. More important, the taps
carry with them extensive call-status information that often makes the
identities of the talkers or their locations immediately available.17

Law enforcement’s gains from advances in technology are not, how-
ever, limited to investigation. The police are a mechanism of social con-
trol (Manning 1977, p. 23), and their work goes hand in hand with other
mechanisms of social control. Improving communication is enhancing
“employee supervision” throughout society. In the past, ambassadors
and senior military commanders were sent off to the other side of the
world with general mission statements and no opportunity to report their
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successes and failures—let alone ask for advice—for months or years.
Today, the president can reach his senior emissaries at a moment’s notice
anywhere on Earth. At lower levels, employees in many jobs are now
monitored by machines. Workers who once had substantial autonomy,
such as truck drivers, find that they are subject to the same sort of close
monitoring that might have been expected on a factory floor.18

Society is also gaining an ability to keep close track of individuals’
interests and expertise. Online uses of information resources are intrinsi-
cally less private than paper ones. For example, monitoring which doc-
uments visitors to libraries consult or what pages they copy would be
expensive and, despite the FBI’s Library Awareness Program, is probably
rare. When people consult sources of information on the Internet, how-
ever, monitoring is inexpensive and hard to separate from services the
users value. Commercial Web pages record IP addresses and other avail-
able information about the “callers” and use it for marketing. Exchange
of information among Web sites presents the prospect of a comprehensive
profile of each Web user.

The current debate is not, as it was in the 1990s, about the public use
of strong cryptography, but rather about communications security and
building wiretap capabilities into network infrastructure. At a hearing
on the subject of CALEA in 1994, FBI Director Louis Freeh and Senator
Larry Pressler had a spirited discussion of the issue (USSH 103 Digital
Telephony, p. 202).

Asked to state his view of the proper scope of CALEA, Freeh said:
“From what I understand . . . communications between private comput-
ers, PC-PC communications not utilizing a telecommunications common
net, would be one vast arena, the Internet system, many of the private
communications systems which are evolving. Those we are not going to
be on by the design of this legislation.” Pressler pressed him: “Are you
seeking to be able to access those communications also in some other
legislation?” Freeh responded: “No, we are not. We are satisfied with
this bill. We think it delimits the most important area and also makes for
the consensus, which I think it pretty much has at this point.” Pressler
then asked: “Yes but in the future, will you be seeking the ability to
tap into those other forms of communication?” Freeh gave a prescient
response: “It is certainly a possibility. I am sure if, God forbid, somebody
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blows up the World Trade Center 10 years from now using a PC-PC pri-
vate communications network, a question would validly be raised in the
Congress and by the President as to whether that form of communication
now needs to be accessed. But we are not taking that position now. We
are not contemplating coming back and asking for additional coverage.”
Pressler asked for clarification: “So what we are looking for is strictly
telephone to telephone, what is said over a telephone?” Director Freeh
said: “That is the way I understand it, yes, sir.”

In 2001, the World Trade Center was blown up (or at least “knocked
down”) and, although no one has suggested that the Internet played any
significant role, the FBI is indeed seeking to extend CALEA. Is extending
built-in wiretapping from the switched telephone network to the Internet
a wise precaution or an imprudent risk?19 In addressing a parallel issue,
the National Research Council report on cryptography concluded that
“on balance, the advantages of more widespread use of cryptography
outweigh the disadvantages” (Dam and Lin 1996, p. 6). Apparently ac-
cepting this view, the US government began encouraging the development
of strong cryptography in the infrastructure in 2000. We believe the same
course would be appropriate here. On balance we are better off with a
secure communications infrastructure than with one that builds surveil-
lance into the network fabric. At times this may press law enforcement
to exercise more initiative and imagination in its investigations. On the
other hand, in a society completely dependent on computer-to-computer
communications, the alternative presents a hazard whose dimensions are
as yet impossible to comprehend.

Prospects for Security

The world we face now is different from the one many of us envisioned
after the demise of the Cold War. Due to various causes—the rising
economies of China and India, the rapid rate of globalization—the Amer-
ican hegemony so visible today is likely to have faded by the end of the
twenty-first century. The US will undoubtedly remain a major power, but
it is unlikely to dominate the world at the end of the twenty-first century
as it does at its dawn. Such changes are to be expected and should be
part of any national-security planning. What has been less planned for—
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or at least less anticipated by the general populace—is the rise of non-
state actors and their willingness to perform acts of violence and terror
on a grand scale.

Despite poor beginnings, prospects for the security of our informa-
tion infrastructure are good but only if we accommodate security in our
plans from the beginning. Part of the reason for the current poor state
of information security is the fear, uncertainty, and confusion created by
government opposition to the use of strong cryptography in the 1990s.
As the FBI acknowledged, “the use of export controls may well have
slowed the speed, proliferation, and volume of encryption products sold
in the US” (Dam and Lin, p. 138). Given the enemies we have now,
and society’s reliance on electronic communications for everything from
personal affairs to control of critical infrastructure, it is vital that our
computing and communications be properly secured. This means secured
against attacks from the outside and from the inside.

Time scale is very important. Building interception into our commu-
nications system is appealing as a tactical move. The institutions that
will have access to this intelligence and law-enforcement resource are
institutions that have grown up over the course of the twentieth century
and, despite being secretive, are known to the American public. Initially,
the new facilities will be far more familiar to those who use them than
to those against whom they are used and may be quite efficacious. What
will happen to the control of these facilities as the decades pass is hard
to assess. Undoubtedly, opponents will become more proficient at em-
ploying countermeasures to useful interception. More frightening is the
prospect that opponents—particularly opponents within our own society
—will learn to turn the new tools to their own advantage.20 Although a
case of this kind has yet to come to light in the United States, there has
been one in Greece. For well over a year, interception facilities built into
cellular telephone systems were used to tap the phones of over 100 Greek
government officials.21 Who was doing the tapping remains unknown.

In the early 1960s, President John Kennedy promised a new level of
control over nuclear weapons. When Don Cotter, director of Sandia
National Laboratories, called his senior staff together and told them to
start working on this problem, they expressed doubts about what to
do when they had only an overall direction and no detailed policies.
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“Hardware,” Don Cotter told them, “makes policy.”22 In one sense,
laws represent a society’s highest form of decision making. They are are
difficult and expensive to change but not the most difficult or expensive
things to change. Long-term investments in infrastructure are even harder
to change. Lawrence Lessig put this another way when he titled a book
Code and Other Laws of Cyberspace. What is committed in design, de-
velopment, and availability binds everyone, often more firmly than law.

Suppose that the key-escrow program of the 1990s had been success-
ful. Suppose that millions of devices conforming to the Escrowed En-
cryption Standard had been sold, rather than merely a few thousand.
Can there be any doubt that the same junior lawyers in the administra-
tion who wrote memos rationalizing the expansion of sigint to allow
warrantless interception of phone calls between a foreign phone and a
domestic one, would argue that the database of escrowed keys should be
put at NSA’s disposal?

The lesson is simple and unavoidable. By building the machinery for
surveillance into the US communication system, we overcome the largest
barrier to becoming a surveillance society on a possibly unprecedented
scale. By comparison with the years of development and deployment
needed to put the system in place, legal decisions to use it in ways that
might have been unthinkable when it was approved can be made quickly.

What Kind of Society Do We Want?

In deciding that the Constitution protected Charles Katz against elec-
tronic surveillance even though there was no intrusion onto Katz’s prop-
erty, the Supreme Court looked through the propertarian technicality
of the Fourth Amendment to its essential objective. As human society
changes from one dominated by physical contact to one dominated by
digital communication, we will have many opportunities to choose be-
tween preserving the older forms of social interaction and asking our-
selves what those forms were intended to achieve.

In the societies that have dominated human culture for most of its ex-
istence, a general awareness of the pattern of contacts among people was
an essential feature of life. In a society dominated by telecommunication,
a pattern of contacts is far less visible to the ordinary person and far more
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susceptible to monitoring by police and intelligence organizations. This
produces a fundamental shift of power away from the general population
and into the hands of those organizations.

Technology seems to make some losses of privacy inevitable. The ca-
pacity to build databases and feed them the details of every credit-card
transaction exists, and the result is an excruciatingly detailed portrait of
the shopping, traveling, and trysting habits of hundreds of millions of
people. Yet, since such databases are an essential component of today’s
commerce and millions of people work in the industries they support, it
seems realistic to accept them. The best we can hope to do is regulate
their use in a way that protects individual privacy.

We also seek to preserve both the individual’s and the society’s security.
This is where the government’s plans regarding the wiretapping of VoIP
and other real-time communications23 seem remarkably short-sighted.
Combining Internet surveillance with inexpensive automated search en-
gines could lead to an unprecedented compromise of American security
and privacy (Landau 2006). (The “Titan Rain” exploits described in
chapter 4 give a sense of some of the potential problems.) A wiretap is,
after all, nothing more than an authorized security breach. This approach
is made worse by the direction of the Internet’s development. Currently
there are millions of devices connected to the Internet, but we are moving
to a situation of billions of small devices, such as radio-frequency ID tags
and sensors, many of which will communicate via the Internet (ibid.).

Noting the comments of Ayman al-Zahawiri, former leader of the
Egyptian Islamic Jihad and second-in-command of al-Qaeda, that “how-
ever far our capabilities will reach, they will never be equal to one-
thousandth of the capabilities of [our enemies]” (Richardson 2006, p.
232), Louise Richardson observes that we must turn the terrorist threat
against itself. We should not take our strengths, which include modern
and robust communication systems, and turn them into instruments of
surveillance that others can use against us.

Cryptography in Context

The words of the Supreme Court’s Katz opinion have an importance
that transcends the development of American wiretap law. They echo in
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concrete form Louis Brandeis’s view that “time works changes.” If there
is a right to use cryptography, it must grow from the historical fact of
private conversation. Since many conversations today can take place only
by telephone, stepping away from other people is no longer a universally
applicable security measure. It is not realistic to say to someone “If you
don’t like the possibility of being tapped, you have the choice of not
using the telephone.” Stepping away from other people is the expression
of a right to keep conversation private in a face-to-face world; use of
cryptography is an expression of that right in an electronic world.

In a sense, it is curious that the Constitution regulates the power of
the police to search (and, derivatively, their power to conduct electronic
surveillance) but leaves activities that are at least as dangerous and dis-
ruptive, such as the use of undercover agents and the mounting of sting
operations, up to individual detectives or their chiefs.24

In light of the curiously small number of prosecutions in which wiretap
evidence plays a significant role, it appears that wiretapping is far more
valuable as an intelligence tool than as a way of gathering evidence.
This utility, however, is not recognized by US law, under which wiretap
warrants must name particular suspects and crimes. Police who wish to
use wiretaps in the gathering of intelligence are therefore forced into
the duplicitous position of representing any wiretap as an attempt to
gather evidence. A reform of wiretap law might plausibly recognize the
police intelligence applications of wiretapping and give courts the means
to supervise it.

Technology might also be applied to streamline the courts’ oversight
of law-enforcement activities, just as it has made so many improve-
ments in the activities themselves. It seems certain that at some time in
the future courts will choose to accept applications and issue warrants
electronically, using digitally signed messages. This would reduce law
enforcement’s logistic overhead and would permit warrants to be more
carefully focused. Police might, for example, be more readily granted a
warrant limited to communications between two people than a warrant
encompassing all the communications of one person. Quick turnaround
would permit police to base such warrant requests on the calling patterns
of suspects and to get a new warrant promptly when a new link in a con-
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spiracy was identified. Such an arrangement would respond to Brandeis’s
concern that “whenever a telephone line is tapped, the privacy of the
persons at both ends of the line is invaded” (Brandeis 1928, pp. 475–
476) by making an effort to target only calls in which both participants
were suspects.

Of course, if the utility of wiretaps is no greater than the publicly avail-
able evidence suggests,25 perhaps they should be dropped from police
methodology altogether—not because they are an invasion of anyone’s
privacy, but merely because they are a waste of tax money.

Where Are We Headed?

In the first phase of the communications technology and privacy battle,
the central question was very simple: Do people have a right to private
communication, and should they be free to express and enforce this
right by using cryptography? In the newer phase, the questions are more
complex. It is hard to argue that society—including the government and
the private sector—has a right to employ communication surveillance to
counter imminent threats. On the other hand, there is little question that
surveillance has a chilling effect on many activities, from art to politics
to personal relations. Can we find a set of rules that give us adequate
protection without stripping us of our privacy and autonomy, protected
as the protectors see fit, rather than as we see fit.

For many decades a simple dichotomy has served us well in judging the
legitimacy of communications interception. Outside the country, national
intelligence agencies were allowed to intercept whatever foreign commu-
nications they could acquire and considered worth recording. Inside the
country, interception followed the reasonable search-and-seizure model
of law enforcement. Communications could not be intercepted without
probable cause, and that probable cause had to be based on legitimately
obtained evidence, typically of some other kind. Although ‘inside’ and
‘outside’ are not entirely clear, a workable set of rules has been found. In-
side is inside. Communications originating or terminating inside the US,
even when they originate with foreign companies or foreign embassies
or foreign spies, can be monitored only under the court-regulated model
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of reasonable searches and seizures. Communications between entities
outside the United States can be monitored fairly freely. Moreover, they
can be monitored from US territory: the US proper, foreign US military
bases, or US embassies.

‘Inside’ and ‘outside’ are fairly static notions. A foreign embassy, with
its extraterritorial status, may seem to blur the inside-outside distinction,
but at least it stays put for years at a time. As travel and communications
have become more fluid, determining what is inside and what is out-
side has become harder. Communications between foreign entities that
can be intercepted from antennas at Yakima are unequivocally foreign
under the current rules. What about packets entering the United States
at the same location and headed for addresses in Europe? Should these
be regarded as foreign traffic that happens to have passed close enough
to be intercepted—like the radio signals picked up by the antennas—or
should they be regarded as domestic traffic because they are traveling
over resources provided by US companies and are entitled to protection
as invited guests?

Even more provocative are the questions raised by travel. Suppose that
intelligence has been monitoring a terrorist traveling abroad and tracks
the terrorist onto a flight to New York. Cutting off monitoring at the bor-
der would seem particularly foolish if the earlier monitoring showed that
the terrorist was on the way to attack a target in the United States. On
the other hand, if such emotional cases are allowed to hold sway, we will
find ourselves in a world where government can rationalize monitoring
anything. Furthermore, if the intelligence model of secrecy about what is
being monitored holds sway, as the growing use of FISA rather than Title
III wiretaps suggests, the rationale may not have to be explained to very
many people.

The task is simple to explain but far harder to achieve. If we do not
incorporate adequate security measures in our computer and communi-
cations infrastructure, we risk being overwhelmed by external enemies. If
we put an externally focused view of security ahead of all other concerns,
we risk being overwhelmed by their misuse. We must find a set of rules
and a mechanism for overseeing those rules that allows society to defend
itself from its genuine enemies while keeping communication surveillance
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from stifling dissent, enforcing morality, and invading privacy. If we do
not, the right to use privacy-enhancing technology that was won in the
the 1990s will be lost again.





Notes

Chapter 1: Introduction

1. (p. 4) The Watergate scandal, which forced the resignation of President Richard
Nixon in 1974, was initiated by the installation of electronic surveillance in the
Watergate offices of the Democratic National Committee. Watergate is only one
of a number of cases in which electronic eavesdropping was used by the party in
power for political purposes and was justified on grounds of “national security.”

2. (p. 5) There is one major exception: radio and television are used to deliver a
product to consumers.

3. (p. 6) At a 1995 talk in Brisbane, Australia, Ross Anderson of Cambridge Uni-
versity estimated the commercial market at over a billion dollars a year and likely
to be augmented by another billion a year from developing industries (Anderson
1995), but the dollar figures do not appear in the printed paper.

4. (p. 7) The exact fraction is difficult to determine, partly because the budget is
secret and partly because the most expensive items in the budget are spy satellites
(some of which both listen to communications and take photographs).

5. (p. 10) This is one aspect in which telecommunications may forever remain
less satisfactory than physical meetings.

Chapter 2: Cryptography

1. (p. 12) A signal sent by satellite can typically be received in an area thousands
of miles across. One sent by microwave is hard to pick up more than a few miles
from the “line of sight” between the towers. An intriguing approach to secure
communication is used in some military satellite systems. Signals are transmitted
from one satellite to another at frequencies that are absorbed by oxygen and
cannot travel far enough through the Earth’s atmosphere to be received on the



338 Notes to pages 12–21

ground. This forces an eavesdropper to put up a satellite to spy on other satellites
—an expensive proposition.

2. (p. 12) What it means to know someone in this sense is not straightforward.
Essentially it means that your expectations about the person you are dealing with
are correct. Those expectations may or may not include such identifying infor-
mation as a name and address. There are some interactions, such as discussing
your marital troubles with a stranger in a bar, in which what you are depending
on is simply that the other party is, true to appearance, a sympathetic stranger
who does not know your spouse and will not carry your tale back home.

3. (p. 13) The principle, alas, is often honored more in the breach than in the ob-
servance. For reasons discussed in chapter 3, there is a tradition of secrecy about
cryptographic systems, both governmental and commercial. There is, however,
a sense in which Kerckhoffs’s principle holds, even in regard to secret systems.
For example US government cryptographic systems that are used to protect top
secret information are only classified secret and the equipment that embodies
them is rarely classified higher than confidential.

4. (p. 14) It is not made any clearer by the practice of using the terms “code” and
“coding” for numerous transformations in modern computing and communica-
tion that have nothing to do with security.

5. (p. 15) You may also attempt to conceal the fact that what you are conveying
is an encrypted message at all. This strategy—called steganography or covert
communication—will be touched on from time to time in the text.

6. (p. 16) The police will recognize that they have a plausible candidate for a
time-and-place message because the various positions in which only some digits
are possible will all assume acceptable values.

7. (p. 17) A mask file is the digital input to a “fab line” that produces a computer
chip. It can represent millions of dollars of engineering effort. Furthermore, semi-
conductors are often fabricated far from where they are designed and so, whether
on a disk, by phone, or by Internet, the mask file must be transmitted from one
to the other.

8. (p. 17) A one-part code is one in which the plaintext phrases and the code
groups are simultaneously in alphabetical (or numerical) order so that the same
book can be used for both encoding and decoding.

9. (p. 19) The Venona messages are available from the National Security Agency
Web page: http://www.nsa.gov/venona/

10. (p. 21) The alphabets used in the first Vigenère table are in fact related. They
were generated algorithmically by starting with a standard alphabet and using
the GNU Emacs pseudo-random number generator to pick pairs of letters to be
swapped. One thousand swaps were used to produce each alphabet. This process
was intended only to produce such examples and is far from secure. The set
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of alphabets given can probably be cryptanalyzed to find the parameters of the
underlying pseudo-random number source.

11. (p. 21) The classical Caesar Cipher, in which every character is moved for-
ward in the alphabet by three places, is the most famous example of a direct
standard alphabet.

12. (p. 22) This form of CAVE is now used only in TDMA (Time Division Mul-
tiple Access) a legacy system still supported by Cingular but being phased out in
favor of GSM and/or UMTS. (Source: private communication between Diffie and
Greg Rose, September 2006).

13. (p. 24) This is usually called a combiner if it accepts several bits as inputs and
produces one output and an S-box if its output is more than one bit.

14. (p. 25) Primary credit for the design of Skipjack appears to go to Paul Tim-
mel, although this has not been officially confirmed. A patent application cover-
ing the system remains under secrecy order, presumably because it covers addi-
tional ways of using the system that are not needed by the secure email system
and remain secret. A study of the published aspects of the escrow protocols makes
it clear that the chips needed to encrypt blocks of more than 64 bits in order to
escrow the 80-bit key.

15. (p. 26) The vast number of keys was offered as an argument for the unbreak-
ability of ciphers during the Renaissance (Kahn 1967, p. 145) and probably ear-
lier. The more general modern theories, including the theory of non-deterministic
polynomial time or NP computing, (Aho et al. 1974) are far more mathematical
but little more satisfactory. More specialized analyses of the vulnerability of par-
ticular cryptosystems to particular analytic methods has been more satisfactory.

16. (p. 26) In fact the cryptanalyst must also know enough about the plaintext
to be able to recognize it; otherwise a correct solution to the problem cannot be
distinguished from an incorrect one.

17. (p. 27) Chosen plaintext can arise in the real world in several ways. Suppose
for example that the US Department of State delivers a diplomatique commu-
niqué to a foreign embassy. The embassy must transmit the message home to
its own government and is therefore likely to encrypt a message whose contents
are known to the US government. Chosen plaintext may also be available to an
organization that shares an encrypted channel—for example, a high-bandwidth
satellite channel encrypted by the provider—with another organization.

18. (p. 27) This is popularly known as Moore’s Law, and has held for the past
several decades.

19. (p. 27) This doesn’t work the other way around, because a large part of the
cost of a computer is in such housekeeping aspects as its case and power supply,
whose costs change less quickly.

20. (p. 28) In the US a typical top secret document is downgraded to unclas-
sified in between 20 and 30 years.
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21. (p. 29) Double DES allows a 112-bit key and appears at first to be adequate,
but it is subject to an attack called “meet-in-the-middle.” First discussed by David
Snow at a National Bureau of Standards meeting in September 1976, this attack
exploits a matching plaintext-and-ciphertext pair by encrypting the plaintext un-
der all possible keys, decrypting the ciphertext under all possible keys, sorting the
results, and looking for a match. Refinements of this technique are applicable in
a surprising number of cryptanalytic circumstances.

22. (p. 29) The lifetimes of public-key cryptosystems are harder to quantify be-
cause terms such as RSA and Diffie-Hellman denote general techniques; they do
not fix key lengths or register sizes.

23. (p. 29) For example, various forms of the German Enigma system were in use
from the 1920s until well after World War II and some are probably in use today.

24. (p. 31) Rijndael and AES are not strictly speaking identical. The former in-
cludes modes for encrypting larger block sizes that are not part of AES.

25. (p. 31) The name Rijndael, which is pronounced “Rhine Dhal,” is a combi-
nation of the names of its two designers: Joan Daeman and Vincent Rijmen.

26. (p. 33) As the name suggests, material under two-person control is never han-
dled by one person alone. It would thus require a conspiracy of two people to, for
example, make an unauthorized copy. Two-person control is supported by such
things as safes with two combinations and areas called no lone zones in which at
least two people must be present if anyone is present at all. “comsec” is short
for “communications security.”

27. (p. 33) Some keys used in the STU-III secure telephone, for example, have
editions. Unless understood in the context of codebooks, the terminology seems
peculiar for keys that never exist in any form other than an electronic one.

28. (p. 34) The term usually used for the system about to be described is key dis-
tribution center (KDC). Because more modern systems do not always distribute
keys, the more general term KMF has come into use; we will use it throughout.

29. (p. 34) In fact, sharing a key with the KMF defines membership in the net-
work.

30. (p. 35) The STU-II, an obsolete US military secure phone system was said to
suffer from KDC congestion at busy times of the day.

31. (p. 38) Celebrated examples of this are to be found in the cases of Boyce and
Lee (Lindsey 1979) and Whitworth (Blum 1987, pp. 280–326). In both cases,
keys were saved rather than destroyed after use and were later sold to Soviet
intelligence officers.

32. (p. 39) This technique of signing, which might be called a primitive digital
signature has the disadvantage that in order to maintain the evidence of author-
ship, the recipient must store the ciphertext and must therefore either store the
plaintext as well or decrypt the ciphertext again each time the plaintext is needed.
In practice, what is done is to generate a message digest using one of several
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message-digest algorithms (Schneier 1996, pp. 435–455) and compute a primi-
tive digital signature of that.

33. (p. 40) It would be more accurate to call this key agreement. Unfortunately,
the original name was generally accepted before it was observed that the things
exchanged were not keys.

34. (p. 41) In the STU-II telephone system, calls to the KDC were initially too
short to trigger billing and the contact had to be lengthened to accommodate
telephone company complaints. (source: private conversation between Diffie and
Howard Rosenblum circa 1980.)

35. (p. 41) This problem also bedeviled the STU-II. It is the problem solved by
Rosenblum’s invention of the two-part certificate (Rosenblum 1980).

36. (p. 42) It is possible but difficult to change network protocols. The current
version, described here, is IPv4, which has 32-bit (sixteen billion) addresses. In a
world with six billion people this no longer seems a generous allotment. A change
is underway to IPv6 with 128-bit addresses but has yet to take off.

37. (p. 43) Although the protocol was adopted and published, development con-
tinues.

38. (p. 45) This is a codeword of obscure origin, not an acronym.

39. (p. 47) A lawsuit between General Motors and Volkswagen illustrates how
valuable information about manufacturing design can be (Meredith 1997).

40. (p. 47) Consider, for example, the 1987 testimony of Cheryl Helsing, chair-
man of the Data Security Committee for the American Bankers Association, be-
fore Congress, “[I]f I were in charge of the Social Security system and concerned
about getting those checks out every month, I would be much more concerned
about whether those checks were in the correct amounts, made out to the right
people, and that they did get out on time, than I would be concerned about an
intruder gaining unauthorized access and looking at the files.”

41. (p. 47) For example, all transactions over ten thousand dollars must be re-
ported to the Internal Revenue Service. In United States v. Miller (425 US 435,
1976, p. 442), the Supreme Court ruled that deposit information does not have
an “expectation of privacy” and may be subpoenaed. (A search warrant requires
a higher standard of proof.)

42. (p. 47) A Citicorp electronic banking system used directly by corporate cus-
tomers for funds transfer was penetrated. Posing as a corporate customer, a
user from St. Petersburg, Russia, transferred funds to an account in Finland;
the money was withdrawn from the bank the next day. The falsified transaction
was accomplished with a personal computer and the phone lines. Over the next
several months, this scenario was repeated, with the user’s locale changing to
Rotterdam, San Francisco, St. Petersburg, and Tel Aviv. Citicorp became aware
of the thefts after several customers complained of irregularities in their accounts.
By August, $12 million had actually been moved, and $400,000 had been stolen.
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Relative to the amount that Citicorp transfers daily (about $500 billion) this is
relatively little, but of course banks’ business is providing security, and in that
sense the theft loomed large. Access to the system required a customer’s autho-
rization code; it is believed that the perpetrator (allegedly one Vladimir Levin)
had an accomplice within the system who supplied these. The bank has now
changed its security to using one-time passwords (Carley 1995; Hansell 1995).

43. (p. 48) An Alaskan oil company investigated why it had been losing leas-
ing bids by small amounts to a competitor and discovered that a line between a
computer in its Alaska office and one at its home base in Texas were being wire-
tapped. A competitor was intercepting pricing advice being sent from the Texas
office (Parker 1983, p. 322).

44. (p. 48) The most notable of these is the Digital Millennium Copyright Act,
Public Law No. 105-304, 112 Stat. 2860.

45. (p. 49) Annual Report to Congress on Foreign Economic Collection and In-
dustrial Espionage, National Counterintelligence Center, Washington, D.C., July
1995, as reported in (Dam and Lin 1996, p. 33).

46. (p. 49) Command 9438, para 10, as cited in Fitzgerald and Leopold 1987, p.
148.

47. (p. 50) This directive was issued after a laptop containing information on
26.5 million US veterans and their families was stolen from a VA analyst’s home.
The data had not been encrypted.

48. (p. 53) One example occurred in the 1970s, when thousands of phone con-
versations between IBM executives conducted on the company’s private mi-
crowave network were systematically eavesdropped on by Soviet intelligence
agents. NSA informed IBM of the eavesdropping (Landau et al. 1994, p. 1). A
similar incident occurred in the 1980s with a different US corporation (Dam and
Lin 1996, p. 68).

49. (p. 54) Electronic commerce is still a loosely defined term. At present, exam-
ples range from individuals purchasing physical objects over the Internet by send-
ing electronic mail to businesses making automatic purchases from their suppliers
using Electronic Data Interchange protocols. The grand conception of large-scale
purchase and sale of information over the network using a combination of digi-
tal credit cards (which would sign digital sales slips with digital signatures) and
electronic cash (which would be anonymous and have many of the properties of
physical money) has yet to materialize but electronic commerce using ordinary
credit cards and web pages is thriving.

50. (p. 55) Email, which traditionally was done via a user’s machine, now can be
done through a website; gmail or Yahoo are examples of such a service. This is
part of the “Web 2.0” experience.

51. (p. 56) Zfone (Zimmerman 2006) is an add-on security mechanism that can
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be used with any Voice over IP system, created by Philip Zimmerman, the author
of PGP.

Chapter 3: Cryptography and Public Policy

1. (p. 57) “Probabilistic cryptography,” as put forth by Goldwasser and Micali
(1984), is a formalization of the long-standing method of using message indica-
tors to guarantee that a cryptosystem starts each message in a unique state.

2. (p. 60) For quite some time, communications security was poor in parts of the
US government (particularly the Department of State) that lacked access to the
services of the military cryptographers.

3. (p. 61) A 2400-bit-per-second mode of operation is one of the Minimum Es-
sential Requirements of the third generation secure telephone unit (STU-III),
which went into use in 1987.

4. (p. 63) There appear to have been rotor-based voice systems, but these were
probably analog scramblers that filtered the signal into several bands employed
rotors to shuffle the bands in a constantly changing pattern.

5. (p. 64) A small number of serious books were published in Europe, in partic-
ular Eyraud 1959.

6. (p. 64) Papers on points pure of mathematics whose cryptographic inspiration
is clearly visible to people familiar with the subject were written by Andrew Glea-
son, Marshall Hall, W. H. Mills, and presumably others.

7. (p. 64) Kennedy’s orders do not mention cryptography, but require that US
nuclear weapons be put under positive control of the National Command Au-
thority (the President and the Secretary of Defense), wherever in the world they
may be located. What this came down to was that they could not be armed by
anyone unable to send them properly encrypted messages. The key component in
this program is the permissive action link, which, in effect, issues an encrypted
order to a nuclear weapon. Earlier PALs used conventional cryptography; more
recent ones use public-key techniques.

8. (p. 65) Source: private conversations between Diffie and Feistel.

9. (p. 65) Eventually, in the late 1960s, the cryptographic system Feistel’s group
designed was bundled together with the existing modes of operation of the Mark
X IFF. The result was called the Mark XII (there never was an XI), and its crypto-
graphic mode was Mode 4. The Mark XII is employed extensively by the military
aircraft of the US and its allies.

10. (p. 65) Source: private conversations between Diffie and Carl Engelman of
Mitre in the 1970s and between Diffie and Horst Feistel circa 1990.

11. (p. 66) The importance of the Federal Information Processing Standards is
illustrated by FIPS 1, the American Standard Code for Information Interchange
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or ASCII. The government’s adoption of this code, which is ubiquitous today,
made it dominant over the rival EBCDIC encoding used by IBM, then the world’s
largest computer manufacturer.

12. (p. 67) The one in the 2984 is now called the Alternate Encryption Tech-
nique. At least two other IBM systems were also called Lucifer. One designed by
John Lynn Smith, but never developed into a product, presents the fullest exposi-
tion of Feistel’s techniques (Smith 1971). Another system called Lucifer was used
only as a tutorial device (Feistel 1973).

13. (p. 67) At NSA, Howard Rosenblum, Deputy Director for Communication
Security, and Doug Hogan; at NBS, Ruth Davis, Seymour Jeffery, and Dennis
Branstad.

14. (p. 67) noforn means “No foreign dissemination allowed.” This is an odd
designation for many NSA algorithms, since several of the most important are
NATO standards.

15. (p. 68) In testimony to congress, NSA Director Bobby Ray Inman asserted
that public key cryptography had been discovered at NSA 10 years earlier. It ap-
pears that Inman preferred to give credit to three Brits with clearances than three
Yanks without. The work in question is that of GCHQ employees—James El-
lis, Clifford Cocks, and Malcolm Williamson—and was carried out between late
1969 and mid 1976. The precise scope of the British discoveries did not emerge
until after James Ellis’s death in the fall of 1997, when Ellis’s retrospective his-
tory of the work and at least some of the original papers were released (CESG).
Although GCHQ claimed priority and most of the discoveries it did make (ap-
parently neither digital signatures nor knapsack systems had occurred to them)
were earlier than those made in the public world, the two efforts overlap. Ellis’s
paper in 1969 is several years before any of the outside work but Williamson’s
secret internal memo on “Diffie-Hellman” comes two months after the idea had
been presented at the US National Computer Conference.

16. (p. 69) The term is a misnomer because the items exchanged are not actually
keys. In contemporary literature, the more precise terms key negotiation or key
agreement are preferred, but the original terminology persists.

17. (p. 70) In the early 1970s, for example, secrecy orders were placed on some
of the inventions of Horst Feistel, nucleus of the cryptographic research group at
IBM.

18. (p. 70) Secrecy orders are often helpful to a company because they delay the
granting (and thus expiration) of its patents until a time when the invention
is more appropriate to the market. In 1939 the famous actress Hedy Lamarr
filed for the first patent on frequency hopping radio (Markey 1942). Had this
application been kept secret until the 1970s, when spread spectrum technology
emerged from military into civilian applications, Hedy Lamarr would have en-
joyed a much more comfortable retirement.

19. (p. 72) Uriel Feige, Amos Fiat, and Adi Shamir had discovered a practical im-



Notes to pages 72–74 345

plementation of “Zero-Knowledge” protocols (Feige et al. 1987). They submit-
ted a US patent application even as Shamir lectured worldwide on the algorithm.
The Army requested a secrecy order be placed on the invention. This was clas-
sic shut-the-barn-door-after-the-horse-has-fled; for several months the researchers
had been giving lectures about the work. Since secrecy orders forbade the discus-
sion of the research with the foreign nationals, and Feige, Fiat, and Shamir were
all Israeli citizens, what American law could do in this situation was unclear.
Fearing to present the work at an American research conference under the cir-
cumstances, Shamir let various colleagues know about the problem. Help came.
Shamir’s lawyer got an anonymous call from Dr. Richard A. Leibler, retired head
of R5, telling him precisely whom to call to get the secrecy order lifted. Shamir
publicly thanked “the NSA . . . who were extremely helpful behind the scenes . . .”
(Landau 1988, p. 12)

20. (p. 72) It was rumored that DES was used by the Argentines in the Falklands
War and had seriously hampered British sigint.

21. (p. 72) CCEP was modeled on the earlier Industrial Tempest Program, begun
in the 1970s, which encouraged industry to build electromagnetically shielded
versions of their products.

22. (p. 72) The government also appeared to be laying legal framework for
broadened availability of cryptographic equipment. For as long as anyone could
remember, all cryptographic devices approved for protection of classified traffic
had been owned by the government. Now with NSA’s comsec Instruction 6002
it provided two ways that government contractors could own the equipment and
charge the costs back to government contracts in the same way they did with
buildings, computers, or safes.

23. (p. 73) Type I equipment is managed through comsec accounts and is basi-
cally available only to organizations with government contracts. Under the new
rules, owners of Type II equipment would not have comsec accounts but would
need to have the equipment supplied to them by government sponsors. From the
point of view of the user, the distinction between having a government sponsor
and having a government agency as customer was minor.

24. (p. 74) Development of the STU-III was paid for directly by NSA, beginning
by funding five competitors to prepare proposals.

25. (p. 74) Only a year late, and about 50% over the target price.

26. (p. 74) The Type II version, affected by the same fluctuation of availability
rules as other Type II equipment, was not a success. In a move incomprehensible
to marketing people everywhere, the Type II STU-III, though advertised from the
beginning as inferior to the Type I, was always priced higher. This is at least partly
because the Type II never achieved the volume of production originally planned
and did not benefit from the same economy of scale as the Type I.

27. (p. 74) Perhaps to help NSA avoid the need to pay royalties for public key
technology, just as it used secrecy to avoid paying Hebern.
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28. (p. 74) “This policy assigns to the heads of Federal Government Departments
and Agencies the responsibility to determine what information is sensitive, but
unclassified and to provide systems protection of such information which is elec-
tronically communicated, transferred, processed, or stored on telecommunica-
tions and automated information systems.” (Poindexter 1986, p. 542)

29. (p. 76) Ten years later, DES remains a Federal Information Processing Stan-
dard.

30. (p. 76) By this time Poindexter was deep in the middle of the Iran-Contra
controversy, and the administration was loath to have him appear at any con-
gressional hearing lest the questioning veer to Iran-Contra. Thus Poindexter did
not appear when first requested, and the House committee then subpoenaed him
(USHH Hearings on HR 145, p. 381). A discussion ensued between the White
House and the committee, and the committee delayed hearings an additional two
weeks, while the White House withdrew Poindexter’s directive (Carlucci 1987),
hoping to avoid Poindexter’s appearance in Congress.

The committee insisted that the former Presidential National Security Advisor
appear, which he did, accompanied by counsel. Despite the fact that Represen-
tative Jack Brooks, chair of the Committee, promised that questions would be
limited to issues related to the NSDD-145 and the Poindexter Directive (USHH
Hearings on HR 145, p. 399), Poindexter declined to answer any questions and
pleaded the Fifth Amendment. The congressmen, having achieved the withdrawal
of the Poindexter directive, did not pursue the matter further.

31. (p. 76) “The development of standards requires interaction with many seg-
ments of our society, i.e. government agencies, computer and communications
industry, international organizations, etc. [NIST] has performed this kind of ac-
tivity very well over the last 22 years. NSA, on the other hand, is unfamiliar with
it.” (USHR 100-153 Computer Security Act, p. 26)

32. (p. 77) The Committee on Governmental Operations was the subject of a
similar attempt by NSA. “In January 1981, the Director of the NSA even went
so far as to write this Committee and complain that the Committee had not
forwarded to NSA a copy of its investigative report, ‘The Government’s Classifi-
cation of Private Ideas,’ prior to its issuance. As pointed out by Chairman Brooks
in reply to NSA, Congress does not submit its reports to Executive Branch agen-
cies for prereview.” (USHR 100-153 Computer Security Act, pp. 21–22)

33. (p. 78) The Budget Office also noted that the Act would result in savings due
to the elimination of fraud and other financial losses (USHR 100-153 Computer
Security Act, p. 43).

34. (p. 78) Officially known as the Balanced Budget and Emergency Deficit Act
of 1985, the act set annual deficit targets for five years, aiming for a balanced
budget in 1991. It was never fully implemented.

35. (p. 78) There was an additional $800,000 of ‘reimbursable’ funds from other
agencies; such funds are typically for help in deploying advanced technologies.
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36. (p. 79) One example of such deference to NSA was NBS’s failure to sup-
port its own standard in the International Standards Organization. About 1985
ISO took up consideration of DES as an international standard and approached
the American National Standards Institute, which in turn approached its crypto-
graphic committee X3T1, on which NBS sat. NBS cast its vote in X3T1 against
recommending DES; ANSI abstained in the international committee, and ulti-
mately ISO did not adopt DES. Another example is Raymond Kammer’s decision
that NIST would support NSA’s decision that NIST abandon RSA as a choice for
a public-key signature standard (Source: private conversation between Landau
and Kammer, December 19, 1996.)

37. (p. 80) Source: private conversation between Landau and McNulty, Decem-
ber 2, 1996.

38. (p. 81) Source: private conversation between Landau and McNulty, Decem-
ber 2, 1996.

39. (p. 81) Schnorr applied through the EEC for a patent, thus obtaining patents
in Germany, United Kingdom, France, the Netherlands, Italy, Spain, Belgium,
Switzerland, Sweden, Liechtenstein, and Austria; see Schnorr 1989, Schnorr
1990, and Schnorr 1991.

40. (p. 81) NIST countered this last point by noting that the Kravitz algorithm
was roughly 25 times faster than the RSA algorithm in signing (USDoC 1991a).

For most applications speed of verification is more important than speed of
signing, since a signature is signed only once and may be verified many times. In
some applications such as signing software to protect against the introduction of
viruses, the signature may literally be checked billions of times over the lifetime
of the product. On the other hand, there is something to be said for making
the signing operation more economical, because it is the one that uses the secret
information and is best done in an isolated environment like a smart card. At the
time, such cards had limited computational power.

41. (p. 82) “The key question during the hearings was: Should a military intelli-
gence agency, NSA, or a civilian agency, [NIST], be in charge of the government’s
computer standards program?” (USHR 100-153 Computer Security Act, p. 19)

42. (p. 82) “Observers—including OTA—consider that [the MOU] appears to
cede to NSA much more authority than the act itself had granted or envisioned,
especially considering the House report accompanying the legislation.” (USC-
OTA 1994, pp. 13–14)

The General Accounting Office said: “[T]his Memorandum of Understanding
made NSA appear to more influential in NIST’s standard-setting procedure rela-
tive to cryptographic systems than was intended by the Congress in the Computer
Security Act of 1987.” (USGAO 1993a, p. 16)

43. (p. 83) Claus Schnorr’s patent was licensed from him by RSA Data Security,
which provides DSS code in its cryptographic toolkits. On the other hand, many
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people have studied Schnorr’s patent and maintain that it does not cover DSS. To
date the issue of the patent’s validity has yet to be litigated.

44. (p. 83) Source: private conversation between Landau and Brooks, January,
17, 1997.

45. (p. 83) Source: private conversation between Landau and Kammer, Decem-
ber 19, 1996.

46. (p. 84) Source: private conversation between Landau and Kallstrom, January
16, 1997.

47. (p. 84) New York City’s District Attorney of the fifties, Frank Hogan, was
a strong proponent of wiretapping, and in 1955 he testified to Congress: “In
these and in many other important prosecutions, the investigative technique of
wiretapping was invaluable. In a substantial number I may say, gentlemen, it is
indispensable.” (USHH 84 Wiretapping, p. 322)

48. (p. 84) There were 419 electronic surveillances conducted in New York in
1994 (AO 1995, pp. A26–A33, and p. A90) (AO 1996, pp. 54–60 and pp. 126–
140).

49. (p. 84) There were 53 court-ordered surveillances in California during 1994
(AO 1995, pp. A2–A7 and p. A8), (AO 1996, pp. 34–38 and p. 94).

50. (p. 84) Source: private conversation between Landau and Kallstrom, January
16, 1997.

51. (p. 85) Source: private conversation between Landau and Brooks, January
17, 1997.

Chapter 4: National Security

1. (p. 88) On October 24, 1969, President Nixon announced a decision to make
narcotics a matter of foreign policy. The CIA was asked to “contribute to the
maximum extent possible in the collection of foreign intelligence related to traffic
in opium and heroin” (USDoJ 1976, pp. 46–47). President Ford later called the
smuggling of opium to the United States a “national-security” issue (ibid., p. 59).

2. (p. 88) In a speech in the Spring of 1997, President Bill Clinton invoked the
name of national security in support of education.

3. (p. 88) Cryptography, once so central to information security as to be almost
indistinguishable from it is now reduced to the status of one important part.

4. (p. 89) The CIA Foreign Broadcast Information Service publishes transcripts
of numerous foreign radio shows.

5. (p. 89) A similar inference might simply have been drawn from looking at the
number of cars in the parking lot or the number of lighted windows. The sig-
nificance of the pizza story lies in showing how difficult operations intelligence
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is to counter. Security officers may well have thought to hold meetings in inner
offices, or to take measures to avoid having the parking lot look full. Any large
scale operation, however, leaves many telltale traces and it is hard to anticipate
and cover up all of them. Keeping the kitchens open all night might stem the flow
of pizza orders only to create other signs of activity: the amount of raw food
being ordered, the quantity of garbage put out for collection, or the hours of the
kitchen staff. In many organizations where all professional staff members are re-
quired to have security clearances, employees such as cooks, whose activities can
be confined to daytime hours and a small part of the building, are not.

6. (p. 89) An amusing example of the CIA’s aggressive interest in using travelers
as spies is given by the Hemingway scholar Michael Reynolds. In 1975, Reynolds
made persistent attempts to get a visa to Cuba in order to study Hemingway’s
library. In the process, the CIA contacted him on the chance that if he got to
Cuba, he might get to meet Fidel Castro—who was known for surprise visits
with tourists. Reynolds also gives plausible evidence that the CIA’s enthusiasm for
his trip to Cuba went so far that they had his phone bugged (Source: Michael S.
Reynolds, Hemingway’s Reading, 1910–1940, Princeton University Press, 1981.)

7. (p. 90) Another new, and very controversial, form of intelligence is: RUMINT,
intelligence gathered from unreliable sources, including rumors. Many in the in-
telligence community discount the value of such intelligence, and, indeed, blame
RUMINT for the faulty intelligence the United States used prior to the 2003 war
in Iraq (Kristof).

8. (p. 91) These, however, have created embarrassments of their own. Consider
the shooting down of an American U2 spy plane over the Soviet Union in 1960
or the capture of the American spy ship Pueblo by North Korea in early 1968.

9. (p. 92) This appears to have been a longer-range, and higher-altitude version
of the mechanism that seagulls use to detect an impending storm and fly inland.
It is an eerie commentary on the success of secrecy in the intelligence community
that this project, which is supposed to have been abandoned, was kept secret
for nearly 50 years. In 1995 it was offered as the explanation for the Roswell
Incident of 1947, which is, despite official denials, believed by many people to
have been the crash of an alien spaceship (Thomas 1995).

10. (p. 92) Distinguishing nuclear explosions from other events, such as large
lightning bolts or explosions of meteors in the atmosphere, is not easy. The satel-
lite reacts less to the total energy of the blast than to the form of the flash. Nuclear
explosions have a characteristic two-humped flash caused by gamma ray induced
formation of nitrogen pentoxide (N2O5). The time between the humps is called
the bhang metre and is characteristic of the type of weapon.

11. (p. 93) For example, the Krasnoyarsk radar, which was alleged by the US to
violate the ABM treaty, was photographed from space only after its location had
been reported by a human source (Richelson 1987, p. 79).

12. (p. 93) The study of radar signals sometimes involves elaborate provocations
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designed to create the impression that an attack is in progress and thereby to
fool an enemy into using radars that are not meant to “come to life” except
under battle conditions. A persistent theory of the strange movements of Korean
Airlines 007, which led to its being shot down, is that its purpose was to provoke
the radars of the Kamchatka Peninsula air defense system into action so that
other aircraft—RC-135’s designated Cobra Ball—could observe them (Johnson
1978).

13. (p. 94) It has long been known that, unless a radio is specifically designed to
conceal the information, one can discover what station is being received by mea-
suring the frequency of the local oscillator. This, however, depends on knowing
the intermediate frequency, and that information may not be available about a
radio of unknown type. Around 1960, it was discovered that many radios had
a frequency shift in the local oscillator, resulting from an effect of the automatic
gain control on the high-voltage supply, that was proportional to the frequency
of the received signal. That discovery portended vastly expanded exploitation of
unintentional signals emitted by receivers (Wright 1987, p. 93).

14. (p. 94) One function of the US Argos satellites was to monitor telemetry from
Soviet missile tests. This fact is believed to have come to Soviet attention as a
result of the activities of Christopher Boyce, who was subsequently convicted of
spying on CIA projects at a contractor, TRW, in Southern California (Lindsey
1979).

15. (p. 94) In order to prevent tampering with the satellite, control link transmis-
sions are often encrypted. The device used for this purpose by the military, the
KI-23, is the main product of Mykotronx, later known as the maker of Clipper
and Capstone chips.

16. (p. 95) In the 1950s, British counterintelligence employed a corps of “watch-
ers” to follow hostile diplomats. The watchers communicated with MI5 by ra-
dio, and in an attempt to conceal the their activities, they tried communicating
in code. Peter Wright recalls in his autobiography Spycatcher that this was of lit-
tle use; the mere occurrence of the traffic was sufficient to reveal to the Russians
where the watchers were operating (Wright 1987, pp. 52–53). In a much more re-
cent example of the same phenomenon, Tsutomu Shimomura (Shimomura 1996,
Shimomura 1997, p. 76) reports that in tracking Kevin Mitnick, who had broken
into Shimomura’s computer, Mitnick’s use of cryptography “didn’t slow them
down at all.” Quite a different example came to light in conjunction with the
Yom Kippur war of 1973: it was said that the Israelis should have been alerted
that something was up by the improved communication security on the part of
the Egyptians.

17. (p. 95) A remarkable example of this occurred shortly before the Normandy
invasion in World War II. The Japanese military attache in Germany demanded a
tour of German defenses in Normandy and reported what he had seen to Tokyo.
That transmission, presumably encrypted in Purple, was read by the Allies and
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supplied them with an expert assessment of German channel defenses (Kahn
1967, p. 508; Boyd 1993). Another example is provided by the Gamma Guppy
intercepts of the early 1960s, in which the US embassy in Moscow monitored
mobile phone traffic from the limousines of Soviet officials (Bamford 1982, p.
283).

18. (p. 95) Physical taps on lines do have a role, however, and not just in coun-
terintelligence work. In the 1980s a former NSA employee named Ronald Pelton
was recruited by the Soviets. One of the things he allegedly told them was that
the United States had placed a tap on a cable running under the Sea of Okhatsk.
According to a Soviet publication, the tap, which weighed 12 tons, was powered
by plutonium and serviced by US submarines.

19. (p. 96) The largest Soviet intercept station outside the USSR was at Lourdes,
Cuba. It could pick up satellite transmissions intended for receivers in Washing-
ton, New York, and other eastern cities.

20. (p. 96) In the 1970s and the 1980s, there was a war of words between US and
Soviet diplomats over Soviet microwave interception activities from a residence
the Soviets maintained at Glen Cove, New York (Broad 1982).

21. (p. 98) On the face of it, this incident, in which the Israelis attacked and
nearly sank the Liberty, is inexplicable. It was claimed that the Liberty should
actually have been hundreds of miles away, in the waters off Cyprus, but that its
orders got delayed. If the Liberty was, as publicly claimed, spying on the Arabs,
there is no reason for the Israelis to have attacked it. On the other hand, the Is-
raelis’ claim that they mistook the Liberty for an Egyptian freighter hardly seems
credible. Loftus and Aarons (1994) have produced an explanation that, although
not supported by overwhelming evidence, is at least sensible. It is their thesis that
the Liberty was actually listening to traffic from Israeli tanks and manpack ra-
dios as part of a secret deal to report weaknesses in the Israeli southern front to
Egypt. To do this, it would have to have been quite close.

22. (p. 100) VoIP, with its superb adaptation to mobility, presents related and
even more serious difficulties. It is fairly easy to intercept VoIP in a way that gets
some part of some of the calls but comprehensive coverage is quite hard.

23. (p. 100) During the shootdown of KAL 007 in September 1983, for example,
signals intelligence was severely hampered by the fact that only the transmissions
of the interceptor pilots and not those of their ground controllers could be inter-
cepted (Hersh 1986, p. 70).

24. (p. 100) Multiplexing takes three common forms. Two of these are well illus-
trated by broadcast radio. Frequency division multiplexing is the phenomenon by
which different stations have different frequencies. To select a station you tune
to its frequency. Time division multiplexing is the phenomenon that distinguishes
programs. Within the frequency of a given station, you listen at a particular time
to find the right program. The third form is called code division multiplexing.
Code division multiplexing is one of the benefits of spread spectrum communi-
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cation, in which a transmitter uses a wide range of frequencies, often by hopping
rapidly from one to another. Using code division multiplexing, multiple trans-
mitters can avoid interference with little prior coordination. The more advanced
cordless telephones are perhaps the most common items that use code division
multiplexing.

25. (p. 102) The cryptanalysis of World War II systems is discussed in detail in
Deavours and Kruh 1985 and in Welchman 1982. Cryptanalysis of classical sys-
tems makes up much of the content of Cryptologia, the journal of cryptographic
history. Cryptanalysis of contemporary cryptosystems can be found in the Jour-
nal of Cryptology and in the proceedings of numerous annual and biannual
conferences, such as Crypto (held in late August in Santa Barbara, California),
Eurocrypt (held at a different location in Europe each spring), and Asiacrypt
(held each year in the Asia Pacific region). A particularly noteworthy book on
the subject is Biham and Shamir 1993. Particularly noteworthy books include
the ones by Biham and Shamir (Biham and Shamir 1993) and the encyclopedic
reference work by Menezes, van Oorschot, and Vanstone (Menezes) which in-
cludes some cryptanalytic material. Sample chapters of the latter are available at:
http://www.cacr.math.uwaterloo.ca/hac/ (last viewed 29 August 2006).

26. (p. 102) Most books on the breaking of the German Enigma cryptosystem
during World War II focus on the researchers, especially Alan Turing, at Bletch-
ley Park. The actual reading of most of the traffic, however, was done with sev-
eral hundred special purpose computing machines, called bombes, which were
operated 24 hours a day by women from the Women’s Reserve Navy Service
(Welchman 1982, pp. 138–148).

27. (p. 102) Many systems in use today still have either 40-bit keys (which can
be searched easily) or 56-bit keys (which can be searched with some difficulty).
Dragging key (looking through all possible keys) thus has a role to play in con-
temporary cryptanalysis. A far more subtle, but also universal, cryptanalytic
method is the Berlekamp-Massey algorithm (Berlekamp 1968; Massey 1969).
It is a fact that any sequence of bits (keystream) whatsoever can be generated
by a linear shift register of sufficient length. The Berlekamp-Massey algorithm
automatically produces the right register. A major design criterion in modern
cryptography is that the “right register” be too long for this approach to be prac-
tical.

28. (p. 102) Traffic analysis is fundamentally a matter of discovering the relation-
ships among a number of “address spaces,” some observable and others inferred.
The call signs, like phone numbers, are the name space of the communications
network. Direction finding, emitter identification, and collateral intelligence al-
low these to be correlated with physical positions, individual pieces of equipment,
or command functions.

29. (p. 103) Sanitization goes hand in hand with the desire of intelligence officers
to keep raw intelligence out of the hands of their customers. The British learned
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this lesson in a particularly blunt fashion at the Battle of Jutland in World War
I. Before the battle, a British officer of the line walked into the intelligence cen-
ter and asked the location of the radio callsign of the admiral commanding the
German fleet. He was told, correctly, that it was located in the Jade River. What
the officer actually wanted to know was the location of the admiral, who had
switched call signs when the fleet had set sail precisely in order to fool the British
about his location. British intelligence was not fooled; it knew the German ad-
miral’s new location and new callsign. Nonetheless, as a result of the intelligence
center’s releasing raw intelligence on call-signs, rather than finished intelligence
on the locations of forces, the Germans achieved their purpose. The British fleet
delayed sailing and the battle, which might have been a major British victory, was
indecisive (Beesley 1977).

30. (p. 104) In 1961, William Martin and Bernan Mitchell, two NSA cryptan-
alysts, defected to Moscow and gave a press conference in which they revealed
interception by the US of its allies’ communications. According to David Kahn,
the loss of intelligence was felt immediately (Kahn 1967, p. 694).

31. (p. 104) In the mid 1970s a panel headed by Nelson Rockefeller concluded
that the Soviets were intercepting conversations on microwave telephone chan-
nels from Capitol Hill. Even though congressmen are not supposed to discuss
classified information over unsecured telephones, the information intercepted
from such high-level people, particularly when taken in aggregate, has tremen-
dous intelligence potential. It has been speculated that the Soviet activity was
detected because the volume of traffic intercepted was sufficient to permit corre-
lations between fluctuation in the Capitol Hill traffic and communications from
the Soviet Embassy to Moscow to be observed.

32. (p. 104) Bobby Inman remarked in an informal discussion after his talk at
AFCEA West in Anaheim, California on January 8, 1981 that NSA’s product had
never been better.

33. (p. 105) Speaking in 1980 at the IEEE Wescon conference in San Francisco,
Robert Morris (then at Bell Labs and later Chief Scientist of the National Com-
puter Security Center) said: “We are just leaving a period of relative sanity in
cryptography that began shortly after the First World War. During that time peo-
ple spoke of cryptosystems that were secure for hours, days, weeks, months, and
sometimes, years. Before it and after it, they spoke of cryptosystems that were
unbreakable.”

34. (p. 105) In the 1980s, for example, NSA built two new operations buildings,
a new research and engineering building, a chip fabrication facility, and two ad-
vanced laboratories away from Fort Meade to be operated by a contractor. Major
construction at Fort Meade has subsided since that period but GCHQ, its British
cognate, has built a giant round building (called “the doughnut”) in Cheltenham.

35. (p. 105) Kim Philby is believed to have had access to information on the
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Venona program; the Soviets would thus have learned about it soon after it be-
gan.

36. (p. 106) This laboratory is the subject of Aleksandr Solzhenitsyn’s novel The
First Circle (1968) and of a later memoir by Lev Kopelev (who was Rubin in the
novel). It is Kopelev (1983, pp. 52–55) who discusses the remarkable technique of
assessing the security of mosaic or two-dimensional (time and frequency) voice
scramblers they were developing by printing out a sonogram (a plot of energy
and frequency over time) and measuring the time it took to solve the sonogram
as though it were a jigsaw puzzle and reassemble it into one representing human
voice. In The First Circle, which takes place around Christmas 1948, Solzhenitsyn
and his fellow workers are under the gun from Stalin to deliver “secret telephony”
within about six months. The year I read it was 1974. That year, digitized speech
(pre-requisite to high-quality secret telephony or as we call it “secure voice”)
was the main topic at the ARPA (Advanced Research Projects Agency) Principal
Investigators’ Conference.—WD

37. (p. 106) After the end of the Cold War Soviet crypto machines began to ap-
pear in the collector’s market. One of these is a 10-rotor machine called Fialka.
Since ‘fialka’ is a Russian word (meaning violet) and ‘Albatross’ is a western
codeword, the names are of no help in establishing a relationship. Fialka, how-
ever, had a number of models spanning the appropriate period. It is interesting to
note that although Fialka has the same number of rotors as Sigaba, its rotors are
all in one row, compared with Sigaba’s two.

38. (p. 108) In the 1980s, US companies were not permitted to export optical-
fiber communications systems to the USSR, presumably on the ground that com-
munications carried by fiber would replace radio communications and could not
be intercepted.

39. (p. 108) The raw data rate of the V.fast standard is 28 kilobits-per-second,
but it incorporates real-time data compression and can often achieve effective
throughput of 200 kbps—far more that is available on many current leased line
networks.

40. (p. 109) The difficulty of separating the two signals in the communication of
autocancelling modems is a function of the size of the constellation, the number
of combinations of amplitude and phase used in communication. V26ter uses
four points, V32bis uses 32 and the more recent V.fast uses 64.

41. (p. 109) Much of dynamic routing technology was developed for another
purpose: it increases the survivability of networks against direct attack, a phe-
nomenon that occurs primarily, though not entirely, during open hostilities.

42. (p. 110) AT&T developed a specialized cryptographic device for protecting
signaling channels (Myers 1979; Brickell and Simmons 1983, pp. 4–5).

43. (p. 110) The US government’s successor to the STU-III, the Secure Terminal
Equipment (STE), is primarily an ISDN phone, but is compatible with STU-III.
The STE is being manufactured by Lockheed Martin and systematically being
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used to replace the aging STU-IIIs. Likewise, the British Brent telephone is an
ISDN instrument.

44. (p. 111) Skype can operate between Internet-connected devices or between
such devices and more conventional phones. In the latter case, the conventional
telephony portion will not be covered by Skype encryption.

45. (p. 111) A precise figure is made difficult to obtain by the problem of deciding
what counts as encrypted. At one time, most of the world’s encrypted traffic
consisted of scrambled pay-tv broadcasts, a good example of the sort of encrypted
traffic that either does not interest intelligence agencies or can be accessed without
resorting to cryptanalysis.

46. (p. 112) The bombing of communication facilities in France forced the Ger-
mans to use radio for their communications with Berlin. The traffic that thereby
became available for interception was encrypted with the Siemens and Halske
T52 cipher machine. This was especially fortunate because the principles of op-
eration of the T52 are similar to those of the Lorenz SZ40 (an online cipher
machine that had earlier been used with radios), and cryptanalytic methods de-
veloped to attack the SZ40 proved applicable to the T52. It was to attack these
machines, not the Enigma, that the Colossus—arguably the first computer—was
built.

47. (p. 112) Photographs of the destruction of a bridge in Baghdad were repeat-
edly shown during the early days of the attack. The bridge was destroyed, not
for its capacity to carry cars and trucks, but to destroy the optical fiber that ran
underneath.

48. (p. 113) One development has been the HARM or High-Speed Antiradiation
Missile which is launched from aircraft to home in on the fire-control radars of
anti-aircraft weapons and destroy them.

49. (p. 113) The destructive effects of the Electromagnetic Pulse or EMP was
first observed by the United States in a high altitude nuclear test above Johnson
Island in the South Pacific. The test damaged electronic equipment as far away
as Hawaii. The technique, which has since been refined and can be produced by
non-nuclear means, goes under the name High Energy Microwave (Van Keuren
1991; Schwartau 1994; AWST 1997a).

50. (p. 113) Jamming describes transmissions intended to interfere with an op-
ponent’s communications or other signals such as radar. This is not always a
wartime phenomenon. In the mid-eighties HBO was briefly pushed off the air by
a more powerful beam carrying a message critical of HBO activities.

51. (p. 113) Communications deceptions are classified as imitative if they mimic
the communications of an opponent. More subtle communications deceptions
are manipulative: they do not misrepresent the allegiance of the sender, but con-
vey a false impression of its activities. In the months leading up to the invasion
of Normandy in 1944, General George Patton commanded a division, stationed
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in southern England, that was pretending—by its communications and other ac-
tivities—to be an entire army.

52. (p. 114) The distinction between viruses and worms (which might better have
been called bacteria) is biologically based. Biological viruses are combinations of
genetic material with protective protein coats. They function by invading the
genetic material of cells and instructing the cell to produce more viruses. In a
similar way, computer viruses incorporate themselves into computer programs.
When the program is executed, the virus is executed and exploits the occasion
to copy itself into other available programs. A worm, by comparison, is a “free-
living” program that invades a computer or a network and tricks its host into
running it as a separate process.

53. (p. 114) Viruses first became visible in the 1980s. Their origin is unclear. (I
recall discussing the notion of viruses—though not what term was used—with
my colleague Jack Holloway in 1970. When I mentioned this to Oliver Selfridge,
member of the Baker committee and a longtime advisor to NSA, he told me that
the notion had been about in the late 1950s.—WD)

54. (p. 114) Although the claim that viruses were employed against the Iraqis in
the first Gulf War appears to be groundless, there are repeated discussions of their
development for military applications (AWST 1993; Richardson 1991; Robinson
1993b).

55. (p. 115) A cut out of this sort that prevents the tracing of phone calls is called
a cheese box.

56. (p. 115) This was at the Air Force IT Conference in Montgomery, Alabama
(Onley).

57. (p. 117) Even introducing a small number of errors makes the analysis of
data far more difficult, and an error rate of just over 11% reduces the information
content of a channel by half. In the mid-1980s, the notion of having the DoD give
out false information about weapons developments was publicly mooted (North
1986).

58. (p. 118) Motorola manufactured a device called Ladner to encrypt analog
telephone lines. Linkabit, California Microwave, Racal Datacom, and Cylink
made high-speed DES-based encryptors to protect the digital ones.

59. (p. 118) AT&T developed DES and public-key-based encryption devices that
were subsequently applied to securing common channel interoffice signaling (My-
ers 1979).

60. (p. 121) As we will see later, this is no longer entirely true.

61. (p. 122) People often refer to high grade cryptographic systems as being “un-
exportable.” In fact, much of the best US cryptographic equipment—for exam-
ple, the KG-84, general purpose data encryptor—is sold to the governments
of NATO countries and other American allies and in some cases even “co-
manufactured” in foreign countries. Exports of equipment of this sort are gov-
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erned by individually approved export licenses and usually take place under the
Foreign Military Sales Program.

62. (p. 122) Precisely what the capabilities of intercept equipment are is hard to
tell. Under a deal between NSA and the Software Publisher’s Association, some
cryptographic systems with 40-bit keys could be rather freely exported by the
early 1990’s, when embodied in “mass market software.” Since computers could
already execute 240 instructions in an hour at that time, 40-bit keys did not rep-
resent very much security from a commercial viewpoint. On the other hand, it is
unlikely that intercept devices, which are comparable in price to high-end work-
stations, could do any better. Since decisions about intercept must be made not in
hours, but in fractions of a second, it is prudent to presume that NSA knew how
to break the ciphers in question with a workfactor substantially less than 240.

63. (p. 123) That the true mission of NSA’s export-control office is intelligence
and not administration is revealed by its organizational designation: G033 (later
changed to Z033) rather than Q or D—arguably a failure of operational security.

64. (p. 123) Aside from electronic funds transfers between banks, businesses use
telecommunications for a variety of other high value communications. Oil com-
panies routinely prospect at locations scattered around the world. Their analyses
of core samples and other data form the basis for bids on drilling rights. Bids by
multinational corporations on contracts distant from their headquarters require
communication of information that is sometimes valuable enough to affect the
company’s survival. Internal transfers of equipment and supplies, can rival actual
funds transfers in value.

Chapter 5: Law Enforcement

1. (p. 126) Fingerprints serve two related but distinct functions in police work:
identifying available people uniquely and identifying unavailable people via la-
tent fingerprints on objects at crime scenes. The former function was not new—
fingerprints impressed in clay had been used by the Babylonians for identifica-
tion of written tablets—but before fingerprinting Europeans used the Bertillion
system of body measurements. Fingerprints were an improvement both in being
more precise and in having a forensic as well as identificational function (Kelling
1991, p. 960).

2. (p. 128) Earlier stipendiary police, like bounty hunters and some sheriffs, were
paid at least in part through a share of collected fines—a mechanism whose cor-
rupting potential is obvious. In some measure this system has been reintroduced
via forfeiture laws that reward police departments, thought not their members
directly, with a share of the proceeds derived from selling property confiscated
from criminals.

3. (p. 128) The British scholar Sydney Fowler Wright (1929), commented that so
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great was the influence of the police over the magistrates’ courts that they had
come popularly to be called “police courts.”

4. (p. 128) The police commonly express the sentiment “We don’t make the laws,
we merely enforce them.” Although it is technically true that laws are made by
legislatures, the law-enforcement community exercises substantial influence over
the process. Not only do senior law-enforcement officials ranging from the assis-
tant directors of the FBI to the attorney general frequently testify before Congress
on pending bills; many bills are first seen by Congress and its staff in the form of
drafts prepared by law-enforcement agencies.

5. (p. 130) Even circumspect statements on a wiretapped phone can be quite use-
ful. Fat Ange Ruggerio of the Gambino crime family was not aware his phone
was being wiretapped when he told a colleague, “[I’m handling some] H.” The
FBI was listening, and agents photographed Ruggerio as he made deliveries to
three different drug traffickers (Blum 1993, p. 83).

6. (p. 130) Gravano read the government transcripts. He saw the strength of the
Federal case and learned that Gotti was angry with him for being too greedy
(Blum 1993, pp. 255–257 and pp. 317–318). Fearing that Gotti was developing
a strategy to blame him for various crimes, the underboss turned the tables, and
testified against Gotti (Blum 1993, pp. 319–326).

7. (p. 130) Although US agents learned of meetings, they never succeeded in
tracking Ames to one (Weiner et al. 1995, pp. 229–230, pp. 245–246).

8. (p. 131) A tap of this kind is often called a bug and not clearly distinguished
from a microphone listening to the room. Such devices are inexpensive and easy
to install. A radio bug built into an RJ11 “octopus plug” has been advertised in
Popular Electronics by a company called Seymore-Radix. Its price is about $30.

9. (p. 131) For a more detailed exploration of the ways a line can be tapped see
Dash et al. 1959 and Fitzgerald and Leopold 1987.

10. (p. 131) On his first visit to Democratic National Committee Headquarters
in the Watergate Building, James McCord succeeded in placing a bug in the phone
of the chair’s secretary. But this elicited very little useful information, so McCord
returned a few weeks later for a second—and fateful—try.

11. (p. 133) Apparently because the results were written down with a pen.

12. (p. 133) In Europe this has not been the case. Long-distance bills were instead
compiled by means of a tone-based message-unit system that did not reveal the
called number.

13. (p. 133) Signaling System 7 (SS7), introduced to support ISDN in the 1980s,
passes the identity of the called phone from switch to switch throughout the
whole length of the call.

14. (p. 133) Clifford Stoll (1989, p. 68) gives a dramatic account of such an ex-
ercise that took place as late as the mid 1980s.

15. (p. 133) Privacy blocking will prevent the ID information from being given to
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the receiving telephone but will not conceal it from either a telephone company
switch or private branch exchange attached to the network by a DS1 connection.

16. (p. 133) Analysis of billing information during their investigation of the 1993
bombing of the World Trade Center led the FBI from the initial suspect to his co-
conspirators (Mashberg 1993; Bernstein 1994). More recently, it has come to
light that after the 9/11 attacks the National Security Agency began receiving
billing information in vast quantities for similar purposes.

17. (p. 135) In the United States and Canada, 911 is the phone number for emer-
gency services: police, fire, and ambulance.

18. (p. 135) Another conspirator in the 1993 World Trade Center bombing, Eyad
Ismoil, was picked up through a matching of telephone records with airline man-
ifests; he was later convicted (McKinley 1995a).

19. (p. 135) Investigators also used photos from several days before the explo-
sion to prove that Timothy McVeigh was the “Robert D. Kling” who, on the af-
ternoon of April 17, 1995, in Junction City, Kansas, rented the Ryder truck used
in the bombing. Days and weeks after the bombing investigators meticulously
reconstructed McVeigh’s movements on April 17. Surveillance photos taken at a
McDonald’s about a mile from the Ryder agency showed McVeigh at the restau-
rant at 3:49 and 3:57 PM on that day. Shortly afterward, “Kling” rented the
truck. When prosecutors claimed that the McDonald’s photo was of McVeigh,
his lawyer did not dispute the point. The photo was taken several days before
there was any hint it would be useful in a criminal case—and then the evidence
was available when needed (Brooke 1997a).

20. (p. 136) For decades, state-issued drivers’ licenses have been de facto identity
cards in the US. Congress has until recently rejected the introduction of national
identity cards. Now it has changed its mind in a remarkably oblique manner. As
the New York Times put it, “What Congress [did] instead is to ram through a bill
that turns state-issued driver’s licenses into a kind of phony national identity card
through the mislabeled ‘Real ID’ provision. And in order to make absolutely sure
there’s no genuine debate, the sponsors have tied it to a crucial bill providing
funds for American troops in Iraq and Afghanistan” (New York Times 2005).
(The Real ID Act was introduced as HR 418, but was eventually attached to
the emergency Supplemental Appropriations Act for Defense, the Global War
on Terror, and Tsunami Relief 2005 (HR 1268).) The Real ID Act required that
beginning in 2008, state drivers licenses were to adhere to common machine-
readability standards determined by DHS. The licenses were to include name,
birth date, sex, ID number, a digital photograph, address—and the data had to
be verified with the federal government and other states before a driver’s license
could be issued. No longer would drivers be allowed to have more than one
license, which had been a common practice, for “snowbirds” who spent their
winters in Florida and their summers in northern climes, and only citizens and
legal residents would be permitted to have such licenses.
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21. (p. 137) The provisions were later extended to the other armed forces.

22. (p. 138) Other investigators have reached different conclusions (Burnham
1996, p. 218).

Chapter 6: Privacy: Protections and Threats

1. (p. 142) Article 17 1. No one shall be subjected to arbitrary or unlawful inter-
ference with his privacy, family, home or correspondence, nor to unlawful attacks
on his honour and reputation. 2. Everyone has the right to the protection of the
law against such interference or attacks (United Nations 1985, p. 149).

2. (p. 143) In East Germany clergymen and other religious workers were infor-
mants; siblings informed on one another, and there were even husbands who
informed on their wives (Kinzer 1992).

3. (p. 143) The main purpose of the Privacy Act of 1974 (Public Law 93-579)
was to ensure that federal records on individuals were accurate, timely, complete,
and relevant (US-PPSC 1977, p. 17).

4. (p. 145) The term “Secretary of State” must have designated an office more
like that of the secretary of state of California (whose duties include certifying
election returns) than like that of the US secretary of state, whose position in
Britain is called “foreign secretary.”

5. (p. 145) “You will know from whom this comes without a signature: the omis-
sion of which as rendered almost by the curiosity of the post office. Indeed a pe-
riod is now approaching during which I shall discontinue writing letters as much
as possible, knowing every snare will be used to get hold of what may be per-
verted in the eyes of the public.” (Thomas Jefferson, in a letter to James Thomas
Callender, October 6, 1799; see Jefferson, Works, Federal Edition, Vol. 9, p. 488).

6. (p. 145) From one post office per forty-three thousand inhabitants in 1790, the
US postal system had grown to one post office per slightly over one thousand in
1840 (Ellis, p. 51). “There is an astonishing circulation of letters and newspapers
among these savage woods,” wrote Alexis de Tocqueville in 1831 (deTocqueville,
p. 283).

7. (p. 145) The complaints centered on theft rather than lack of confidentiality.

8. (p. 146) Mail from prisoners of war, and between the Union and the Confeder-
acy, was a different matter; it was routinely opened and censored (Scheele 1970,
p. 88).

9. (p. 146) Wiretapping appears to have been rare.

10. (p. 147) See, e.g., State v. Litchfield 58 Me. 267 (1870), National Bank v.
National Bank 7 W. Va. 544 (1874), United States v. Babcock 3 Dill 567 (1880),
United States v. Hunter 15 Fed. 712 (1882), Ex Parte Jaynes 70 Cal. 638 (1886),
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Re Storrer 63 Fed. 564 (1894), Western Union Telegraph Co. v. Bierhaus 8 Ind.
App. 563 (1894), as reported in (Seipp 1977, p. 59).

11. (p. 148) In fact, people felt more secure than was justified. Confidence in the
sanctity of first class mail was so great that most people were unaware that there
were legal circumstances under which it could be opened.

12. (p. 150) Under the Fourteenth Amendment the citizens are protected from
intrusions by the states.

13. (p. 152) Specifically, the court held that, “Where, as here, the Government
uses a device that is not in general public use, to explore details of a private
home that would previously have been unknowable without physical intrusion,
the surveillance is a Fourth Amendment ‘search,’ and is presumptively unreason-
able without a warrant.” (Kyllo, p. 38).

14. (p. 153) Bork was a candidate for the Supreme Court. During his confirma-
tion hearings, the press reported his video-rental habits, which tended to run to
Hitchcock and Cary Grant.

15. (p. 154) For example, the Social Security Administration matches its Supple-
mental Security Income Benefit with the Internal Revenue Service’s tax data so as
to avoid paying duplicate benefits (USGAO 1990, p. 24)

16. (p. 154) PL 93-579.

17. (p. 154) Under the Privacy Act, there continue to be notices in the Federal
Register about federal systems of records, so it is theoretically possible to gather
the aggregate information. In practice, such counts are likely to be inaccurate.

18. (p. 155) In 1900 there were about two-billion people and no database of
two-billion items. Today many people could store the names of the world’s six-
billion people on the multi-hundred gigabyte disks of their laptops and laptops
will surely have the capacity to store full dossiers on everyone long before a
database of such dossiers is collected.

19. (p. 156) Thus, for example, the doings of the Mississippi Sovereignty Com-
mission, in which, the state, from 1956 to 1977, authorized spying, harassment
and intimidation of civil-rights workers in order to delay or halt desegregation,
only became public in 1998 (Kettle 1998).

20. (p. 156) Act of June 18, 1929, ch. 28, sec., 11, 46 Stat. 25.

21. (p. 157) Thomas Clark, who later became US Attorney General, was assigned
to the Western Command. He recalled that a Census Bureau member had shown
him files detailing exactly where Japanese-Americans lived (reported in (Oka-
mura 1981, pp. 112–113)).

22. (p. 157) Postal workers are permitted to open first-class mail, but only with
the explicit permission of the addressee or if the employee is trying to determine
an address to which to send the mail (39 U.S.C. 3623(d)). Otherwise, a warrant
is needed; that has been US law since at least 1878 (Ex Parte Jackson, 96 US 727,
1878, p. 733).
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23. (p. 158) See Chapter 2 of Charns 1992, for a fuller discussion of this incident.

24. (p. 159) “Evidence indicates that the FBI did not believe that the Communist
Party [constituted] as serious a threat as it had in the 1940s” (USSR 94 Intelli-
gence Activities: Rights of Americans, p. 66).

25. (p. 159) These are from the following FBI memos: Memo from FBI Head-
quarters to New York Field Office, July 11, 1960; Memo from FBI Headquarters
to New York Field Office, December 16, 1960; Memo from FBI headquarters to
New York Field Office, November 3, 1961, as reported in (USSR 94 Intelligence
Activities: Staff Reports, pp. 363–364).

26. (p. 159) $42,500 for disruption activities by the FBI, $96,500 for surrepti-
tious entries by the FBI, and $125,000 for the FBI’s use of informants (Socialist
Workers Party v. Attorney General of the United States, 73 Civ. 3160, 1986).

27. (p. 161) The justification was “Martin Luther King, Jr., head of the Southern
Christian Leadership Conference (SCLC), an organization set up to promote in-
tegration which we are investigating to determine the extent of Communist Party
(CP) influence on King and the SCLC, plans to attend and possibly may indulge
in a hunger fast as a means of protest.” (Sullivan 1964)

28. (p. 161) The memo is reproduced on p. 713 of USSH 94 Intelligence Activi-
ties: Huston Plan.

29. (p. 161) In a letter from the FBI to Vice President Agnew, Ralph Abernathy,
President of the SCLC, is characterized as a man “who, although he advocates
nonviolence, has invited violence by some of his statements.” (USSH 94 Intelli-
gence Activities: FBI, p. 494, Exhibit 38-3.) In 1970 the FBI forwarded informa-
tion on Abernathy’s private life to Vice President Agnew. The Church Committee
hearing exhibits include a letter the FBI [signature blanked out] to the Vice Pres-
ident, “. . . In response to your request, there is attached information regarding
. . . Ralph David Abernathy . . . The material also includes information about [his
private life] (sic) . . .” Exhibit 38-3, in (USSH 94 Intelligence Activities: FBI, p.
494).

30. (p. 162) Bond, a Georgia state legislator, and Jackson, executive director of
SCLC Operation Breadbasket, were active in the civil rights movement. Baez and
Guthrie (son of the legendary Woody Guthrie) were folk singers, Coffin, chaplain
at Yale, Spock, a physician and the author of the well-known Baby and Child
Care, that had been the bible of American parents in the post-war years, were
all active in the anti-war movement. Stevenson made it into the files because of
his association with Jackson (O’Brien 1971, p. 127). Mikva, a member of the
House active in the anti-war movement, said that he learned from Senator John
Tunney “how I became eligible for the files. Jesse Jackson is a constituent of mine;
Adlai Stevenson is a friend of mine; and my wife used to work for the American
Civil Liberties Union.” (Mikva 1971, p. 130). Ralph Stein, formerly with US
Army, Counterintelligence, in (Stein 1971, p. 266) told of the surveillance of
Baez, Bond, Coffin, Guthrie, Jackson, King, and Spock. Stein did not mention
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Mikva or Stevenson, but Mikva testified to the existence of Army surveillance
files on both, as did O’Brien. (Mikva 1971, p. 136; O’Brien 1971, p. 120 and p.
127)

31. (p. 163) This included Lloyd Norman, a Newsweek reporter writing on US
military plans in Germany, and Hanson Baldwin, a New York Times reporter and
military historian who had written on Soviet missile sites (USSR 94 Intelligence
Activities: Rights of Americans, p. 63).

32. (p. 163) During Johnson’s administration Attorney General Nicholas deB.
Katzenbach had wrested control of electronic surveillance back from the FBI and
imposed certain limitations on its use (USSR 94 Intelligence Activities: Rights of
Americans, p. 105).

33. (p. 163) As he signed the bill, Johnson said: “Title III of this legislation deals
with wiretapping and eavesdropping.
My views on this subject are clear. In a special message to Congress in 1967 and
again this year, I called—in the Right to Privacy Act—for an end to the bugging
and snooping that invade the privacy of citizens.
I urged that the Congress outlaw ‘all wiretapping and electronic eavesdropping,
public and private, wherever and whenever it occurs.’ The only exceptions would
be those instances where ‘the security of the Nation itself was at stake—and then
only under the strictest safeguards.’
In the bill I sign today, Congress has moved part of the way by

— banning all wiretapping and eavesdropping by private parties;

— prohibiting the sale and distribution of ‘listening-in’ devices in interstate
commerce.

But the Congress, in my judgement, has taken an unwise and potentially dan-
gerous step by sanctioning eavesdropping and wiretapping by Federal, State, and
local law officials in an almost unlimited variety of situations.
If we are very careful and cautious in our planning, these legislative provisions
could result in producing a nation of snoopers bending through the keyholes of
the homes and offices of America, spying on our neighbors. No conversation in
the sanctity of the bedroom or relayed over a copper telephone wire would be
free of eavesdropping by those who say they want to ferret out crime.” [Johnson
1968]

34. (p. 164) Attorney General Edward Levi later wrote Kraft that the FBI’s file
“did not indicate that [Kraft’s] activities posed any risk to the national interest”
(Pincus 1976).

35. (p. 165) “This demonstration could possibly attract the largest number of
demonstrators ever to assemble in Washington, D.C. The large number is cause
for major concern should violence of any type break out. It is necessary for this
Bureau to keep abreast of events as they occur, and we feel in this instance ad-
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vance knowledge of plans . . . would be most advantageous to our coverage and
the safety of individuals and property.” (Hoover 1969b)

36. (p. 165) These included Columbia University’s Mathematics and Science Li-
brary, the New York Public Library, the Lockwood Memorial Library at the
State University of New York at Buffalo, the Courant Institute of Mathemati-
cal Sciences Library, the University of Maryland at College Park Engineering and
Physical Sciences Library, the University of Houston Library, and the Engineering
and Mathematical Sciences Library at the University of California at Los Angeles
(Foerstal 1991, pp. 54–69).

37. (p. 166) The Foreign Agents Registration Ac (22 U.S.C. 611 et. seq.) was
passed in 1938 in response to Nazi propagandists working to influence the US
government and the public. The law requires those in pay of a foreign government
seeking to sway US public opinion through engaging in political activities, acting
in a public relations role, soliciting or distributing items of value for a foreign
principal, or representing the foreign principal to a member of the US government
to register with the Foreign Agent Registration Unit within the Criminal Division
of the US Department of Justice.

38. (p. 168) Two of the eight, Khader Hamide and Michael Shehadeh, were per-
manent residents and thus were charged with being associated with a group that
advocated destruction of property, a deportable offense for non-citizens; the oth-
ers were charged with “technical” violations of their visas (ibid., p. 35).

39. (p. 168) One member of the case was finally granted his petition for citizen-
ship in 2006 (Caldwell).

40. (p. 168) The Uniting and Strengthening America by Providing Appropriate
Tools Required to Intercept and Obstruct Terrorism Act of 2001 (Public Law
107-56); see chapter 11 for a discussion of the Act.

41. (p. 168) See chapter 5 for a discussion of the Real ID Act.

42. (p. 169) Despite repeated warnings from the General Accounting Office,
these browsings continued. There were 449 unauthorized file searches in 1994,
774 in 1995, 797 in 1996 (USGAO 1997; Richardson 1997).

43. (p. 169) During the investigation of the “sugar lobby” in 1962, ten phone
lines of a Washington law firm were wiretapped. Several advisors to Martin
Luther King who were lawyers were wiretapped (USSR 94 Intelligence Activi-
ties: Staff Reports, p. 340).

Chapter 7: Wiretapping

1. (p. 173) “Eavesdrop” does not, as it might appear, mean to hang from the
eaves and listen to what is going on in an adjacent room. The eavesdrop is the
area within the eaves of a house, what we would today call, the footprint of the
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house, and to eavesdrop is to trespass within the eavesdrop in order to look or
listen.

2. (p. 175) In 1998 it was revealed that the Los Angeles Police Department had
routinely used information gleaned from ongoing—and legal—wiretaps to open
new investigations in which, in direct contravention of the law, suspects were
never informed of the role that wiretaps had played in their case, even during
trial (Krikorian 1998).

3. (p. 177) “General Stuart was always accompanied by his own telegraph oper-
ator, who had no difficulty in connecting his portable instrument at any point
of the wires, and could thus read off and reply to the messages in transitu.
One of these on the occasion in question, was addressed to the Quartermaster-
General, who had just sent off to the Federal army a large number of mules, all
of which had fallen into the hands of Stuart. Accordingly, the following message
was despatched [sic] to this official :—“I am much satisfied with the transport of
mules lately sent, which I have taken possession of, and ask you to send me soon
a new supply.—J.E.B. Stuart.”(von Borcke, p. 168).

4. (p. 182) Hoover went to extraordinary lengths to hide the wiretap logs as well
as records that would reveal wiretapping had occurred; the FBI Director even
hid the name of the filing system in which wiretap records were stored. After the
Coplon case, wiretap information went into the “June” files, June being Hoover’s
codeword for “Top Secret.” See Theoharis and Cox 1988, pp. 256–261 for a
discussion of Hoover’s methods.

5. (p. 184) For many years stories circulated that before Hoover’s annual testi-
mony to Congress the FBI Director had wiretaps removed, and then had the taps
reinstated afterwards. This way Hoover could minimize the number of active
wiretaps reported to Congress. The Church Committee carefully examined the
number of wiretaps for the dates in question and concluded this story was apoc-
ryphal (USSR 94 Intelligence Activities: Staff Reports, p. 302).

6. (p. 185) He certainly had no objection to doing so when the president made
such requests (FBI 1975a; USSR 94 Intelligence Activities: Staff Reports, p. 313–
314).

7. (p. 185) The wiretapped justices include Hugo Black, Stanley Reed, William
O. Douglas, Abe Fortas, and Potter Stewart (Charns 1992, pp. 17, 25, 87);
(Hoover 1970).

8. (p. 194) The Judiciary Committee Report on the act said that “each offense
was chosen because it was intrinsically serious or because it is characteristic of
the operations of organized crime,” (USSR 90-1097 Omnibus Safe Streets and
Crime Control, p. 97) and that “the last provision [interstate transport of stolen
goods] is included to make it possible to strike at organized crime fencing” (USSR
90-1097 Omnibus Safe Streets and Crime Control, p. 98).

9. (p. 194) In an emergency, a wiretap may be placed without a warrant; how-
ever, if a warrant is not obtained within 48 hours, the information produced
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—like any electronic communication intercepted in violation of Title III—may
not be received in evidence or even divulged (Omnibus Crime Control Act 1968
§515).

10. (p. 194) The fax and computer provisions were added by the Electronic Com-
munications Privacy Act.

11. (p. 194) The stringent requirements for obtaining a wiretap order do not,
however, mean that such surveillance may only be done as a “last resort.” (United
States v. David Smith. 893 F. 2nd 1573 (9th cir. 1990))

12. (p. 194) This requirement was codified in a supplementary law enacted in
1970 (Omnibus Crime Control and Safe Streets Act §2518(4)).

13. (p. 197) Aside from Morton Halperin, there were:

• National Security Council members Helmut Sonnenfeldt, Daniel David-
son, Richard Sneider, Winston Lord, and Tony Lake;

• State Department members Richard Pedersen and Richard Moose, Ambas-
sador William Sullivan;

• Department of Defense member Colonel Robert Pursley;

• White House staff John Sears, William Safire, and James McLane, and;

• correspondents Henry Brandon (London Sunday Times), Hedrick Smith
(New York Times), and Marvin Kalb (CBS News).

14. (p. 197) The Post began to publish the papers after the Times was served
with an injunction barring publication.

15. (p. 198) Ellsberg had also been picked up on the Halperin wiretaps; during
the 21 months, Ellsberg had been overheard on 15 occasions (Hersh 1983, p.
325). Halperin was circumspect in his conversation, but Ellsberg was not; he
talked about taking “trips” and carrying “stuff” to a friend’s house—clear allu-
sions to drugs. The wiretap transcripts, including these comments, went to the
White House.

When Ellsberg’s role in leaking the Pentagon Papers was discovered, Kissinger,
who had earlier hired Ellsberg as a consultant to the National Security Council,
tried to distance himself from the leaker. He disparaged Ellsberg to the presi-
dent by calling him a drug abuser. When Nixon queried Kissinger about this, the
National Security Advisor replied “There is no doubt about it.” (Hersh 1983,
p. 384) Thus we see the insidiousness of wiretaps; the Halperin-Ellsberg wire-
tapped conversations, which had never showed any evidence of national-security
leaks (ibid., p. 397), were forwarded to the White House, where the private dis-
cussions between two colleagues became ammunition for character assassination
and worse.

16. (p. 202) The Church Committee observed that certain types of surveillance
carried out by the intelligence agencies had been illegal at the time (USSR 94 Intel-
ligence Activities: Rights of Americans, pp. 12–13). The members recommended
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legislation to regulate “domestic security activities of the Federal Government”
(ibid., p. 295).

17. (p. 202) Recommendation 6.—The CIA should not conduct electronic sur-
veillance, unauthorized entry, or mail opening within the United States for any
purpose (USSR 94 Intelligence Activities: Rights of Americans, p. 302).

18. (p. 202) Recommendation 15.—NSA should take all practicable measures
consistent with its foreign intelligence mission to eliminate or minimize the in-
terception, selection, and monitoring of communications of Americans from the
foreign communications.

Recommendation 16.—NSA should not be permitted to select for monitoring
any communication to, from, or about an American without his consent, ex-
cept for the purpose of obtaining information about hostile foreign intelligence
or terrorist activities, and then only if a warrant approving such monitoring is
obtained in accordance with procedures similar to those contained in Title III of
the Omnibus Crime Control and Safe Streets Act of 1968 (USSR 94 Intelligence
Activities: Rights of Americans, p. 309).

19. (p. 202) Recommendation 52.—All non-consensual electronic surveillance
should be conducted to judicial warrants issued under authority of Title III of
the Omnibus Crime Control and Safe Streets Act of 1968.

The Act should be amended to provide, with respect to electronic surveillance
of foreigners in the United States, that a warrant may issue if:

(a) There is probable cause that the target is an officer, employee, or conscious
agent of a foreign power.

(b) The Attorney General has certified that the surveillance is likely to reveal
information necessary to the protection of the nation against actual or potential
attack or other hostile acts of force of a foreign power; to obtain foreign intelli-
gence deemed essential to the security of the United States; or to protect national
security information against hostile foreign intelligence activity.

(c) With respect to any such electronic surveillance, the judge should adopt
procedures to minimize the acquisition and retention of non-foreign intelligence
information about Americans.

(d) Such electronic surveillance should be exempt from the disclosure require-
ments of Title III of the 1968 Act as to foreigners generally and as to Americans if
they are involved in hostile foreign intelligence activity (except where disclosure
is called for in connection with the defense in the case of criminal prosecution)
(USSR 94 Intelligence Activities: Rights of Americans, pp. 327–328).

20. (p. 202) For the purposes of FISA, a “United States person” is a citizen, a
permanent resident alien, a group of such people, or a US corporation.

21. (p. 202) There are two exceptions to this rule. After a declaration of war,
the president, through the attorney general, can authorize a wiretap for foreign
intelligence purposes for up to 15 days without a court order. A court order is
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also unnecessary if communications are exclusively between foreign powers or
involve intelligence other than spoken communications from a location under
the exclusive control of a foreign power.

22. (p. 202) Originally there were seven judges on the FISA Court, but the USA
PATRIOT Act increased the number to eleven.

23. (p. 203) An approved application may result in several wiretap orders, since
the target may be using several communication devices.

Chapter 8: Communications in the 1990s

1. (p. 205) This was the best-case scenario; the worst-case showed no access to
intercepted communications by 1995 (Advanced Telephony Unit 1992).

2. (p. 206) In 1994 the US Telephone Association estimated that the costs for
call forwarding information alone would come to as much as $1.8 billion (Neel
1994b, p. 101). New equipment and software for wiretapping were estimated to
be another $450 million (Neel 1994a, p. 60).

3. (p. 206) In particular, by 1991 virtually all mid-size and large companies were
using PBXs, with more than 25 million lines (NTIA 1992).

4. (p. 207) “Everything considered, would you say that you approve or disap-
prove of wiretapping?” In 1994 76% of Americans said they disapprove (USDoJ
1994b, p. 173).

5. (p. 207) All the missing reports occurred in state electronic surveillance cases.

6. (p. 207) In the case of multiple crimes, the Wiretap Report lists only the most
serious crime as the reason for the order.

7. (p. 207) Since a case takes several years to wend its way through the courts,
convictions are usually reported several years later.

8. (p. 208) 355 F. Supp. 523, 542 (S.D. Calif. 1971), cited in Schwartz 1974, p.
194.

9. (p. 208) The case involved bid-rigging in the window-replacement industry.
Lawyer Benjamin Brafman argued that his client had been entrapped, “Others
on the tapes would refer to my client as ‘the kid.’ ” The defendant was acquitted
(Marks 1995).

10. (p. 209) “In attacking Mr. Fortier today, the defense played recordings of a
series of his telephone conversations that were wiretapped by Federal agents in
the weeks immediately after the bombing, when Mr. Fortier himself was consid-
ered a possible suspect. In those recordings, turned over to the defense as part of a
pretrial process, he boasted that he could mislead Federal agents and make a mil-
lion dollars through book rights from his connection to Mr. McVeigh.” (Brooke
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1997b) Fortier was the lead witness against McVeigh, who was charged with
bombing the federal building in Oklahoma City.

11. (p. 210) Elimination of supplies from one area leads to increased cultivation
elsewhere (Reuter 1985, pp. 90–93). Increased law enforcement in northern Cal-
ifornia led to marijuana growing shifting to Kentucky (Kleiman 1993, p. 284).
The success of the “French Connection” case caused a significant reduction in
the flow of heroin into the United States from Turkey but within three years this
was replaced by heroin from Mexico and Southeast Asia (Moore 1990, p. 136).
When US efforts eliminated Mexican marijuana, the drug was replaced almost
instantly by hemp from Colombia that turned out to be significantly more potent
than the Central American variety (Reuter 1985, pp. 91–92).

Simple arithmetic makes clear an additional reason for the failure of interdic-
tion: drugs that are valued at $2000 per pound where they are grown end up
costing well over $100,000 per pound on American streets (Rydell 1994, p. 11).
The profit margin is sufficiently high and the demand by addicts sufficiently in-
elastic that seizures have little effect on the commerce in drugs.

12. (p. 211) This is to achieve a 1% reduction in current annual consumption
(Rydell, p. xiii). Treating all heavy users once each year would reduce US con-
sumption of cocaine by half in fifteen years and by less than half in earlier years
(Rydell, p. xix).

13. (p. 211) Over the years, FBI Directors and Attorneys General have been elo-
quent in their appeals for electronic surveillance.

“I dare say that the most violent critic of the FBI would urge the use of wire
tapping techniques if his child were kidnapped, and held in custody.” [Hoover
1950, p. 230]
“[E]very Attorney General over the last twenty-two years has favored and
authorized wire tapping by Federal officials in security cases and other
heinous crimes such as kidnapping. . . .” Attorney General Herbert Brownell,
in [Brownell 1954a, p. 201]
“By way of background, telecommunications systems and networks are of-
ten used to further organized crime, racketeering, extortion, kidnapping . . .”
Assistant Attorney General Lee Rawls to Speaker of the House Thomas Fo-
ley in 1992 [Rawls 1992]
“Wiretapping is used in the most important life and death cases—terrorism,
espionage, drug trafficking, organized crime, kidnapping, and a variety of
other crimes” FBI Director Louis Freeh, testifying to Congress in hearings
on the digital telephony bill [USS 103b, p. 6]
Freeh was speaking of digital telephony and wiretapping when he told the
committee, “I sat last week with Polly Klaas’ father [Polly Klaas was the
victim of a kidnapper], who came from California to talk to me, and he said
to me, ‘Mr. Freeh, the FBI did everything in that case to find my little girl.’ I
do not want to be in a position where I am going to tell some father I could
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not do everything I would normally do because I could not get the access
that I have today.” [USS 103b, p. 13]

In fact, as the Director well knew, wiretapping would not have prevented Klaas’s
murder.

14. (p. 211) Approximately at the time that the FBI began its hard push on
CALEA, the use of electronic surveillance in kidnapping cases saw a sharp in-
crease. During the period 1968–1993, there were a total of 69 court orders for
electronic surveillance. In 1994 the number jumped to 11 kidnapping cases using
electronic surveillance and in 1995 to 25. Much is heard about how carefully
the courts review electronic surveillance applications but it is striking to note
that of the 11 court orders in kidnapping cases, there were 2 surveillances that
were never installed and two that were installed but yielded no incriminating in-
tercepts. Furthermore, 2 of the kidnapping cases (one of which did not have an
intercept installed) were related to other cases investigated through wiretaps.

The 1995 kidnapping cases show the same pattern: 1 intercept was not in-
stalled, 10 had no incriminating intercepts and 2 of the cases (1 installed, 1 not)
were related to gambling cases already being investigated through wiretaps. Thus
of the 25 so-called kidnapping electronic surveillances, at most 13 yielded any in-
formation in a kidnapping case. Installed surveillances that yield no incriminating
intercepts are rare, and the kidnapping cases before 1994 do not show this pat-
tern.

15. (p. 211) According to the FBI, the precise numbers are 1990:624; 1991:481;
1992:495; 1993:401; 1994:418 (Source: Michael Kortan, Unit Chief, FBI Na-
tional Press Office, private communication to Susan Landau, August 7, 1995).

16. (p. 211) This is an area in which improvements in telecommunications have
made investigation easier and kidnappers’ lives riskier. The familiar process of
trying to keep the caller talking long enough that the line can be traced is often
made unnecessary by caller-ID mechanisms that reveal the calling number im-
mediately. When this is coupled with 911 databases that give police information
about the locations of phone numbers, it means that even a kidnapper who calls
from a phone booth must talk fast and leave quickly.

17. (p. 211) Administrative Office of the United States Courts, Wiretap Report,
Government Printing Office, Washington, DC, for the years 1988–2005.

18. (p. 212) Source: private conversation between Landau and Iglehart, January
16, 1997.

19. (p. 212) The Los Angeles police had been engaging in ‘hand-offs,’ in which
the first set of investigators, when they discover illegal activity from a wiretap,
pass the information on to a new set of investigators without revealing the source.
The second set of officers then establish probable cause in order to obtain a new
wiretap warrant. In this procedure, the accused would not be informed that their
case originally developed from wiretapped information (NYT 1998a). When this
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practice was uncovered in 1998, the Los Angeles Police Department (LAPD) said
it would adopt an interim policy of notifying defendants if their cases involved
wiretaps (NYT 1998a).

20. (p. 212) The Administrative Office of the US Courts releases annual reports
on wiretaps. In late spring of each year, data become available on the electronic
surveillances of the previous year (except for those still in use) as well as new
information on previous surveillances. It typically takes about four years for cases
involving wiretaps to wend their way through the court system; thus we have
picked 1988 as a year to study, since that leaves a sufficiently long window.

21. (p. 213) The Wiretap Reports show arrests through 1996 in cases involving
wiretapping investigations in 1988. After 1996, there were no additional arrests
or new court cases.

22. (p. 213) These statistics are based on the raw data provided in the 1994 Wire-
tap Report. Although the “Reports by Judges on Court Authorized Intercepts”
are supposed to be exact data, some of the reports appear instead to be estimates
(presumably supplied by the prosecutors). For example, on pages A36–A37, cases
AO 471*, 472*, 473*, and 474*, list 2000, 1500, 300, and 1000 intercepts and
100, 300, 200, and 200 incriminating intercepts respectively. This seems unlikely.
On pages A38–A39, AO 475* lists 2000 intercepts, of which 500 are recorded
as being incriminating. Similarly, on pages A90–A91, cases AO 13, 14 and 15
list 6200, 1200, and 200 intercepts, and 180, 80, and 60 incriminating intercepts
respectively. There are a number of other such anomalous figures in the 1994
Wiretap Report.

23. (p. 213) For this statistic, we are including court authorizations that are
solely for wiretaps and not for combination wiretap and electronic bug surveil-
lance.

24. (p. 215) (Public Law 106-197), Continued Reporting of Intercepted Wire,
Oral, and Electronic Communications Act.

25. (p. 215) One possibility is that encoding mechanisms that would not be
though of as cryptography by security professionals have been reported as such.
This would seem more plausible, however, if law enforcement were reporting
that it had had difficulty with encryption rather than that it had not. If a data-
compression encoding, for example, had been mistaken for encryption but sub-
sequently unscrambled, the initial misunderstanding should not have found its
way into the subsequent report. Perhaps, the encryption in question has been
done by hand rather than by machine—emails or phone calls containing code
words for activities. Another possibility is that the commercially available en-
cryption tools are poorly implemented and permit the plaintext to be recovered
without confronting the encryption directly. When encryption is used to protect
files on disks, great care is needed to avoid leaving accidental plaintext copies
unexpunged. Using encrypted email, it is possible to encrypt the message to some
addressees and fail to encrypt those to others.
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The most interesting possibility is that there is an unadvertised law-enforce-
ment program for dealing with encrypted communications. This might take sev-
eral forms. Secure telephony can always be bypassed by installing bugs in or
near the telephone or on the line near the telephone. Both original research and
scrutiny of government programs (Kuhn) have shown that interception of com-
promising emanations, particularly by active techniques, is a richer field than is
generally imagined. Similarly, the use of encrypted email can frequently be by-
passed by installation of spyware, keyboard loggers, and local packet sniffers.

Carrying this speculation a step further, it is possible that the available tools
have been compromised either in individual instances or en masse. Even where
security products are open-source, adequate security evaluations are difficult to
conduct initially and difficult to maintain as the products evolve. Typical users
“upgrade” their software when upgrades or packages are offered, without even
thinking of the possibility that they may have been targeted for a Trojan horse.

26. (p. 216) Table 6 in the appropriate Wiretap Report. In using the summary
tables of the Wiretap Reports one loses specificity; the numbers cited are the
sum of all surveillances (phone, electronic, and combination) that are not purely
microphone.

27. (p. 216) Annual Department of Justice letter to the Chair of the House Judi-
ciary Committee, as reported in (Burnham 1996, p. 159).

28. (p. 216) Most calls, regardless of distance, now “arrive” with indication of
the calling number. This information is often blocked from going to the subscriber
but it is available to the local telephone switch and thus to law enforcement.

29. (p. 216) At the time of Foster’s death, Clinton’s friends and advisors had been
scattered across the continent. Had they instead been down the hallway, these
conversations—five-minute discussions—might have disappeared into dust. But
with hard records of when phone conversations took place, political Washington
drew all sorts of conclusions.

30. (p. 216) An exception occurs if there is an emergency; in that case, a court
order authorizing the tap must be approved within 48 hours, or all oral and wire
communications intercepted in violation of Title III cannot be used in evidence—
or even divulged (Omnibus Crime Control and Safe Streets Act, §2515).

31. (p. 217) Source: private conversation between Diffie and Charney, 1975.

32. (p. 217) One possibility is to relax the minimization requirement but increase
the reporting requirement by requiring recording of all conversation on a tapped
line and making the entire body of material available to the wiretap victims at the
close of the investigation, whether or not that investigation leads to a prosecution.

33. (p. 218) Source: private conversation between Diffie and Charney, 1975.

34. (p. 219) Communications Assistance for Law Enforcement Act, Public Law
103-414.
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35. (p. 220) One such example is Freeh’s reference to the Tina Isa murder (Bryant
1993), which had been recorded by an FBI bug—not wiretap.

36. (p. 220) “Coincidentally, Director Freeh, with your testimony today the Phila-
delphia Inquirer has a major story on ‘FBI Nets Stanfa in Mob Sweep,’ and the
subheadline is ‘FBI’s Rich Harvest is a Tale of the Tape,’ which could not come
at a more opportune time to underscore the kind of need of which you are testi-
fying,” Specter said (USSH 103 Digital Telephony, p. 46).

But the Stanfa case is described in detail in several newspaper articles and the
surveillance used is microphone bugs, including one planted in Stanfa’s lawyer’s
office in Camden, New Jersey (Anastasia 1994; Hinds 1994). The case corre-
sponds to AO number 230 in the 1993 Wiretap Report; the surveillance is ex-
plicitly listed as a microphone bug.

37. (p. 220) CALEA applied only to telecommunications carriers and did not af-
fect companies supplying information services, including electronic mail, and In-
ternet services.

38. (p. 220) This includes not only wiretaps but also dialing and signaling infor-
mation, including “redirection numbers” (call forwarding, call transfers) and call
attempts (including unanswered calls).

39. (p. 221) The FBI did not release information indicating which geographic ar-
eas corresponded to which categories.

40. (p. 222) Of course, in 1968, you could not typically trace a call in less than
several minutes. Furthermore, tracing a call only tells you the calling phone num-
ber. The location of the phone is now available to law enforcement from the
databases constructed to support the 911 service but these did not exist in 1968.

41. (p. 222) “The proposed legislation does not seek to expand the current laws.”
(Freeh 1994b, p. 29)

42. (p. 222) The growth factor varies depending on whether the number is “ac-
tual” or “maximal” and whether the interception is for wired or wireless com-
munications. For “actual” wired communications the growth factor is 1.259, for
“actual” wireless is 1.707, for “maximal” wired communications is 1.303, and
for “maximal” wired communications is 1.621 (FBI 1997b).

43. (p. 222) “Actual” means the number of simultaneous communications inter-
cepts, pen registers, and trap-and-trace devices, that the Attorney General antici-
pates will be simultaneously conducted in 1998, “maximal” means the maximum
number (FBI 1997b).

44. (p. 223) The funding was approved in the “Omnibus Consolidated Appro-
priations Act,” and it provided for funding through a combination of money
supplied by various intelligence agencies, as well as $60 million in direct funding.
An additional $12 million was provided through unspent Department of Justice
funds.
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45. (p. 223) Antiterrorism and Effective Death Penalty Act, Public Law 104-132.
This added subsection (f) to Title 18, §2703.

46. (p. 223) The 1996 Antiterrorist and Effective Death Penalty Act (PL 104-32)
empowered the Attorney General to determine whether a group constituted a
foreign terrorist group and made this designation immune to subsequent judicial
review.

47. (p. 224) Some of the evidence was merely circumstantial, as when demonstra-
tors, who used only a telephone to communicate the particulars, appeared at a
march or rally and discovered a police presence, or when members of the govern-
ment knew about tactics that union officials had decided on a short time earlier
(Fitzgerald and Leopold 1987, pp. 27–28). But the ubiquity of such wiretapping
was confirmed by the General Treasurer of the Post Office Engineering Union—
until 1980 the British Post Office ran the telephone system—who in 1980 said
there was much evidence to confirm that the Security Services monitored the calls
of union officials during work actions (ibid., p. 29). The activities that have come
to light occurred before 1985, when Britain codified the procedure for obtaining
a wiretap. However, the British green movement, whose most disruptive tactics
consist of blocking road-building projects, has been investigated by the Anti-
Terrorist Squad. Like labor activists before them, environmental protesters have
found police waiting for them at demonstrations whose venues had been relayed
only by telephone (Monbiot 1996).

48. (p. 224) In preparing for the discrimination case, the Chief Constable had
wiretaps put on the Assistant Chief Constable’s private and work phone lines
(the private line being at work but a private line). The case went to the European
Court of Human Rights, which ruled, “The Court, bearing in mind that the in-
terception of calls made by Ms. Halford on her office telephones at Merseyside
police headquarters, not subject to any regulation by domestic law, appears to
have been carried out by the police with the primary purpose of gathering ma-
terial to be used against her in sex-discrimination proceedings” Halford v. The
United Kingdom—20605/92 [1997] ECHR 32 (25 June 1997) and awarded the
ten thousand pounds in damages plus twenty-five thousand pounds in costs. The
more important aspect of this decision was that it brought attention to the lack
of codes of practice for police wiretapping (Donohue, p. 1167). The result, how-
ever, was most disturbing. Instead of establishing safeguards as required by the
European Convention on Human Rights, the government used the opportunity
to expand police wiretapping powers (Donohue, p. 1167–1168).

49. (p. 224) It was only in 1985, in response to a European Court ruling that ob-
jected to the lack of a clear warrant procedure for wiretaps, that Britain adopted
wiretap legislation. Before that wiretaps proceeded through a combination of
warrants, executive orders, and even informal requests.

Malone challenged the legality of the wiretap, arguing that (i) telephone users
had privacy rights, (ii) the wiretapping violated the European Convention on
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Human Rights, and (iii) in the absence of a specific wiretap law, the interception
was illegal (Fitzgerald and Leopold 1987, pp. 134–135). The British High Court
rejected Malone’s arguments but the European Convention on Human Rights,
after determining the case was admissible, referred it to the European Court on
Human Rights, whose rulings can require governments to correct deficiencies in
the law. The European Court ruled that under British wiretap law “it cannot be
said with any reasonable certainty what elements of the powers to intercept are
incorporated in legal rules and what elements remain within the discretion of
the executive . . . the minimum degree of legal protection to which citizens are
entitled under the rule of law in a democratic society is lacking. . . .” (Bailey et al.
1991, p. 803)

Current British wiretap law is significantly less specific than US law govern-
ing wiretaps and permits the interception of lines not specified in the warrant if
it is believed these are likely to make contact with lines that are specified in a
warrant (Fitzgerald and Leopold 1987, p. 146). In a surprisingly broad view of
circumstances that can justify wiretap surveillance, the 1985 British law allows
interception in cases that the Foreign Secretary deems to be necessary “to safe-
guard the economic wellbeing of the country.” (Command 9438, paragraph 10,
as cited in (ibid., p. 148))

An Independent Commissioner provides an annual report on wiretapping ac-
tivity to Parliament, but this report is relatively superficial, not even providing
the number of intelligence wiretaps (Donohue, p. 1159).

50. (p. 224) See “Interception of Communications,” Report to COREPER, EN-
FOCO 40, 10090/93, Confidential, Brussels, 16.11.93, as reported in “European
Union and FBI Launch Global Surveillance System,” (Statewatch, London).

51. (p. 225) “Memorandum of Understanding concerning the lawful interception
of telecommunications,” ENFOPOL 112, 10037/95, Limite, Brussels, in “EU and
FBI” (see preceding note).

52. (p. 225) Correspondence with Ministers, 9th Session 1995–1996, HL 74, pp.
26–29, in “EU and FBI.”

53. (p. 225) Draft letter to non-EU participants in the informal international
Law Enforcement Telecommunications Seminar regarding the Council Resolu-
tion, ENFOPOL 180, 11282/96, Limite 6.11.96, in “EU and FBI.”

54. (p. 225) “Legally permitted surveillance of telecommunications systems pro-
vided from a point outside the national territory,” Report from the UK delegation
to the Working Group on Police Cooperation, ENFOPOL 1, 4118/95, Restricted,
9.1.95, Report from the Presidency to the Working Group on Police Cooperation,
ENFOPOL 1, 4118/2/95 REV 2, Limite, 2.6.95, in “EU and FBI.”

55. (p. 227) For example, Louis Freeh testified to Congress on May 19, 1994 that
“The proposed [Digital Telephony] legislation relates solely to advanced technol-
ogy, not legal authority or privacy. It has nothing to do with the separate, but
important, ‘Clipper Chip’ technology.” (Freeh 1994c)
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56. (p. 227) This took place at a conference on Global Cryptography in Wash-
ington, D.C.

57. (p. 227) The memo is dated January 17, 1991 but from context it is clear that
the correct date is January 17, 1992.

Chapter 9: Cryptography in the 1990s

1. (p. 231) This committee has since been reconstituted as the Information Sys-
tem Security and Privacy Advisory Board with expanded scope.

2. (p. 231) Raymond Kammer, acting director of the National Institute of Stan-
dards and Technology, and Clinton Brooks, assistant to the director of the Na-
tional Security Agency, briefed the FBI on the dangers encryption posed to wire-
tapping technology; see Chapter 8.

3. (p. 231) For example, the NSA Director wrote to Dr. Willis Ware, chair of
NIST’s Computer System Security and Privacy Advisory Board that, “The Na-
tional Security Agency has serious reservations about a public debate on cryptog-
raphy.” (McConnell 1992)

4. (p. 232) According to one of the NSA “flag badges,” NSA’s Deputy Director
for Operations went looking for the Deputy Director of Information Security
with a TSD (telephone security device) in hand. At an encounter in the hall, he
rammed the TSD firmly into his opposite number’s stomach as though he were
passing a football and said: “What are you trying to do to me?” (Subsequent
to first publication, I have been told on equally good authority that this could
not have happened because the DDO just wasn’t the sort of person to do such a
thing.—WD)

5. (p. 232) The original producer was RCA’s comsec division in Camden, New
Jersey, which was bought by GTE and later absorbed into Lockheed Martin.

6. (p. 232) Use of the STU-III in secure mode is controlled by an “ignition key,”
a 64-kilobit storage device packaged in the form of a small plastic key. One key
may authorize its holder to use as many as 8 different phones, and as many as 32
distinct keys may be used in any one phone.

7. (p. 233) In addition to new developments, some STU-IIs remain in use, and
Clipper phones have official status if not much market share. STU-IIs are also
used in parts of NATO and some of our allies have secure-phone systems of their
own: Brent in the UK, and Speakeasy in Australia, for example.

8. (p. 233) In fact it had a second signal processor dedicated as a modem, but
this was a big improvement on earlier secure phones, some of which had seven.

9. (p. 235) Originally, this was more candidly entitled the Law Enforcement Ex-
ploitation Field (LEEF), a phrase consistent with standard sigint terminology.
The less accurate term “access” was adopted for marketing reasons.
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10. (p. 235) The natural question arises: Why not escrow Type I keys? Such a
proposal is in line with the standard command and control objective, so carefully
sought in the nuclear field, of denying the use of captured weapons to an oppo-
nent and may ultimately be undertaken. At present, however, there are hundreds
of thousands of Type I devices in the field and any prompt conversion is out of
the question. All known forms of key-escrow, moreover, harbor potential vulner-
abilities. Introducing key escrow technology first in Type II equipment provides
a less sensitive environment in which to refine the techniques.

11. (p. 236) Although the standard was announced on April 16, 1993, it was
first published in the Federal Register on July 30. The public comment period ran
through September 28 (USDoC 1993).

12. (p. 236) The Department of Energy, the US Agency for International Devel-
opment, and the Nuclear Regulatory Commission all submitted letters opposing
the adoption of the Clipper standard.

13. (p. 237) “Authorized implementations may be procured by authorized orga-
nizations for integration into security equipment.” (USDoC 1994b, p. 6004)

14. (p. 237) There is also be a vulnerability associated with each individual chip.
No tamper-resistant technology seems likely to be immortal. At some point, re-
covery of the device unique key from an individual chip may become economical,
rendering each device a threat to all the past traffic it was used to transmit.

15. (p. 237) NSA, however, doesn’t seem worried. In early 1996, Fortezza cards
were authorized for secret traffic and NSA officials used the TSD 3600 to stay
in touch with their offices while traveling. (I have subsequently been told that
authorization was only for compartmentation in an already-adequately-protected
system, so perhaps NSA’s faith was all that great.—WD)

16. (p. 238) Federal procurement practices generally combine a standard with
a process for approving exceptional requirements. The object is to lower costs
through volume purchases resulting from conformance to the standards. Getting
approval for exceptions can therefore be very tedious.

17. (p. 239) Source: private conversation between Diffie and AT&T personnel.

18. (p. 239) This lack of confidentiality led to the embarrassing problem Speaker
of the House of Representatives Newton Gingrich faced in January 1997 (Lacey
1997).

19. (p. 239) By the early fall of 1992, industry groups working on secure com-
puting had been promised a “Type IIE” cryptosystem—a system with an 80-bit
key that would be certified for protecting sensitive government information, but
would also be exportable—and had been told the names Skipjack and Capstone.
This appears to have been the main program and was probably planned to han-
dle voice traffic among other things. The more limited Clipper program seems
to have been pushed forward to accommodate the needs of AT&T’s new secure
telephone.
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20. (p. 239) The name Tessera was taken from a form of “ID” used by the Ro-
man empire to identify subject peoples. Many people considered this a fitting
name, but it seems to have been dropped due to an unforeseen trademark in-
fringement.

21. (p. 240) These two principles, taken together, were widely regarded as a show
stopper, because a receiving email agent does not transmit and thus has no way
of making up for the sender’s failure to include an escrow field.

22. (p. 240) The Department of Justice representative even said they would prob-
ably have to have secret facility clearances.

23. (p. 241) This idea was first put forth by Silvio Micali at Eurocrypt ’94 in Italy.
His point was that if you want to get something from the user (the escrowing of
his key) you have to demand it at a point where the user is getting something
he cannot do for himself. Since privacy can be manufactured on an end-to-end
basis by a pair of users and authenticity cannot, the service that provides users
with letters of introduction, the key management infrastructure, is an appropriate
place to attach the string.

24. (p. 242) There was an announcement in early 1997, however, that the earlier
form of key escrow was being removed and replaced with the commercially ori-
ented “key recovery” techniques (O’Hara 1997).

25. (p. 242) These were Top Secret Special Intelligence or TS/SI clearances. The
three who chose not to go through the process were Colin Crook, Leslie Gelb,
and Raymond Ozzie.

26. (p. 243) The other panelists were Lee Bollinger, Colin Crook, Samuel Fuller,
Leslie Gelb, Ronald Graham, Martin Hellman, Julius Katz, Peter Neumann, Ray-
mond Ozzie, Edward Schmults, Elliot Stone, and Willis Ware.

27. (p. 243) Even opponents of publicly available strong unescrowed encryption
agreed that this was the case. The FBI testified to the NRC panel “the use of
export controls may well have slowed the speed, proliferation, and volume of
encryption products sold in the US” (Dam and Lin 1996, p. 138).

28. (p. 244) The degree of success that the US lobbying has achieved in Britain
should not be surprising. Cryptologic cooperation between the two countries
which began during World War II and was later codified into the UK-USA Treaty
(Richelson 1985).

29. (p. 245) The hostility to privacy in British law has spread beyond cryptogra-
phy. A recent law vastly expands police powers of search and virtually removes
judicial oversight.

30. (p. 245) Members of the OECD are: Austria, Australia, Belgium, Canada,
the Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ice-
land, Ireland, Italy, Japan, South Korea, Luxembourg, Mexico, New Zealand,
the Netherlands, Norway, Poland, Portugal, Spain, Sweden, Switzerland, Turkey,
the United Kingdom, and the United States.
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31. (p. 245) OECD recommendations form the basis for privacy laws in more
than a dozen European and Pacific Rim nations (Rotenberg 1996, p. 5).

32. (p. 245) Source: private conversation between Landau and Deborah Hurley,
April 3, 1997.

33. (p. 246) In an ironic twist, in early 1997 the German company Brokat Infor-
mationssysteme proposed that it ship its strong cryptography systems to the
United States, where they would be embedded in products to be exported. Argu-
ing that the shipment from the United States would simply constitute returning
the strong encryption to its original markets, Brokat sought to circumvent the
restrictive export controls imposed by the US government (Andrews 1997).

Chapter 10: And Then It All Changed

1. (p. 249) The overtly foreign submissions were: LOKI97 from Australia, Rijn-
dael from Belgium, CAST-256 and DEAL from Canada, FROG from Costa Rica,
DFC from France, Magenta from Germany, E2 from Japan, CRYPTON from
Korea and Serpent from the U.K., Israel, and Norway. The domestic submissions
were: MARS, RC6, SAFER+, Twofish, and the Hasty Pudding Cipher, the only
purely US entry.

2. (p. 250) IBM, which designed the Data Encryption Standard, built the algo-
rithm to be secure against differential cryptanalysis as later described by Don
Coppersmith (Coppersmith). DES is not optimal against linear cryptanalysis, de-
veloped by Mitsuru Matsui (Matsui) in 1994, which appears not to have been
anticipated by IBM. The earlier history of linear cryptanalysis is not clear. It is
essentially the technique the British used to attack the high-grade (above the level
of Enigma) German systems during World War II and is implicit in NSA work in
the 1960s (Rothaus) but the NSA evaluators do not seem to have imposed it on
the design of the DES S-boxes.

3. (p. 252) Neal Koblitz has been a radical since college and was one of the
protesters who sat in at the Communications Research Division (now called the
Center for Communications Research) of the Institute for Defense Analyses, a
research organization that works entirely for NSA, when he was a graduate stu-
dent in mathematics at Princeton. A few years after his cryptographic discovery,
Victor Miller left IBM to take a position at this same laboratory.

4. (p. 252) Elliptic-curve cryptography does not provide a direct replacement for
the RSA cryptosystem; instead its key management and signature functions are
performed by an Elgamal-type signature and elliptic-curve Diffie-Hellman.

5. (p. 253) In practice, what is required is that it be impossible to alter a message
so that its message digest remains unchanged—the second preimage problem.
For safety, message digests are only considered secure if there is no known way
of finding any two messages with the same digest.
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6. (p. 253) A feat repeated by the public community shortly thereafter (Chabaud
1998).

7. (p. 253) The work required to find two messages that hash to the same digest
can never be greater than that of the workfactor of a cryptosystem whose key
is half the size of the hash algorithm’s output. SHA-1 with its 160-bit output
was designed to have a workfactor of 280. The later algorithms were designated
SHA-256, SHA-384, and SHA-512 and were designed to have workfactors of
2128, 2192, and 2256 respectively.

8. (p. 254) Although less than one might have hoped for or expected in half a
century.

9. (p. 255) Daniel Bernstein v US Department of State, 922 F. Supp. 1426, 1428–
30 (N.D. Cal. 1996)

10. (p. 255) Bernstein v US Department of State 176 F. 3d 1132, 1141, rehearing
en banc granted, opinion withdrawn, 192 F. 3d 1308 (9th Cir. 1999)

11. (p. 255) Since commercial communications play a large and growing role in
government communications (both military and nonmilitary), they are a legit-
imate target of traditional national intelligence collection. The US-government
position is that it does not provide covert intelligence information to US compa-
nies, but will make use of such information in helping them to counter what it
considers foreign corrupt practices.

12. (p. 256) The Administration’s anti-cryptography policy was inimical to Sil-
icon Valley, whose support was seen as crucial for the Vice President’s bid for
President.

13. (p. 257) Information in transit is not considered valuable; if it gets lost, you
resend it. If the recipient can’t decrypt it, you may have to renegotiate keys and
resend. Communications keys are destroyed on a schedule that takes account of
what might have been encrypted in them. By contrast, if you depend on cryptog-
raphy to protect stored data, the keys are just as valuable as the data they were
used to encrypt and are valuable for as long as you want the data. Robust avail-
ability of the key is therefore the single most important point in management of
storage keys.

14. (p. 258) The Electronic Key Management System or EKMS is a key-manage-
ment system built by NSA to serve the needs of national security communications.
Keys are manufactured at the central facility in Finksburg Maryland. When cryp-
tographic equipment is first installed, keys are distributed to it in physical form.
After that devices are generally keyed electronically, a process called OTAR or
Over the Air Rekeying.

The keying process for the STU-III telephone (currently being phased out in
favor of an ISDN phone called the STE) is typical. Shortly after a user receives a
new phone, the user receives a small memory device containing a seed key usable
only for communicating with the central facility. The user makes a secure call to
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a special number and the seed key is replaced by operating key, which can be
used to call other STU-IIIs. Subsequent changes of key are done in the same way.

The EKMS makes extensive use of public-key technology. In the terms of the
commercial world, it plays the role of a certifying authority. Because the military
world is smaller and more centralized than the commercial, the EKMS operates
as a single level keying hierarchy in which the central facility is the only certifying
authority.

In testimony before the Senate in May of 1994 (McConnell 1994) John
Michael McConnell, Director of NSA, stated that the Key Management Facility
had cost fourteen million dollars to build and would cost sixteen million dollars
a year to run.

15. (p. 258) The fact that the memorandum from the Office of Management and
Budget was a “recommendation” rather than a “requirement” might look like a
weak action but, in fact, given that noncompliance would result in action from
an agency’s Inspector General, the force of the OMB recommendation is actually
as strong as a requirement.

16. (p. 259) How widespread a cryptosystem is depends some on how you count
and four obvious measures come to mind. The first is the number of devices.
If this is the measure, either SSL in browsers or cryptography in smart cards
seem likely to win. Another is total investment, perhaps a smaller number of
expensive devices (high-speed trunk-line encryptors, for example) cost more than
many cheap ones. A third possibility is the number of bits encrypted. Once again
it is possible that a smaller number of highspeed devices will exceed the total
traffic volume of a larger number of slow ones. Finally, one might ask if the
devices are really used. SSL is in every browser but comparatively few servers
operate securely, so the use of SSL is not as great as the browser base suggests.

17. (p. 259) Drugs are an example of a product with a high cost of development
and a low marginal cost of production but a high marginal cost of reproduction.

18. (p. 260) http://www.dvdcca.org

19. (p. 262) Ferguson’s fears may have been reasonably founded, considering
what happened to Dmitry Sklyarov, who was arrested while visiting the US to
talk about flaws in the security of e-books at Defcon (McCullagh 2001a).

20. (p. 262) Under California law, because the research was done by state em-
ployees in the normal conduct of their duties, the legal team would defend the
researchers in any civil action.

21. (p. 262) DMCA §1201 (g) (2) (C).

22. (p. 262) Private conversation between Landau and David Wagner, August 7,
2006.

23. (p. 263) Attestation appears to be due to John Manferdelli of Microsoft
but does not seem to have been published outside of the TCG documentation.
(Source: conversation between Diffie and Manferdelli, November 9, 2004)
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24. (p. 264) Tighter control of enterprise networks will have the socially signif-
icant effect of reducing the power of the employees who use them. In the era
of timesharing, all control was central. PCs empowered users of all kinds with
the ability to configure their machines as they saw fit and to run what programs
they wished. Gradually, the PCs owned by corporations have been brought more
tightly under the control of corporate IT departments or replaced by centralized
servers providing “second generation timesharing.”

25. (p. 264) The authors are grateful to Scott Rotondo of Sun Microsystems for
pointing out this particular example.

26. (p. 266) English, at 312 million people, is the native language of 30% of
Internet users, while Chinese, at 132 million, is the native language of just under
13% (http://internetworldstats.com/stats7.htm, last viewed 18 July 2006). The
percentages will undoubtedly shift in the direction of Chinese as more members
of that populous nation go online.

27. (p. 266) XML makes up for one of HTML’s most glaring defects: HTML has
no definitions; a sequence repeated over and over in an HTML document must be
repeated over and over; it cannot, as in most computer languages, be abbreviated
into a macro or routine.

28. (p. 267) In particular, see (Saltzer), “The function in question can completely
and correctly be implemented only with the knowledge and help of the applica-
tion standing at the endpoints of the communications system. Therefore, provid-
ing that questioned function as a feature of the communication system itself is
not possible.”

29. (p. 268) When I arrived at Sun in 1991, I was asked to choose a name for my
workstation, a task I took unreasonably seriously. I departed the day after I was
hired for the Crypto conference in Santa Barbara and during the trip stayed with
friends in Los Angeles. My hosts obligingly connected to Sun and printed out a
list of all the computers on its network, so that I would know what names had
been taken. This would not be so easily done today.—WD

30. (p. 269) Information about Carnivore became public as a result of an FBI
effort to install Carnivore at the ISP Earthlink. Originally Earthlink was served
with an order for a pen register to be installed. Despite the ISP’s efforts to carry
out the order—Earthlink provided the FBI with headers of incoming mail and
some headers of outgoing mail—the FBI was not satisfied and sought to install
Carnivore at Earthlink. Earthlink opposed this and went to court, but lost (In
the Matter of an Application of the United States of America for an Order Au-
thorizing the Installation of a Pen Register and Trap and Trace Device, United
States District Court, Central District, Western Division - California, Criminal
No. 99-2713M). Part of the difficulty was that the installation of Carnivore
crashed Earthlink’s remote servers (Wingfield). Earthlink’s lawyer, Robert Corn-
Revere, testified to the House Judiciary Committee on the issue (Corn-Revere).
As a result of his testimony, Carnivore became public.
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31. (p. 269) Carnivore was part of the “Dragon Ware” suite of FBI computer
programs for Internet surveillance, which included “Packeteer” and “CoolMiner.”
Packeteer took the data from the raw packets and reconstructed the original for-
mat of the communications, while CoolMiner organized the information in a
user-friendly manner, so that an investigator could see a target’s steps browsing
the web, sending email, chatting via ICQ, Yahoo Messenger, AIM, IRC, etc.

32. (p. 270) Bellovin et al. noted that in pen register mode, Carnivore captured
lengths of various communications. This allows a certain type of traffic analysis,
namely, “[I]n the case of a user visiting a web site, knowing the length of the
objects returned can often be used to identify which web page he was visiting (at
least for static HTML content), and this is clearly not authorized in pen mode”
(Bellovin 2000, itemized comment on 4.2.8).

33. (p. 270) Earthlink objected; see note 30 above.

34. (p. 271) The setting should have been entered in the Carnivore filter set by
FBI agents who were detailed to work on Carnivore and who were the only FBI
personnel given logical access to the Carnivore appliance. The agents in charge
of an investigation should not have had access to the appliance itself but should
have been required to make written requests for such changes to the “Carnivore
agents.”

35. (p. 271) A group of computer-security researchers reviewed the IIT review,
and found it sorely lacking (Bellovin 2000). They objected to the lack of system-
atic review of system issues (flaws that arise when two complex systems interact),
lack of systematic search for bugs (especially for string buffer overflows, a well-
known problem), and an “inadequate discussion of audit and logging.”

36. (p. 271) The Electronic Privacy Information Center discovered in 2002 that
this design flaw caused serious consequences. Apparently while the FBI’s UBL unit
—UBL is the US government’s abbreviation for Usama bin Laden—was conduct-
ing FISA surveillance, “The software was turned on and did not work properly.
The FBI software not only picked up the E-mails under the electronic surveillance
of the FBI’s target [redacted] but also picked up E-mails on non-covered targets.
The FBI technical person was apparently so upset that he destroyed all the E-mail
take, including the take on [redacted] under the impression that no one from the
FBI [redacted] was present to supervise the FBI technical person at the time”(FBI
2000).

37. (p. 273) In principle anything that runs over TCP, or Transmission Control
Protocol, which is the Internet’s transport-layer reliable transport protocol, can
run on Tor.

38. (p. 273) Source: private conversation between Landau and Roger Dingledine,
August 11, 2006.

39. (p. 273) Beginning in 2004, work on Tor has also been supported by other
government agencies and nonprofits including the Electronic Frontier Founda-
tion.
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40. (p. 273) See the discussion regarding data retention in chapter 11.

41. (p. 273) Source: private conversation between Landau and Roger Dingledine,
August 11, 2006.

42. (p. 274) http://www.projectliberty.org

43. (p. 275) Disclosure: both authors have worked on the Liberty protocols.

Chapter 11: Après le Déluge

1. (p. 279) Available at http://www.opsi.gov.uk/acts/acts2000/20000023.htm

(last viewed October 14, 2006).

2. (p. 280) 50 USC 1801 et seq.

3. (p. 280) Because the CIA had determined that Khaled al-Mihdhar and Nawaf
al-Hazmi participated in a meeting in Malaysia with planners of the USS Cole
plot, the agency linked the two men to al-Qaeda in 2000 but did not inform the
FBI of this. The men were not placed on a “watch list” and were allowed to enter
the United States, which is where they were during the summer of 2001. Both
men were among the hijackers of American Airlines flight 77 on September 11.

4. (p. 280) USA PATRIOT Act, Pub. L. 107-56. This act is often referred to as
the Patriot Act.

5. (p. 280) §218 of PATRIOT Act modified 1804(a)(7)(B).

6. (p. 281) Zacarias Moussaoui was a suspicious French national of Moroccan
descent who took flying lessons in Minnesota in 2001. After Moussaoui behaved
oddly at flight school, his instructor called the FBI, who arrested Moussaoui on
a visa violation. FBI Special Agent Colleen Rowley sought a FISA warrant to
search Moussaoui’s personal belongings (including his computer), but the FBI
was unwilling to apply for a FISA warrant. On September 11, a criminal warrant
was issued and Moussaoui was discovered to have connections with al-Qaeda.
Moussaoui was later convicted in federal court of conspiring to kill Americans
and sentenced to life in prison.

7. (p. 281) As discussed in chapter 8, the Administrative Office of the US Courts
publishes an annual Wiretap Report that details all electronic surveillance orders
of the previous year, including the date surveillance was authorized, how long
the surveillance was, who the prosecutor was, who the presiding judge was, how
many conversations were surveilled, how many incriminating conversations were
surveilled, and whether there were arrests or convictions.

8. (p. 283) In this context “law enforcement officials” refers both to FBI agents
and criminal prosecutors (USFISC 2002c, p. 2).

9. (p. 285) Letters containing deadly anthrax spores were sent to news agencies
and two US Senators, Tom Daschle and Patrick Leahy (both Democrats, from
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South Dakota and Vermont, respectively). Twenty-two people, including postal
workers, developed anthrax and five died. For a number of weeks Congressional
office buildings were closed while being tested and cleaned.

10. (p. 286) Because information about FISA taps is not public, it is impossible
to determine how often a FISA wiretap has been used in what turned into a crim-
inal investigation. We do know that the Justice Department uses the PATRIOT
Act tools for investigations of non-terrorists, including: “suspected drug traffick-
ers, white-collar criminals, child pornographers, money launderers, spies, and
corrupt foreign leaders and to pursue a broad law-enforcement agenda” for the
department has said so (DoJ 2006, p. 56).

11. (p. 286) Offenses under Section 1030 include: intentionally access[ing] a
computer without authorization or exceeds authorized access, and thereby ob-
tains[ing] information contained in a financial record of a financial institution, or
of a card issuer [or] information from any department or agency of the United
States or information from any protected computer if the conduct involved an
interstate or foreign communication; intentionally, without authorization ac-
cess[ing] any nonpublic computer of a department or agency of the United States,
access[ing] such a computer of that department or agency that is exclusively for
the use of the Government of the United States; knowingly and with intent to
defraud, access[ing] a protected computer without authorization, or exceeds au-
thorized access, and by means of such conduct furthers the intended fraud and
obtains anything of value, unless the object of the fraud and the thing obtained
consists only of the use of the computer and the value of such use is not more
than $5,000 in any 1-year period.

12. (p. 288) P. L. 109-160, which extended the PATRIOT Act provisions until
February 3, 2006, and P. L. 109-170, which extended the provisions until March
10, 2006.

13. (p. 288) §108(a) of P.L. 109-177 amending 50 U.S.C. 1804(a)(3) and 50
U.S.C. 1805(c)(1)(A).

14. (p. 288) This may be extended to sixty days under appropriate circumstances.

15. (p. 288) §108(b)(4) P.L. 109-177, adding 50 U.S.C. 1805(c)(3).

16. (p. 289) The Y2K problem was one of errors caused by computer programs
that used 2-digit dates and could not distinguish the year 1900 from the year
2000. Massive checking of legacy programs seems to have found the errors be-
cause there were few problems. The disaster many people expected on January 1,
2000 never materialized.

17. (p. 289) Title X, Subtitle G, of P.L. 106-398.

18. (p. 290) Public Law 107-347.

19. (p. 290) In a rather odd situation, there were actually three FISMAs: the Trea-
sury and General Government Appropriations Act for Fiscal Year 2003 FISMA
amendment, “FISMA A,” and “FISMA B.”



386 Notes to pages 290–294

The Appropriations Act FISMA had an amendment to extend GISRA past
its one-year limit, but by the time the appropriations bill passed, the two other
FISMAs had already become law. There was no need for the amendment, which
was not folded into the Consolidated Appropriations bill.

FISMA A, Title X of the Homeland Security Act of 2002 (P.L. 107-296), ex-
tended GISRA, but put defense agencies in charge of its implementation.

FISMA B, Title III of the E-Government Act was quite similar to FISMA A,
but included a provision (§11331 (d)) that placed the Office of Management
and Budget, the federal agency responsible for coordinating executive branch
management procedures, in charge of implementation.

In signing the E-Government Act, the president designated which bill was op-
erative through a “signing statement” clarifying the implementation of the two
laws: “Title III of this Act is the Federal Information Security Management Act of
2002. It is very similar to Title X of the Homeland Security Act of 2002, which
also bears the name Federal Information Security Management Act of 2002 and
which I signed into law on November 25, 2002. I am signing into law the E-
Government Act after the enactment of the Homeland Security Act, and there
is no indication that the Congress intended the E-Government Act to provide
interim provisions that would apply only until the Homeland Security Act took
effect. Thus, notwithstanding the delayed effective dates applicable to the Home-
land Security Act, the executive branch will construe the E-Government Act as
permanently superseding the Homeland Security Act in those instances where
both Acts prescribe different amendments to the same provisions of the United
States Code.” (Bush 2006)

20. (p. 290) Though cryptography standards are the activity that draw the most
public attention, the Computer Security Division’s responsibilities are much
broader that that. Under FISMA, CSD’s role includes developing guidelines for
secure system implementation, security research on emerging technologies, and
evaluation of security testing labs.

21. (p. 291) For example, the CSD provided cryptographic standards to the
banking industry (ISPAB, p. 6) and how NIST provided core technologies that
enabled “the [pharmaceutical] industry to create new value” (ISPAB, p. 7).

22. (p. 291) Source: private conversation between Landau and William Barker,
September 18, 2006.

23. (p. 292) EZPass is a system in which a user prepays an account using a credit
card, personal check, or cash, and receives a small electronic tag for their vehicle,
which the driver places on the windshield. This enables the car to drive through
specially-equipped toll lanes without stopping. The toll is automatically deducted
from the owner’s account. EZPass is a system in use throughout the northeastern
United States. There are similar systems in other parts of the country and the
world.

24. (p. 294) During 1994 hearings, FBI Director Freeh made clear his under-
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standing that the bill was limited to telephony systems. In particular, he said,
“From what I understand . . . communications between private computers, PC-
PC communications not utilizing a telecommunications common net, would be
one vast arena, the Internet system, many of the private communications systems
which are evolving. Those we are not going to be on by the design of this legisla-
tion.” Senator Larry Pressler asked, “Are you seeking to be able to access those
communications also in some other legislation?” Freeh responded, “No, we are
not. We are satisfied with this bill. We think it delimits the most important area
and also makes for the consensus, which I think it pretty much has at this point.”
(USSH 103 Digital Telephony, p. 202).

25. (p. 294) Communications Assistance for Law Enforcement Act, §102 (8)(C).

26. (p. 294) Communications Assistance for Law Enforcement Act, §103 (b)(2).

27. (p. 295) “CALEA applies to facilities-based Internet access providers and in-
terconnected VoIP service providers” (FCC 2005a, p. 24).

28. (p. 295) It was not only the petitioners who viewed it this way. In his dissent-
ing opinion, Senior Circuit Judge Harry T. Edwards wrote:

“In determining that broadband Internet providers are subject to CALEA as
‘telecommunications providers,’ and not excluded pursuant to the ‘informa-
tion services’ exemption, the FCC apparently forgot to read the words of the
statute.” American Council on Education, Petitioner v. Federal Communi-
cations Commission and United States of America, No. 05-1404 et al. (D.C.
App. June 9, 2006, Edwards, dissenting).

29. (p. 295) The petitioners did not completely lose the case; the Appeals Court
ruled, for example, that a CALEA exemption remained for private networks,
such as those maintained by educational institutions.

30. (p. 295) The authors were part of an industry study (Bellovin 2006a) of the
impact of applying CALEA to VoIP and what follows draws heavily on that
report.

31. (p. 296) This diagram and discussion first appeared in (Bellovin 2006a).

32. (p. 298) We are glossing over the difficulty of Alice’s VoIP Provider even
knowing who Alice’s ISP is, let alone the location or identity of R1. These are
non-trivial issues in and of themselves.

33. (p. 300) In fact the signaling message is sent to the home location register, a
database containing the identity and service profile of the subscriber.

34. (p. 300) In spirit an en banc review is a review by the full court but in prac-
tice, it is review by a panel of judges significantly larger than the original panel
of three but smaller than the whole court.

35. (p. 302) The New York Times had uncovered the story in 2004, but the White
House requested that the newspaper not publish on the subject, “arguing that
it could jeopardize continuing investigations and alert would-be terrorists that
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they might be under scrutiny.” (Risen) The Times reporters investigated the issue
for another year and then published. The Bush administration began investiga-
tions to determine who had leaked the story to the press. Meanwhile the two
reporters who broke the story, James Risen and Eric Lichtblau, won a Pulitzer
Prize for “carefully sourced stories on secret domestic eavesdropping that stirred
a national debate on the boundary line between fighting terrorism and protecting
civil liberty.” (Pulitzer)

36. (p. 304) The falling cost of storage holds promise of changing this.

37. (p. 304) NessiE material can be found at www.cryptonessie.org.

38. (p. 306) Senator Charles Grassley added, “I worry down the road that . . .
some prosecutors who do not have experience dealing with terrorists and spies
may be tempted to order an arrest for a reason other than national security.
That prosecutor may, for instance, want a convicted terrorist on his record, even
though it is smarter to watch the suspect and learn about his plans and and
conspirators. The intelligence agencies on the case may still be looking for other
terrorists in the cells, but they get overruled by the prosecutor. . . . I am worried
that prosecution is not always the best decision in terms of national security.”
(Grassley, p. 28)

39. (p. 306) On August 6, 2001, the President’s Daily Brief contained a two-page
memo titled “Bin Laden Determined to Strike in US” that described “patterns
of suspicious activity in this country consistent with hijackings” (White House
2001, p. 2)

40. (p. 306) Gary Hart was a Democrat from Colorado, Warren Rudman a Re-
publican from New Hampshire.

41. (p. 307) The policy was dropped because of the lack of measurable success
in fighting terrorism (Bernstein 2004).

42. (p. 307) South Asian immigrants in Britain are three times as likely to be un-
employed as white Britons and indeed, 40 percent of Pakistani women in Britain
are unemployed, as are 28 percent of Pakistani men (Bernstein 2006). The situ-
ation in the United States is markedly different: incomes of people of Pakistani
origin are close to the median in New York and slightly exceed the median in
New Jersey (there is, however, a large underclass of South Asians) (ibid., p. A1).
The pattern of Arab Americans follows the pattern of most immigrant groups in
the US that have been here for a few generations: Arab-Americans have a higher
rate of college and post-college education. The median income of Arab Ameri-
cans is higher than the US median (Fallows, p. 65).

43. (p. 308) Queensborough Public Library in New York City, which serves
an immigrant population, took steps to preserve privacy of patrons, including
delinking of electronic book/patron info when book is returned, daily destruc-
tion of Internet usage sign-up sheets, etc. (NRC 2006). The message from the
Queensborough library is clear: you are part of our society, deserving of our pro-
tections.
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44. (p. 309) A case in point is the 9/11 hijackers. Mohamed Atta described a
nuclear facility as “electrical engineering” to his fellow pilots (National Commis-
sion, p. 245). Khalid Sheikh Mohammed used the code of send “the skirts” to
“Sally” to instruct another al-Qaeda member to send funds to Zacarias Mous-
saoui (National Commission op. cit. at 246). The targets were discussed as if the
participants were students at a university: the Pentagon was “arts,” the World
Trade Center, “architecture,” the Capitol, “law,” and the White House, “poli-
tics” (National Commission, p. 248).

45. (p. 309) This realization undoubtedly contributed to NSA acquiescence to
the change in cryptographic export-control regulations in 2000.

46. (p. 310) Reid attempted to blow up an American Airlines flight from Paris
to Miami by lighting his shoe tongue. Reid’s shoes contained an explosive. The
attempt was thwarted by a flight attendant. The plane was diverted and Reid was
arrested upon arrival in Boston (USDoJ 2006, p. 26).

47. (p. 311) TRAC is a research center at Syracuse University devoted to data
collection, analysis and distribution, about federal government staffing, spending,
and enforcement activities.

48. (p. 311) On July 30, 1916, in the midst of World War I—but before US par-
ticipation in the war—a munitions storage depot in New York Harbor was de-
stroyed by saboteurs, destroying over two million pounds of explosives. The blast
burst windows in Jersey City, Manhattan, and Brooklyn, and was heard over
100 miles away in Philadelphia. (Landau 1937, pp. 77–91). This was the largest
terrorism act during this period, but there were numerous other explosions at in-
dustrial plants, all laid at German saboteurs. They were estimated to have caused
over $150 million in damage to essential war goods (Sayers, p. 11). There was
even an attack at the US Capitol switchboard (Landau 1937, pp. 305–307).

49. (p. 311) In 1994, when FBI Director Louis Freeh testified before Congress in
support of the “Digital Telephony” bill (later passed as CALEA), he emphasized
the importance of wiretaps in solving kidnappings and in preventing terrorist
actions (Freeh 1994b).

50. (p. 311) At the time of Freeh’s testimony (1994b), Title III was just turning 25
years old. If wiretaps are an important tool of law enforcement, there should be
enough clear-cut cases in 25 years to allow a persuasive case to be made. Freeh’s
account of the value of wiretapping is remarkably vague. He refers to numerous
convictions, without mentioning the name of a single defendant, court, presid-
ing judge, case name, or docket number. This makes the information difficult to
verify or explore. It is one thing to say that you can’t give the details of ongoing
investigations or that cases ended in plea bargains or that crimes were prevented
without any trials resulting; it is another to fail to identify cases that must be the
results of public trials.

Credence is further strained by the inclusion of at least one identifiable case
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—the Tina Isa case—in which the surveillance was a microphone planted in the
living room in which a teenage girl was murdered (Bryant 1993).

Chapter 12: Conclusion

1. (p. 314) It has long been an asset of private detectives, often retired police,
to have friends in the department who will give them non-public information—
looking up addresses from license plate numbers, for example. In the twenty-first
century, well-connected detectives may be among the beneficiaries of CALEA and
its descendents.

2. (p. 315) Although widespread wiretapping is an abomination, government
surveillance is not in all respects undesirable: the government’s ability to serve
its citizenry is, after all, dependent on sufficient understanding of the popula-
tion’s activities to know the population’s needs (Bogard).

3. (p. 315) At the first of the American public cryptographic conferences, Crypto
’81, which was held at the University of California at Santa Barbara, one of the
NSA people said to me: “It’s not that we haven’t seen this territory before, but
you are covering it very quickly.”—WD

4. (p. 315) In the AT&T TSD3600, for example, encryption represents approx-
imately 1–2% of the computation. It is 3% of the cycles of the main processor,
but this is assisted by a dedicated modem chip. In short, the TSD spends almost
all of its effort either preparing the speech to be encrypted or preparing the cipher
text to be sent over the phone line. The rest goes to encrypting it.

5. (p. 315) For example, the GSP8191 secure telephone, was designed by one
person, Eric Blossom, in a little more than 2 years. Skype, the secure VoIP system
was done by a dozen in a similar length of time.

6. (p. 316) Establishing that the person you are communicating with now is the
same person you were communicating with at some previous time is socially
fundamental; it is the way acquaintances develop. The ability to assume a persona
and to sign email provides a mechanism by which people can meet on the Internet
and have some confidence that they are communicating with the same person
each time, without exchanging any absolute information about their identities.

7. (p. 316) The Atomic Energy Act of 1954 created the notion that ideas in
atomic energy were “born secret” and were to remain secret unless the govern-
ment said they could be disclosed.

8. (p. 317) In 1992, the FBI’s Advanced Telephony Unit warned that by 1995 no
more than 40% of Title III wiretaps would be intelligible and that in worst case
all might be rendered useless (Advanced Telephony Unit 1992). In 1994 Assistant
Attorney General Jo Ann Harris admitted that, a year after the introduction of
the Clipper proposal, the FBI had yet to encounter a single instance of encrypted
voice communications (Harris 1994). Further data in the Wiretap Report for the
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years 2000–2005 bears out that encrypted voice communications are simply not
a problem.

9. (p. 318) FBI directors have always emphasized the use of wiretaps in kidnap-
ping investigations, and Louis Freeh was no exception. In fact wiretaps were used
on average in only two to three kidnapping cases a year in the period 1968–1993.
Terrorist actions were likewise cited as an important reason for wiretaps,despite
the fact that there were no Title III wiretaps in terrorist cases in the period 1988–
1994.

In pressing for various wiretapping capabilities, FBI Assistant Director James
Kallstrom argued: “. . . just for the FBI alone, we have used court-authorized
electronic surveillance to capture terrorists intent on blowing up buildings and
tunnels in New York, to detect and capture pedophiles who intended to bru-
tally murder their intended victim, to arrest and convict various organized crime
leaders like John Gotti, and to successfully investigate a spy whose espionage
cost many their lives” (Kallstrom 1997). However, the Rahman case (“terrorists
intent on blowing up buildings and tunnels in New York”) turned not on wire-
taps, but on other forms of electronic surveillance, including a body wire (which
does not require a warrant); the valuable evidence in the Gotti case came from
an electronic bug (Less than eight months after Kallstrom’s remarks, FBI Direc-
tor Louis Freeh testified to a Senate Judiciary committee hearing: “John Gotti
never implicated himself on a telephone conversation with one of his confeder-
ates.” (USS 105d).); and the wiretap in the Ames case (“a spy whose espionage
cost many their lives”) served in a tangential fashion, enabling the government
to pressure Ames to reveal information in order that his wife—whose knowledge
of his spying activities was revealed on the wiretaps—receive a reduced sentence.
(The value of the wiretap in the Ames investigation should be placed in context:
a recent Department of Justice (USDoJ 1997) report severely castigated the FBI
for inadequately investigating the FBI and CIA spy losses years earlier and thus
allowing Ames to inflict further damage on US intelligence.)

10. (p. 319) This is a point that Congress might do well to consider amending.

11. (p. 320) Mail covers operated from the 1940s til the early 1970s; copies of
telegrams were also sent to NSA during that period. See chapter 6.

12. (p. 320) See chapter 6, and discussions on Kennedy, Johnson, and Nixon.

13. (p. 324) A good example is Anatoli Golitsin, a Soviet defector who initiated
a decade long search for “moles” in the CIA.

14. (p. 325) A common division of responsibility in this respect has been that
field stations do signal processing on received material, but leave all cryptanalytic
operations to be done by headquarters.

15. (p. 325) One fascinating possibility is that the cryptanalysis of some popu-
lar cryptographic algorithm such as DES or 40-bit RC4 might be achieved and
embedded in a tamper-resistant chip. Intercept equipment with explicit “counter-
DES capability” or “counter-RC4 capability” might thereby become available.
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16. (p. 325) Some of the uses are commercial. Emitter identification is being used
to detect cloned cellular phones (AWST 1997b).

17. (p. 326) The technology that makes this available is the same as that of caller
ID.

18. (p. 327) Systems such as Teletrack keep track of the locations of fleet vehicles
and report this information automatically to a dispatcher. They may even have
profiling capabilities that allow them to warn the dispatcher when a vehicle is out
of its expected area, behind schedule, etc.

19. (p. 328) By wiretap law—Title III, FISA, and subsequent amendments—
communications on these networks are subject to wiretap. The issue is making
the network architecture subject to CALEA.

20. (p. 329) Effects of this kind are seen in microcosm in the case of Robert
Hanssen, a spy within the FBI, who was able to tap into counterintelligence
databases in order to detect whether he was being investigated (United States of
America v. Robert Philip Hanssen, Affidavit in Support of Criminal Complaint,
Arrest Warrant and Search Warrants.) (United States District Court for the East-
ern District of Virginia, Alexandria Division).

21. (p. 329) Source: Greek government press briefing, February 2, 2006. English
translation provided by George Danezis http://homes.esat.kuleuven.be/ ˜gdanezis/
intercept.html (last viewed October 16, 2006).

22. (p. 330) Personal reminiscence of Gustavus J. Simmons, retired Senior Re-
search Fellow at Sandia National Labs, told to Diffie in 1991.

23. (p. 331) The current government efforts are focused on VoIP. However, there
is a draft Department of Justice bill that would apply the CALEA require-
ments to any real-time communications. This would include Instant Messaging,
MMORPGs, etc.

24. (p. 332) French law requires the police to consult the courts when initiating
any investigation of a citizen (Kelling 1991, p. 965).

25. (p. 333) Textbooks on criminal investigation devote approximately 1% of
their pages to the subject.
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Advanced Encryption Standard (AES)—a symmetric-key encryption al-
gorithm working on 128-bit block size data with 128-, 192-, or 256-
bit keys that is a Federal Information Processing Standard replacing
DES, the Data Encryption Standard.

AFCRC—Air Force Cambridge Research Center.
ANSI—American National Standards Institute.
ASCII—American Standard Code for Information Exchange—The gov-

ernment’s adoption of this code, which is ubiquitous today, made it
dominant over the rival EBCDIC encoding used by IBM.

analog scrambler—cryptographic device operating on continuous (ana-
log) signals, rather than on discrete elements like bits or letters.

asymmetric cryptography—See: public-key cryptography.
authentication—the process of determining whether an individual is

whom they claim to be. Weak authentication methods might be a user
name and password; strong authentication methods typically include
several factors, e.g., something you are (a biometric), something you
have (a physical token), and something you know (a password).

bit—short for “binary digit,” the smallest unit of data stored in a com-
puter. Bits have a single binary value, either a “0” or a “1.”

block cipher—a cryptosystem on a block of symbols that sequentially
repeats an internal function, called a round.

bps—bits per second.
CCEP—Commercial comsec Endorsement Program—A program set up
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in the mid 1980s by NSA in an attempt to get industry to invest in
building a new generation of communication security equipment.

cipher text—Unintelligible text or signal produced by a cryptographic
system. (adj.: ciphertext)

Clipper—name of a chip implementing the Skipjack encryption algo-
rithm with key recovery.

CALEA—Communications Assistance For Law Enforcement Act—a
1994 law requiring that digitally switched telephone networks de-
ployed after 1998 be built wiretap enabled according to standards
defined by the US government.

comint—Communications intelligence—the extraction of information
for opponents communications.

comsec—Communications security—protection of communications
against communications intelligence.

crypto wars—political battle in the US in the 1990s over the freedom to
use cryptography for personal and commercial applications.

Diffie-Hellman key exchange—a process using exponentiation in modu-
lar arithmetic for negotiating a shared secret key between two parties
without concealing any of the messages from opponents.

DS1—Telephone communication standard for transmitting 24 voice
channels, together with signaling information, simultaneously at a rate
of 1.544 megabits per second.

EBCDIC—Embedded Binary Coded Decimal Interchange Code—IBM
encoding used for representing characters.

electronic surveillance—the use of electronic equipment to surveil private
conversations.

EES—Escrowed Encryption Standard—an originally classified algorithm
(Skipjack) that was to be implemented on tamper-resistant chips (Clip-
per) with escrowed keys.

Enigma—a three-rotor encryption machine developed for commercial
use in the 1920s and widely used by the Nazis during World War II.

FBI—Federal Bureau of Investigation—the main criminal investigatory
agency of the US government, the FBI is part of the US Department
of Justice. The FBI is responsible for investigating all federal crimes
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except those specifically assigned to other agencies (e.g., the Secret
Service is responsible for investigating cases of counterfeiting).

FCC—Federal Communications Commission—the federal agency re-
sponsible for regulating interstate and international communication,
whether by radio, television, wire, satellite, or cable.

Federal Information Processing Standard (FIPS)—an information pro-
cessing guideline set for federal government departments and agencies
by the National Institute of Standards and Technology, but often hav-
ing wider applicability.

FISA—Foreign Intelligence Surveillance Act—a 1978 law providing for
interception of communications within the United States for intelli-
gence purposes.

Freedom of Information Act (FOIA)—A 1966 federal law establishing
the public’s right to obtain information from federal government agen-
cies. The law applies to Executive Branch departments, agencies, and
offices.

IP—Internet Protocol—the Internet Protocol is the method by which
data travels from one computer to another over the Internet.

IP address—the IP, or Internet Protocol, address, is a unique number that
devices use to communicate across a computer network.

ISDN—Integrated Services Digital Network—ongoing replacement of
existing ‘analog’ telephone service by digital service.

KMF—Key Management Facility—a network resource that assists users
in acquiring keys needed to establish secure communications.

LEAF—Law Enforcement Access Field; the law-enforcement access to
the keys of the Clipper system.

mail cover—the process of recording information on the outside cover of
mail as well as contents of second-, third-, and fourth-class mail, and
international parcel post mail without the consent of the recipient.

message digest—a cryptographic function that takes input data (often a
entire message) and outputs a short, fixed length result.

MI5—Military Intelligence 5, more accurately known as the Security Ser-
vice—the British counterintelligence organization. The closest US cog-
nate is the counterintelligence function of the FBI.

MI6—Military Intelligence 6, more accurately known as the Secret In-
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telligence Service—the British foreign intelligence service. The US cog-
nate is the CIA.

minimization—In law enforcement, the practice of limiting interception
to those portions of communications that are or may be of legitimate
investigative interest. In intelligence, the more limited practice of lim-
iting interception to exclude forbidden material such as the commu-
nications of the citizens of the host country. In general, minimization
may be by channel, person, time, or subject matter.

MOU—Memorandum of Understanding—a legal contract determining
the obligations of two governmental entities (or between the govern-
ment and a contractor) regarding joint work.

NAACP—National Association for the Advancement of Colored People
—the largest civil-rights organization in the United States, founded in
1909 with the mission of “ensur[ing] the political, educational, social
and economic equality of rights of all persons.” The NAACP played a
central role in the civil-rights movement of the 1950s and 1960s.

NBS—National Bureau of Standards—US government bureau whose
responsibilities included the development of computer security stan-
dards for civilian federal agencies; renamed National Institute of Stan-
dards and Technology in 1988.

NIST—National Institute of Standards and Technology—US govern-
ment bureau whose responsibilities include the development of com-
puter security standards for civilian federal agencies.

NRC—National Research Council—research arm of the National Aca-
demy of Sciences and the National Academy of Engineering.

NSA—National Security Agency—the US government agency responsi-
ble for spying on foreign communications and for protecting military,
diplomatic, and intelligence communications of the US government
and its contractors.

NSDD—National Security Decision Directive—a directive issued by the
president (usually classified) on military, intelligence, and security mat-
ters. Such directives, unlike Executive Orders, often change name from
one administration to the next and in recent decades have also been
called “national security directives,” “presidential directives,” and
“national security action memoranda.”
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OCR font—Optical Character Recognition font—fonts designed to be
read easily by machines.

PBX—Private Branch Exchange—a telephone switch belonging to a
business or other organization rather than the phone company.

PCMCIA—Personal Computer Memory Card International Association.
PGP—Pretty Good Privacy—A program originally written by Philip

Zimmerman for encrypting computer files and email. The name of
the company formed to develop and market the program.

plain text—Intelligible text or signals—text or signals that have not been
encrypted. (adj.: plaintext)

private key—In public-key cryptography, the key that is known only to
the recipient and is used for decryption and signing.

public key—In public-key cryptography, the key that is widely available
and is used by the sender to encrypt and by the receiver to verify sig-
natures.

public-key cryptography—cryptography in which communications are
controlled by two keys, one of which can be made public without
revealing the other. Public key cryptography makes it possible to sep-
arate the capabilities for encrypting and decrypting.

RC2—a block cipher designed by Ron Rivest of MIT and marketed by
RSA Data Security as an exportable replacement for DES.

RC4—a fast stream cipher designed by Ron Rivest of MIT and marketed
by RSA Data Security.

Real ID Act—a law requiring the issuing of driver’s licenses by US states
to conform to federal standards that effectively create a national ID
card.

realtime—something operating in “real time,” i.e., without the opportu-
nity to calculate for as long as needed.

rotor machine—a cryptographic device consisting of a machine with sev-
eral rotors, a disk that implements a cipher alphabet. Each disk face
has a number of electrical contacts corresponding to the letters of the
alphabet, and each contact on the front face is wired to exactly one
contact on the rear face. As an electrical signal passes through the ro-
tor, the signal is carried to a new alphabetic position, just as a letter
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looked up in a cipher alphabet changes to another letter. Rotor ma-
chines typically have at least three rotors.

RSA—the Rivest-Shamir-Adelman public-key cryptosystem. The security
of the RSA system is based on the difficulty of factoring large numbers.

shift register—an electronic device made up of a number of cells or
stages, each of which holds a single 0 or 1 of information. As the shift
register operates, the data shift one or more places along the register
at each tick of the clock. In addition to moving left or right, some of
the bits are modified by being combined with other bits.

smart card—a plastic card, typically the size of a credit card, with an
embedded microchip.

SSL—Secure Socket Layer—the transport-lay security mechanism used
in Web browsing to support the secure form of the Hypertext Transfer
Protocol, HTTPS.

STU-III—third-generation secure telephone unit—A US government se-
cure telephone system constructed during the 1980s and using public-
key cryptography.

symmetric cryptography—cryptography in which the capability to en-
crypt and the capability to decrypt are inseparable, in contrast to
asymmetric cryptography.

Title III—Title III of the Omnibus Crime Control and Safe Streets Act of
1968 (18 USC §2510–2521) established the basic law for interceptions
performed in criminal investigations.

traffic analysis—the study of the patterns of communication. An oppo-
nent can learn a great deal about the activities of an organization with-
out being able to understand any individual message.

transactional information—information revealed during the conduct of a
transaction, e.g., the time you left the (paid) parking lot, or the source
and destination of an email.

Triple DES—a block employing DES three times in a row with different
keys; surprisingly this has a workfactor of 2108 to break (rather than
the expected 2168).

TSD—Telephone security device—a device that is not a complete tele-
phone but provides encryption when installed in conjunction with a
telephone. Especially, the AT&T TSD-3600.
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TWG—Technical Working Group set up between NIST and NSA to im-
plement joint work on cryptography.

Type I—A category of equipment certified only for the protection of “un-
classified sensitive information” that was available without the admin-
istrative controls that applied to equipment for protection of classified
information.

Type II—Equipment certified for protection of sensitive information.
Venona—a long-running project by NSA (along with other organiza-

tions such as the British Government Communications Headquarters
(GCHQ) and MI5) to exploit a set of Soviet messages sent in the 1940s
and the early 1950s. The messages, made vulnerable by the reuse of
“one-time” keying material revealed much information about Soviet
spies working against Britain and the United States.

VPN—Virtual Private Network—a dynamic network constructed from
encrypted tunnels through the Internet.

VoIP—Voice over IP—transmission of voice calls over the Internet.
workfactor—the number of operations needed to break a cryptosystem.
911—In the United States and Canada, the phone number for emergency

services: police, fire, and ambulance.
9/11—September 11, 2001—the day on which 19 terrorists hijacked

four large passenger planes, crashing two into the World Trade Center
in New York and one into the Pentagon; the fourth plane crashed in
the Pennsylvania countryside.
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xxx–yyy. The number xxx refers to the Congressional session; the yyy number
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