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Preface

This volume constitutes the Proceedings of the 17th International Symposium on
Hearing (ISH), held from 15 to 19 June 2015 in Groningen, The Netherlands. This
meeting continued a great tradition of conferences that started in 1969 and has been
held every 3 years. It was the second ISH meeting that took place in Groningen.

The emphasis for the ISH series has traditionally been on bringing together re-
searchers from basic research on physiological and perceptual processes of the au-
ditory system, including modeling. However, this tradition has also meant usually
excluding great research on other topics related to hearing sciences, such as hearing
impairment, hearing devices, as well as cognitive auditory processes. During the
ISH 2015, we have aimed to expand to include such relatively new research, while
still continuing with the ISH tradition of basic science. As a result, we had a great
program that covered many exciting, and some contemporary, topics from a wide
range of disciplines related to auditory sciences.

Following the format of the previous ISH meetings, all chapters were edited by
the organizing committee, and these were made available to participants prior to
the meeting. The timetable allowed ample time for discussions. The chapters are
organized according to broad themes, and their order reflects the order of presenta-
tions at the meeting.

We would also like to acknowledge everyone who has contributed to ISH 2015.
We would like to thank the Koninklijke Nederlandse Akademie van Wetenschap-
pen (KNAW), Heinsius Houbolt Foundation, The Oticon Foundation, Cochlear
Inc., Med-El, Phonak, the Gemeente Groningen, the Provincie Groningen and the
Research Institute for Behavioral and Cognitive Neurosciences of the University
of Groningen for the financial support. Also thanks to Jellemicke Ekens and Els
Jans of the Groningen Congres Bureau for their logistic support. Thanks to Jeanne
Clarke, Nawal El Boghdady, Enja Jung, Elouise Koops, Annika Luckmann, Jefta
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Preface vii

Saija and Mirjan van Dijk for their help during the meeting. Finally we would like
to thank all authors and participants for their scientific contributions, and for the
lively discussions.

Organising Committee
Pim van Dijk

Deniz Bagkent

Emile de Kleine
Etienne Gaudrain
Anita Wagner

Cris Lanting

Ria Woldhuis
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Effects of Age and Hearing Loss on the
Processing of Auditory Temporal Fine Structure

Brian C. J. Moore

Abstract Within the cochlea, broadband sounds like speech and music are filtered
into a series of narrowband signals, each of which can be considered as a relatively
slowly varying envelope (ENV) imposed on a rapidly oscillating carrier (the tempo-
ral fine structure, TFS). Information about ENV and TFS is conveyed in the timing
and short-term rate of nerve spikes in the auditory nerve. There is evidence that both
hearing loss and increasing age adversely affect the ability to use TFS information,
but in many studies the effects of hearing loss and age have been confounded. This
paper summarises evidence from studies that allow some separation of the effects of
hearing loss and age. The results suggest that the monaural processing of TFS infor-
mation, which is important for the perception of pitch and for segregating speech
from background sounds, is adversely affected by both hearing loss and increasing
age, the former being more important. The monaural processing of ENV information
is hardly affected by hearing loss or by increasing age. The binaural processing of
TFS information, which is important for sound localisation and the binaural mask-
ing level difference, is also adversely affected by both hearing loss and increasing
age, but here the latter seems more important. The deterioration of binaural TFS
processing with increasing age appears to start relatively early in life. The binaural
processing of ENV information also deteriorates somewhat with increasing age.
The reduced binaural processing abilities found for older/hearing-impaired listeners
may partially account for the difficulties that such listeners experience in situations
where the target speech and interfering sounds come from different directions in
space, as is common in everyday life.

Keywords Frequency discrimination - Envelope - Binaural processing - Interaural
phase discrimination * Envelope processing - Intelligibility - Processing efficiency
- Sound localization - Pitch

B. C. J. Moore (><)

Department of Experimental Psychology, University of Cambridge, Downing Street, CB2 3EB
Cambridge, UK

e-mail: bejm@cam.ac.uk

© The Author(s) 2016 1
P. van Dijk et al. (eds.), Physiology, Psychoacoustics and Cognition in Normal

and Impaired Hearing, Advances in Experimental Medicine and Biology 894,

DOI 10.1007/978-3-319-25474-6 1



2 B. C.J. Moore

1 Introduction

Within the healthy cochlea, broadband sounds are decomposed into narrowband
signals, each of which can be considered as a relatively slowly varying envelope
(ENV) imposed on a rapidly oscillating carrier (the temporal fine structure, TFS).
Information about ENV and TFS is conveyed in the timing and short-term rate of
nerve spikes in the auditory nerve (Joris and Yin 1992). Following Moore (2014),
a distinction is made between the physical ENV and TFS of the input signal (ENVP
and TFSp), the ENV and TFS at a given place on the basilar membrane (ENV
and TFS, ), and the neural representation of ENV,, and TFS,, (ENV and TFS ).
This paper reviews studies that separate the effects of hearing loss and age on the
auditory processing of ENV and TFS.

2 Effects of Age

2.1 Monaural Processing of TFS

It is widely believed that the difference limen for frequency (DLF) of pure tones de-
pends on the use of TFS information for frequencies up to 4-5 kHz (Moore 1973),
and perhaps even up to 8 kHz (Moore and Ernst 2012). If so, the DLF at low and
medium frequencies provides a measure of TFS processing. Abel et al. (1990) and
He et al. (1998) compared DLFs for young and older subjects with normal hearing
(audiometric thresholds <20 dB HL from 0.25 to 4 kHz). In both studies, DLFs
were larger by a factor of 2—4 for the older than for the younger subjects, suggesting
that there is an effect of age. However, performance on other tasks (duration dis-
crimination for Abel et al. and intensity discrimination for He et al.) was also poorer
for the older group, suggesting that there may be a general effect of age that leads to
reduced “processing efficiency”. The effect of age cannot be attributed to reduced
frequency selectivity, since auditory filters do not broaden with increasing age when
absolute thresholds remain normal (Lutman et al. 1991; Peters and Moore 1992).
Monaural TFS processing has also been assessed using the TFS1 test (Hopkins
and Moore 2007; Moore and Sek 2009). This requires discrimination of a harmonic
complex tone (H) from an inharmonic tone (I), created by shifting all components
in the H tone up by a fixed amount in hertz, Af. The value of Af is adaptively varied
to determine the threshold. Both tones are passed through a fixed bandpass filter
centred on the higher (unresolved) components, and a background noise is used to
mask combination tones and components falling on the skirts of the filter. Evidence
suggesting that performance on this test reflects sensitivity to TFS rather than the
use of excitation-pattern cues is: (1) Performance on the TFS test does not worsen
with increasing level, except when the level is very high (Moore and Sek 2009,
2011; Marmel et al. 2015); (2) Randomizing the level of the individual components
would be expected to impair the ability to use excitation-pattern cues, but this has
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very little effect on performance of the TFS1 test (Jackson and Moore 2014); (3)
Differences in excitation level between the H and I tones at the threshold value of
Af, estimated using the H and I tones as forward maskers, are too small to be usable
(Marmel et al. 2015).

Moore et al. (2012) used the TFSI1 test with centre frequencies of 850 and
2000 Hz to test 35 subjects with audiometric thresholds <20 dB HL from 0.25 to
6 kHz and ages from 22 to 61 years. There were significant correlations between
age and the thresholds in the TFS1 test (r=0.69 and 0.57 for the centre frequencies
of 850 and 2000 Hz, respectively). However, TFS1 scores at 850 Hz were correlated
with absolute thresholds at 850 Hz (r=0.67), even though audiometric thresholds
were within the normal range, making it hard to rule out an effect of hearing loss.

Fiillgrabe et al. (2015) eliminated confounding effects of hearing loss by testing
young (18-27 years) and older (60—79 years) subjects with matched audiograms.
Both groups had audiometric thresholds <20 dB HL from 0.125 to 6 kHz. The TFS1
test was conducted using centre frequencies of 1 and 2 kHz. The older subjects per-
formed significantly more poorly than the young subjects for both centre frequen-
cies. Performance on the TFS1 task was not correlated with audiometric thresholds
at the test frequencies. These results confirm that increased age is associated with a
poorer ability to use monaural TFS cues, in the absence of any abnormality in the
audiogram. It is hard to know whether this reflects a specific deficit in TFS process-
ing or a more general reduction in processing efficiency.

2.2 Monaural Processing of ENV

Fiillgrabe et al. (2015) also assessed sensitivity to ENV cues by measuring thresh-
olds for detecting sinusoidal amplitude modulation imposed on a 4-kHz sinusoidal
carrier. Modulation rates of 5, 30, 90, and 180 Hz were used to characterize the
temporal-modulation-transfer function (TMTF). On average, thresholds (expressed
as 20log, ,m, where m is the modulation index) were 2-2.5 dB higher (worse) for the
older than for the younger subjects. However, the shapes of the TMTFs were similar
for the two groups. This suggests that increasing age is associated with reduced ef-
ficiency in processing ENV information, but not with reduced temporal resolution
for ENV cues. Schoof and Rosen (2014) found no significant difference in either
processing efficiency or the shape of TMTFs measured with noise-band carriers
between young (19-29 years) and older (60-72 years) subjects with near-normal
audiograms. It is possible that, with noiseband carriers, amplitude-modulation de-
tection is limited by the inherent fluctuations in the carrier (Dau et al. 1997), making
it hard to measure the effects of age.
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2.3 Binaural Processing of TFS

The binaural processing of TFS can be assessed by measuring the smallest detect-
able interaural phase difference (IPD) of a sinusoidal carrier relative to an IPD of
0°, keeping the envelope synchronous at the two ears. A task of this type is the TFS-
LF test (where LF stands for low-frequency) (Hopkins and Moore 2010b; Sek and
Moore 2012). Moore et al. (2012) tested 35 subjects with audiometric thresholds
<20 dB HL from 0.25 to 6 kHz and ages from 22 to 61 years. The TFS-LF test was
used at center frequencies of 500 and 850 Hz. There were significant correlations
between age and IPD thresholds at both 500 Hz (r=0.37) and 850 Hz (r=0.65).
Scores on the TFS-LF task were not significantly correlated with absolute thresh-
olds at the test frequency. These results confirm those of Ross et al. (2007) and
Grose and Mamo (2010), and indicate that the decline in sensitivity to binaural TFS
with increasing age is already apparent by middle age.

Fiillgrabe et al. (2015) used the TFS-LF task with their young and older groups
with matched (normal) audiograms, as described above. The older group performed
significantly more poorly than the young group at both centre frequencies used (500
and 750 Hz). The scores on the TFS-LF test were not significantly correlated with
audiometric thresholds at the test frequencies. Overall, the results indicate that the
ability to detect changes in IPD worsens with increasing age even when audiometric
thresholds remain within the normal range.

The binaural masking level difference (BMLD) provides another measure of
binaural sensitivity to TFS. The BMLD is the difference in the detection threshold
between a condition where the masker and signal have the same interaural phase
and level relationship, and a condition where the relationship is different. Although
BMLDs can occur as a result of differences in ENV _for the two ears, it is generally
believed that the largest BMLDs result from the use of TFS . Because the BMLD
represents a difference between two thresholds, it has the advantage that differences
in processing efficiency across age groups at least partly cancel. Several researchers
have compared BMLDs for young and older subjects with (near-) normal hearing
(Pichora-Fuller and Schneider 1991, 1992; Grose et al. 1994; Strouse et al. 1998).
All showed that BMLDs (usually for a 500-Hz signal frequency) were smaller for
older than for young subjects, typically by 2—4 dB.

In summary, binaural TFS processing deteriorates with increasing age, even
when audiometric thresholds are within the normal range.

2.4 Binaural Processing of ENV

King et al. (2014) measured the ability to discriminate IPD using amplitude-mod-
ulated sinusoids. The IPDs were imposed cither on the carrier, TFSp, or the modu-
lator, ENVP. The carrier frequency, f., was 250 or 500 Hz and the modulation fre-
quency was 20 Hz. They tested 46 subjects with a wide range of ages (18—83 years)
and degrees of hearing loss. The absolute thresholds at the carrier frequencies of
250 and 500 Hz were not significantly correlated with age. Thresholds for detect-
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ing IPDs in ENV were positively correlated with age for both carrier frequencies
(r=0.62 for f,= 250 Hz; r=0.58, for f,=500 Hz). The correlations remained posi-
tive and significant when the effect of absolute threshold was partialled out. These
results suggest that increasing age adversely affects the ability to discriminate [PDs
in ENV, independently of the effects of hearing loss.

3 Effects of Cochlear Hearing Loss

3.1 Monaural Processing of TFS

Many studies have shown that cochlear hearing loss is associated with larger than
normal DLFs. For a review, see Moore (2014). However, in most studies the hear-
ing-impaired subjects were older than the normal-hearing subjects, so some (but
probably not all) of the effects of hearing loss may have been due to age. DLFs for
hearing-impaired subjects are not correlated with measures of frequency selectivity
(Tyler et al. 1983; Moore and Peters 1992), confirming that DLFs depend on TFS
information and not excitation-pattern information.

Several studies have shown that cochlear hearing loss is associated with a greatly
reduced ability to perform the TFS1 test or similar tests (Hopkins and Moore 2007,
2010a, 2011). Many hearing-impaired subjects cannot perform the task at all. Al-
though the effects of hearing loss and age were confounded in some of these studies,
the performance of older hearing-impaired subjects seems to be much worse than
that of older normal-hearing subjects, suggesting that hearing loss per se adversely
affects monaural TFS processing.

3.2 Monaural Processing of ENV

Provided that the carrier is fully audible, the ability to detect amplitude modulation
is generally not adversely affected by cochlear hearing loss and may sometimes be
better than normal, depending on whether the comparison is made at equal sound
pressure level or equal sensation level (Bacon and Viemeister 1985; Bacon and
Gleitman 1992; Moore et al. 1992; Moore and Glasberg 2001). When the modula-
tion is clearly audible, a sound with a fixed modulation depth appears to fluctuate
more for an impaired ear than for a normal ear, probably because of the effects of
loudness recruitment (Moore et al. 1996).

3.3 Binaural Processing of TFS

Many studies of the effects of hearing loss on discrimination of interaural time dif-
ferences (ITDs) are confounded by differences in age between the normal-hearing
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and hearing-impaired subjects. One exception is the study of Hawkins and Wightman
(1980). They measured just noticeable differences in ITD using low-frequency (450—
550 Hz) and high-frequency (3750-4250 Hz) narrow-band noise stimuli. The ITD
was present in both TFSp and ENV ; except that the onsets and offsets of the stimuli
were synchronous across the two ears. Performance was probably dominated by the
use of TFS cues for the low frequency and ENV cues for the high frequency. They
tested three normal-hearing subjects (mean age 25 years) and eight subjects with hear-
ing loss (mean age 27 years). The two groups were tested both at the same sound
pressure level (85 dB SPL) and at the same sensation level (30 dB SL). ITD thresh-
olds were significantly higher for the hearing-impaired than for the normal-hearing
subjects for both signals at both levels. These results suggest that cochlear hearing
loss can adversely affect the discrimination of ITD carried both in TFSp and in ENV .

The study of King et al. (2014), described above, is relevant here. Recall that they
tested 46 subjects with a wide range of ages (18—83 years) and degrees of hearing loss.
Thresholds for detecting IPDs in TFSp were positively correlated with absolute thresh-
olds for both carrier frequencies (r=0.45 for f,=250 Hz; r=0.40, for /=500 Hz). The
correlations remained positive and significant when the effect of age was partialled
out. Thus, hearing loss adversely affects the binaural processing of TFS.

Many studies have shown that BMLDs are reduced for people with cochlear
hearing loss, but again the results are generally confounded with the effects of age.
More research is needed to establish the extent to which BMLDs are affected by
hearing loss per se.

3.4 Binaural Processing of ENV

Although the results of Hawkins and Wightman (1980), described in Sect. 3.3, sug-
gested that hearing loss adversely affected the discrimination of ITD carried in ENV,,
King et al. (2014) found that thresholds for detecting IPDs in ENV_were not sig-
nificantly correlated with absolute thresholds. Also, Léger et al. (2015) reported that
thresholds for detecting IPDs in ENV_ were similar for subjects with normal and
impaired hearing (both groups had a wide range of ages). Overall, the results suggest
that hearing loss does not markedly affect the ability to process binaural ENV cues.

4 Summary and Implications

The monaural and binaural processing of TFS is adversely affected by both increas-
ing age and cochlear hearing loss. The efficiency of processing monaural ENV in-
formation may be adversely affected by increasing age, but the temporal resolution
of ENV cues appears to be unaffected. The processing of binaural ENV information
is adversely affected by increasing age. Cochlear hearing loss does not markedly
affect the processing of monaural or binaural ENV information.

The effects of age and hearing loss on TFS processing may partially explain
the difficulties experienced by older hearing-impaired people in understanding
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speech in background sounds (Hopkins and Moore 2010a, 2011; Neher et al. 2012;
Fiillgrabe et al. 2015).
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Aging Effects on Behavioural Estimates of
Suppression with Short Suppressors

Erica L. Hegland and Elizabeth A. Strickland

Abstract Auditory two-tone suppression is a nearly instantaneous reduction in
the response of the basilar membrane to a tone or noise when a second tone or
noise is presented simultaneously. Previous behavioural studies provide conflicting
evidence on whether suppression changes with increasing age, and aging effects
may depend on whether a suppressor above (high-side) or below (low-side) the
signal frequency is used. Most previous studies have measured suppression using
stimuli long enough to elicit the medial olivocochlear reflex (MOCR), a sound-
elicited reflex that reduces cochlear amplification or gain. It has a “sluggish” onset
of approximately 25 ms. There is physiological evidence that suppression may be
reduced or altered by elicitation of the MOCR. In the present study, suppression was
measured behaviourally in younger adults and older adults using a forward-masking
paradigm with 20-ms and 70-ms maskers and suppressors. In experiment 1, gain
was estimated by comparing on-frequency (2 kHz) and off-frequency (1.2 kHz)
masker thresholds for a short, fixed-level 2-kHz signal. In experiment 2, the fixed-
level signal was preceded by an off-frequency suppressor (1.2 or 2.4 kHz) presented
simultaneously with the on-frequency masker. A suppressor level was chosen that
did not produce any forward masking of the signal. Suppression was measured as
the difference in on-frequency masker threshold with and without the suppressor
present. The effects of age on gain and suppression estimates will be discussed.

Keywords Two-tone suppression *+ Medial olivocochlear reflex - MOCR -
Endocochlear potential - Gain estimates * Duration

1 Introduction

We live in a noisy world, and understanding speech in noise is a common challenge.
As people age, this task becomes increasingly difficult, and elevated thresholds
alone cannot account for this increased difficulty (e.g., Pichora-Fuller et al. 1995).
One explanation for this discrepancy may be attributed to the decrease in the en-
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docochlear potential that tends to occur with increasing age (e.g., Schuknecht et al.
1974). A decreased endocochlear potential negatively affects the function of inner
and outer hair cells (OHCs) (e.g., Gates et al. 2002), and disruptions in OHC func-
tion could decrease cochlear nonlinearity (e.g., Schmiedt et al. 1980).

A sensitive measure of cochlear nonlinearity is two-tone suppression, e.g., a
nearly instantaneous reduction in the basilar membrane (BM) response to one tone
in the presence of a second tone. There is psychoacoustic evidence that suppression
measured with suppressors above the signal frequency (high-side suppression) and
below the signal frequency (low-side suppression) may show different aging effects.
Several of these psychoacoustic studies have used a band-widening technique in a
forward-masking paradigm to measure suppression (Dubno and Ahlstrom 2001a, b;
Gifford and Bacon 2005). Narrow bandpass noise centred at the signal frequency
was widened by adding noise bands above, below, or above and below the signal
frequency. Suppression was measured as the difference in signal threshold between
the narrowest and widest noisebands. Dubno and Ahlstrom (2001a, b) found less
suppression with more noise above rather than below the signal frequency, and
the older adults with normal hearing had less suppression than the younger adults.
Older adults had minimal low-side suppression and absent high-side suppression
(Dubno and Ahlstrom 2001a). In contrast, using the band-widening technique with
noise added below the signal, Gifford and Bacon (2005) found no effect of age on
suppression. Using tonal maskers and suppressors in a forward-masking paradigm,
Sommers and Gehr (2010) found reduced or absent high-side suppression with in-
creased age.

It is possible that previous psychoacoustic studies of suppression underestimated
the amount of suppression by using maskers that were long enough to elicit the me-
dial olivocochlear reflex (MOCR). The MOCR is a sound-elicited efferent feedback
loop that reduces OHC amplification or gain (Cooper and Guinan 2006). Gain starts
to be affected approximately 25 ms after elicitor onset. Evidence from physiological
studies in animals suggests that elicitation of the MOCR may decrease or modify
suppression (Winslow and Sachs 1987; Kawase et al. 1993). Previous studies of
aging effects on suppression used masker and suppressor durations of 200-500 ms
(Dubno and Ahlstrom 2001a, b; Gifford and Bacon 2005; Sommers and Gehr 1998,
2010). These durations were long enough to elicit MOCR-induced gain reductions
and possibly reduce suppression estimates.

The goal of this study was to investigate the effect of age on estimates of two-
tone suppression using shorter stimuli. Several prior studies of aging effects on
suppression have used masker levels that had been previously shown to produce
large amounts of suppression in young adults (Dubno and Ahlstrom 2001a, 2001b;
Gifford and Bacon 2005; Sommers and Gehr 2010). In the present study, suppres-
sor levels were chosen that did not produce forward masking of the signal, which
can be presumed to produce minimal spread of excitation at the signal frequency
place (Moore and Vickers 1997). If simultaneous masking is produced by spread of
excitation and suppression, using a suppressor that does not produce forward mask-
ing should result in a measure of suppression rather than a mixture of suppression
and excitation.
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2 Methods

2.1 Participants

Participants included five younger adults between 18 and 30 years old (mean =21.4;
3 female) and five older adults between 62 and 70 years old (mean =65.4; 4 female).
The average threshold for younger adults at 2 kHz was 5 dB HL (SD 3.54), and the
average threshold for older adults at 2 kHz was 15 dB HL (SD 9.35). The Montreal
Cognitive Assessment (MoCA; used with permission, copyright Z. Nasreddine)
was administered, and all results were within the normal range (>26/30).

2.2 Stimuli

The signal was a 10-ms, 2-kHz sinusoid with 5-ms onset and offset ramps and no
steady state portion. This signal frequency has been used in previous studies on ag-
ing effects on suppression (Sommers and Gehr 1998, 2010; Dubno and Ahlstrom
2001a, 2001b; Gifford and Bacon 2005). The signal was presented at 10 dB SL
and/or 50 dB SPL for each participant, and the masker level was adaptively varied
to find threshold. Masker durations were 20 (short) and 70 ms (long). The 20-ms
masker should be too short to elicit the MOCR, while the 70-ms masker should
be long enough to elicit full gain reduction from MOCR elicitation (Roverud and
Strickland 2010). For experiment 1, masker thresholds for the short and long on-
frequency (2 kHz) and off-frequency (1.2 and 2.4 kHz) maskers were measured
(Fig. 1). At the signal frequency place, the BM response to the 1.2-kHz masker
should be approximately linear, even with MOCR stimulation (Cooper and Gui-
nan 2006). The 2.4-kHz masker frequency was chosen because it has produced
substantial suppression of a 2-kHz masker in previous studies with young adults
(Shannon 1976; Sommers and Gehr 2010). Gain was estimated as the difference in
threshold between the on-frequency masker and the 1.2-kHz masker (Yasin et al.
2014). For experiment 2, suppression was measured by presenting a short or long,
1.2- or 2.4-kHz suppressor simultancously with the on-frequency masker and just
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Fig. 1 Schematic of stimuli frequencies (kHz) and durations (ms). Masker durations were 20 ms
(solid lines) and 70 ms (solid + dashed lines). Maskers were on-frequency (blue, 2 kHz) and off-
frequency (red, 1.2 and 2.4 kHz)



12 E. L. Hegland and E. A. Strickland

prior to presentation of the 10-ms, 2-kHz signal. This will be referred to as the
“combined masker.” The masker and suppressor durations were always equal. The
on-frequency masker level was adaptively varied to find threshold.

All stimuli were digitally produced with MATLAB™ software (2012a, The
Math Works, Natick, MA). They were output via a Lynx II XLR sound card to a
headphone buffer (TDT HB6) and presented to the right ear or the better ear of each
participant through an ER-2 insert earphone (Etymotic Research, Inc., Elk Grove
Village, IL).

2.3 Procedure

Participants sat in a sound-attenuating booth and listed to stimuli presented to their
right ear or better ear. Masker threshold for a fixed signal level was measured us-
ing a three-interval forced-choice adaptive procedure. Participants were instructed
to use a computer mouse or keyboard to choose the interval that sounded differ-
ent from the others. The masker level was increased following one incorrect re-
sponse and decreased following two correct responses. Following this procedure,
an estimate of 70 % correct on the psychometric function is obtained (Levitt 1971).
Masker threshold for a given trial was calculated as an average of the last eight of
the 12 total reversals. Thresholds with a standard deviation of 5 dB or greater were
not included in the final average. The order of the conditions was counterbalanced
across the participants.

3 Results

3.1 Experiment 1

Thresholds for the short and long on-frequency (2 kHz) and off-frequency maskers
(1.2 and 2.4 kHz) were obtained for signal levels fixed at 10 dB above each partici-
pant’s threshold for the 2-kHz, 10-ms tone. Because the absolute signal level dif-
fered between younger and older participants, masker thresholds were also obtained
for a 50-dB SPL signal, which was 10-dB SL for some older participants.
Estimates of cochlear gain were calculated as the difference in masker thresh-
old between the 2-kHz and 1.2-kHz short maskers (Yasin et al 2014). Gain was
determined separately for each signal level. A one-way ANOVA was conducted to
compare the effect of age group on gain estimates at each signal level. There was
a significant effect of age group on gain estimates at the 10-dB SL signal level
[F(1,8)=7.03, p=0.029] and the 50-dB SPL signal level [F(1,7)=6.86, p=0.034].
Average amounts of gain are shown in Fig. 2. These results suggest that gain es-
timates were significantly decreased in older adults compared to younger adults.
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Correlation coefficients were computed between auditory threshold at 2 kHz and
gain estimates at both signal levels, and neither of the correlations reached statisti-
cal significance.

3.2 Experiment 2

Suppression was measured in a forward-masking paradigm (see Fig. 1). Suppres-
sor levels were chosen that were below the thresholds obtained in Experiment 1
to ensure that the suppressor did not produce any forward masking of the signal.
For each participant, several suppressor levels were presented, and the level pro-
ducing the greatest amount of suppression was used for analysis. The suppressor
was an average of 4 dB below the off-frequency masker threshold obtained in Ex-
periment 1 [SD=1.60]. For younger adults, suppressors were presented at an av-
erage of 74.50 dB SPL [SD=5.22] for low-side suppression and 74.23 dB SPL
[SD=4.00] for high-side suppression. For older adults, suppressors were presented
at an average of 67.60 dB SPL [SD=2.12] for low-side suppression and 75.20 dB
SPL [SD=3.68] for high-side suppression. Compared to the 10 dB SL signal level,
suppressors were on average 6.8 dB higher at the 50 dB SPL signal level for the
younger adults and 2.7 dB higher for the older adults.

Average amounts of low-side and high-side suppression for younger adults
(open bars) and older adults (filled bars) at the 10-dB SL and 50-dB SPL signal
levels are shown in Fig. 3. With the short combined masker, all participants showed
some low-side suppression, and all participants except for one older adult showed
high-side suppression. With the long combined masker, 2/5 older adults had no
measurable low-side suppression, and 3/5 older adults had no measurable high-side
suppression. A one-way ANOVA was conducted to compare the effect of age group
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Fig. 3 Average suppression estimates for younger adults (open bars) and older adults (filled
bars). Results are shown for the 1.2 kHz suppressor (low-side suppression), 2.4 kHz suppres-
sor (high-side suppression), 20-ms combined masker (short msk), 70-ms combined masker (long
msk), 10-dB SL signal level, and 50-dB SPL signal level

on suppression estimates. There was a significant effect of age group on suppression
estimates at the p<0.05 level for all conditions tested. There was a significant effect
of'age group for low-side suppression with a short combined masker [10-dB SL sig-
nal: F(1,8)=5.53, p=0.047; 50-dB SPL signal: F(1,8)=11.09, p=0.010] and with a
long combined masker [10-dB SL signal: F(1,8)=10.57, p=0.012; 50-dB SPL sig-
nal: F(1,8)=12.94, p=0.007]. There was a significant effect of age group for high-
side suppression with a short combined masker [10-dB SL signal: F(1,8)=28.66,
p=0.019; 50-dB SPL signal: F(1,7)=10.37, p=0.015] and with a long combined
masker [10-dB SL signal: F(1,8)=7.55, p=0.025; 50-dB SL signal: F(1,7)=7.99,
p=0.026]. This suggests that both high-side and low-side suppression estimates
decreased with age.

A paired-samples t-test was conducted to compare suppression estimates ob-
tained with short and long combined maskers. In all suppression conditions tested,
there were significant differences at the p <0.05 level between suppression estimates
obtained with short and long combined maskers. There was a significant difference
between low-side suppression estimates obtained with short [A/=7.49, SD=5.34]
and long combined maskers [M=4.54, SD=5.57] at the 10-dB SL signal level
[4(9)=2.94, p=0.017] and between short [M=14.33, SD=9.33] and long combined
maskers [M=8.25, SD=8.42] at the 50-dB SPL signal level [#(9)=3.41, p=0.008].
There was a significant difference between high-side suppression estimates ob-
tained with short [M=10.46, SD=7.99] and long combined maskers [M=6.86,
SD=8.95] at the 10-dB SL signal level [#9)=3.83, p=0.004] and between short
[M=12.08, SD=9.03] and long combined maskers [M=7.24, SD=7.66] at the 50-
dB SPL signal level [#9)=4.56, p=0.002]. This suggests that suppression estimates
were significantly greater when measured with a short combined masker.
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It is possible that the decreased suppression in the older adults was due to their
increased auditory thresholds. To determine the effect of auditory threshold on sup-
pression estimates, correlation coefficients were computed between threshold in
dB HL and suppression estimates from each of the eight conditions tested. Out
of the eight suppression conditions, threshold at 2 kHz was negatively correlated
with low-side suppression at the 50-dB SPL signal level measured with the short
combined masker [7(10)=—0.68, p=0.031] and with the long combined masker
[7(10)==0.67, p=0.33]. This suggests that those with higher auditory thresholds
had smaller low-side suppression estimates at the 50-dB SPL signal level. Other-
wise, auditory threshold was not significantly correlated with either suppression or
gain estimates.

4 Discussion

In the present experiment, several important differences were seen between younger
adults and older adults. In Experiment 1, older adults were found to have less gain
than younger adults, measured as the difference in on-frequency and off-frequency
masker threshold for a fixed signal level (Yasin et al. 2014). The off-frequency,
1.2-kHz masker is understood to have a linear BM response at the signal frequency
place, and the on-frequency, 2-kHz masker and signal have a compressive BM re-
sponse at the signal frequency place (Oxenham and Plack 2000). Comparing these
two conditions gives an estimate of cochlear gain around the signal frequency
place. It is possible that the decrease in gain for the older adults was due to their
slightly poorer auditory thresholds. However, correlation coefficients between audi-
tory threshold and gain estimates did not reach significance. This measure of gain
may reflect decreases in cochlear function that occur prior to elevations in auditory
thresholds. Decreased endocochlear potential may have less of an effect on thresh-
olds closer to the apex of the cochlea and a larger effect in the base (Mills et al.
2006) while still impacting cochlear nonlinearity.

Estimates of high-side and low-side suppression were significantly smaller for
older adults than for younger adults. Most previous studies of aging effects on sup-
pression have found decreased or absent suppression for older adults (Sommers and
Gehr 1998, 2010; Dubno and Ahlstrom 2001a, b). In the present study, suppressor
levels were chosen to not produce forward masking and to result in the greatest
measure of suppression. Also, with the long combined masker, some older adults
did not show high-side suppression, and some did not show low-side suppression.
By using short combined maskers with individually-selected suppressor levels, ac-
curate measurements of suppression can be achieved.

Both younger and older adults in the present study showed significantly more
suppression measured with short combined maskers than with longer combined
maskers. Several of the older participants, who had no measurable suppression with
the longer combined masker, had a small amount of suppression measured with the
shorter combined masker. When suppression is measured with combined maskers
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long enough to elicit MOCR-induced gain reduction, suppression may be underes-
timated. However, even when measured with the shorter combined maskers, older
adults had less suppression than younger adults. Evidence from animal studies sug-
gests that gain reduction from the MOCR and suppression interact, resulting in
decreased suppression (Winslow and Sachs 1987; Kawase et al. 1993). The results
of the present study support this idea.

Dubno and Ahlstrom (2001a) found a negative correlation between auditory
thresholds and suppression estimates. In the present study, there was a negative
correlation between auditory thresholds and suppression estimates for low-side
suppression at the 50-dB SPL signal level. The correlation was not significant for
low-side suppression at the 10-dB SL signal level or for high-side suppression. The
suppression estimates in Dubno and Ahlstrom (2001a) were measured between the
narrowest and widest bandwidth maskers. This measure would include elements
of both high-side and low-side suppression. It is possible that auditory threshold is
more strongly correlated with low-side suppression.

The present study found strong evidence for age-related decreases in both high-
side and low-side two-tone suppression and in estimates of cochlear gain. These
findings are consistent with a decreasing endocochlear potential that occurs with in-
creasing age. The results also support the hypothesis that that suppression estimates
may be underestimated when measured with long combined maskers, which would
be consistent with a reduction in suppression due to the MOCR.
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Contributions of Coding Efficiency of
Temporal-Structure and Level Information to
Lateralization Performance in Young and Early-
Elderly Listeners

Atsushi Ochi, Tatsuya Yamasoba and Shigeto Furukawa

Abstract The performance of a lateralization task based on interaural time or level
differences (ITDs or ILDs) often varies among listeners. This study examined the
extent to which this inter-listener variation could be accounted for by the coding
efficiency of the temporal-structure or level information below the stage of interau-
ral interaction. Young listeners (20s to 30s) and early-elderly (60s) listeners with or
without mild hearing loss were tested. The /7D, ILD, TIME, and LEVEL tasks were
intended to measure sensitivities to ITDs, ILDs, the temporal structure of the stimu-
lus encoded by the neural phase locking, and the stimulus level, respectively. The
performances of the /7D and /LD tasks were not significantly different between the
age groups, while the elderly listeners exhibited significantly poorer performance
in the TIME task (and in the LEVEL with a high-frequency stimulus only) than the
young listeners. Significant correlations were found between thresholds for the /LD
and LEVEL tasks with low- and high-frequency stimuli and for the /7D and TIME
tasks for the high-frequency stimulus, implying peripheral coding efficiency as a
major factor determining lateralization performance. However, we failed to find a
correlation between the /7D and TIME tasks for the low-frequency stimulus, despite
a large range of threshold values in the 7/ME task. This implies that in a low fre-
quency region, the peripheral coding efficiency of the stimulus temporal structure is
a relatively minor factor in the ITD-based lateralization performance.
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1 Introduction

Interaural time and level differences (ITDs and ILDs) are the major cues for hori-
zontal sound localization. Sensitivities to ITDs and ILDs, evaluated by lateraliza-
tion tasks, often vary markedly among listeners. Lateralization performance based
on ITDs and ILDs should reflect not only the listener’s ability to compare time and
level information, respectively, between ears but also the efficiency of encoding
information about the temporal structure and intensity of stimuli at stages below
binaural interactions in auditory processing. Our earlier study attempted to evaluate
the relative contributions of these processing stages to the inter-listener variability
in lateralization performance, by comparing individual listeners’ monaural sensitiv-
ities to the temporal structure and intensity of a sound stimulus with their ITD and
ILD sensitivities (Ochi et al. 2014). The results showed significant correlation of
ILD discrimination thresholds with thresholds for monaural level-increment detec-
tion task. This could be interpreted as indicating that the inter-individual differences
in ILD sensitivity could be (partially) accounted for by the level coding efficiency
at stages before binaural interaction. Similarly, ITD discrimination thresholds were
found to correlate with the listeners’ sensitivities to the temporal structure of mon-
aural stimuli, when the stimuli were in high frequency range (around 4000 Hz).
However, we failed to find a positive correlation for stimuli in low-frequency range
(around 1100 Hz).

The present study extends our earlier study (Ochi et al. 2014) by incorporating
carly-elderly listeners under essentially the same experimental settings. We adopted
carly-elderly listeners because generally they would exhibit deteriorated sensitivi-
ties to temporal structures of stimuli, while their audiometric thresholds remain
within a normal to mildely-impaired range. We first examined the effects of age on
the performance of individual tasks. We then analysed correlations, as in the earlier
study, between task performances. It has been reported that sensitivities to the tem-
poral structure and intensity of stimuli decline with age (e.g., Hopkins and Moore
2011). A population including young and elderly listeners would therefore exhibit a
large variability of thresholds in the monaural tasks, which would lead to improved
sensitivity of the correlation analyses and provide further insights as to the roles of
monaural processing in ITD or ILD discrimination. Supplemental data were also
obtained to evaluate underlying mechanisms for the monaural tasks.

As in the earlier study, we measured listeners’ performances in four basic tasks,
namely /7D, ILD, TIME, and LEVEL tasks, which would reflect sensitivities to
ITDs, ILDs, the temporal structure, and the level change of stimuli, respectively.
Low- and high-frequency stimuli were tested, which were centred at around 1100
and 4000 Hz, respectively. Supplementary experiments measured frequency reso-
lution (FRES task), frequency discrimination limens (#DISC task), and (for low-
frequency stimulus only) the discrimination threshold of Huggins pitch (HUGGINS
task; Cramer and Huggins 1958).
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2 Methods

2.1 Listeners

Forty-three adults participated in the experiment. All gave written informed con-
sent, which was approved by the Ethics Committee of NTT Communication Sci-
ence Laboratories. Those included 22 normal-hearing young listeners (referred to
as the YNH group; 10 males and 12 females; 19-43 years old, mean 32.0) and 21
elderly listeners (11 males and 10 females; 60—70 years old, mean 63.0). The data
from the YNH listeners have been represented in the earlier study (Ochi et al. 2014).
In the analyses, the elderly listeners were further divided into normal-hearing (re-
ferred to as ENH) and hearing-impaired (EHI) groups. Listeners with audiometric
thresholds of <30 dB HL at all the frequencies between 125 and 4000 Hz in both
ears were classified as normal-hearing; otherwise, as (mildly) hearing-impaired.
For the FDISC and HIGGINS tasks, a subset of YNH listeners (N=12) and all the
elderly listeners participated. Table 1 summarizes the means and standard devia-
tions of hearing levels obtained by pure-tone audiometry.

2.2 Stimuli

Stimuli were presented to the listener through headphones. Except for the binaural
tasks (i.e., ITD, ILD, and HUGGINS tasks), the stimuli were presented to the right ear.

The main four tasks (namely, /7D, ILD, TIME, and LEVEL tasks) employed two
types of stimuli, referred to as the low- and high-frequency stimuli, which were
identical to those used in our earlier study (Ochi et al. 2014) and are thus only de-
scribed briefly here. The stimuli were designed to assess the listener’s ability to use
information on the basis of neural phase-locking to the stimulus temporal structure,
respectively, in the /7D and TIME tasks. Essentially the same stimuli were also
used in the /LD and LEVEL tasks. The low-frequency stimulus was a spectrally
shaped multicomponent complex (SSMC), which was a harmonic complex with a
fundamental frequency (F,) of 100 Hz. The spectral envelope had a flat passband
and sloping edges (5xF), centered at 1100 Hz).The overall level of the complex
was 54 dB SPL. Threshold equalizing noise, extending from 125 to 15,000 Hz,

Table 1 Mean and standard deviations of hearing levels for the three listener groups. Columns
represent, from left to right, averages across all the frequencies, 1000-Hz tone, and 4000-Hz tone,
respectively

Hearing level (dB) mean=standard deviation

125-4000 Hz 1000 Hz 4000 Hz
YNH (N=22) 8.14£6.5 55+5.6 31465
ENH (N=12) 13.0£6.1 10.2£7.0 11.7+6.2
EHI (N=9) 21.1+13.4 11.9+7.1 353+18.8
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was added. The high-frequency stimulus was a “transposed stimulus,” which was
a 4-kHz tone carrier amplitude-modulated with a half-wave rectified 125-Hz sinu-
soid (Bernstein and Trahiotis 2002). It is considered that the auditory-nerve firing
is phase locked to the modulator waveform, which provides the cue for judging the
ITD and modulation rate of the stimulus. The overall level of the transposed stimu-
lus was set to 65 dB SPL. A continuous, low-pass filtered Gaussian noise was added
to prevent the listener from using any information at low spectral frequencies (e.g.,
combination tones).

Stimuli used for supplementary tasks (namely, FRES and FDISC tasks) involved
tone-burst signals at frequencies of 1100 and 4000 Hz. Specifically to these two
tasks, the low- and high-frequency stimuli refer to the 1100- and 4000-Hz tones,
respectively. The frequency band of interest in the HUGGINS task (another supple-
mentary task) was centred at 1100 Hz. Other details about the stimuli for the FRES,
FDISC, and HUGGINS tasks are described in the next subsection.

2.3 Procedures

2.3.1 General Procedure

A two-interval two-alternative forced-choice (2I-2AFC) method was used to mea-
sure the listener’s sensitivities to stimulus parameters. Feedback was given to indi-
cate the correct answer after each response. The two-down/one-up adaptive tracking
method was used to estimate discrimination thresholds.

2.3.2 Task Specific Procedures
2.3.2.1 ITD Task

In a 2I-2AFC trial, stimuli in the two intervals had ITDs of +AITD/2 and —AITD/2
ps. Each stimulus was 400-ms long, including 100-ms raised-cosine onset and off-
set ramps, which were synchronized between the two ears. The listeners were re-
quired to indicate the direction of the ITD change between the two intervals on the
basis of the laterality of sound images.

2.3.2.2 ILD Task

Similarly to the /7D task, stimuli in the two intervals had ILDs of+AILD/2 and
—AILD/2 dB. Each stimulus was 400-ms long, including 20-ms raised-cosine onset
and offset ramps. The listeners were required to indicate the direction of the ILD
change between the two intervals on the basis of the laterality of sound images.
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2.3.2.3 TIME Task

For the low-frequency stimulus, the listeners were required to detect a common up-
ward frequency shift (Af Hz) imposed on the individual components of the SSMC
with the spectral envelope remaining unchanged (Moore and Sek 2009). It was
assumed that the listeners based their judgments on pitch changes, reflecting the
temporal fine structure encoded as the pattern of neural phase locking. The “sig-
nal” and “non-signal” intervals in the 2[-2AFC method contained RSRS and RRRR
sequences, respectively, where R indicates the original SSMC and S indicates a
frequency-shifted SSMC. For the high-frequency stimulus, the listener’s task was
to discriminate the modulation frequencies of the transposed stimuli between f
(=125 Hz) and f +Af Hz, referred to as R and S, respectively. Each R and S had
a duration of 100 ms, including 20-ms raised-cosine ramps. The threshold was ex-
pressed as Af/f or Afjf. for the low- or high-frequency stimuli, respectively. When
adaptive tracking failed to converge within this limit, trials with a shift of 0.5F
were repeated 30 times. In that case, the proportion of correct trials was converted
to d', and then the “threshold” was derived on the assumption that d' is proportional
to the frequency shift (Moore and Sek 2009).

2.3.24 LEVEL Task

In a 2I-2AFC trial, the listeners were required to indicate an interval containing a
400-ms-long SSMC or a transposed stimulus whose central 200-ms portion (includ-
ing 20-ms raised-cosine ramps) was incremented in level by AL dB, while the other
non-signal interval contained an original SSMC or a transposed stimulus.

2.3.2.5 FRES Task

The notched-noise masking method (Patterson et al. 1982) was employed to evalu-
ate frequency selectivity. The signals were pure-tone busts centred at 1100 or
4000 Hz, and the maskers were notched noises with varying notch width (0, 0.05,
0.1,0.2, 0.3, and 0.4 relative to the signal frequency). The spectrum level within the
passband was 40 dB SPL. A rounded-exponential filter (Patterson et al. 1982) was
fitted to the experimental data using a least-square fit. The equivalent rectangular
bandwidth (ERB) was then derived from the parameters of the fitted filter.

2.3.2.6 FDISC Task

Frequency difference limens were measured with pure-tone bursts centred at 1100
and 4000 Hz. Similarly to the TIME task, the sequence of RRRR and RSRS was
presented, R and S representing tone bursts with frequencies of f, and f,+Af Hz,
respectively (f,=1100 or 4000 Hz). Each tone burst had 200 ms of duration with
20 ms onset-offset ramps.



24 A. Ochi et al.

2.3.2.7 HUGGINS Task

Bandpass-filtered noises (passband: 250-4000 Hz) with a duration of 200 ms were
used as stimuli. The noise was diotic except for a narrow frequency band centred
around 1100 Hz (f,) with an 18 % width around the centre frequency, on which an
interaural phase transition was imposed. This stimulus elicits a sensation of pitch
corresponding to f, (Cramer and Huggins 1958). Similarly to the T/ME task, the se-
quences of RRRR and RSRS were presented, with R and S representing tone bursts
with frequencies of fc and f, +AfHz, respectively. The discrimination threshold was
expressed as Aff..

2.4 Data Analyses

MATLAB with Statistical Toolbox was used for statistical analyses of the data. For
the ITD, TIME, LEVEL, FDISC, and HUGGINS tasks, the analyses were performed
with log-transformed threshold data.

3 Results

The left four columns of panels of Fig. 1 compare the performance of the four
basic tasks (/7D, ILD, TIME, and LEVEL) between listener groups. For the low-
frequency stimulus (the upper row of panels in Fig. 1), a one-way analysis of vari-
ance indicated a statistically significant effect of listener group in the 7IME task
only. Subsequent pair-wise comparisons indicated higher thresholds for the ENH
and EHI listeners than for the YNH listeners. For the high-frequency stimulus (the
lower rows of panels), a significant effect of listener group was found in the /7D,
TIME, and LEVEL tasks. These results reflect higher thresholds for £HI than for
ENH (ITD task); for ENH and EHI than for YNH ( TIME task); and for ENH than
for YNH (LEVEL task). The listener-group effect was not significant for the ILD
task for either stimulus type. The figure also shows the data obtained in the supple-
mentary experiments (FRES, FDISC, and HUGGINS tasks). Significant listener-
group effects were found in the HUGGINS task and the FDISC task (for the high-
frequency stimulus only).

The thresholds of individual listeners are compared between pairs of tasks in
Fig. 2. The results show statistically significant positive correlations for the /7D-
ILD and ILD-LEVEL pairs. The partial correlation coefficients by controlling the ef-
fect of age (YNH versus ENH/EHI) were also significant. A significant partial cor-
relation coefficient was also found for the /I7D-TIME pair with the high-frequency
stimulus.
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Fig. 1 Comparisons of thresholds among listener groups. Each column of panels represents one
task, as labelled. The three columns of data within a panel correspond to, from left to right, YNH,
ENH, and EHI, respectively. The 10th, 25th, 50th, 75th, and 90th percentiles are shown by the box
and whisker plot. The red circle shows the mean, and the grey dots represent individual listeners’
data. The task for which a significant effect of listener group was revealed by one-way analysis
of variance is indicated by the p-values. Asterisks indicate group pairs for which a significant
difference was indicated by a post hoc tast with Tukey’s honestly significant difference criterion
(*p<0.05; **p<0.01; ***p<0.001)
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Fig. 2 Comparisons of individual listeners’ thresholds between tasks for a low—and b high- fre-
quency stimuli. Significant correlations were marked by straight lines obtained by orthogonal
regressions. See also Table 2
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Table 2 Pearson’s correlation coefficients and p-values (in parentheses) for the data shown in
Fig. 2. The second line of each entry indicates the values when the effect of age was partialled out.
Significant correlations (p<0.05) were marked as italic characters

ITD ILD TIME
Low Freq. ILD 0.59 (<0.001)
0.59 (<0.001)
TIME —0.10 (0.520) 0.16 (0.318)
—0.17 (0.283) 0.09 (0.572)
LEVEL 0.28 (0.069) 0.53 (<0.001) 0.03 (0.825)
0.27 (0.079) 0.52 (<0.001) —0.16 (0.316)
High Freq. ILD 0.55 (<0.001)
0.56 (<0.001)
TIME 0.30 (0.053) 0.08 (0.632)
0.33 (0.031) 0.16 (0.325)
LEVEL 0.12 (0.436) 0.43 (0.004) 0.28 (0.064)
0.12 (0.462) 0.52 (<0.001) 0.08 (0.616)

4 Discussion

Elderly listeners (ENH and EHI) showed higher thresholds than young listeners
(YNH) in the TIME task (with both low- and high-frequency stimuli) and the HUG-
GINS task. This confirms earlier findings that the sensitivity to temporal structure
declines without accompanying elevated audiometric thresholds (e.g., Hopkins and
Moore 2011). Thresholds for the LEVEL task also tended to be higher in the elderly
than the young, consistently with previous finding (e.g., He et al. 1998). Despite
these consistent declines in the performance of the monaural tasks with age, the
present study failed to find significant age effect in the lateralization tasks (/7D
and /LD).

The thresholds for the /LD and LEVEL tasks correlated for both the low- and
high-frequency stimuli. This confirms the results of our earlier study (Ochi et al.
2014), suggesting that the efficiency of level coding in the auditory periphery is a
major factor accounting for inter-individual variation of ILD sensitivity. The /7D
task showed a correlation with the 7IME task for the high-frequency stimulus; when
the factors of age and hearing-impairments were controlled. This again is consistent
with the finding of our earlier study (Ochi et al. 2014), suggesting that a listener’s
ITD sensitivity is well accounted for by the listener’s sensitivity to temporal (enve-
lope) structure.

Despite a relatively large number of participants and greater range of threshold
values in the TIME task, however, we failed to find a correlation between the /7D
and TIME tasks for the low-frequency stimulus. The thresholds for the HUGGINS
task showed a significant positive correlation with those for the 7TME task (r=0.50,
p=0.004), but not with those for the /7D task (»=0.11, p=0.553). This suggests
that the performances of the TIME and HUGGINS tasks capture inter-individual
variation of the efficiency of temporal-structure processing, but that of the /7D task
is determined primarily by other factors. The HUGGINS and ITD tasks are similar
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in that both require interaural comparison of temporal-structure information, but
differ in the perceptual domain in which listeners are expected to respond (i.e., pitch
versus laterality).

It should be noted, however, that the positive correlation found for the TIME
and HUGGINS tasks was due predominantly to the consistent age effect in the both
tasks (see Fig. 1). When the effects of age were partialled out, the correlation co-
efficient was not significantly different from zero (r=—0.24, p=0.191), implying
that the positive correlation was due to underlying non-temporal factors that are
sensitive to aging. A candidate for such a factor is frequency selectivity. It has been
argued that (intermediately) resolved frequency components of the SSMC could
contribute to the performance of the 7/ME task (Micheyl et al. 2010). Peripheral
frequency resolution could influence the representation of interaural correlation
across a frequency axis, which is the basis for the Huggins pitch. Indeed, ERB was
significantly correlated with thresholds for the 7IME and HUGGINS tasks (ERB-
TIME: r=0.30, p=0.047; ERB-HUGGINS: r=0.35, p=0.050; the effects of age
were not partialled out).
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Investigating the Role of Working Memory in
Speech-in-noise Identification for Listeners with
Normal Hearing

Christian Fiillgrabe and Stuart Rosen

Abstract With the advent of cognitive hearing science, increased attention has
been given to individual differences in cognitive functioning and their explanatory
power in accounting for inter-listener variability in understanding speech in noise
(SiN). The psychological construct that has received most interest is working mem-
ory (WM), representing the ability to simultaneously store and process information.
Common lore and theoretical models assume that WM-based processes subtend
speech processing in adverse perceptual conditions, such as those associated with
hearing loss or background noise. Empirical evidence confirms the association
between WM capacity (WMC) and SiN identification in older hearing-impaired
listeners. To assess whether WMC also plays a role when listeners without hear-
ing loss process speech in acoustically adverse conditions, we surveyed published
and unpublished studies in which the Reading-Span test (a widely used measure
of WMC) was administered in conjunction with a measure of SiN identification.
The survey revealed little or no evidence for an association between WMC and
SiN performance. We also analysed new data from 132 normal-hearing participants
sampled from across the adult lifespan (18-91 years), for a relationship between
Reading-Span scores and identification of matrix sentences in noise. Performance
on both tasks declined with age, and correlated weakly even after controlling for
the effects of age and audibility (»=0.39, p<0.001, one-tailed). However, separate
analyses for different age groups revealed that the correlation was only significant
for middle-aged and older groups but not for the young (<40 years) participants.
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1 Introduction

Recent years have seen an increased interest in the role of individual differences in
cognitive functioning in speech and language processing and their interaction with
different types of listening tasks and conditions. The psychological construct that
has received the most attention in the emerging field of cognitive hearing science
is working memory (WM), possibly because it has been shown to be involved in a
wide range of complex cognitive behaviours (e.g. reading comprehension, reason-
ing, complex learning). WM can be conceptualised as the cognitive system that is
responsible for active maintenance of information in the face of ongoing processing
and/or distraction. Its capacity (WMC) is generally assessed by so-called complex
span tasks, requiring the temporary storage and simultaneous processing of infor-
mation. For example, in one of the most widely used WM tasks, the Reading-Span
test (Baddeley et al. 1985), visually presented sentences have to be read and their se-
mantic correctness judged (processing component), while trying to remember parts
of their content for recall after a variable number of sentences (storage component).

A growing body of evidence from studies using mainly older hearing-impaired
(HI) listeners indeed confirms that higher WMC is related to better unaided and aided
speech-in-noise (SiN) identification, with correlation coefficients frequently exceeding
0.50 (Lunner 2003; Foo et al. 2007; Lunner and Sundewall-Thorén 2007; Arehart et al.
2013). In addition, high-WMC listeners were less affected by signal distortion intro-
duced by hearing-aid processing (e.g. frequency or dynamic-range compression).

Consistent with these results, models of speech/language processing have started
incorporating active cognitive processes (Ronnberg et al. 2013; Heald and Nus-
baum 2014). For example, according to the Ease of Language Understanding model
(Ronnberg et al. 2013), any mismatch between the perceptual speech input and the
phonological representations stored in long-term memory disrupts automatic lexical
retrieval, resulting in the use of explicit, effortful processing mechanisms based on
WM. Both internal distortions (i.e., related to the integrity of the auditory, linguistic,
and cognitive systems) and external distortions (e.g. background noise) are purport-
edly susceptible to contribute to the mismatch. Consequently, it is assumed that
WMC also plays a role when individuals with normal hearing (NH) have to process
spoken language in acoustically adverse conditions.

However, Fiillgrabe et al. (2015) recently failed to observe a link between Read-
ing-Span scores and SiN identification in older listeners (>60 years) with audio-
metrically NH (<20 dB HL between 0.125 and 6 kHz), using a range of target
speech (consonants and sentences), maskers (unmodulated and modulated noise,
interfering babble), and signal-to-noise ratios (SNRs).

2 Study Survey

To assess the claim that individual variability in WMC accounts for differences in
SiN identification even in the absence of peripheral hearing loss, we surveyed pub-
lished and unpublished studies administering the Reading-Span test and a measure
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of SiN identification to participants with audiometrically NH. To ensure consistency
with experimental conditions in investigations of HI participants, only studies pre-
senting sentence material “traditionally” used in hearing research (i.e., ASL, Hager-
man, HINT, IEEE, QuickSIN, or Versfeld sentences) against co-located background
maskers were considered. In addition, we only examined studies in which the effect
of age was controlled for (either by statistically partialling it out or by restricting the
analysis to a “narrow” age range), in order to avoid inflated estimates of the correla-
tion between WMC and SiN tasks caused by the tendency for performance in both
kinds of tasks to worsen with age. Figure 1 summarizes the results of this survey.

Correlation coefficients in the surveyed studies are broadly distributed, span-
ning almost half of the possible range of r values (i.e., from —0.29 to 0.58). Con-
fidence intervals (CIs) are generally large and include the null hypothesis in 21/25
and 24/25 cases for ClIs of 95 and 99 %, respectively, suggesting that these studies
are not appropriately powered. For the relatively small number of studies included
in this survey, there is no consistent trend for stronger correlations in more complex
and/or informationally masking backgrounds or at lower SNRs, presumably cor-
responding to more adverse listening conditions.

Across studies restricting their sample to young (18—40 years) participants, the
weighted average r value is 0.12, less than 2 % of the variance in SiN identification.
According to a power calculation, it would require 543 participants to have an 80 %
chance of detecting such a small effect with p=0.05 (one-tailed)!

3 Analysis of Cohort Data for Audiometrically Normal-
Hearing Participants

Given the mixed results from previous studies based on relatively small sample
sizes, we re-analysed data from a subset of a large cohort of NH listeners taking
part in another study.

3.1 Method

Participants were 132 native-English-speaking adults, sampled continuously from
across the adult lifespan (range =18-91 years). Older (>60 years) participants were
screened using the Mini Mental State Examination to confirm the absence of cogni-
tive impairment. All participants had individual audiometric hearing thresholds of
<20 dB HL at octave frequencies between 0.125 and 4 kHz, as well as at 3 kHz,
in the test ear. Despite clinically “normal” audibility, the pure-tone average (PTA)
for the tested frequency range declined as a function of age (r=0.65, p<0.001,
one-tailed). Since changes in sensitivity even in the normal audiometric range can
affect SiN identification (Dubno and Ahlstrom 1997), PTA is treated as a possible
confounding variable in analyses involving the entire age group.
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a Extended age range —> partial correlations

Masker PL  Age N
Besser et al. (2012) ——— Unmod SRTggpy 18-78 55
Koelewijn et al. (2012)* —_—— Modg, SRTgsz 40-70 32
Koelewijn et al. (2012)* —— Modg, SRTsqz 40-70 32
Besser et al. (2012) —_—— Modg, SRTs05 18-78 55
Koelewijn et al. (2012) —_—— Bobb?el SRTgy4sz 40-70 32
Koelewijn et al. (2012)" ———O—— Babble; SRTg5yy 40-70 32

b Limited age range —> bivariate correlations

Schoof & Rosen (2014)* < Unmod SRTggy 19-29 19
SRR, ST e e
Zekve et al. . O— nmo 29%

ekveld et al. (2011) < Unmod SRTgz 18—32 20
Stenbdck et dl. (2015) ————O0———  Mod,gz SRTaoz 18-34 30

Stenbdck et ol(. (20%5) O Mod gz SRTs0z 18—34 30
Besser et al. (2013 —_—_— Mo SRT507 19-35 42
Schoof & Rosen (2014)* O ~ yodjﬁ% SRT507 19-29 19
EHIS & Munro (2013)" — < BabbleygSRT5qy 18-27 12

ouza & Arehart (2015) < Babble, SRTgqy 18-25 12
Zekveld et al. (2014) < — Babble, SRT5q 19-31 24
Zekveld et al. (2014) N Babble, SRT5qy 19-31 24
Ellis & Roénnberg . N Babble, SRTgq4 20-32 24
Schoof & Rosen (2014) < Babble, SRT5q 19-29 19
Kuik (2012) O Babble; SRT5qy 18—40 20
Average any any 22
Schoof & Rosen (2014)* O Unmod SRTspz 60-72 19
Schoof & Rosen (2014)7 < Modl?oz SRT50z 60-72 19
Schoof & Rosen (2014) X Babble, SRTgp7 60-72 19
Fillgrabe et al. (2015) % Babble; SNRy(y; 60-78 21

| PO U T U Y T BT N |
-0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8
Correlation coefficient

Fig. 1 Comparison of Pearson correlation coefficients (diamonds) and associated 95% (black)
and 99 % (red) confidence intervals for studies investigating the association between WMC and
speech-in-“noise” identification in NH participants after controlling for the effect of age by a com-
puting partial correlations, or b using a limited age range. When necessary, the sign of the correla-
tion was changed so that a positive correlation represents good performance on the two tasks. A
weighted average for correlations based only on young NH listeners is provided (multiple r values
for the same study sample are entered as their average). Source references ( * indicates re-analysed
published data; + indicates unpublished data, personal communication) and experimental (type of
masker (Masker); performance level (PL)) and participant (age range (A4ge); number of partici-
pants (N)) details are given in the figure. Masker: Unmod unmodulated noise, Mod,,, or_ noise
modulated by an X% sinusoidal amplitude modulation or a speech envelope, Babble, X-talker
babble. PL: SRT,,, adaptive procedure tracking the speech reception threshold corresponding to
X%-correctidentification, SNR . fixed SNR levels yielding, on average, X %-correct identification

WMC was assessed by means of the computerized version of the Reading-Span
test (Ronnberg et al. 1989). Individual sentences were presented in three parts on a
computer screen to be read aloud and judged as plausible or implausible. After three
to six sentences, either the first or last word of each of the sentences had to be re-
called. WMC corresponded to the number of correctly recalled words in any order.
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SiN identification was assessed using the English version of the Matrix sentence
test (Vlaming et al. 2011). Each target sentence, presented monaurally at 70 dB
SPL, followed a fixed syntactic structure (proper noun—verb—numeral—adjec-
tive—noun) but had low semantic redundancy. The noise maskers had the same
long-term spectrum as the target sentences and were either unmodulated or 100 %
sinusoidally amplitude modulated at 8 or 80 Hz. Target and masker were mixed
together at SNRs ranging from —3 to — 15 dB, and the mixture was lowpass-filtered
at 4 kHz.

3.2 Results and Discussion

Identification scores were transformed into rationalized arcsine units (RAUs) and
averaged across masker types and SNRs to reduce the effect of errors of measure-
ment and to yield a composite intelligibility score representative of a range of test
conditions.

Confirming previous results for audiometrically NH listeners (Fiillgrabe et al.
2015), Reading-Span and SIN identification scores showed a significant decline
with age, with Pearson’s r=—0.59 and —0.68 (both p<0.001, one-tailed), respec-
tively. The scatterplot in Fig. 2 shows that, considering all ages, performances on
the tasks were significantly related to each other (#=0.64, p<0.001, one-tailed).
This association remained significant after partialling out the effects of age and PTA
(r=0.39, p<0.001, one-tailed), contrasting with the results of Besser et al. (2012),
using a cohort including only a few (N=28) older (>60 years) participants, but be-
ing roughly consistent with those reported by Koelewijn et al. (2012) for a cohort
comprised of middle-aged and older (>40 years) participants (see Fig. 1a).

To further investigate the age dependency of the association between WMC and
SiN identification, participants were divided into four age groups: “Young” (range
=18-39 years, mean =28 years; N=32), “Middle-Aged” (range =40-59 years,
mean =49 years; N=26), “Young-Old” (range =60-69 years, mean =65 years;
N=40), and “Old-Old” (range =70-91 years, mean =77 years, N=34). Separate
correlational analyses for each age group revealed that the strength of the associa-
tion differed across groups (see Fig. 2). Consistent with the overall trend seen in
Fig. 1, the correlation was weak and non-significant in the group of young par-
ticipants (r=0.18, p=0.162, one-tailed). In contrast, the correlations were mod-
erately strong and significant in the three older groups (all #>0.44, all p<0.011,
one-tailed). Comparing the different correlation coefficients, after applying Fisher’s
r-to-z transformation, revealed a significant difference between the Young and Old-
Old group (z=—1.75, p=0.040, one-tailed). There was no evidence for a difference
in variance between these groups (Levene’s test, Foen<lip= 0.365).

The age-related modulation of the strength of the correlation between WMC and
SiN perception could be due to the different performance levels at which the age
groups operated in this study (mean identification was 68, 60, 57, and 48 RAUs for
the Young, Middle-Aged, Young-Old, and Old-Old group, respectively). However,
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Fig. 2 Scatterplot relating T T T T T T T T T
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when performance only for the two lowest SNRs (corresponding to 46 RAUSs) was
considered, WMC was still not associated with SiN identification in the young par-
ticipants (7=0.04, p=0.405, one-tailed).

4 Conclusions

Taken together, the reported results fail to provide evidence that, in acoustically
adverse listening situations, WMC (as measured by the Reading-Span test) is a
reliable and strong predictor of SiN intelligibility in young listeners with normal
hearing. The new data presented here suggest that WMC becomes more important
with age, especially in the oldest participants. One possible explanation for this in-
creasing cognitive involvement with age could be the accumulation of age-related
deficits in liminary but also supraliminary auditory processing (e.g. sensitivity to
temporal-fine-structure and temporal-envelope cues; Fullgrabe 2013; Fiillgrabe
et al. 2015), resulting in under-defined and degraded internal representations of the
speech signal, calling for WM-based compensatory mechanisms to aid identifica-
tion and comprehension.

Our findings do not detract from the practical importance of cognitive assess-
ments in the prediction of SiN identification performance in older HI listeners and
the possible interaction between cognitive abilities and hearing-aid processing. Nor
do they argue against the involvement of cognition in speech and language process-
ing in young NH listeners per se. First, individual differences in WMC have been
shown to explain some of the variability in performance in more linguistically com-
plex task (such as in the comprehension of dynamic conversations; Keidser et al.
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2015), presumably requiring memory or attentional/inhibitory processes associated
with WMC (Conway et al. 2001; Kjellberg et al. 2008). Second, different cognitive
measures, probing the hypothesized sub-processes of WM (e.g. inhibition, shifting,
updating) or other domain-general cognitive primitives (e.g. processing speed)
might prove to be better predictors of SiN processing abilities than the Reading-
Span test.

In conclusion, and consistent with recent efforts to establish if and under which
conditions cognitive abilities influence the processing of spoken language (e.g. Fe-
dorenko 2014; Heinrich and Knight, this volume), the current results caution against
the assumption that WM necessarily supports SiN identification independently of
the age and hearing status of the listener.
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The Contribution of Auditory and Cognitive
Factors to Intelligibility of Words and Sentences
in Noise

Antje Heinrich and Sarah Knight

Abstract Understanding the causes for speech-in-noise (SiN) perception difficul-
ties is complex, and is made even more difficult by the fact that listening situations
can vary widely in target and background sounds. While there is general agree-
ment that both auditory and cognitive factors are important, their exact relationship
to SiN perception across various listening situations remains unclear. This study
manipulated the characteristics of the listening situation in two ways: first, target
stimuli were either isolated words, or words heard in the context of low- (LP) and
high-predictability (HP) sentences; second, the background sound, speech-modu-
lated noise, was presented at two signal-to-noise ratios. Speech intelligibility was
measured for 30 older listeners (aged 62—84) with age-normal hearing and related
to individual differences in cognition (working memory, inhibition and linguistic
skills) and hearing (PTA,) ,, ¢4, and temporal processing). The results showed that
while the effect of hearing thresholds on intelligibility was rather uniform, the influ-
ence of cognitive abilities was more specific to a certain listening situation. By
revealing a complex picture of relationships between intelligibility and cognition,
these results may help us understand some of the inconsistencies in the literature as
regards cognitive contributions to speech perception.

Keywords Speech-in-noise perception - Listening situations - Cognitive and
auditory variables

1 Introduction

Speech-in-noise (SiN) perception is something that many listener groups, including
older adults, find difficult. Previous research has shown that hearing sensitivity can-
not account for all speech perception difficulties, particularly in noise (Schneider
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and Pichora-Fuller 2000; Wingfield and Tun 2007). Consequently, cognition has
emerged as another key factor. While there is general agreement that a relation-
ship between cognition and speech perception exists, its nature and extent remain
unclear. No single cognitive component has emerged as being important for all
listening contexts, although working memory, as tested by reading span, often ap-
pears to be important.

Working memory (WM) has no universally-accepted definition. One characteri-
sation posits that WM refers to the ability to simultaneously store and process task-
relevant information (Daneman and Carpenter 1980). WM tasks may emphasize
either storage or processing. Storage-heavy tasks, such as Digit Span and Letter-
Number Sequencing (Wechsler 1997), require participants to repeat back material
either unchanged or slightly changed. Processing-heavy tasks, such as the Reading
Span task (Daneman and Carpenter 1980), require a response that differs consider-
ably from the original material and is only achieved by substantial mental manipu-
lation.

The correlation between WM and speech perception, particularly in noise, tends
to be larger when the WM task is complex i.e. processing-heavy (Akeroyd 2008).
However, this is only a general trend: not all studies show the expected correlation
(Koelewijn et al. 2012), and some studies show significant correlations between
WM and SiN perception even though the WM measure was storage-, not process-
ing-heavy (Humes et al. 2006; Rudner et al. 2008). Why these inconsistencies oc-
curred remains to be understood.

WM can also be conceptualised in terms of inhibition of irrelevant information
(Engle and Kane 2003), which has again been linked to speech perception. For
instance, poor inhibition appears to increase susceptibility to background noise dur-
ing SiN tasks (Janse 2012). Finally, general linguistic competence—specifically
vocabulary size and reading comprehension—has also been shown to aid SiN per-
ception in some situations (Avivi-Reich et al. 2014).

Some of the inconsistencies in the relationship between SiN perception and cog-
nition are most likely caused by varying combinations of speech perception and
cognitive tasks. Like cognitive tasks, speech perception tasks can be conceptualised
in different ways. Speech tasks may vary along several dimensions including the
complexity of the target (e.g. phonemes vs. sentences), of the background signal
(e.g. silence vs. steady-state noise vs. babble), and/or the overall difficulty (e.g.
low vs. high signal-to-noise ratio) of the listening situation. It is difficult to know
if and to what extent variations along these dimensions affect the relationship to
cognition, and whether these variations may explain, at least in part, inconsistencies
between studies. For instance, could differences in target speech help explain why
some studies (Desjardins and Doherty 2013; Moradi et al. 2014), using a complex
sentence perception test, found a significant correlation between reading span and
intelligibility, while another study (Kempe et al. 2012), using syllables and the same
cognitive test, did not? The goal of this study is to systematically vary the complex-
ity of the listening situation and to investigate how this variation affects the relation-
ship between intelligibility and assorted cognitive measures.

Finally, it is important to note that a focus on cognitive contributions does not
imply that auditory contributions to SiN perception are unimportant. Besides over-
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all hearing sensitivity we also obtained a suprathreshold measure of temporal pro-
cessing by measuring the sensitivity to change in interaural correlation. This task
is assumed to estimate loss of neural synchrony in the auditory system (Wang et al.
2011), which in turn has been suggested to affect SiN perception.

2 Methods

2.1 Listeners

Listeners were 30 adults aged over 60 (mean: 70.2 years, SD: 6.7, range: 62—84)
with age-normal hearing. Exclusion criteria were hearing aid use and non-native
English language status.

2.2 Tasks

2.2.1 Speech Tasks

Sentences Stimuli were 112 sentences from a recently developed sentence pairs test
(Heinrich et al. 2014). This test, based on the SPIN-R test (Bilger et al. 1984), com-
prises sentence pairs with identical sentence-final monosyllabic words, which are
more or less predictable from the preceding context (e.g. “We’ll never get there at
this rate’ versus ‘He’s always had it at this rate”). High and low predictability (HP/
LP) sentence pairs were matched for duration, stress pattern, and semantic com-
plexity, and were spoken by a male Standard British English speaker.

Words A total of 200 words comprising the 112 final words from the sentence task
and an additional 88 monosyllables were re-recorded using a different male Stan-
dard British English speaker.

Noise All speech stimuli were presented in speech-modulated noise (SMN) derived
from the input spectrum of the sentences themselves. Words were presented at sig-
nal-to-noise ratios (SNRs) of + 1 and —2 dB, sentences at —4 and —7 dB. SNR levels
were chosen to vary the overall difficulty of the task between 20 and 80 % accuracy.
Intelligibility for each of six conditions (words and LP/HP sentences at low and
high SNRs) was measured.

2.2.2 Auditory Task

Temporal Processing Task (TPT) Duration thresholds were obtained for detecting
a change in interaural correlation (from 0 to 1) in the initial portion of a 1-s broad-
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band (0-10 kHz) noise presented simultaneously to both ears. A three-down, one-up
2AFC procedure with 12 reversals, of which the last eight were used to estimate the
threshold, was used. Estimates were based on the geometric mean of all collected
thresholds (minimum 3, maximum 5).

2.2.3 Cognitive Tasks

Letter-Number Sequencing (LNS) The LNS (Wechsler 1997) measures mainly the
storage component of WM although some manipulation is required. Participants
heard a combination of numbers and letters and were asked to recall the numbers
in ascending order, then the letters in alphabetical order. The number of items per
trial increased by one every three trials; the task stopped when all three trials of a
given length were repeated incorrectly. The outcome measure was the number of
correct trials.

Reading Span Task (RST) The RST places greater emphasis on manipulation
(Daneman and Carpenter 1980). In each trial participants read aloud unconnected
complex sentences of variable length and recalled the final word of each sentence at
the end of a trial. The number of sentences per trial increased by one every five tri-
als, from two to five sentences. All participants started with trials of two sentences
and completed all 25 trials. The outcome measure was the overall number of cor-
rectly recalled words.

Visual Stroop In a variant on the original Stroop colour/word interference task
(Stroop 1935) participants were presented with grids of six rows of eight coloured
blocks. In two grids (control), each of the 48 blocks contained “XXXX” printed in
20pt font at the centre of the block; in another two grids (experimental), the blocks
contained a mismatched colour word (e.g. “RED” on a green background). In both
cases, participants were asked to name the colour of each background block as
quickly and accurately as possible. Interference was calculated by subtracting the
time taken to name the colours on the control grids from the time taken to name the
colours in the mismatched experimental grids.

Mill Hill Vocabulary Scale (MH) The Mill Hill (Raven et al. 1982) measures
acquired verbal knowledge in a 20-word multiple-choice test. For each word par-
ticipants selected the correct synonym from a list of six alternatives. A summary
score of all correct answers was used.

Nelson-Denny Reading Test (ND) The Nelson-Denny (Brown et al. 1981) is a read-
ing comprehension test containing eight short passages. Participants were given
20 min to read the passages and answer 36 multiple-choice questions. The outcome
measure was the number of correctly answered questions.
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2.3  Procedure

Testing was carried out in a sound-attenuated chamber using Sennheiser HD280
headphones. With the exception of the TPT all testing was in the left ear only. Test-
ing took place over the course of two sessions around a week apart. Average pure-
tone air-conduction thresholds (left ear) are shown in Fig. 1a. The pure-tone average
(PTA) of all measured frequencies was used as an individual measure of hearing
sensitivity. In order to determine the presentation level for all auditory stimuli in-
cluding cognitive tasks, speech reception thresholds were obtained using 30 sen-
tences from the Adaptive Sentence List (MacLeod and Summerfield 1990). The
speech level was adaptively varied starting at 60 dB SPL and the average presenta-
tion level of the last two reversals of a three-down, one-up paradigm with a 2 dB
step size was used. Presenting all stimuli at 30 dB above that level was expected to
account for differences in intelligibility in quiet.

TPT and cognitive tasks were split between sessions without a strict order. The
word and sentence tasks were always tested in different sessions, with the order of
word and sentence tasks counterbalanced across participants. Each sentence-final
word was only heard once, either in the context of an HP or an LP sentence, and half
the sentences of each type were heard with high or low SNR. Across all listeners,
each sentence-final word was heard an equal number of times in all four conditions
(sentence type X SNR). After hearing each sentence or word participants repeated
as much as they could. Testing was self-paced. The testing set-up for the cognitive
tasks was similar but adapted to task requirements.

3 Results

Figure 1b presents mean intelligibility for stimulus type and SNR A 3 stimulus type
(words, LP sentences, HP sentences) by two SNR (high, low) repeated-measures
ANOVA showed main effects of type (F(2, 50)=192.55 p<0.001, LP<words < HP)
and SNR (F(1, 25)=103.43, p<0.001) but no interaction (F(2, 50)=1.78, p=0.18),
and suggested that a 3-dB decrease in SNR reduced intelligibility for all three stim-
uli types by a similar amount (12%). There was also a significant difference in
intelligibility between LP and HP sentences.

The effect of auditory and cognitive factors on intelligibility was examined in a
series of separate linear mixed models (LMM with SSTYPE1). Each model includ-
ed one auditory or cognitive variable, both as main effect and in its interactions with
stimulus type (words, LP, HP) and SNR (L, H). The previously confirmed main
effects for stimulus type and SNR were modelled but are not separately reported.
Participants were included with random intercepts. Table 1 A displays the p-values
for all significant effects. Non-significant results are not reported. Table 1 B dis-
plays bivariate correlations between each variable and the scores in each listening
situation to aid interpretation. Note however that bivariate correlations do not need
to be significant by themselves to drive a significant effect in an LMM.



42 A. Heinrich and S. Knight

[

Frequency in kHz

025 05 1 15 2 3 4 6 8
0 | | | | | | | |
10
20
30
40
50
60

Hearing Level in dB (ANSI)

T

1.0

0.8
0.6

0.4
0.2

% correct

SNR L H L H L H
Stim type Words LP Sentences HP Sentences

Fig. 1 a Audiometric thresholds (mean £ 1 SD) as a function of frequency for the left ear. b Intel-
ligibility (mean + 1SD) for three stimuli types (words, LP/HP sentences) presented at high (/)
and low (L) SNR

Table 1 A: Significant p-values in linear mixed models estimating the effect of each auditory
and cognitive variable on listening situations varying in type of target speech (words, LP/HP sen-
tences) and SNR. P74 pure-tone average 0.25-8 kHz (left ear), LNS letter-number sequencing,
RST reading span task, ND Nelson-Denny reading comprehension, ME main effect. 1B: Pearson
product-moment correlations between each auditory/cognitive variable and intelligibility in each
of six listening situations. Words monosyllables, LP low-predictability, /P high-predictability.
Significant correlations are in italics

A. p-values B. Pearson product-moment correlations

Words LP sentences | HP sentences

var ME SNR |Type |Low |High |Low |High |Low |High

*var |*SNR |SNR |SNR |SNR |SNR |SNR |SNR

*var

Auditory |PTA |<0.001 0.007 | 0.05 |—0.57 | —0.60 | —0.66 | —0.53 | —0.69 | —0.61
TPT 0.04 |-0.18 |—0.38 |—0.33 |—0.20 |—0.29 |—0.26
Storage LNS 0.003 034 | 043 054 055| 038 0.55
Processing | RST 0.05 0.16 | 020 033| 0.03| 036 027
Inhibition | Stroop 0.01 | 0.06 —0.08 0.16| 0.10 | 0.12
Vocab MH -0.03 |[—-0.06 | 0.07| 0.03 |—-0.02 | 0.22
Compr ND 0.06 | 0.10 | 030| 0.02| 0.17 | 0.26
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The main effect of PTA reflected the fact that average audiometric threshold was
negatively correlated with intelligibility in all listening situations. The interaction
with SNR occurred because the correlations tended to be greater for low SNRs than
high SNRs. This was particularly true for the sentence stimuli leading to the three-
way interaction (Type * SNR * PTA). The Type*SNR*TPT interaction occurred
because TPT thresholds showed a significant negative correlation with intelligibil-
ity for word stimuli at high SNRs. The main effect of LNS occurred because a better
storage-based WM score was beneficial for intelligibility in all tested listening situ-
ations. Examining the bivariate correlations to understand the interaction between
WM processing-heavy RST and SNR suggests that a good score in the RST was
most beneficial for listening situations with low SNR, although this relationship
did not reach significance in any case. Intelligibility was not affected by inhibition,
vocabulary size or reading comprehension abilities.

4 Discussion

In this study we assessed individual differences in auditory and cognitive abilities
and investigated their predictive value for SiN perception across a range of tasks.
By systematically varying the characteristics of the listening situation we hoped
to resolve inconsistencies in the cognitive speech literature regarding correlations
between cognitive and speech tasks. By assessing multiple relevant abilities we also
aimed to understand if and how the contribution of a particular ability varied across
listening situation.

The results suggest that the importance of a particular variable often, but not al-
ways, depends on the listening situation. Hearing sensitivity (PTA) and a basic WM
task correlated with intelligibility in all tested situations. The results for PTA are
somewhat surprising given that all speech testing was done at sensitivity-adjusted
levels, which might have been expected to equate for PTA differences. The PTA
measure may therefore capture some aspect of hearing that is not well represented
by SRT.

The importance of WM for intelligibility is less surprising. However, the rather
basic, storage-based WM task appeared to capture a more general benefit, at least in
the tested listening situations, than the often-used RST. While the RST did predict
intelligibility, the effect was stronger for acoustically difficult listening situations
(low SNR). The data provide support for the notion that the relationship between
RST and speech perception depends on the listening situations and that inconsistent
results in the literature may have occurred because not all speech tasks engage WM
processes enough to lead to a reliable correlation. Lastly, we showed an effect of
individual differences in temporal processing on intelligibility, but this effect was
limited to easily perceptible (high SNR) single words. Possibly, temporal infor-
mation is most useful when the stimulus is clearly audible and no other semantic
information is available.
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These results suggest that different variables modulate listening in different situ-
ations, and that listeners may vary not only in their overall level of performance but
also in how well they perceive speech in a particular situation depending on which
auditory/cognitive abilities underpin listening in that situation and how successful
the listener is at employing them.
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Do Hearing Aids Improve Affect Perception?

Juliane Schmidt, Diana Herzog, Odette Scharenborg and Esther Janse

Abstract Normal-hearing listeners use acoustic cues in speech to interpret a speak-
er’s emotional state. This study investigates the effect of hearing aids on the per-
ception of the emotion dimensions arousal (aroused/calm) and valence (positive/
negative attitude) in older adults with hearing loss. More specifically, we investi-
gate whether wearing a hearing aid improves the correlation between affect ratings
and affect-related acoustic parameters. To that end, affect ratings by 23 hearing-aid
users were compared for aided and unaided listening. Moreover, these ratings were
compared to the ratings by an age-matched group of 22 participants with age-nor-
mal hearing.

For arousal, hearing-aid users rated utterances as generally more aroused in the
aided than in the unaided condition. Intensity differences were the strongest indictor
of degree of arousal. Among the hearing-aid users, those with poorer hearing used
additional prosodic cues (i.e., tempo and pitch) for their arousal ratings, compared
to those with relatively good hearing. For valence, pitch was the only acoustic cue
that was associated with valence. Neither listening condition nor hearing loss sever-
ity (differences among the hearing-aid users) influenced affect ratings or the use
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of affect-related acoustic parameters. Compared to the normal-hearing reference
group, ratings of hearing-aid users in the aided condition did not generally differ
in both emotion dimensions. However, hearing-aid users were more sensitive to
intensity differences in their arousal ratings than the normal-hearing participants.

We conclude that the use of hearing aids is important for the rehabilitation of af-
fect perception and particularly influences the interpretation of arousal.

Keywords Emotion perception - Arousal * Valence - Affective prosody * Acoustic
parameters - Natural speech - Older adults - Hearing loss - Hearing aids - Mean FO
- Mean intensity

1 Introduction

People use several information sources to perceive and interpret emotions. Visual
information, such as facial expressions, is most informative, but auditory, prosodic
cues in the speech signal also provide important cues for emotion perception. For
instance, prosodic cues may alter the meaning of a spoken message, as in the case of
irony: the meaning of an utterance like “I like roses” can be interpreted as positive
(I do like roses) or negative (I do not like roses), depending on the applied prosody.
Prosodic cues, then, are acoustic parameters in speech, such as pitch, intensity, and
tempo, from which a normal-hearing listener may perceive emotion in the speech
signal (Banse and Scherer 1996; Scherer 2003; Coutinho and Dibben 2013). In
an ideal communicative setting both visual and auditory information is available.
Everyday communication settings, however, may frequently deprive the listener of
visual information, (e.g., during a telephone conversation) so that listeners have to
rely on auditory information only.

As hearing loss impairs the perception of auditory information perception of pro-
sodic information may also suffer. Although hearing aids clearly improve speech in-
telligibility, it is unclear to what extent hearing aids sufficiently restore information
needed for emotion perception in speech. Several studies with severely hearing-im-
paired children and adolescents indicate that aided hearing-impaired listeners per-
form poorly compared to their normal-hearing peers when rating affective prosody
in speech (Most et al. 1993; Most and Michaelis 2012). Moreover, they found that
affect perception in hearing-impaired participants was independent of their indi-
vidual hearing loss. These findings, however, cannot be directly transferred to older
hearing aid wearing adults, as younger and older adults differ in the perception of
affective prosody, even if both groups have normal hearing (e.g., Paulmann et al.
2008). Moreover, older adults were normal-hearing when they acquired language,
and will have learned to interpret the acoustic cues associated with affect, in con-
trast to hearing-impaired children, who never have had a normal development of
hearing and perception. Finally, the two age groups may differ in the type of hearing
loss, which also complicates the comparison.

To our knowledge, in older adults only the effect of mild hearing loss has been
investigated so far. Findings concerning the link between individual hearing loss
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and affect perception have been inconsistent. Orbelo and colleagues (Orbelo et al.
2005) found no effect of hearing sensitivity on affect perception, while Rigo and Li-
eberman (Rigo and Lieberman 1989) found that low-frequency hearing loss (PTA
(025,05, 1 kiiz)~ 25 dB HL) impacted affect perception. Note that both these studies
used acted speech. The lack of a global effect of hearing sensitivity on affect percep-
tion in these experiments could be due to the more prototypical prosodic expression
of affect in acted compared to natural speech (Scherer 1986; Wilting et al. 2006).
More extreme expressions of affect may be relatively easy to perceive, even for
people with hearing loss (Grant 1987) thus obscuring a possible influence of hear-
ing sensitivity on affect perception in natural communicative settings.

The current study investigates whether hearing aids restore affect perception,
and how hearing loss in older adults influences affect perception. In particular, this
study focuses on the question to what extent hearing aid use and hearing loss in-
fluence listeners’ sensitivity to the acoustic parameters cueing affect. To that end,
older (bilateral) hearing aid users are tested while wearing their hearing aid (aided
condition) and without it (unaided condition). The relation between the acoustic
parameters and the affect ratings are then evaluated for the two listening conditions.
Moreover, the performance in the aided condition is compared to a control group of
age-matched normal-hearing listeners. Participants will be tested on natural conver-
sational speech stimuli in order to mimic realistic listening conditions.

2 Experimental Set-up

2.1 Participants

Two groups of older adults aged between 65 and 82 were tested. All participants
were Swiss German native speakers and were financially compensated for their
participation. The group of 23 older hearing aid users with bilaterally symmetric
sensorineural hearing loss (M Age =73.5 years, SD Age =4.5; 17 men, 6 women) was
recruited via the Phonak AG participant database. Participants have worn hearing
aids bilaterally for at least 2 years. The group of 22 normal-hearing adults (M Age
=70.8 years, SD Age =5.2; 10 men, 12 women) was recruited via the Phonak human
resource department and a local senior club in Staefa, Switzerland.

Participants’ hearing ability was tested by means of pure-tone audiometry (air
conduction thresholds). The mean unaided pure-tone average (PTA) across 0.5, 1,
2, and 4 kHz for the hearing-impaired group was 49.8 dB HL (SD=8.7, range:
32.5-68.8). The normal-hearing participants had age-normal thresholds (as defined
in the ISO 7029:2000 standards for this age group). Thresholds below the ISO’s
maximum pure-tone average threshold (across 0.5, 1, 2, and 4 kHz) at the age of
70 for men (PTA=33.5 dB HL) and women (PTA=26.0 dB HL) were considered
as normal hearing. Additionally, participants underwent a brief cognitive screen-
ing test to scan for mild cognitive impairment. We used the German version of
the Montreal Cognitive Assessment Test (MOCA, Nasreddine et al. 2005) using
a cutoff criterion of 67 % accuracy (cf. Waldron-Perrine and Axelrod 2012). The
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test was adjusted for hearing-impaired participants (Dupuis et al. 2015) by leaving
out tasks in which auditorily presented items had to be memorized. All participants
passed the test.

2.2 Task and Procedure

Affect perception was tested using the dimensional approach, in which participants
indicate the level of the emotion dimensions arousal (calm vs. aroused) and valence
(positive vs. negative attitude), separately on a rating scale (rather than labeling
emotion categories such as “angry” or “sad”).

Stimuli were short audio-only utterances from an authentic and affectively-col-
ored German conversational speech corpus (Grimm et al. 2008). Emotion infer-
ences from speech correlate across languages, particularly for similar languages
(cf. Scherer et al. 2001). Given the close relationship between German and Swiss
German, the way affect is encoded in Swiss German is not expected to differ con-
siderably from that in German as spoken in Germany. The corpus comes with mean
reference values for the degree of arousal and valence for each utterance. These
reference values had been collected with a 5-step pictorial rating tool (Bradley and
Lang 1994), ranging from —1 (calm/negative) to +1 (aroused/positive). The same
rating tool was used to collect affective ratings in the current study. From the cor-
pus, 24 utterances were selected for the arousal task (reference value range: —0.66
to 0.94) and 18 were selected for the valence task (reference value range: —0.80 to
0.77). All stimuli in our experiment were neutral regarding the content of what was
said (e.g. ‘Was hast du getan?’ “What have you done?’) to minimize semantic inter-
ference, were shorter than 3 s and were produced by multiple speakers. From these
two stimuli sets two randomized lists were created differing in the order in which
the stimuli were presented for each emotion dimension.

Participants were comfortably seated in a sound-treated room and were tested in
the free field. The pictorial rating tool was displayed on a computer screen and stim-
uli were presented via a single loudspeaker which was placed at head level in front
of the participant (0° azimuth) at a distance of 1 m. Participants received written
and oral instructions and performed four practice trials before proceeding to the test
stimuli of either rating task. Both rating tasks were completed at the participant’s
own pace. Utterances were rated one at a time and could be replayed if needed.

All participants performed the rating tasks in two conditions. For the hearing aid
users, these two conditions were with (aided) and without their hearing aids (un-
aided). The normal-hearing participants completed the tasks in a normal listening
condition and in a condition with simulated hearing loss (data of the latter condition
are not reported here). In each listening condition, participants rated all stimulus ut-
terances, so each participant rated each utterance twice. The order of the arousal/rat-
ings rating tasks and listening conditions were counterbalanced across participants.
Two different lists were used to present listeners with a different order of the stimuli
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in the two listening conditions. There was a short break between each of the four
blocks (i.e., between the two listening conditions and between the two rating tasks).

2.3 Acoustic Parameters

Affect ratings provided by the participants in our study were related to four acous-
tic parameters which are traditionally related to affective prosody: mean FO (e.g.,
Hammerschmidt and Jiirgens 2007), mean intensity (e.g., Aubergé and Cathiard
2003), global temporal aspects (Mozziconacci and Hermes 2000), and spectral mea-
sures, which are related to vocal effort (e.g., Tamarit et al. 2008). In the current
study, mean FO and mean intensity were calculated for each utterance by averag-
ing over the utterance using Praat (Boersma and Weenink 2013). As a measure of
tempo, articulation rate was calculated by dividing the number of syllables in the
canonical transcription of the utterance by the file length, excluding pauses longer
than 100 ms. Spectral slope is reflected in the spectral information described by
the Hammarberg Index (Hammarberg et al. 1980), which is defined as the intensity
difference between the maximum intensity in a lower frequency band [0-2000 Hz]
versus that in a higher frequency band [2000-5000 Hz]. In this study, the Hammar-
berg Index energy distribution measure was averaged across the entire utterance.

3 Results

The data were analyzed using R statistical software (R Development Core Team
2008). To investigate (a) whether hearing loss severity modulates affect ratings and
(b) whether wearing a hearing aid makes listeners more sensitive to subtle differ-
ences in acoustic parameters, we compared affect ratings (the dependent variable)
of the hearing-impaired listeners in the aided and unaided conditions using linear
mixed-effects regression analyses with random intercepts for stimulus and partici-
pant. The initial models (one for arousal and one for valence) allowed for three-way
interactions between listening condition (aided, unaided), individual hearing loss,
and each of the acoustic parameters (mean FO, mean intensity, articulation rate,
Hammarberg Index). Interactions and predictors that did not improve model fit (ac-
cording to the Akaike Information Criterion) were removed using a stepwise exclu-
sion procedure. Interactions were removed before simple effects, and those with the
highest non-significant p-values were excluded first.

To investigate whether the use of a hearing aid restores affect perception to the
level of normal-hearing older adults, we compared hearing aid users’ performance
in the aided condition to that of the normal-hearing listeners. The method and mod-
el-stripping procedure were identical to that of the first analysis. The initial models
(for arousal and valence, respectively) allowed for two-way interactions between
group (hearing aid users aided, normal hearing) and each of the four acoustic pa-
rameters.
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3.1 Aided Versus Unaided Listening

For arousal, mean intensity was found to be a strong cue for arousal rating
(B=6.606x10"2, SE=1.528 x 1072, p<0.001): higher intensity was associated with
higher ratings of arousal in the aided and unaided conditions. Moreover, arousal
ratings were generally higher in the aided condition than in the unaided condition
(mapped on the intercept) (B=7.156x 1072, SE=2.089x102, p<0.001). Signifi-
cant interactions between listening condition and articulation rate (B=3.012x 1072,
SE=1.421x10"2, p<0.05) and listening condition and vocal effort (3=1.459x 102,
SE=3.949x 1073, p<0.001) were observed: while vocal effort and articulation rate
did not influence ratings in the unaided condition, their effects were larger in the
aided condition. In the unaided condition, those with poorer hearing had lower rat-
ings (B=—9.772x1073, SE=4.093 x 103, p<0.05) than those with better hearing,
but this was less the case in the aided condition (B=7.063 x 103, SE=2.459x 1073,
p<0.01). This suggests that wearing the hearing aid made the rating patterns of
poorer and better-hearing participants more alike. Furthermore, those with poorer
hearing associated increases in FO (B=6.093 x 1075, SE=2.094 x 1073, p<0.01) and
in articulation rate (B=1.833x 103, SE=8.952x10 4, p<0.05) more with higher
arousal than those with better hearing across listening conditions. This suggests
that, among the hearing aid users, those with poorer hearing used additional pro-
sodic cues compared to those with relatively good hearing.

For valence, a significant simple effect of mean FO (B=-4.813x1073,
SE=8.856x10"*% p<0.001) was found: higher pitch was associated with lower rat-
ings, i.e., more negative ratings. None of the other acoustic parameters was predic-
tive of the valence ratings. Moreover, importantly, no effects for listening condition
and hearing loss were observed: valence ratings were independent of whether the
participants wore their hearing aids or not and were independent of individual hear-
ing loss.

3.2 Aided Listening Versus Normal-Hearing Controls

Similar to the previous arousal analysis, a significant simple effect of mean inten-
sity (B=0.071, SE=0.014, p=0.001) was found: higher mean intensity was associ-
ated with higher arousal ratings. Although ratings of the hearing aid users did not
differ significantly from the normal-hearing participants (mapped onto the inter-
cept, p=—0.030, SE=0.053, p=0.57), use of mean intensity differed between the
two listener groups: hearing aid users responded more strongly to differences in
intensity than participants with age-normal hearing (3=0.009, SE=0.004, p<0.05).

For valence, similar to the previous analysis, mean FO was associated with lower
valence ratings (B=—4.602x103, SE=1.168x 103, p<0.01). No other acoustic
parameters were predictive of the valence ratings. There was no effect of group, nor
any interactions between group and the acoustic parameters.
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4 Discussion

This study aimed to investigate whether the use of a hearing aid restores affect per-
ception to the level of older adults with age-normal hearing. More specifically, our
study investigated to what extent hearing aids and individual hearing loss modify
sensitivity to the acoustic parameters cueing affect in older hearing aid users.

The study showed that the hearing aid restored affect perception in the sense that
the use of the hearing aid makes rating patterns of hearing aid users with severe
hearing loss more similar to those with less severe hearing loss. Secondly, the study
showed that the use of a hearing aid changed the pattern of acoustic parameters that
were used for arousal perception. Importantly, across the aided and unaided condi-
tions, hearing loss modulated the extent to which listeners used alternative cues to
interpret arousal (i.e., other cues than intensity): hearing-impaired listeners with
more severe degrees of hearing loss made more use of articulation rate and mean
FO. In other words, gradually acquired hearing loss causes listeners to rely on dif-
ferent cues for their interpretation of arousal, but restoring their hearing by means
of a hearing aid will also change which cues they rely on for their interpretation
of arousal. Older adults may only start using additional cues (such as articulation
rate) for their interpretation of arousal with more severe hearing loss. In a related
study (Schmidt et al., submitted), older adults with mild hearing loss were tested
who were not wearing hearing aids. For this group with mild hearing impairment,
intensity emerged as the only significant predictor of arousal. Note, however, that
this reliance on multiple cues rather than on a single cue does not hold for valence,
where FO is the only prosodic cue listeners irrespective of their hearing sensitivity
are using.

Hearing aid users wearing their hearing aid generally showed the same pattern
of affect ratings as participants with age-normal hearing, especially for the valence
dimension. However, for arousal ratings, those wearing a hearing aid were actu-
ally more sensitive to intensity differences than participants in the reference group.
This may be because hearing in the reference group was normal for their age, but
still implied elevated high-frequency thresholds. Consequently, older adults in the
reference group were less sensitive, at least to some acoustic differences, than the
hearing aid users.

In sum, the current study shows that older hearing aid users do not generally dif-
fer from their normal-hearing peers in their perception of arousal and valence, which
underlines the importance of hearing aids in the rehabilitation of affect perception.
While the perception of valence seems to be independent of listening condition and
individual hearing loss, wearing hearing aids matters for the interpretation of rating
prosodic information related to arousal. Due to this difference between emotion
dimensions, future studies on affect perception in hearing aid users should treat
perception of arousal and valence separately.
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Suitability of the Binaural Interaction
Component for Interaural Electrode Pairing of
Bilateral Cochlear Implants

Hongmei Hu, Birger Kollmeier and Mathias Dietz

Abstract Although bilateral cochlear implants (BiCls) have succeeded in improv-
ing the spatial hearing performance of bilateral CI users, the overall performance is
still not comparable with normal hearing listeners. Limited success can be partially
caused by an interaural mismatch of the place-of-stimulation in each cochlea. Pair-
ing matched interaural CI electrodes and stimulating them with the same frequency
band is expected to facilitate binaural functions such as binaural fusion, localiza-
tion, or spatial release from masking. It has been shown in animal experiments
that the magnitude of the binaural interaction component (BIC) derived from the
wave-eV decreases for increasing interaural place of stimulation mismatch. This
motivated the investigation of the suitability of an electroencephalography-based
objective electrode-frequency fitting procedure based on the BIC for BiCI users. A
61 channel monaural and binaural electrically evoked auditory brainstem response
(eABR) recording was performed in 7 MED-EL BiCI subjects so far. These BiCI
subjects were directly stimulated at 60% dynamic range with 19.9 pulses per second
via a research platform provided by the University of Innsbruck (RIB II). The BIC
was derived for several interaural electrode pairs by subtracting the response from
binaural stimulation from their summed monaural responses. The BIC based pair-
ing results are compared with two psychoacoustic pairing methods: interaural pulse
time difference sensitivity and interaural pitch matching. The results for all three
methods analyzed as a function of probe electrode allow for determining a matched
pair in more than half of the subjects, with a typical accuracy of 1 electrode. This
includes evidence for statistically significant tuning of the BIC as a function of
probe electrode in human subjects. However, results across the three conditions
were sometimes not consistent. These discrepancies will be discussed in the light of
pitch plasticity versus less plastic brainstem processing.

Keywords Binaural interaction component - FElectrically evoked auditory
brainstem response - Bilateral cochlear implant - Pitch matching - Interaural pulse
time difference * Interaural electrode pairing
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1 Introduction

Bilateral cochlear implantation seeks to restore the advantages of binaural hearing
to the profound deaf by providing binaural cues that are important for binaural per-
ception, such as binaural fusion, sound localization and better detection of signals
in noise. Most bilateral cochlear implant (BiCI) users have shown improvements
compared to their ability when only one CI was used. However, compared to normal
hearing (NH) individuals, the average performance of BiCI users is still worse and
has a large variability in performance amongst them (Majdak et al. 2011; Litovsky
et al. 2012; Goupell et al. 2013; Kan et al. 2013). One likely reason for the worse
performance of BiCI users is the interaural electrodes mismatch between two Cls
because of different surgery insertion depth or different implant length. Since the
inputs to the NH binaural system from the two ears can be assumed to be well
matched and binaural brainstem neurons are comparing only by interaurally place
matched inputs, it is very important to determine interaural electrode pairs for fre-
quency matching the electrode arrays in the two ears to compensate for any differ-
ences in the implanted cochleae. This interaural electrode pairing (IEP) is expected
to become even more relevant in the future, to better exploit recent time information
preserving coding strategies and with the advent of truly binaural cochlear implants,
which will preserve, enhance, and/or optimize interaural cues.

It has been suggested that physiological measures of binaural interactions (e.g.,
evoked potentials) will likely be required to accomplish best-matched interaural
electrode pairs (Pelizzone et al. 1990). More recently, the binaural interaction com-
ponent (BIC) of the electrically evoked auditory brainstem responses (¢ABRs) have
been obtained in both animals (Smith and Delgutte 2007) and humans (He et al.
2010; Gordon et al. 2012). Smith and Delgutte (2007) proposed a potential way by
using evoked potentials to match interaural electrode pairs for bilaterally implanted
cats. Their study shows that the interaural electrode pairings that produced the best
aligned IC activation patterns were also those that yielded the maximum BIC am-
plitude. More recently, He et al. (2010) observed some evidence of a BIC/electrode-
offset interaction at low current levels. In another follow up study, they used the
same eclectroencephalography (EEG) procedure to examine whether the BIC am-
plitude evoked from different electrode pairings correlated with an interaural pitch
comparison task (He et al. 2012). Their results show that there is no significant cor-
relation between results of BIC measures and interaural pitch comparisons on either
the individual or group levels. Gordon et al. (2012) demonstrated that binaural pro-
cessing in the brainstem of children using bilateral CI occurs regardless of bilateral
or unilateral deafness; it is disrupted by a large but not by a small mismatch in place
of stimulation. All these studies suggest that BIC could be a potentially approaches
for electrode pairing, especially for pediatrics, however, it is not accurate enough in
all existing studies of human subjects.

In order to tackle the issue of accuracy, a 61-channel monaural and binaural
¢ABR recording setup was developed together with a multi-step offline post-pro-
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cessing strategy specifically for eABR signals. Further, to address the question of
method validity the BIC based pairing results are compared with two psychoacous-
tic pairing methods: interaural pulse time difference sensitivity and interaural pair-
wise pitch comparison.

2 Methods

Seven BiClIs (three male and four female; mean age = 53 year) participated in this
study. All of them were post-lingual at their onset of bilateral severe-to-profound
sensorineural hearing loss and were using MED-EL implant systems. The voluntary
informed written consent was obtained with the approval of the Ethics Committee
of the University of Oldenburg. The intra-cochlear electrodes of the MED-EL CI
are numbered from 1 to 12 in an apical to basal direction. Here the electrode on the
right or the left implant is named Rx or Lx. For example, L4 refers to the 4th elec-
trode on the left implant.

A research platform was developed for psychoacoustic testing and eABR record-
ing (Hu et al. 2014). The electrical stimuli were presented via a research interface
box (RIB II, manufactured at University of Innsbruck, Austria) and a National In-
struments I/O card. The monaural or bilaterally synchronized electrical pulses were
applied to the CI, bypassing the behind-the-ear unit.

The experiment consisted of three psychophysical pretests, accompanied by
three IEP methods. Pretest 1 was to determine the participant’s maximum comfort-
able level (MCL) and the hearing threshold (HL) of the reference electrode (For
more details about the stimuli, please refer to the last paragraph of section 2). From
these two values the dynamic range (DR) was obtained. In the second pretest the
interaural loudness-balanced level for each electrode pair was determined. The pre-
sentation level of the reference CI electrode was fixed at 60 % of DR, while the pre-
sentation level of the contralateral probe CI electrode was adapted according to the
participant’s response. The stimulation levels judged by the participant to be equally
loud in both sides were saved and used in the pairwise pitch comparison and EEG
recording procedures. In the interaural pairwise pitch comparison task interaural
electrode pairs were stimulated sequentially. The participants were asked to indicate
in which interval the higher pitch was perceived. This experiment was repeated 50
times per electrode pair. As a third pre-test, a lateralization task was performed on
each electrode pair to ensure that a single, fused auditory image was perceived in
the center of the head (Kan et al. 2013). The current level and electrode pairs that
allowed for a fused and central image were again stored and employed for the sec-
ond IEP method: IPTD discrimination. Two-interval trials, randomly located with
left-leading (IPTD =—T/2) and right-leading stimuli (IPTD = T/2), were presented
for the electrode pair using a constant stimulus procedure, for a fixed [IPTD =T. The
participant was required to indicate whether the stimulus in the second interval was
perceived either to the left or the right of the first interval.
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In the EEG measurement session, eABRs were differentially recorded from Ag/
AgCl electrodes of a customized equidistant 63-channel braincap (Easycap) with
an electrode at FPz serving as the ground, and the midline cephalic location (Cz) as
the physical reference (Hu et al. 2015). The 63 scalp electrodes were connected to
the SynAmps RT amplifier system (Neuroscan). Channel 49 (sub-Inion) and chan-
nel 59 (Inion) were primary interest in this study. Electrode impedances were kept
below 10 KQ. The sweeps were filtered by an analog antialiasing-lowpass with a
corner frequency of 8 kHz, digitized with 20 kHz sampling rate via a 24 bit A/D
convertor. The artifact rejection was turned off during the recording, since filtering,
artifact analysis and averaging were done offline. 2100-3000 single sweeps for all
electrode conditions were recorded in random order on a sweep-by-sweep basis.
During the recording, the participants seated in a recliner and watched silent sub-
titled movies within an electrically shielded sound-attenuating booth.

The stimulus was a train of charge-balanced biphasic pulses presented at a rate
of 19.9 pulses per second (pps) (He et al. 2010), with 50 or 60 us phase duration,
and 2.1 ps interphase gap presented repeatedly via monopolar stimulation mode. A
phase duration of 60 ps was used only when the subject could not reach the MCL
with 50 ps. In psychophysical sessions 1-4, a 10-pulse chain about 500 ms time
duration was used. In the IPTD test, each interval was a 500 ms stimulus and there
was 300 ms pause between the two intervals. For the EEG recoding, a continuous
electrical pulse train was presented with a 5 ms trigger sent 25 ms before each the
CI stimulation onset.

3 Results

The BIC is defined as the difference between the eABR with binaural stimulation
(B) and the sum of the eABRs obtained with monaural stimulation (L + R): BIC =
B — (L + R). For both eABR and BIC, the latency was defined as the time position
of the respective peaks. The amplitude was defined as the difference between the
positive peak and the following trough amplitude.

Figure la shows the morphology of the eABR and the BIC of subject S5 with
reference electrode L4 and probe electrode R1, where the electric artifact was
already removed (Hu et al. 2015). In general, wave el was not observed due to
the stimulation pulse artifact from the implant. The amplitude of wave eV was
larger than an acoustically evoked ABR amplitude, and latency which occurs ap-
proximately 3.6 ms after the onset of the stimulus is shorter because the electrical
stimulus directly activates the neural pathway (Starr and Brackmann 1979; Peliz-
zone et al. 1989). Figure 1b shows the results of the BIC across 12 electrode pairs
(R1-R12), for S5 with reference electrode of L4. The latency of the BIC is about
4 ms, and the BIC amplitude is increasing first and then decreasing after electrode
6 (R6). Figure 1c shows the IEP results based on the best IPTD performance and
the pitch comparison. The open circles on the dash-dotted line indicate the per-
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Fig. 1 EABRs and the BICs of subject S5 and the reference electrode is L4: a EABRSs of /eft CI
stimulated only, right CI stimulated only, both CI stimulated simultaneously, L + R and the BIC.
The probe electrode is R1. The y-axis is their amplitude values in pV. The electric artifact was
lined out, wave eV and BIC are visible at approximately 3.6 and 4.1 ms, respectively. b The results
of the BIC across 12 electrode pairs. ¢ The IEP results based on the best IPTD performance and
pitch comparison. The x-axis is the number of the probe electrodes in the right implant

centage of how often the probe electrode (right side) resulted in a higher pitch
percept than the reference electrode (left side) in the pitch matching experiment.
The squares on the dashed line are the correct rates of lateralization judgment in
the IPTD experiment. The x-axis indicates the probe electrode number in the right
implant. The matched electrodes are R4.4 (pitch comparison), R6-R8 (best IPTD
performance), and R6 (largest BIC amplitude). In contrast to the common assump-
tion that pitch-matched pairs maximize sensitivity to binaural cues, for this subject
the pairs with best IPTD sensitivity are 1.6-3.6 electrodes away from (interpolated)
electrode identical pitch perception. The BIC based method indicates electrode R6
to be matched with L4, which is closer to the IPTD based match for this subject.
For S5, there are three pairs that have a high IPTD sensitivity (R6 -R8). They are
not significantly different from each other, rendering the assignment of a unique
matched pair difficult. This is consistent with the previous finds that ITD JNDs do
not change much until there is a 3—6 mm mismatch (van Hoesel and Clark 1997).
Note that the pitch matched electrode pair does not even yield a significantly above
chance IPTD sensitivity.

The results from the other methods and of the other subjects are not shown be-
cause of the space limitations. The general trends were: (1) Pairwise pitch compari-
son results highly depend on the participant’s clinical frequency-place fitting map.
The matched pair indicates a similar frequency range in the map, except for one
subject which was implanted only 9 months before the experiment. (2) Both BIC
and IPTD based pairing results indicate a large 2-3 electrode mismatch for some
subjects. There is clear correlation between the mismatches indicated by these two
methods. (3) In line with Poon et al. (2009) there is no correlation between the pitch
matched pairs and the IPTD matched pair and in line with He et al. (2012) there is
no correlation between the pitch matched pairs and the BIC matched pair.
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4 Discussion

With the increasing number of bilateral CI users and new product development
towards binaural Cls, it becomes increasingly important to find ways of match-
ing the electrode arrays in the two ears to compensate for the differences between
the two implanted cochleae because of insertion depth, electrode lengths, or neu-
ral survival. Current clinical cochlear implant fitting strategies generally treat each
implant monaurally and allocate a generic frequency range to each electrode based
on the electrode number often without concern about the actual position and the
mismatching between the two implants. In a very few positive exceptions inter-
aural pitch comparison techniques are employed. This study investigated the suit-
ability of three IEP methods which have previously been tested in research studies
but mostly only one method in isolation. In general, clear monaural and binaural
e¢ABRs and BICs were obtained in most of the subjects. All but one subject showed
nicely tuned pitch matching, IPTD sensitivity, and BIC as a function of electrode
number. However, the pairing results were not always consistent across methods.
The IPTD paring results of some subjects are spanned across several electrodes,
which is consistent with the previous finds that ITD JNDs do not changed much
until there is a 3—6 mm mismatch compared to the best matched place condition
(van Hoesel and Clark 1997).

Interaural pitch comparison shows some predictive value in selecting interau-
ral electrode pairs, but it may not fully compensate for any underlying differences
between the two implanted cochleae. In line with previous studies (van Hoesel
and Clark 1997; Long et al. 2003; Poon et al. 2009) the pitch matched pair does
not guarantee best IPTD sensitivity. All the CI subjects in this study have had at
least 9 months bilateral CI experience prior to the experiment so acclimatization to
the electrode-frequency-map or brain plasticity may explain the good pitch tuning
curve. There is no correlation between the BIC amplitudes and results of interaural
pitch matching as well, which is consistent with (He et al. 2012).

For the interpretation of the BIC, the straightest assumption is that if the refer-
ence electrode and the probe electrode are cochlear place matched, they stimulate
similarly “tuned” auditory-nerve fibers that eventually result in binaural interaction
in the brain stem and thus in a larger BIC than the other pairs. However, in case of
a different neural survival across the ears or within one ear, also non-place matched
electrodes may result in the maximum BIC. Further studies with more reference
electrodes are necessary to test this assumption. This may also partially explain
the similar ITD sensitivity of the neighboring electrodes around the best matched
electrode.

In summary, all three methods can obtain reasonable interaural electrode pair-
ing results. There is substantial variability in all the measurements both within and
between individual CI users. There are pros and cons for all the three methods and
there is no gold standard to judge which one is better. The acclimatization to the fre-
quency to place map of the patient’s CI seems unignorably in the pitch perception.
Pitch matching data may be ‘misleadingly good’ because of acclimatization or brain
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plasticity which does not affect the IPTD and the BIC based matching. Knowledge
about the location of the implant inside the cochlea maybe helpful in judging the
pairing results. Longitudinal measurements are necessary in the future to investi-
gate the plasticity of the binaural perception in the BiCI users. The BIC is a promis-
ing candidate for electrode pairing of BiCI subjects, especially for pediatric fitting.
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Binaural Loudness Constancy

John F. Culling and Helen Dare

Abstract In binaural loudness summation, diotic presentation of a sound usually
produces greater loudness than monaural presentation. However, experiments using
loudspeaker presentation with and without earplugs find that magnitude estimates of
loudness are little altered by the earplug, suggesting a form of loudness constancy.
We explored the significance of controlling stimulation of the second ear using
meatal occlusion as opposed to the deactivation of one earphone. We measured the
point of subjective loudness equality (PSLE) for monaural vs. binaural presenta-
tion using an adaptive technique for both speech and noise. These stimuli were
presented in a reverberant room over a loudspeaker to the right of the listener, or
over lightweight headphones. Using the headphones, stimuli were either presented
dry, or matched to those of the loudspeaker by convolution with impulse responses
measured from the loudspeaker to the listener position, using an acoustic manikin.
The headphone response was also compensated. Using the loudspeaker, monaural
presentation was achieved by instructing the listener to block the left ear with a
finger. Near perfect binaural loudness constancy was observed using loudspeaker
presentation, while there was a summation effect of 3—6 dB for both headphone
conditions. However, only partial constancy was observed when meatal occlusion
was simulated. These results suggest that there may be contributions to binaural
loudness constancy from residual low frequencies at the occluded ear as well as a
cognitive element, which is activated by the knowledge that one ear is occluded.

Keywords Loudness summation - Perceptual constancy - Meatal occlusion -
Monaural - Virtual acoustics

1 Introduction

When the same sound is presented to both ears, it is perceived to be louder than
when it is presented to one ear only (Fletcher and Munson 1933). As a result, the
loudness of diotically and monaurally presented stimuli, usually tones or noise, has
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been found to be equivalent when the monaural stimulus is between 3 and 10 dB
more intense (Fletcher and Munson 1933; Reynolds and Stevens 1960; Zwicker
and Zwicker 1991; Sivonen and Ellermeier 2006; Whilby et al. 2006; Edmonds
and Culling 2009). Models of loudness therefore incorporate this phenomenon in
various ways (Zwicker and Scharf 1965; Moore and Glasberg 1996a, b; Moore and
Glasberg 2007). These models can be used in hearing-aid fitting (e.g. Moore and
Glasberg 2004), so hearing aids fitted using these models will have relatively re-
duced gain when fitted bilaterally in order to achieve a comfortable maximum loud-
ness level. However, some recent studies have cast doubt on the ecological validity
of the loudness summation literature.

Cox and Gray (2001) collected loudness ratings (7 categories from “very soft”
to “uncomfortable”) for speech at different sound levels when listening monaurally
and binaurally. These two modes of listening were compared by using either one or
two earphones and, using a loudspeaker, by occluding one ear with a plug and ear
muff. They found that results with one or two earphones produced a conventional
loudness summation effect, whereby the mean rating was substantially higher at
each sound level for binaural presentation. However, when listening to an external
source in the environment (the loudspeaker) there was much less summation effect:
occlusion of one ear had little effect on the loudness ratings compared to listening
binaurally. This experiment showed for the first time that the loudness of exter-
nal sounds may display constancy across monaural and binaural listening modes.
However, the methods used were clinically oriented and difficult to compare with
conventional psychophysical measurements.

Epstein and Florentine (2009, 2012) conducted similar tests, but using standard
loudness estimation procedures and speech (spondees) either with or without ac-
companying video of the speaker’s face. They also observed loudness constancy,
but only when using the audiovisual presentation. Their tentative conclusion was
that loudness constancy may only occur using stimuli of relatively high ecologi-
cal validity. Ecological validity may be enhanced when an external source is used,
when that source is speech, particularly connected speech rather than isolated
words, and when accompanied by coherent visual cues. Since all these conditions
are fulfilled when listening to someone in real life, the phenomenon of loudness
constancy can be compellingly, if informally, demonstrated by simply occluding
one ear with a finger when listening to someone talk; most people report that no
change in loudness is apparent. The present study was inspired by this simple dem-
onstration technique.

A limitation of previous studies is that the use of ear plugs and muffs means
that different listening modes cannot be directly compared. It is commonplace in
psychophysical testing to match the loudness of different stimuli by listening to
them in alternation, but it is impractical to insert/remove an ear plug between one
presentation interval and another. As a result comparisons are made over quite long
time intervals. In contrast, a finger can be applied to the meatus in less than a sec-
ond, so it is possible to perform a 2-interval, forced-choice procedure provided that
the monaural interval is always the same one so that the listener can learn the rou-
tine of blocking one ear for the same interval of each trial. The present experiment
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adopted this technique and also explored the idea that ecological validity plays a
key role by using either speech or noise as a sound source and by creating a close
physical match between stimuli presented from a loudspeaker and those presented
using headphones.

2 Methods

2.1 Stimuli

There were six conditions, comprised of two stimulus types (speech/noise) and
three presentation techniques. The speech stimuli were IEEE sentences (Rothauser
et al. 1969) and the noise stimuli were unmodulated noises filtered to have the same
long-term excitation pattern (Moore and Glasberg 1987) as the speech. These two
stimulus types were presented (1) dry over headphones, (2) from a loudspeaker to
the listeners’ right or (3) virtually through lightweight open-backed headphones
(Sennheiser HD414). Monaural presentation was achieved in (1) and (3) by deac-
tivating the left earphone for the second interval of each trial and in (2) by asking
the listener to block their left ear with a finger for the second interval of each trial.
For virtual presentation, the stimuli were convolved with binaural room impulse
responses (BRIRs) recorded from a manikin (B&K HATS 4100) sitting in the lis-
teners’ position and wearing the lightweight headphones with the loudspeaker 1 m
to the right in a standard office room with minimal furnishing (reverberation time,
RT60=650 ms). Impulse responses were also recorded from the headphones and
used to derive inverse filters to compensate for the headphone-to-microphone fre-
quency response. Sound levels for the different stimuli were equalised at the right
ear of the manikin and, for the reference stimuli, were equivalent to 57 dB(A) as
measured at the head position with a hand-held sound-level meter.

2.2 Procedure

Twelve undergraduate-students with no known hearing impairments took part in
a single 1 h session. Initially, five practice trials were presented, for which the lis-
teners were simply required to learn the routine of blocking their left ear during
the one-second inter-stimulus interval between two bursts of speech-shaped noise
presented from a loudspeaker. During the experiment, the ordering of six conditions
was randomly selected for each participant.

For each condition, listeners completed two loudness discrimination threshold
tasks. These adaptive thresholds served to bracket the point of subjective loud-
ness equality (PSLE): one was the 71 % threshold for identifying when a monaural
stimulus was louder than a binaural one, and the other was the 71 % threshold for
identifying when the monaural stimulus was quieter than a binaural one. For a given
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Fig. 1 The mean summation 8
effect in Expt. 1 in each of
the three presentation condi-
tions and for speech and for
noise sources. Error bars are
one standard error
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condition, the two adaptive tracks started with the adapted (monaural) sound level
15 dB above and below the level of the reference (binaural) stimulus, respectively.
In each task, the listeners were required to identify the louder of two stimuli in a
2-down, 1-up adaptive procedure with six reversals. The two thresholds were aver-
aged to yield a PSLE for that condition.

Within each trial the first interval was always the reference stimulus, while the
adapted stimulus was presented in the second interval. The adapted stimulus was
thus always the monaural one.

3 Results

Figure 1 shows that there was a strong effect of the presentation condition
(F(2,22)=22.1, p<0.001). The summation effect is less than 1 dB in the Loud-
speaker condition, in which monaural presentation was achieved by occluding
the meatus with one finger, but is 3—6 dB in the Virtual and Dry conditions, in
which monaural presentation was achieved by deactivating one earphone. Summa-
tion was also significantly smaller using speech than using noise as a source signal
(F(1,11)=5.6, p<0.05).

4 Discussion

The lack of summation in the Loudspeaker condition supports the observations
made by Cox and Gray (2001) and by Epstein and Florentine (2009, 2012), that,
when monaural presentation is achieved by occluding one ear in a sound field, bin-
aural summation can be dramatically reduced. The present results demonstrate this
phenomenon for the first time using direct comparisons between successive stimuli.
Consistent with suggestions that ecological validity is important to the effect, it was
a little larger for speech than for noise, but this effect was rather small (0.8 dB).
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In order to match the headphone and loudspeaker conditions physically, virtual
presentation was used in a reverberant room. This approach resulted in a compelling
impression of sound source externalisation for the headphone condition, which may
have been accentuated by the presence of a loudspeaker at the appropriate position.
A post-experiment test showed that listeners perceived the virtual binaural stimuli
as emanating from the loudspeaker rather than the headphones. A consequence of
this procedure was that when the left headphone was deactivated for monaural pre-
sentation, the externalisation of the sound collapsed, so that listeners found them-
selves comparing one sound that appeared to be from the loudspeaker with another
that, although still reverberant and from the same side, appeared to come from the
headphones. It is unclear whether this effect may have caused the apparent enhance-
ment of the loudness summation effect in the Virtual condition.

In each of the studies in which binaural summation has been largely abolished,
the second ear has been occluded by some means. The lack of summation could
have two logical causes. First, there may be some residual sound energy at the
occluded ear that is sufficient to maintain its contribution to binaural loudness.
Second, there may be some cognitive element which generates loudness constancy
through the knowledge that one ear is occluded. It is important, therefore to deter-
mine the amount of residual sound and the role it might play. Cox and Gray used
a combination of ear plug and muff and reported that this combination produced a
threshold shift of 23 dB at 250 Hz and 52 dB at 4 kHz, indicating that the residual
sound was substantially attenuated. Epstein and Florentine used only an ear plug
and reported the resulting attenuation caused a threshold shift of 20-24 dB at 1 kHz.
In the present study, a finger was used. In order to determine the likely degree of
attenuation achieved, we recorded binaural room impulse responses BRIRs with
and without an experimenter’s finger over the meatus. This was not possible with
the B&K HATS 4100 because it has the microphone at the meatus, so KEMAR
was used. Several repeated measurements found a consistent attenuation of ~30 dB
across most of the frequency spectrum, but progressively declining at low frequen-
cies to negligible levels at 200 Hz and below. Assuming this measurement gives a
reasonably accurate reflection of the change in cochlear excitation when a human
listener blocks the meatus, the question arises whether this residual sound might be
sufficient to support summation.

First, we conducted an analysis of the virtual stimuli by applying the Moore and
Glasberg (1996a, b) loudness model. Since similar effects were observed with noise
as with speech, it was thought unnecessay to employ the model for time-varying
sounds (Glasberg and Moore 2002). Despite presentation of stimuli from one side,
the difference in predicted loudness at each unoccluded ear differed by only 4 %.
The interaural level difference was small due to the room reverberation. When the
left ear was occluded, the predicted loudness at this ear fell by 52 %. Older models
assume that binaural loudness is the sum of that for each ear, but more recent mod-
els predict less binaural summation by invoking an inhibitory mechanism (Moore
and Glasberg 2007). In either case, attenuation caused by meatal occlusion leading
to a 52 % drop at one ear seems more than adequate to observe a strong summation
effect.
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While modelling can be persuasive, we wanted to be sure that the relatively unat-
tenuated low frequencies were not responsible for a disproportionate contribution
to binaural loudness. A second experiment examined this possibility by simulating
occlusion.

5 Methods

Eight listeners took part in a similar experiment, but using a new presentation con-
dition that simulated the use of a finger to block the meatus. One of the BRIRs
collected with a finger over the ear of a KEMAR was convolved with the source
signals to form the monaural stimulus of a Virtual Finger condition. This condi-
tion was contrasted with a replication of the previous Virtual condition in which
monaural presentation was achieved by silencing the left ear. This condition is now
labelled Silence, so that the condition labels reflect the method of attenuating the
left ear. For consistency, all BRIRs for the second experiment were collected using
KEMAR. The binaural stimulus for each condition was identical. The same speech
and noise sources were used.

6 Results

Figure 2 shows the mean summation effect from each of the four conditions of the
second experiment. The Silence condition produces a comparable summation effect
to the similarly constructed Virtual condition of Expt. 1. However, while the Virtual
Finger condition does not result in an abolition of this summation effect, it does re-
sult in a substantial reduction in its size (£(1,7)=102, p<0.001). In contrast to Expt.
1, the noise stimulus produces a smaller summation effect than the speech stimulus
(F(1,7)=22, p<0.005). The interaction fell short of significance.

Fig. 2 The mean summa- 8
tion effect in Experiment 2 21
in each of the presentation o
conditions and for speech and T 61
for noise sources. Error bars S 5t
are one standard error 5
c 47
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T 3
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E 2 .
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7 Discussion

Since the Silence and Virtual-Finger conditions of experiment 2 produced signifi-
cantly different summation effects, it seems that a portion of the loudness constancy
effect observed in experiment 1 may have been mediated by the residual sound at
the occluded ear. Both the Silence and the Virtual-Finger conditions produced a
collapse in externalisation for the monaural case, so it seems unlikely that the dif-
ference in effect can be attributed to this cause.

On the other hand, 2.5-3 dB of summation was still observed in the Virtual-
Finger condition, whereas less that 1 dB was observed in the Loudspeaker condition
of experiment 1. It appears, therefore, that the listeners’” awareness of meatal occlu-
sion, which would only be present in the first case, may still play a role. A major ca-
veat to these conclusions is that KEMAR was not designed to realistically simulate
the effects of bone-conducted sound, which likely plays a major role in listening in
a sound field with an occluded ear. While probe microphones in the ear canal might
more accurately record the stimulation at the tympanic membrane, they would still
not capture the stimulation occurring at the cochlea.

The small effect of stimulus type observed in experiment 1, was reversed in
experiment 2. Taking these small and inconsistent effects together, we found no
evidence that binaural loudness constancy is greater for more ecologically valid
stimuli such as connected speech. Indeed, for both speech and noise, occlusion of
the ear led to little reduction in loudness (a small summation effect), suggesting
that loudness constancy occurs independently of stimulus type. It should be noted,
however, that quite prominent reverberation was present in our experiment, which
reliably cued the existence of an external sound source.

8 Conclusions

Experiment 1 demonstrated for the first time that binaural loudness constancy can
be observed in a loudness matching task using direct comparisons of loudness be-
tween an occluded and unoccluded second ear. Experiment 2 showed that this effect
could be partially mediated by the residual sound at the occluded ear, but the re-
maining effect would seem attributable to the listeners’ awareness of the occlusion.
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Intelligibility for Binaural Speech with
Discarded Low-SNR Speech Components

Esther Schoenmaker and Steven van de Par

Abstract Speech intelligibility in multitalker settings improves when the target
speaker is spatially separated from the interfering speakers. A factor that may contrib-
ute to this improvement is the improved detectability of target-speech components
due to binaural interaction in analogy to the Binaural Masking Level Difference
(BMLD). This would allow listeners to hear target speech components within spe-
cific time-frequency intervals that have a negative SNR, similar to the improvement
in the detectability of a tone in noise when these contain disparate interaural differ-
ence cues. To investigate whether these negative-SNR target-speech components
indeed contribute to speech intelligibility, a stimulus manipulation was performed
where all target components were removed when local SNRs were smaller than a
certain criterion value. It can be expected that for sufficiently high criterion values
target speech components will be removed that do contribute to speech intelligibil-
ity. For spatially separated speakers, assuming that a BMLD-like detection advan-
tage contributes to intelligibility, degradation in intelligibility is expected already at
criterion values below 0 dB SNR. However, for collocated speakers it is expected
that higher criterion values can be applied without impairing speech intelligibility.
Results show that degradation of intelligibility for separated speakers is only seen
for criterion values of 0 dB and above, indicating a negligible contribution of a
BMLD-like detection advantage in multitalker settings. These results show that the
spatial benefit is related to a spatial separation of speech components at positive
local SNRs rather than to a BMLD-like detection improvement for speech compo-
nents at negative local SNRs.
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1 Introduction

When listening to speech in a noisy background, higher speech intelligibility is
measured for spatially separated speech and interfering sources, as compared to col-
located sources. The benefit of this spatial separation, known as spatial release from
masking, has been attributed to binaural processing enabling a better signal detec-
tion, as can be measured by binaural masking level differences (BMLDs). These
BMLDs describe the difference in thresholds for tone-in-noise detection when both
the target tone and masking noise are presented interaurally in phase, in contrast to
areversed phase of the tone in one ear. In the latter case thresholds are significantly
lower. Similar interaural relations of the stimuli can be achieved by presenting the
noise from a spatial position directly in front of the listener and the signal from a
different spatial location. Therefore a connection was hypothesized between the
spatial benefit in speech intelligibility and the tone detection advantage that had
been measured as BMLD.

Levitt and Rabiner (1967) predicted the spatial improvement in speech intel-
ligibility using this hypothesis. The underlying assumption of their model is that a
BMLD effect acts within each frequency band, leading to a within-band detection
advantage. This was modeled as a reduction of the level of the noise floor equal in
size to the BMLD for that particular frequency, resulting in a more advantageous
signal-to-noise ratio (SNR). This would make previously undetectable speech ele-
ments audible and enable them to contribute to speech intelligibility. More recent
models of speech intelligibility also make use of the concept of within-band im-
provement of SNR to model the spatial release from masking (e.g., Beutelmann
et al. 2010; Lavandier et al. 2012; Wan et al. 2014).

Whereas Levitt and Rabiner (1967) proposed their model for speech in station-
ary noise, we are interested in speech interferers. Since speech shows strong modu-
lations both in time and frequency, the level of the interferer will vary. We will
therefore consider BMLD effects at the level of spectro-temporal regions rather
than frequency channels. Thus we extend the original hypothesis and postulate that
a BMLD effect might take place at the level of individual spectro-temporal units
and that this detection advantage would be responsible for the spatially improved
speech intelligibility.

The aim of this study is to investigate whether a BMLD-like effect, that would
lead to improved detection of speech elements in a spatially separated source con-
figuration, indeed is responsible for improved speech intelligibility in the presence
of interfering speech.

We will test the contribution of a BMLD-like effect by deleting spectro-temporal
regions of the target signal below a specific SNR criterion and measuring speech
intelligibility. We assume that, if certain speech elements contribute to speech intel-
ligibility, the performance on a speech intelligibility task will be lower after delet-
ing them. At low values of the SNR criterion this manipulation will lead to dele-
tion of spectro-temporal regions at which either little target energy was present or
the target signal was strongly masked. At such values not much impact on speech
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intelligibility is expected. Deletion of target speech components at increasing SNRs,
however, will start to affect speech intelligibility at some point.

The question of interest is whether the effect of eliminating spectro-temporal
regions will follow a different course for collocated and spatially separated source
configurations. Should a BMLD-like effect indeed act at the level of small spectro-
temporal regions, then deletion of target speech from spectro-temporal regions with
local SNR values between — 15 and 0 dB (i.e. between dichotic and diotic masked
thresholds, Hirsh (1948)), should degrade speech intelligibility for separated, but
not for collocated sources, since those speech components would be inaudible in a
collocated configuration anyway. This implies that over this same range of SNR cri-
teria the spatial release from masking, as measured by the difference in performance
between separated and collocated source configurations, should decrease.

2 Methods

2.1 Stimuli

German sentences taken from the Oldenburg Sentence Test (OLSA, Wagener et al.
1999) and spoken by a male speaker served as target speech. Each sentence consist-
ed of five words with the syntactic structure name—verb—numeral—adjective—
object. For each word type ten alternatives were available, the random combination
of which yields syntactically correct but semantically unpredictable sentences.

In order to have a spatially complex masker, the interfering speech consisted
of two streams of ongoing speech spoken by two different female talkers, and was
obtained from two audio books in the German language. Any silent intervals ex-
ceeding 100 ms were cut from the signals to ensure a natural-sounding continuous
speech stream without pauses. All target and masker signals were available at a
sampling rate of 44.1 kHz.

A total of 200 masker samples for each interfering talker were created by ran-
domly cutting ongoing speech segments of 3.5-s duration from the preprocessed au-
dio book signals. This length ensured that all target sentences were entirely masked
by interfering speech. The onsets and offsets of the segments were shaped by 200-
ms raised-cosine ramps.

The target sentences were padded with leading and trailing zeros to match the
length of the interfering signals. Some time roving was applied to the target speech
by randomly varying the number of leading zeros between 25 and 75 % of the total
number of zeros.

The relative levels of the three signals were set based on the mean RMS of the
two stereo channels after spatialization. The two interfering signals were equalized
to the same level, whereas the target speech (before application of the binary mask,
see next section) was presented at a level of —8 dB relative to each single interferer.
This resulted in a global SNR of approximately —11 dB. The sound level was set
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to 62 dB SPL for a single interferer. After signal manipulation as will be described
below, the three signals were digitally added which resulted in a total sound level of
approximately 65 dB SPL.

All speech signals were presented from virtual locations in the frontal horizontal
plane. The spatial positions were rendered with the help of head-related transfer
functions (HRTF), that had been recorded according to Brinkmann et al. (2013),
using a Cortex MK2 head-and-torso simulator at a source-to-head distance of 1.7 m
in an anechoic chamber.

Two different speaker configurations were used in this experiment, one with
spatially separated speakers and one with collocated speakers. The target speech
was presented from 0° azimuth, i.e. directly in front of the listener, in both configu-
rations. In the collocated configuration the two sources of masking speech were
presented from this same location. In the spatially separated configuration one inter-
fering speaker was presented from the location 60° to the left and the other speaker
from 60° to the right of the target.

2.2 Target Signal Manipulation

In order to investigate the contributions of target speech at various levels of local
SNR, the target speech needed to be manipulated.

The first step in the stimulus manipulation consisted of the calculation of the
local, i.e. spectro-temporal, SNR of the three-speaker stimulus. Spectrograms
were calculated from 1024-point fast Fourier transforms on 1024-samples long,
50 %-overlapping, square root Hann-windowed segments of the signals. This was
performed for each of the two stereo channels of a spatialized speech signal to ac-
commodate interaural level differences. This resulted in a pair of left and right spec-
trograms for each signal, from which one estimate of the spectro-temporal power
distribution needed to be calculated. This was achieved by computing the squared
mean of the absolute values of each set of two (i.e. left and right) corresponding
Fourier components and repeating this for the complete spectro-temporal plane
(Fig. 1, left column).

Subsequently, the resulting spectral power distributions were transformed to
the equivalent rectangular bandwidth (ERB) scale. This was achieved by grouping
power components within the frequency range of one ERB. The time-frequency
(T-F) units thus created covered a fixed time length of 23 ms (i.e. 1024 samples) and
a frequency band of 1 ERB width.

In the final step to calculate the spectro-temporal SNR, the spectro-temporal
power of each target signal was compared to the summed spectro-temporal power
of the two masker signals with which it was combined in a single stimulus. An SNR
value was calculated for each T-F unit of the combined three-speaker signal, result-
ing in a 2-D matrix of local spectro-temporal SNR values (Fig. 1, center).

The spectro-temporal SNR representation was used to decide which components
of the target speech signal would be passed on to the final signal. Any local SNR
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SNR criterion = 0 dB

Target

Local SNR

Frequency

Time

Fig. 1 Overview of the stimulus manipulation. Lefi column: Mean spectrograms of original target
and interfering speech. Center: Local SNRs of T-F units. Right column: Spectrograms of target
speech after discarding low-SNR T-F units. Examples are shown for SNR criterion values of 0
and —10 dB

values exceeding the selection criterion resulted in a value of 1 of a binary mask,
and thus in selection of the corresponding spectro-temporal components of the tar-
get signal in both ears. Any local SNR values that did not pass the criterion resulted
in a value of zero and deselection of the corresponding components of the target
(Fig. 1, right column).

A total of 8 different local SNR criteria were included in the experiment based on
pilot testing: —10,000, —4, 0, 2, 4, 6, 8 and 10 dB. The criterion of —10,000 dB was
chosen to simulate an SNR of —oo, and served as a control condition of unfiltered
target speech in which the entire target signal was passed on to the final stimulus.

After addition of the selected spectro-temporal components of the target signal to
the complete spectrograms of the two interferer signals, the final signal was recon-
structed by calculation of the inverse fast Fourier transform, followed by window-
ing with square-root Hann windows and overlap-add.

2.3 Procedure

Six normal-hearing participants (4 females, 2 males, aged 2229 years) participated
in the experiment. All were native German speakers.

Stimuli were presented over Sennheiser HD650 headphones in a double-walled
soundproof booth. The OLSA speech sentence test was run as a closed test and
the 5x 10 answer alternatives were shown on a PC screen. The participants were
instructed to ignore the female speakers, and to mark the perceived words from the
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male speaker at the frontal position in a graphical user interface. They were forced
to guess upon missed words. The listeners participated in a prior training session
in which the target sentences had not been manipulated. The training session com-
prised 160 trials at a global SNR that started from 0 dB and was gradually decreased
to the experimental SNR of —8 dB.

During the two experimental sessions that consisted of 160 trials each, all 16
conditions (8 SNR criteria x2 spatial configurations) were tested interleaved in
random order. One test list of 20 sentences, resulting in 100 test words, was used for
each condition. Performance was measured as the percentage correct words.

3 Results

The top rows of Fig. 2 show the percentage of correctly recognized words ver-
sus SNR criterion for the six individual listeners. The graphs show a clear spatial
release from masking for all listeners, reflected by the consistently higher scores
for spatially separated speech. From Fig. 2 it can also be seen that the SNR crite-
rion at which speech intelligibility starts to decrease below the performance in the
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Fig. 2 Upper two rows: Individual results for six subjects, expressed as percentage correctly iden-
tified words versus SNR criterion. Bottom row: Mean results and spatial release from masking
expressed in rau. The error bars represent standard errors
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unfiltered condition (i.e. at SNR=—00) differs among listeners between about —4
and 5 dB.

The mean results are shown in Fig. 2 (bottom), together with the spatial release
from masking which equals the difference between the spatially separated and col-
located data at each SNR criterion. From this graph it becomes clear that the spatial
release from masking remains more or less constant over the complete range of
SNR criteria tested. The curves for the separated and collocated curves apparently
do not converge.

In order to perform statistical analyses, the percentage values were first trans-
formed into rationalized arcsine units (Studebaker 1985). A two-way repeated-mea-
sures ANOVA with factors of spatial condition (collocated or separated) and SNR
criterion shows a significant effect of spatial condition [F(1,5)=125.68, p<0.001],
a significant effect of SNR criterion [F(7,35)=34.45, p<0.001], and no significant
interaction of spatial condition and SNR criterion [F(7,35)=1.36, p=0.253]. The
absence of interaction between spatial condition and SNR criterion confirms the
constant spatial release from masking that could be observed in Fig. 2, bottom.

Simple contrasts comparing scores at each test SNR criterion to the reference cri-
terion at —oo dB, show that all SNR criteria including and exceeding 0 dB resulted
in scores different from the reference criterion at the level of p<0.05 (one-sided
Dunnett’s test). Only the SNR criterion of —4 dB shows no significant difference
from the reference criterion.

4 Discussion

The aim of this study was to gain more insight into the mechanism leading to spatial
release from masking in a multispeaker situation. Specifically, we were interested in
assessing whether a BMLD-like detection advantage at the spectro-temporal level
could be responsible for access to more target speech elements in a configuration
with spatially separated sources, as this could potentially contribute to a higher
speech intelligibility.

An experiment in which spectro-temporal regions from the target speech signal
were removed according to a variable local SNR criterion gave no indication for any
BMLD-like detection advantage. The results of the experiment showed a decrease
in speech intelligibility when elements with a local SNR of 0 dB and larger were
removed from the target speech, suggesting that speech elements at local SNRs
above —4 dB did contribute to speech intelligibility. Interestingly, this was the case
for both the collocated and spatially separated speaker configurations. The spatial
release from masking appeared to be independent of the extent to which lower-SNR
components were removed from the target signal.

Our method of applying an SNR-dependent binary mask to the target speech
resembles the technique of ideal time-frequency segregation (ITFS) that is known
from computational auditory scene analysis studies (e.g., Wang 2005; Brungart
2006; Kjems et al. 2009). Although these studies used diotic signals and applied



80 E. Schoenmaker and S. van de Par

the masks to both the targets and interferers, the results are comparable. The ITFS
studies found a decrease in target speech intelligibility for SNR criteria exceeding
the global SNR of the mixture by 5-10 dB, similar to the local SNR value of about
0 dB (i.e. around 10 dB above global SNR) in our study.

An analysis of the local SNRs of all T-F units in ten unfiltered stimuli (see Fig. 3)
was performed to determine the proportion of T-F units exceeding a certain SNR
level. The analysis reveals that on average only about 20 % of the total target T-F
units exceeded a local SNR value of —4 dB and about 7% exceeded a value of 10 dB
SNR. This corresponds to the proportion of target speech that was retained in the
final signal at the SNR criteria mentioned. Note that at the criterion of —4 dB no
decrease in speech intelligibility was observed as compared to the condition with
intact target speech. This analysis thus demonstrates the sparse character of speech
and the fact that only little target speech was needed to achieve a reasonable perfor-
mance on this experimental task with a restricted speech vocabulary.

The stable spatial release from masking over the range of SNR criteria tested is
one of the most important outcomes of this study. It suggests that recovery of sub-
threshold speech information by binaural cues does not play a role in the spatial
release from masking in a multispeaker situation. Instead, masking release appeared
to be sustained even when only high-SNR components of target speech were left
in the signal. These supra-threshold components should be detectable monaurally
in both the collocated and spatially separated conditions and thus their detection
should not rely on a binaural unmasking mechanism as is the case for BMLDs.

An explanation for this spatial release from masking can be provided by direc-
tional cues of the stimuli that support a better allocation of speech components to
the source of interest. The fact that speech sources originate from different spatial
positions can eliminate some confusion that arises from the simultaneous presence

o
o

.......... T T T T 100

% correct words

Proportion of T-F units in target signal (%)

® 20 -15 -10 -5 0 5
SNR criterion (dB)

Fig. 3 The average proportion of T-F units that were retained in the manipulated target signal for
a given SNR criterion are shown by bars (/eft axis). Black squares show the mean intelligibility of
this target speech presented in absence of interferers (right axis). The mean data from Fig. 2 are
shown in grey for reference
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of multiple speech sources (Durlach et al. 2003). A further improvement can be seen
for target speech presented in isolation, but otherwise manipulated identically as
before (black squares in Fig. 3). These data show the inherent intelligibility of the
sparse target speech, ruling out confusion from interfering speech.
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On the Contribution of Target Audibility to
Performance in Spatialized Speech Mixtures

Virginia Best, Christine R. Mason, Jayaganesh Swaminathan, Gerald Kidd,
Kasey M. Jakien, Sean D. Kampel, Frederick J. Gallun, Jorg M. Buchholz
and Helen Glyde

Abstract Hearing loss has been shown to reduce speech understanding in spatial-
ized multitalker listening situations, leading to the common belief that spatial pro-
cessing is disrupted by hearing loss. This paper describes related studies from three
laboratories that explored the contribution of reduced target audibility to this deficit.
All studies used a stimulus configuration in which a speech target presented from
the front was masked by speech maskers presented symmetrically from the sides.
Together these studies highlight the importance of adequate stimulus audibility for
optimal performance in spatialized speech mixtures and suggest that reduced access
to target speech information might explain a substantial portion of the “spatial”
deficit observed in listeners with hearing loss.

Keywords Speech intelligibility - Spatial release from masking - Hearing loss -
Amplification - Glimpsing

1 Introduction

In the context of speech communication, spatial release from masking (SRM) refers
to an improvement in intelligibility when competing sounds are spatially separated
from the talker of interest. This improvement can arise as a result of acoustic benefits
(such as the “head-shadow” advantage) or by effective increases in signal-to-noise
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ratio resulting from neural processing of binaural cues (so called “masking level dif-
ferences”). In other cases it appears that the perceived separation of sources drives
the advantage by enabling attention to be directed selectively.

In many situations, listeners with sensorineural hearing impairment (HI) dem-
onstrate reduced SRM compared to listeners with normal hearing (NH). This ob-
servation commonly leads to the conclusion that spatial processing is disrupted by
hearing loss. However, convergent evidence from other kinds of spatial tasks is
somewhat lacking. For example, studies that have measured fine discrimination of
binaural cues have noted that individual variability is high, and some HI listeners
perform as well as NH listeners (e.g. Colburn 1982; Spencer 2013). Free-field local-
ization is not strongly affected by hearing loss unless it is highly asymmetric or very
severe at low frequencies (e.g. Noble et al. 1994). Other studies have tried to relate
SRM in multitalker environments to localization ability (Noble et al. 1997; Hawley
et al. 1999) or to binaural sensitivity (Strelcyk and Dau 2009; Spencer 2013) with
mixed results. Finally, it has been observed that SRM is often inversely related to
the severity of hearing loss (e.g. Marrone et al. 2008). This raises the question of
whether in some cases apparent spatial deficits might be related to reduced audibil-
ity in spatialized mixtures.

A popular stimulus paradigm that has been used in recent years consists of a
frontally located speech target, and competing speech maskers presented symmetri-
cally from the sides. This configuration was originally implemented to minimize
the contribution of long-term head-shadow benefits to SRM (Noble et al. 1997,
Marrone et al. 2008) but has since been adopted as a striking case in which the dif-
ference between NH and HI listeners is large. This paper describes related studies
from three different laboratories that used the “symmetric masker” configuration
to explore the interaction between target audibility and performance under these
conditions.
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2 Partl

2.1 Motivation

Gallun et al. (2013) found that the effect of hearing loss on separated thresholds was
stronger when one target level was used for all listeners (50 dB SPL) compared to
when a sensation level (SL) of 40 dB was used (equivalent to a range of 47-72 dB
SPL). They speculated that a broadband increase in gain was not sufficient to com-
bat the non-flat hearing losses of their subjects. Thus in their most recent study
(Jakien et al., under revision), they performed two experiments. In the first, they
directly examined the effect of SL on SRM, while in a second experiment they care-
fully compensated for loss of audibility within frequency bands for each listener.

2.2 Methods

Target and masker stimuli were three male talkers taken from the Coordinate Re-
sponse Measure corpus. Head-related transfer functions (HRTFs) were used to po-
sition the target sentences at 0° azimuth and the maskers either colocated with the
target or at £45° (Gallun et al. 2013; Xie 2013). In the first experiment the target
sentences were fixed at either 19.5 dB SL (low SL condition) or 39.5 dB SL (high
SL condition) above each participant’s speech reception threshold (SRT) in quiet.
To estimate masked thresholds (target-to-masker ratio, TMR, giving 50 % correct),
the levels of the two masking sentences were adjusted relative to the level of the
target sentences using a one-up/one-down adaptive tracking algorithm. In the sec-
ond experiment the spectrum of the target sentences was adjusted on a frequency
band-by-band basis to account for differences in the audiogram across participants.
The initial level was set to that of the high SL condition of the first experiment for
a listener with 0 dB HL. Target and masking sentences were then filtered into six
component waveforms using two-octave-wide bandpass filters with center frequen-
cies of 250, 500, 1000, 2000, 4000, and 8000 Hz. The level of each component was
adjusted based on the difference between the audiogram of the listener being tested
and the audiogram of a comparison listener with 0 dB HL thresholds at each of
the six octave frequencies, and then the six waveforms were summed. To estimate
thresholds, the levels of the two masking sentences were adjusted relative to the
level of the target sentence according to a progressive tracking algorithm which has
been shown to be comparable to and more efficient than adaptive tracking (Gallun
et al. 2013).

Thirty-six listeners participated in both experiments, and an additional 35 par-
ticipated in just the second experiment. All 71 participants had four frequency (500,
1000, 2000, 4000 Hz) average hearing losses (4FAHL) below 37 dB HL (mean
12.1 dB +8.2 dB) and all had fairly symmetrical hearing at 2000 Hz and below. Ages
of the listeners were between 18 and 77 years (mean of 43.1 years) and there was a
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Fig. 1 Group-mean TMRs at threshold in the colocated and separated configurations (top left
panel) and SRM (top right panel) as a function of SL. Group mean TMRs at threshold for the
colocated and separated configurations (bottom left panel) and SRM (bottom right panel) in the
equal-audibility condition. Error bars show standard errors

significant correlation (r=0.59, p<0.001) between 4FAHL and age. For simplicity,
the listeners have been divided into those with 4FAHLs below 10 dB HL (n=22 in
the first experiment; »=35 in the second experiment) and those with 4FAHLs above
10 dB HL (n=14 in the first experiment; n=36 in the second experiment).

2.3 Results

In the first experiment (top row of Fig. 1), those with lower 4FAHLs had better
thresholds, and thresholds and SRM in both 4FAHL groups improved with an in-
crease in SL. In the second experiment (bottom row of Fig. 1), despite equating
audibility across listeners, there was a group difference in both the colocated and
separated thresholds, but SRM was equivalent between groups.

For the 36 listeners who participated in both experiments, correlations between
SRM and 4FAHL were examined. In the first experiment, 4FAHL was negatively
correlated with SRM in both the low SL (r=-0.33, p=0.05) and high SL (r=-0.39,
p=0.02) conditions. In the second experiment, 4FAHL was not significantly cor-
related with SRM (r=-0.10, p=0.57).
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In summary, increasing SL improved performance and increased SRM for all
listeners. Furthermore, careful equalization of audibility across listeners reduced
the effects of hearing loss on SRM. On the other hand, no manipulation was able to
guarantee equal performance across listeners with various degrees of hearing loss.
This suggests that while audibility is clearly an important factor, other factors may
impact speech-in-speech intelligibility (e.g. aging, auditory filter width, or comor-
bidities associated with cognition, working memory and attention).

3 Part2

3.1 Motivation

Glyde et al. (2013) showed that even with frequency-specific gain applied accord-
ing to the individual audiogram using the NAL-RP hearing aid prescription, a strong
relationship between SRM and hearing status persisted. The authors noted that with
the relatively low presentation levels used in their experiment (55 dB SPL masker),
the NAL-RP prescription may not have provided sufficient gain especially in the
high frequency region. Thus in a follow-up experiment (Glyde et al., 2015), they
examined the effect of providing systematically more high-frequency gain than that
provided by NAL-RP. They tested HI subjects as well as NH subjects with a simu-
lated hearing loss.

3.2 Methods

The data is compiled from different studies but each group contained at least 12 NH
(mean age 28.8-33.6 years) and 16 older HI (mean age 68.8—73.1 years). The HI
listeners had a moderate, bilaterally symmetric, sloping sensorineural hearing loss
with a 4FAHL of 48 +5dB.

Subjects were assessed with a Matlab version of the LiSN-S test (Glyde et al.
2013), in which short, meaningful sentences (e.g., “The brother carried her bag”)
were presented in an ongoing two-talker background. Target and distractors were
spoken by the same female talker and target sentences were preceded by a brief
tone burst. Using HRTFs, target sentences were presented from 0° azimuth and the
distractors from either 0° azimuth (colocated condition) or =90° azimuth (spatially
separated condition). The combined distractor level was fixed at 55 dB SPL and the
target level was adapted to determine the TMR at which 50 % of the target words
were correctly understood. Subjects were seated in an audiometric booth and re-
peated the target sentences to a conductor.

Stimuli were presented over equalized headphones and for HI listeners had dif-
ferent levels of (linear) amplification applied to systematically vary audibility: am-
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plification according to NAL-RP, NAL-RP plus 25 % of extra gain (i.e. on top of
NAL-RP), and NAL-RP plus 50 % of extra gain. An extra gain of 100 % would have
restored normal audibility, but was impossible to achieve due to loudness discom-
fort. Given the sloping hearing loss, an increase in amplification mainly resulted in
an increased high-frequency gain and thus in an increase in audible bandwidth. NH
subjects were tested at the same audibility levels. This was realized by first applying
attenuation filters that mimicked the average audiogram of the HI subjects and then
applying the same gains as described above. No other aspects of hearing loss were
considered. Details of the processing can be found in Glyde et al. (2015). The NH
subjects were also tested with no filtering.

3.3 Results

Thresholds for the colocated conditions (Fig. 2 left panel) were basically indepen-
dent of amplification level, and for the NH subjects were about 2.5 dB lower than
for the HI subjects. Thresholds for the spatially separated condition (middle panel)
clearly improved with increasing amplification for both the NH and HI subjects and
were maximal for “normal” audibility. However, thresholds for the NH subjects
were on average 4.8 dB lower than for the HI subjects. The corresponding SRM,
i.e., the difference in threshold between the colocated and separated conditions
(right panel), increased with increasing gain similarly to the spatially separated
thresholds, but the overall difference between NH and HI subjects was reduced to
about 2.5 dB. It appears that under these conditions, a large proportion of the SRM
deficit in the HI (and simulated HI) group could be attributed to reduced audibility.

4 Part3

4.1 Motivation

Accounting for audibility effects in speech mixtures is not straightforward. While it
is common to measure performance in quiet for the target stimuli used, this does not
incorporate the fact that portions of the target are completely masked, which greatly
reduces redundancy in the speech signal. Thus a new measure of “masked target
audibility” was introduced.

Simple energy-based analyses have been used to quantify the available target in
monaural speech mixtures (e.g. the ideal binary mask described by Wang 2005; ide-
al time-frequency segregation as explored by Brungart et al. 2006; and the glimps-
ing model of Cooke 2006). The basic approach is to identify regions in the time-
frequency plane where the target energy exceeds the masker energy. The number
of these glimpses is reduced as the SNR decreases, or as more masker talkers are
added to the mixture. To define the available glimpses in symmetric binaural mix-
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Fig.2 Group-mean TMRs at threshold for the colocated (/efi panel) and separated (middle panel)
configurations and the corresponding SRM (right panel). Error bars show standard errors

tures, we simply applied a monaural glimpsing model separately to the two ears. For
symmetric listening situations, the glimpses can occur in either ear, and often occur
in both ears for a particular time-frequency tile. However the glimpses may not all
be above threshold, particularly for listeners with hearing loss. Thus we conducted
an experiment in which we presented “glimpsed” stimuli to NH and HI listeners to
measure their ability to use the available target information. Performance was com-
pared to natural binaural performance to determine to what extent target audibility/
availability can explain performance.

4.2 Methods

Six NH (mean age 23 years) and six HI (mean age 26 years) listeners participated.
The HI listeners had a moderate, bilaterally symmetric, sloping sensorineural hear-
ing loss with a 4FAHL of 49 +14dB.

Speech materials were taken from a corpus of monosyllabic words (Kidd et al.
2008), in which five-word sentences are assembled by selecting one word from
each of five categories (e.g., “Sue bought two red toys”). Using HRTFs, one target
sentence was presented at 0° azimuth, and two or four different masker sentences
were presented at +£90° azimuth, or £45°/490° azimuth. All talkers were female,
and the target was identified by its first word “Sue”. Each masker was fixed in level
at 60 dB SPL, and the target was varied in level to set the TMR at one of five values
(from —25 to —5 dB in the NH group; from —20 to 0 dB in the HI group). Stimuli
for HI listeners had individualized NAL-RP gain applied.

To generate the glimpsed stimuli, an ideal binary mask was applied separately
to the two ears of the binaural stimuli using the methods of Wang (2005) and Brun-
gart et al. (2006). In short, the signals were analyzed using 128 frequency channels
between 80 and 8000 Hz, and 20-ms time windows with 50% overlap. Tiles with
target energy exceeding masker energy were assigned a mask value of one and the
remaining tiles were assigned a value of zero. The binary mask was then applied to
the appropriate ear of the binaural stimulus before resynthesis. As a control condi-
tion, the mask was also applied to the target alone.
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Stimuli were presented over headphones to the listener who was seated in an au-
diometric booth fitted with a monitor, keyboard and mouse. Responses were given
by selecting five words from a grid presented on the monitor.

4.3 Results

Figure 3 shows 50 % thresholds extracted from logistic fits to the data. Performance
was better overall with two maskers as compared to four maskers, and for NH than
HI listeners. With two maskers, the difference in thresholds between groups was
11 dB in the natural condition, and 9 dB in the glimpsed mixture condition. For
four maskers these deficits were 7 and 9 dB, respectively. In other words, the group
differences present in the natural binaural condition were similar when listeners
were presented with the good time-frequency glimpses only. In the control condi-
tion where the glimpses contained only target energy, the group differences were
even larger (12.6 and 10.8 dB). This suggests that the HI deficit is related to the
ability to access or use the available target information and not to difficulties with
spatial processing or segregation. Individual performance for natural stimuli was
strongly correlated with performance for glimpsed stimuli (#=0.92), again suggest-
ing a common limit on performance in the two conditions.

5 Conclusions

These studies demonstrate how audibility can affect measures of SRM using the sym-
metric masker paradigm, and suggest that reduced access to target speech information
might in some cases contribute to the “spatial” deficit observed in listeners with hear-
ing loss. This highlights the importance of adequate stimulus audibility for optimal
performance in spatialized speech mixtures, although this is not always feasible due to
loudness discomfort in HI listeners, and technical limitations of hearing aids.
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Optimization of a Spectral Contrast
Enhancement Algorithm for Cochlear Implants
Based on a Vowel Identification Model

Waldo Nogueira, Thilo Rode and Andreas Biichner

Abstract Speech intelligibility achieved with cochlear implants (CIs) shows large
variability across different users. One reason that can explain this variability is the
Cl user’s individual electrode nerve interface which can impact the spectral resolu-
tion they can achieve. Spectral resolution has been reported to be related to vowel
and consonant recognition in CI listeners. One measure of spectral resolution is the
spectral modulation threshold (SMT), which is defined as the smallest detectable
spectral contrast in a stimulus. In this study we hypothesize that an algorithm that
improves SMT may improve vowel identification, and consequently produce an
improvement in speech understanding for CIs. With this purpose we implemented
an algorithm, termed spectral contrast enhancement (SCE) that emphasizes peaks
with respect to valleys in the audio spectrum. This algorithm can be configured with
a single parameter: the amount of spectral contrast enhancement entitled “SCE fac-
tor”. We would like to investigate whether the “SCE factor” can be individualized
to each CI user. With this purpose we used a vowel identification model to predict
the performance produced by the SCE algorithm with different “SCE factors” in a
vowel identification task.

In five CI users the new algorithm has been evaluated using a SMT task and a
vowel identification task. The tasks were performed for SCE factors of 0 (no en-
hancement), 2 and 4. In general it seems that increasing the SCE factor produces a
decrease in performance in both the SMT threshold and vowel identification.
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1 Introduction

Cochlear implants (CIs) can restore the sense of hearing in profound deafened
adults and children. CI signal processing strategies have been developed for speech
understanding in quiet, such that many post-lingually deafened adults with CIs can
recognize 60—80 % of sentences presented in quiet (Friesen et al. 2001). However,
speech intelligibility in noise and music perception, although very variable, remain
generally poor for CI listeners.

For example it is still challenging for many CI users to discriminate vowels and
phonemes in a closed set identification task without background noise (Sagi et al.
2010; Svirsky et al. 2011). These difficulties might be produced by the limited spec-
tral resolution delivered by CI devices. Spectral resolution may be degraded by the
broad electrical fields created in the cochlea when the electrodes are stimulated.

In a recent study, the identification of spectrally smeared vowels and consonants
was improved by spectral contrast enhancement (SCE) in a group of 166 normal
hearing listeners (Alexander et al. 2011). Spectral contrast is defined as the level
difference between peaks and valleys in the spectrum. In ClIs, spectral contrast is
degraded because of the limited number of stimulation electrodes and overlapping
electric fields activating the nervous system through the bony structure of the co-
chlea. This might reduce the differences in amplitudes between peaks and valleys
in the input making it more difficult to locate spectral dominance (i.e., formants)
which provide crucial cues to speech intelligibility and instrument identification.
Loizou and Poroy 2001 showed that CI users need a higher spectral contrast than
normal hearing listeners in vowel identification tasks.

In this study we propose a new sound coding strategy that uses SCE for CI users.
The working principle of the coding strategy can affect speech intelligibility. For
example “NofM” strategies such as ACE were developed in the 1990s to separate
speech signals into M sub-bands and derive envelope information from each band
signal. N bands with the largest amplitude are then selected for stimulation (N out
of M). One of the consequences here is that the spectral contrast of the spectrum is
enhanced, as only the N maxima are retained for stimulation. In this work, we want
to investigate whether additional spectral enhancement can provide with improved
speech intelligibility.

When designing speech coding strategies, the large variability in speech intel-
ligibility outcomes has to be considered. For example, two sound coding strategies
can produce opposite effects in speech performance, even when the CI users are
post-locutive adults and have enough experience with their CIs. One possible reason
that might explain this variability is the electrode nerve interface of each individual
which can impact the spectral resolution they can achieve. Spectral resolution has
been reported to be closely related to vowel and consonant recognition in cochlear
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implant (CI) listeners (Litvak et al. 2007). One measure of spectral resolution is the
spectral modulation threshold (SMT), which is defined as the smallest detectable
spectral contrast in the spectral ripple stimulus (Litvak et al. 2007). In this study we
hypothesize that an SCE algorithm may be able to improve SMT and therefore may
also be able to improve vowel recognition.

Recently a relatively simple model of vowel identification has been used to pre-
dict confusion matrices of CI users. Models of sound perception are not only ben-
eficial in the development of sound coding strategies to prototype the strategy and
create hypotheses, but also to give more robustness to the results obtained from an
evaluation in CI users. Evaluations with CI users are time consuming and results
typically show large variability. In this study we use the same model developed by
(Sagi et al. 2010) and (Svirsky et al. 2011) to show the potential benefits of SCE in
“NofM” strategies for Cls.

2 Methods

2.1 The Signal Processing Method: SCE in NofM
Strategies for Cls

The baseline or reference speech coding strategy is the advanced combinational
encoder (ACE, a description of this strategy can be found in Nogueira et al. 2005).
The ACE strategy can be summarized in five signal processing blocks: (1) The Fast
Fourier Transform (FFT); (2) The envelope detector; (3) The NofM band selec-
tion; (4) The loudness growth function (LGF) compression and (5) The channel
mapping. The new SCE strategy incorporates a new processing stage just before
the NofM band selection. The goal of this stage is to enhance spectral contrast by
attenuating spectral valleys while keeping spectral peaks constant. The amount of
spectral contrast enhancement can be controlled by a single parameter termed SCE
factor. A more detailed description of the algorithm will be published elsewhere
(Nogueira et al. 2016).

2.2 Hardware Implementation

All the stimuli were computed in Matlab© using the ACE and the SCE strategies.
The stimuli were output from a standard PC to the Nucleus Cochlear© implant us-
ing the Nucleus Interface Communicator (NIC). The Matlab toolbox was used to
process the acoustic signals and compute the electrical stimuli delivered to the CI.
For each study participant we used their clinical map, i.e., their clinical stimula-
tion rate, comfort and threshold levels, number of maxima and frequency place
allocation table. For the experiments presented in the report we used three different
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configurations of the SCE strategy which only differed in the amount of spectral
contrast enhancement applied. The three strategies are denoted by SCEO, SCE2 and
SCE4. SCEO0 means no spectral enhancement and is exactly the same strategy as the
clinical ACE strategy.

2.3 Experiments in Cochlear Implant Users

2.3.1 Participants

Five CI users of the Freedom/System5 system participated in this study. The rel-
evant details for all subjects are presented in Table 1. All the test subjects used the
ACE strategy in daily life and all had a good speech performance in quiet.

Each CI user participated in a study to measure SMTs and vowel idenitification
performance.

2.3.2 Spectral Modulation Threshold

We used the spectral ripple test presented by (Litvak et al. 2007) to estimate the
spectral modulation thresholds of each CI user. This task uses a cued two interval,
two-alternative, forced choice procedure. In the first interval the standard stimulus
was always presented. The standard stimulus had a flat spectrum with bandwidth
extending from 350 to 5600 Hz. The signal and the second standard were randomly
presented in the other two intervals. Both signals were generated in the frequency
domain assuming a sampling rate of 44,100 Hz. The spectral shape of the standard
and the signal were generated using the equation:

Esin(2ntlog, (L) £+,

|F(f)|=11%

0, otherwise

, for 350 < f <5600

where F is the amplitude of a bin with center frequency f(in Hertz), /. is the spectral
modulation frequency (in cycles/octave), and 0, is the starting phase. Next, noise

Table 1 Patients details participating in the study

Id. Age Side Cause of deafness Implant experience in years
1 48 Right Sudden Hearing Loss | 1

2 38 Left Antibiotics 1.8

3 46 Left Unknown 7.5

4 25 Right Ototoxika 7

5 22 Left Unkwown 3.2
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was added to the phase of each bin prior to computing the inverse Fourier transform.
The standard was generated using a spectral contrast ¢ equal to 0. The amplitude of
each stimulus was adjusted to an overall level of 60 dB sound pressure level (SPL).
Independent noise stimuli were presented on each observation interval. The stimu-
lus duration was 400 ms. A 400 ms pause was used between the stimuli.

Thresholds were estimated using an adaptive psychophysical procedure employ-
ing 60 trials. The signal contrast level was reduced after three consecutive correct
responses and increased after a single incorrect response. Initially the contrast was
varied in a step size of 2 dB, which was reduced to 0.5 dB after three reversals in
the adaptive track (Levitt 1971). Threshold for the run was computed as the average
modulation depth corresponding to the last even number of reversals, excluding
the first three. Using the above procedure, modulation detection thresholds were
obtained for the modulation frequency of 0.5 cycles/octave which is the one that
correlates best with vowel identification (Litvak et al. 2007).

2.3.3 Vowel Identification Task

Speech understanding was assessed using a vowel identification task. Vowel stim-
uli consisted of eight long vowels ‘baat’, ‘baeaet’, ‘beet’, ‘biit’, ‘boeoet’, ‘boot’,
‘bueuet’, ‘buut’. All vowels had a very similar duration of around 180 ms. The
stimuli were uttered by a woman. An 8-alternative forced choice task procedure
8-AFC was created where 2 and 4 repetitions of each vowel were used for training
and testing respectively. The vowels were presented at the same 60 dB SPL level as
the spectral ripples with a loudness roving of+/- 1.5 dB.

2.3.4 The standard Multidimensional Phoneme Identification Model

We used a model of vowel identification to select the amount of spectral contrast
enhancement SCE factor. The model is based on the multidimensional phoneme
identification (MPI) model (Sagi et al. 2010; Svirsky et al. 2011). A basic block
diagram of the model is presented in Fig. 1.

The model estimates relevant features from electrodograms generated by the CI
sound processor. Because we are modelling a vowel identification task it makes
sense to extract features related to formant frequencies. Moreover, because we are
analyzing the effect of enhancing spectral contrast it seems logical to use spectral
contrast features between formants. In this study the number of features was lim-
ited to two formants and therefore the MPI model is two dimensional. Next, the
MPI model adds noise to the features. The variance of the noise is set based on the
individual abilities of a CI user to perceive the features extracted from the electro-
dogram. In our implementation we used the results of the SMT task to set the noise
variance. The obtained jnd from the SMT task was scaled between 0.001 and 0.5.
This number was applied as the variance of the Gaussian noise applied in the MPI
model and for this reason is termed jnd noise in Fig. 1.
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Fig. 1 Two dimensional implementation of the MPI model from Sagi et al. 2010 and Svirsky
etal. 2011

3 Results

3.1 Results from the MPI model

The MPI model has been used to model the performance of the SCE strategy for
five virtual CI users. All virtual CI user differs from each other in their most com-
fortable and threshold levels used in the map. That means that the speech processor
of each virtual CI user will generate different electrodograms for the same vowels.
Next, formant features were extracted from the electrodograms based on the spec-
tral contrast between formants 1 and 2. Noise was added to the spectral contrast
features (jnd noise). Three amounts of noise were added 0.01, 10 and 50 % of the
magnitude of the formants extracted. Figure 2 presents the results predicted by the
model in percentage of correct vowels identified for five different SCE factors (0,
0.5, 1,2 and 4).

From the modelling results it can be observed that maximum performance is achieved
for SCE factors 2 and 4. The other interesting aspect is that there is no difference in per-
formance across the five different virtual CI users for “Noise Factor” 0.001 (Fig. 2a).
That means that the feature extraction (i.e. the extraction of the formants) is robust to the
different electrodograms of each virtual CI user. Differences in performance between
the five virtual CI users can only be observed for “Noise Factor” 0.1 and 0.5, meaning
that the “jnd noise” is the only parameter explaining the differences.

From the MPI modelling results we decided to use SCE factors 2 and 4 (equiva-
lent to increasing the original spectral contrast of the spectrum by 3 and by 5 in a dB
scale) to be investigated in CI users.
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3.2 Results Vowel Identification in CI users

Figure 3 presents the averaged results of the vowel identification task for the five
subjects participating in this study.

3.3 Results Spectral Modulation Threshold in CI users

Figure 4 presents the individual and averaged results for the spectral ripple task.
Unexpectedly, additional spectral contrast, which in turn increases the spectral
modulation depth, could no produce an improvement in jnd SMT.

3.4 Correlation Between Spectral Modulation Threshold and
Vowel Identification

An important question for the analysis was whether the results obtained from the
spectral ripple task could be used to predict the outcome of the vowel identification

Long Vowels

100 ; _. :
Il SCEO

90 [CISCE2H
Il SCE4

80 ki L {M..... -

70

60 SRR SN || (-

% Correct
[9]]
o
I

40 BENNN | . e I T -

ID2 ID3 ID4 ID5  mean
Participant ID

Fig. 3 Results of the vowel identification task for the three strategies (SCEO, SCE2 and SCE4) for
5 Cl users and averaged as % correct
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SMT
25 ! : ! ! '

ind [dB]

ID1 ID2 ID3 ID4 ID5  mean
Participant ID

Fig. 4 Results of the spectral modulation threshold task for the three strategies (SCE0, SCE2 and
SCE4) given as just noticeable differences (jnd SMT) in decibels. The lower is the jnd the better
is the result

task. This can be seen in the left plot of Fig. 5 using an SCE factor of 0. Probably be-
cause of the low number of participants only a relatively weak correlation between
the two measures was observed.

In the same manner, the middle and right plots in Fig. 5 show the relationship be-
tween the improvements of the two tasks comparing the results using an SCE factor
0 to those using SCE factors 2 and 4 respectively. Again, the correlation observed is
weak but still a trend for the relationship can be seen. It seems that for the SCE fac-
tors used the decline in performance in the SMT is somewhat connected to a decline
in performance in the vowel identification task. It remains unclear if an increase of
the number of participants would confirm this trend.

4 Discussion

A new sound coding strategy that enhances spectral contrast has been designed. The
amount of spectral contrast enhancement can be controlled by a single parameter
termed SCE factor.
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A model of vowel identification has been used to investigate the effect of SCE
on vowel identification. The model predicts that increasing the amount of SCE in-
creases vowel identification accuracy. Based on these results we decided to use
SCE factors 2 and 4 (equivalent to increasing the original spectral contrast of the
spectrum by 3 and by 5 in a dB scale).

The new SCE strategy has been evaluated in CI users. Results from a vowel
identification task and a SMT task in five CI users show differences in vowel iden-
tification scores for different SCE factors. In general, it seems that SCE produces
a detrimental effect in spectral modulation detection and vowel identification in CI
users. These results are contrary to the model predictions. Previous studies in the
literature give reasons to believe that spectral contrast enhancement would result in
a benefit for the chosen tasks. It is possible that spectral valleys are attenuated too
much and relevant information required by the CI users to understand speech is lost.
These effects are not taken into account by the MPI model, and this could explain
the contradictory results between experiments and CI users and modelling results.
Still, it is possible that the SCE factors selected where too high, for this reason we
think that a follow-up study should investigate whether lower amounts SCE can
provide improvements in CI users.
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Roles of the Contralateral Efferent Reflex in
Hearing Demonstrated with Cochlear Implants

Enrique A. Lopez-Poveda, Almudena Eustaquio-Martin, Joshua S. Stohl,
Robert D. Wolford, Reinhold Schatzer and Blake S. Wilson

Abstract Our two ears do not function as fixed and independent sound receptors;
their functioning is coupled and dynamically adjusted via the contralateral medial
olivocochlear efferent reflex (MOCR). The MOCR possibly facilitates speech rec-
ognition in noisy environments. Such a role, however, is yet to be demonstrated
because selective deactivation of the reflex during natural acoustic listening has not
been possible for human subjects up until now. Here, we propose that this and other
roles of the MOCR may be elucidated using the unique stimulus controls provided
by cochlear implants (Cls). Pairs of sound processors were constructed to mimic or
not mimic the effects of the contralateral MOCR with CIs. For the non-mimicking
condition (STD strategy), the two processors in a pair functioned independently
of each other. When configured to mimic the effects of the MOCR (MOC strat-
egy), however, the two processors communicated with each other and the amount
of compression in a given frequency channel of each processor in the pair decreased
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with increases in the output energy from the contralateral processor. The analysis of
output signals from the STD and MOC strategies suggests that in natural binaural
listening, the MOCR possibly causes a small reduction of audibility but enhances
frequency-specific inter-aural level differences and the segregation of spatially non-
overlapping sound sources. The proposed MOC strategy could improve the perfor-
mance of CI and hearing-aid users.

Keywords Olivocochlear reflex - Speech intelligibility - Spatial release from
masking - Unmasking + Dynamic compression - Auditory implants - Hearing aids -
Speech encoding + Sound processor

1 Introduction

The central nervous system can control sound coding in the cochlea via medial
olivocochlear (MOC) efferents (Guinan 2006). MOC efferents act upon outer hair
cells, inhibiting the mechanical gain in the cochlea for low- and moderate-intensity
sounds (Cooper and Guinan 2006) and may be activated involuntarily (i.e., in a re-
flexive manner) by ipsilateral and/or contralateral sounds (Guinan 2006). This sug-
gests that auditory sensitivity and dynamic range could be dynamically and adap-
tively varying during natural, binaural listening depending on the state of activation
of MOC efferents.

The roles of the MOC reflex (MOCR) in hearing remain controversial (Guinan
2006, 2010). The MOCR may be essential for normal development of cochlear
active mechanical processes (Walsh et al. 1998), and/or to minimize deleterious
effects of noise exposure on cochlear function (Maison et al. 2013). A more widely
accepted role is that the MOCR possibly facilitates understanding speech in noisy
environments. This idea is based on the fact that MOC efferent activation restores
the dynamic range of auditory nerve fibre responses in noisy backgrounds to val-
ues observed in quiet (Fig. 5 in Guinan 2006), something that probably improves
the neural coding of speech embedded in noise (Brown et al. 2010; Chintanpalli
et al. 2012; Clark et al. 2012). The evidence in support for this unmasking role of
the MOCR during natural listening is, however, still indirect (Kim et al. 2006). A
direct demonstration would require being able to selectively deactivate the MOCR
while keeping afferent auditory nerve fibres functional. To our knowledge, such an
experiment has not been possible for human subjects up until now. Here, we argue
that the experiment can be done in an approximate manner using cochlear implants
(Cls).

Cochlear implants can enable useful hearing for severely to profoundly deaf per-
sons by bypassing the cochlea via direct electrical stimulation of the auditory nerve.
The sound processor in a CI (Fig. 1) typically includes an instantaneous back-end
compressor in each frequency channel of processing to map the wide dynamic range
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Fig. 1 Envisaged way of incorporating MOC efferent control to a standard pulsatile CI sound
processor. The elements of the standard sound processor are depicted in black (Wilson et al. 1991)
and the MOC efferent control in green. See the main text for details

of sounds in the acoustic environment into the relatively narrow dynamic range of
electrically evoked hearing (Wilson et al. 1991). The compressor in a CI serves
the same function as the cochlear mechanical compression in a healthy inner ear
(Robles and Ruggero 2001). In the fitting of modern Cls, the amount and endpoints
of the compression are adjusted for each frequency channel and its associated intra-
cochlear electrode(s). The compression once set is fixed. Cochlear implant users
thus lack MOCR effects, but these effects can be reinstated, and thus the role(s)
of the MOCR in hearing can be assessed by using dynamic rather than fixed com-
pression functions. For example, contralateral MOCR effects could be reinstated
by making compression in a given frequency channel vary dynamically depending
upon an appropriate control signal from a contralateral processor (Fig. 1). Ipsilateral
MOCR effects could be reinstated similarly, except that the control signal would
originate from the ipsilateral processor. Using this approach, the CI offers the possi-
bility to mimic (with dynamic compression) or not mimic (with fixed compression)
the effects of the MOCR. Such activation or deactivation of MOCR effects is not
possible for subjects who have normal hearing.

Our long-term goal is to mimic MOCR effects with CIs. This would be useful
not only to explore the roles of the MOCR in acoustic hearing but to also reinstate
the potential benefits of the MOCR to CI users. The present study focuses on (1)
describing a bilateral CI sound processing strategy inspired by the contralateral
MOCR; (2) demonstrating, using CI processor output-signal simulations, some pos-
sible benefits of the contralateral MOCR in acoustic hearing.
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2 Methods

2.1 A Bilateral CI Sound Processor Inspired by the
Contralateral MOCR

To assess the potential effects of the contralateral MOCR in hearing using Cls, pairs
of sound processors (one per ear) were implemented where the amount of compres-
sion in a given frequency channel of each processor in the pair was either constant
(STD strategy) or varied dynamically in time in a manner inspired by the contralat-
eral MOCR (MOC strategy).

The two processors in each pair were as shown in Fig. 1. They included a high-
pass pre-emphasis filter (first-order Butterworth filter with a 3-dB cutoff frequency
of 1.2 kHz); a bank of twelve, sixth-order Butterworth band-pass filters whose 3-dB
cut-off frequencies followed a modified logarithmic distribution between 100 and
8500 Hz; envelope extraction via full-wave rectification (Rect.) and low-pass filter-
ing (LPF) (fourth-order Butterworth low-pass filter with a 3-dB cut-off frequency
of 400 Hz); and a back-end compression function.

The back-end compression function was as follows (Boyd 2006):

y=log(l+c-x)/log(1+c) @)

where x and y are the input and output amplitudes to/from the compressor, respec-
tively, both of them assumed to be within the interval [0, 1]; and ¢ is a parameter
that determines the amount of compression. In the STD strategy, ¢ was constant
(c=c,,,) and identical at the two ears. In the MOC strategy, by contrast, ¢ varied dy-
namically in time within the range [c ., c . |, where ¢ andc . produce the most
and least amount of compression, respectively. For the natural MOCR, the more in-
tense the contralateral stimulus, the greater the amount of efferent inhibition and the
more linear the cochlear mechanical response (Hood et al. 1996). On the other hand,
it seems reasonable that the amount of MOCR inhibition depends on the magnitude
of the output from the cochlea rather than on the level of the acoustic stimulus. In-
spired by this, we assumed that the instantaneous value of ¢ for any given frequency
channel in an MOC processor was inversely related to the output energy, E, from
the corresponding channel in the contralateral MOC processor. In other words, the
greater the output energy from a given frequency channel in the left-ear processor,
the less the compression in the corresponding frequency channel of the right-ear
processor, and vice versa (contralateral ‘on-frequency’ inhibition). We assumed a
relationship between ¢ and E such that in absence of contralateral energy, the two
MOC processors in the pair behaved as a STD ones (i.e., c=c, for E=0).

Inspired by the exponential time courses of activation and deactivation of the
contralateral MOCR (Backus and Guinan 2006), the instantaneous output energy
from the contralateral processor, E, was calculated as the root-mean-square (RMS)
output amplitude integrated over a preceding exponentially decaying time window
with two time constants.
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2.2 Evaluation

The compressed output envelopes from the STD and MOC strategies were com-
pared for different signals in different types and amounts of noise or interferers (see
below). Stimulus levels were expressed as RMS amplitudes in full-scale decibels
(dBFS), i.e., dB re the RMS amplitude of a 1-kHz sinusoid with a peak amplitude
of 1 (i.e., dB re 0.71).

The effects of contralateral inhibition of compression in the MOC strategy were
expected to be different depending upon the relative stimulus levels and frequency
spectra at each ear. For this reason, and to assess performance in binaural, free-field
scenarios, all stimuli were filtered through KEMAR head-related transfer functions
(HRTFs) (Gardner and Martin 1995) prior to their processing through the MOC or
STD strategies. HRTFs were applied as 512-point finite impulse response filters.
STD and MOC performance was compared assuming sound sources at eye level
(0° of elevation).

For the present evaluations, ¢__was set to 1000, a value typically used in clini-
cal CI sound processor, and c¢_. to 1. The energy integration time constants were
4 and 29 ms. These parameter values were selected ad hoc to facilitate visualising
the effects of contralateral inhibition of compression in the MOC strategy and need
not match natural MOCR characteristics or improve Cl-user performance (see the
Discussion).

All processors were implemented digitally in the time domain, in Matlab™ and
evaluated using a sampling frequency of 20 kHz.

3 Results

3.1 The MOC Processor Enhances Within-channel Inter-
aural Level Differences

The compressed envelopes at the output from the STD and MOC processors were
first compared for a 1-kHz pure tone presented binaurally from a sound source
in front of the left ear. The tone had a duration of 50 ms (including 10-ms co-
sine squared onset and offset ramps) and its level was —20 dBFS. Figure 2a shows
the output envelopes for channel #6. Given that the stimulus was binaural and fil-
tered through appropriate HRTFs, there was an acoustic inter-aural level difference
(ILD), hence the greater amplitude for the left (blue traces) than for the right ear
(red traces). Strikingly, however, the inter-aural output difference (IOD, black ar-
rows in Fig. 2a) was greater for the MOC than for the STD strategy. This is because
the gain (or compression) in the each of the two MOC processors was inhibited in
direct proportion to the output energy from the corresponding frequency channel in
the contralateral processor. Because the stimulus level was higher on the left ear, the
output amplitude was also higher for the left- than for the right-ear MOC processor.
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Fig. 2 Compressed output envelopes (a) and compression parameter (b) for frequency channel
#6 of the STD and MOC processors in response to a 1-kHz pure tone presented binaurally from
a sound source in front of the left ear. Red and blue traces depict signals at the left (L) and right
(R) ears, respectively. The thick horizontal line near the abscissa depicts the time period when the
stimulus was on. Note the overlap between the dashed red and blue traces in the bottom panel

Hence, the left-ear MOC processor inhibited the right-ear MOC processor more
than the other way around.

Of course, the gains of the left-ear MOC processor were also inhibited by the
right-ear processor to some extent. As a result, the output amplitude in the left-ear
processor was slightly lower for the MOC than for the STD strategy (green arrow in
Fig. 2a). The amount of this inhibition was, however, smaller than for the right-ear
MOC processor because (1) the stimulus level was lower on the right ear, and (2)
the gain in the right-ear processor was further inhibited by the higher left-ear pro-
cessor output. In other words, the asymmetry in the amount of contralateral inhibi-
tion of gain (or compression) was enhanced because it depended on the processors’
output rather on their input amplitudes.

Figure 2b shows that the compression parameter, ¢, in channel #6 of the MOC
processors was dynamically varying, hence the IOD was relatively smaller at the
stimulus onset and increased gradually in time until it reached a plateau effect. The
figure also illustrates the time course of this effect. Note that at time =0 s, compres-
sion was identical for the right-ear and the left-ear MOC processors, and equal to
the compression in the STD processors (¢=1000). Then, as the output amplitude
from the left-ear processor increased, compression in the right-ear processor de-
creased (i.e., Eq. (1) became more linear). This decreased the output amplitude from
the right-ear processor even further, which in turn reduced the inhibitory effect of
the right-ear processor on the left-ear processor.
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Unlike the MOC processor, whose output amplitudes and compression varied
dynamically depending on the contralateral output energy, compression in the two
STD processors was fixed (i.e., ¢ was constant as depicted by the dashed lines in
Fig. 2b). As a result, IOD,,, was a compressed version of the acoustic ILD and
smaller than IOD, .. In summary, the MOC processor enhanced the within-chan-
nel ILDs and presumably conveyed a better lateralized signal compared to the STD
processor.

3.2 The MOC Processor Enhances the Spatial Segregation of
Simultaneous Sounds

Spatial location is a powerful cue for auditory streaming (Bregman 2001). This sec-
tion is devoted to showing that the MOC processor can enhance the spatial segrega-
tion of speech sounds in a multi-talker situation.

Figure 3 shows example ‘electrodograms’ (i.e., graphical representations of pro-
cessors’ output amplitudes as a function of time and frequency channel number) for
the STD and MOC strategies for two disyllabic Spanish words uttered simultane-
ously in the free field by speakers located on either side of the head: the word ‘diga’
was uttered on the left side, while the word ‘sastre’ was uttered on the right side
of head. In this example, the two words were actually uttered by the same female
speaker and were presented at the same level (—20 dBFS). Approximate spectro-
grams for the two words are shown in Fig. 3a and b as the output from the proces-
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Fig. 3 A comparison of left- and right-ear ‘electrodograms’ for the STD and MOC strategies.
The stimulus mimicked a free-field multi-talker condition where a speaker in front of the left ear
uttered the Spanish word ‘diga’ while a second speaker in front of the right ear uttered the word
‘sastre’. a, b Output from the processors linear filter banks (BPF in Fig. 1) for each separate word.
¢, d. Electrodograms for the left- and right-ear STD processors. e, f. Electrodograms for the left-
and right-ear MOC processors. Colour depicts output amplitudes in dBFS
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sors’ filter banks (BPF in Fig. 1). Note that up to the filterbank stage, processing
was identical and linear for the STD and MOC strategies.

The overlap between the words’ most significant features was less for the MOC
(Fig. 3e—f) than for the STD strategy (Fig. 3c—d). For the STD strategy, significant
features of the two words were present in the outputs of the left- and right-ear pro-
cessors. By contrast, one can almost ‘see’ that the word diga, which was uttered
on the left side of the head, was encoded mostly in the output of the left MOC
processor, and the word sastre, which was uttered on the right side of the head,
was encoded mostly in the right MOC processor output, with little interference
between the two words at either ear. This suggests that the MOC processor may
enhance the lateralization of speech, and possibly spatial segregation, in situations
with multiple spatially non-overlapping speakers. Although not shown, something
similar occurred for speech presented in competition with noise. This suggests that
the MOC processor may (1) enhance speech intelligibility in noise or in ‘cocktail
party’ situations, and (2) reduce listening effort.

4 Discussion and Conclusions

Our main motivation was to gain insight into the roles of the MOCR in acoustic
hearing by using the unique stimulus controls provided by CIs. As a first step, we
have proposed a bilateral CI sound coding strategy (the MOC strategy) inspired by
the contralateral MOCR and shown that, compared to using functionally indepen-
dent sound processors on each ear, our strategy can enhance ILDs on a within-chan-
nel basis (Fig. 2a) and the segregation of spatially distant sound sources (Fig. 3).
An extended analysis (Lopez-Poveda 2015) revealed that it can also enhance with-
in-channel amplitude modulations (a natural consequence from using overall less
compression) and improve the speech-to-noise ratio in the speech ear for spatially
non-overlapping speech and noise sources. The proposed MOC strategy might thus
improve the intelligibility of speech in noise, and the spatial segregation of concur-
rent sound sources, while reducing listening effort. These effects and their possible
benefits have been inferred from analyses of MOC-processor output envelopes for
a limited number of spatial conditions. Though promising, further research is nec-
essary to confirm that they hold for other spatial conditions and for behavioural
hearing tasks.

The proposed MOC strategy is inspired by the contralateral MOCR but is not an
accurate model of it. So far, we have disregarded that contralateral MOCR inhibi-
tion is probably stronger for apical than for basal cochlear regions (Lilaonitkul and
Guinan 2009a; Aguilar et al. 2013) and that there is a half-octave shift in frequency
between the inhibited cochlear region and the spectrum of contralateral MOCR elic-
itor sound (Lilaonitkul and Guinan 2009b). In addition, the present MOC-strategy
parameters were selected ad hoc to facilitate visualization of the reported effects
rather than to realistically account for the time course (Backus and Guinan 2006) or
the magnitude (Cooper and Guinan 2006) of contralateral MOCR gain inhibition.
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Our next steps include assessing the potential benefits of more accurate MOC-strat-
egy implementations and parameters.

Despite these inaccuracies, it is tempting to conjecture that the natural contralat-
eral MOCR can produce effects and benefits for acoustic hearing similar to those
reported here for the MOC processor. Indeed, the results in Fig. 3 are consistent
with the previously conjectured role of the contralateral MOCR as a ‘cocktail party’
processor (Kim et al. 2006). The present analysis shows that this role manifests dur-
ing ‘free-field’ listening and results from a combination of head-shadow frequency-
specific ILDs with frequency-specific contralateral MOCR inhibition of cochlear
gain. This and the other possible roles of the MOCR described here would comple-
ment its more widely accepted role of improving the neural encoding of speech
in noisy environments by restoring the effective dynamic range of auditory nerve
fibre responses (Guinan 2006). The latter effect is neural and cannot show up in the
MOC-processor output signals used in the present analyses.

The potential benefits attributed here to the contralateral MOCR are unavail-
able to current CI users and this might explain part of their impaired performance
understanding speech in challenging environments. The present results suggest that
the MOC processor, or a version of it, might improve CI performance. The MOC
strategy may also be adapted for use with bilateral hearing aids.
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Deactivating Cochlear Implant Electrodes Based
on Pitch Information for Users of the ACE
Strategy
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and Filiep Vanpoucke

Abstract There is a wide range in performance for cochlear implant (CI) users and
there is some evidence to suggest that implant fitting can be modified to improve
performance if electrodes that do not provide distinct pitch information are de-acti-
vated. However, improvements in performance may not be the same for users of
all CI devices; in particular for those with Cochlear devices using n-of-m strategies
(ACE or SPEAK).

The goal of this research was to determine for users of Cochlear devices (CP810
or CP900 series processors) if speech perception could be improved when indis-
criminable electrodes were de-activated and this was also compared to when the
same number of discriminable electrodes were de-activated.

A cross-over study was conducted with 13 adult CI users who received experi-
mental maps with de-activated channels for a minimum of 2 months and these were
compared to optimised clinical maps.

The findings showed that there were no significant benefits of electrode de-
activation on speech perception and that there was a significant deterioration in
spectro-temporal ripple perception when electrodes were switched off. There were
no significant differences between de-activation of discriminable or indiscriminable
electrodes.

These findings suggest that electrode de-activation with n-of-m strategies may
not be beneficial.
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1 Introduction

Various approaches have been explored to look at the effects of re-mapping co-
chlear implants (CIs) to overcome the problems associated with neural dead regions
or poor electrode placement (electrode-neuron interface (ENI)). The mapping in-
terventions have typically explored ways to identify electrodes for de-activation
using Computerized Tomography (CT), threshold profiling with focussed stimula-
tion, detection of modulation and pitch-based electrode discrimination. Electrodes
indicated as being in a region with a poor ENI have typically been deactivated with
the intention of improving spectral resolution by reducing overlapping electrode
stimulation patterns.

If a poor ENI arises due to an underlying neural dead region, the transmission
of information in that frequency channel could be impeded; if a poor ENI arises
due to the presence of broad electrical fields, this will lead to corruption of channel
specific information. For both cases it could be beneficial to deactivate electrodes,
however when doing so frequency information is re-allocated to other electrodes
making analysis bands broader and distorting frequency-to-electrode mapping.
These effects are small for individual electrode deactivation but can be substantial
for deactivation of multiple electrodes, potentially resulting in poorer precision of
information transmission; a completely opposite effect to that intended.

Some n-of-m (n channels with highest input amplitudes stimulated out of a pos-
sible m channels; e.g. ACE (8-0f-22) or SPEAK) strategies may not benefit from
deactivation of electrodes due to the simplification of the information delivery al-
ready inherent in the strategy.

The findings from electrode deactivation studies are mixed. Noble et al. (2014)
used a CT-guided technique in which pre- and post-operative scans were used to
determine the electrode positioning with respect to the modiolus. Poorly positioned
electrodes were deactivated and additional mapping adjustments made. Assess-
ments were conducted at baseline and following a 3—6 week exposure period with
the adjusted map. Learning effects were not accounted for. Thirty-six out of 72
(50%) participants demonstrated a benefit on one outcome measure (CNC words,
AzBio sentences (quiet, +10 dB, +5 dB signal-to-noise ratio (SNR)) and BKBSin),
17 had a significant degradation in performance (24 %), three cochlear users had
mixed results (4 %) and the final 16 participants did not demonstrate any effect of
the de-activation (22 %). When broken down by device, the results showed signifi-
cant benefit on one measure for 16 out of 26 AB and MEDEL users (62 %; seven
showed significant deterioration) and 20 out of 46 Cochlear users (44 %; ten showed
significant deterioration and three a mixture of significant deterioration and signifi-
cant improvement). Overall the results demonstrated significant improvements in
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speech understanding in quiet and noise for re-mapped participants, with no par-
ticular test exhibiting the greatest improvements. Cochlear users were less likely to
benefit from electrode deactivation than users of the other devices. As speculated
earlier it could be that the n-of-m strategies used in the Cochlear device may be less
sensitive to channel overlap effects because not all channels are stimulated in each
cycle.

Zwolan et al. (1997) assessed users of an older generation Cochlear device (Mini-
22) stimulated in bipolar mode using an MPEAK sound processing strategy. They
demonstrated positive results when deactivating electrodes based on pitch discrimi-
nation. Testing was acute with care to randomise between clinical and experimental
maps in the assessment, but the experimental map exposure was far briefer than
that of the clinical map. They found significant improvements in speech perception
in at least one speech test for seven out of nine participants; while two participants
showed a significant decrease on at least one speech test. This study demonstrated
some benefit from channel deactivation for Cochlear users; however the MPEAK
strategy was based on feature extraction and not n-of-m.

Work by Saleh (Saleh et al. 2013; Saleh 2013) using listeners with more up-to-
date sound processing strategies also demonstrated positive findings when deac-
tivating electrodes. They based channel selection on acoustic pitch ranking. Elec-
trodes were identified for deactivation if they did not provide distinct or tonotopic
pitch information. Twenty-five participants were enrolled. They received take-
home experimental maps for a 1-month time period before being assessed. Assess-
ments were conducted with the clinical map at baseline and again following experi-
ence with the experimental map. They found statistically significant improvements
for electrode deactivation on speech perception tests for 16 of the 25 participants
(67%). For the Cochlear users 56 % (five out of nine) gained benefit compared to
69 % for the AB and MED-EL users (11 out of 16). Participant numbers were small
but there was a trend for fewer Cochlear users to benefit compared to other devices;
similar to that observed in Noble et al. (2014).

Garadat et al. (2013) deactivated electrodes based on modulation detection in
a group of ACE users. Up to five electrodes were switched off and they were se-
lected such that only individual non-adjacent contacts were deactivated to avoid
large regions being switched off. Following deactivation they demonstrated signifi-
cant benefit for consonant perception and CUNY sentences in speech-shaped noise
(8 out of 12 showed benefit) but demonstrated a deterioration in performance for
vowel perception (7 out of 12 showed degradation). Testing was acute so learning
effects were not controlled for and listeners were not given time to adapt to the
experimental maps; with further experience and acclimatisation users may have
performed better on the vowel task, particularly because it is known that vowel
perception is sensitive to filtering adjustments (Friesen et al. 1999). These findings
are potentially positive for ACE users but without a control condition they are not
definitive proof.

Some researchers have not observed benefit from electrode deactivation and
have even demonstrated potentially deleterious effects for Cochlear device users.
Henshall and McKay (2001) used a multidimensional scaling technique to identify
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and deactivate electrodes having non-tonotopic percepts. They did not find an im-
provement in speech perception when channels were switched off and hypothesized
that this could be due to the shift in frequency-to-electrode allocation produced by
clinical software when electrodes are deactivated; particularly in the apical region.

The findings from different deactivation studies are inconclusive, partly due to
the difficulties of comparing experimental to clinical maps that the CI users had
adapted to and partly due to the impact that deactivating channels can have on other
factors (e.g. rate of stimulation; filter-frequency allocation) which differ between
devices and sound processing strategies. There is a trend suggesting that deactivat-
ing electrodes may be less effective for ACE or SPEAK users than for the CIS based
sound processing strategies incorporated in AB or MEDEL devices.

The goal of this research was to explore the impact of electrode deactivation for
adult users of the ACE strategy ensuring that participants received sufficient adap-
tation time with experimental maps and that learning effects were controlled for.
Additionally participants’ clinical maps were optimised to ensure comparisons were
made with an optimal control condition. A pitch ranking task was used to identify
indiscriminable electrodes for deactivation and an additional control condition was
included in which discriminable electrodes were deactivated to determine if any
benefits observed were due to switching off electrodes with a poor ENI or just due
to having fewer channels.

The research objectives were:

1. To determine if deactivating electrodes that are indiscriminable based on pitch
ranking leads to significant changes in speech perception for adult ACE users
when compared to an optimised clinical map.

2. To determine if deactivating the same number of discriminable electrodes leads
to significantly different performance to the deactivation of indiscriminable
electrodes.

2 Method

2.1 Ethics Approval

Research was ethically approved by National Research Evaluation Service (PRSC
23/07/2014).

2.2 Participants

Thirteen post-lingually deafened adult ACE users with Cochlear CP810 or CP900
series devices were recruited. Individuals with ossification or fibrosis were ex-
cluded and participants had to have a minimum of 12 months CI experience and
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primarily speak English. Median age was 67 years (range 36—85 years); the median
length of CI use was 2 years (mean 4 years). Median duration of severe-to-profound
deafness prior to surgery was 4 years (mean 2 years).

2.3  Study Design

A crossover single-blinded (participant unaware of mapping interventions) ran-
domised control trial was conducted. Prior to starting each participant had their
clinical map optimised by adjusting individual channel levels and they received a
minimum of 1 month acclimatisation to this optimised map. The crossover study
used an A-B-B-A/B-A-A-B design in which map A had indiscriminable electrodes
deactivated and map B had an equal amount of discriminable electrodes deactivated.

2.4 Equipment

For the majority of the assessments the sound processor was placed inside an Oto-
cube; a sound proof box designed for testing CI users to simulate listening over a
loudspeaker in a sound treated room. Stimulus delivery and collection of responses
was controlled using a line in from a laptop to the Otocube and sounds were present-
ed over the Otocube loudspeaker positioned at 0 ° azimuth to the sound processer.

The direct stimulation pitch-ranking task was conducted using the Nucleus Im-
plant Communicator (NIC) to send stimuli directly to individual electrodes.

2.5 Test Materials

CHEAR Auditory Perception Test (CAPT)
The CAPT was used because it is sensitive to spectral differences in hearing aid
fitting algorithms (Marriage et al. 2011) and was known to be highly repeatable
(inter-class correlation of 0.70 for test and re-test conditions; Vickers et al. 2013).
The CAPT is a four-alternative-forced-choice monosyllabic word-discrimina-
tion test spoken by a female British English speaker. It contained ten sets of four
minimally-contrastive real words; eight sets with a contrastive consonant, e.g. fat,
bat, cat, mat and two sets with a contrastive vowel, e.g. cat, cot, cut, cart. The partic-
ipant selected from four pictures on a computer screen. The d’ score was calculated.
Stimuli were presented at 50 dBA in quiet; a level selected in pilot work because
it resulted in performance falling on the slope of the psychometric function.

Children’s Coordinate Response Measure (CCRM)
The adaptive CCRM was based on the test developed by Bolia et al. (2000) and
Brungart (2001). It was used because of low contextual cues, and ease of task.
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Each stimulus sentence took the form:

‘Show the dog where the (colour) (number) is?’: e.g. ‘show the dog where the
green three is?’

There were six colour options (blue, black, green, pink, red and white) and eight
possible numbers (1-9, excluding 7). Stimuli were spoken by a British female
speaker.

Two different maskers were used: 20-talker babble (created by modulating a
speech-shaped noise with the amplitude envelope of male sentences) or speech-
shaped noise (average long-term spectrum of the sentences). Random sections of
the noise were selected on each trial.

The sentences were presented at 65 dBA and the noise adjusted adaptively
(2-down/1-up) on the basis of whether or not both the colour and number were
identified correctly. Initial step size was 9 dB, and decreased after two reversals to
3 dB. A further four reversals were run and averaged to obtain the speech reception
threshold (SRT), but no test was longer than 26 trials.

Spectral-Temporally Modulated Ripple Task (SMRT)

The SMRT was used to assess spectral resolution. The SMRT test was chosen over
other spectral ripple tasks, because it avoided potential confounds such as loudness
and edge-frequency cues whilst still being sensitive to spectral resolution (Aronoff
and Landsberger 2013).

Stimuli were 500 ms long with 100 ms ramps, nonharmonic tone complexes with
202 equal amplitude pure-tone frequency components, spaced every 1/33.3 octave
from 100 to 6400 Hz. The amplitudes of the pure tones were modulated by a sine
wave with a 33 % modulation depth. A three-interval, two-alternative forced choice
task was used, with a reference stimulus of 20 ripples per octave (RPO) presented
at 65 dBA. The target stimulus initially had 0.5 RPO and the number of ripples
was modified using a 1-up/1-down adaptive procedure with a step size of 0.2 RPO.
The test was completed after ten reversals, the last six reversals were averaged to
calculate the threshold.

Pitch Ranking Approaches

The determination of discriminable and indiscriminable electrodes was based on
two approaches, acoustic tones presented at the centre frequency of a filter via the
System for Testing Auditory Responses (STAR; Saleh et al. 2013) and direct stimu-
lation with biphasic pulses delivered using the NIC.

The pitch ranking task was the same for both approaches. A two-interval two-
alternative forced choice paradigm was used. A single presentation consisted of
two intervals in which the higher tone was randomly assigned to either the first or
second interval, and the listener indicated which interval sounded higher in pitch.
The 2 tones/pulses were presented sequentially with duration of 1000 ms and were
500 ms apart. Five pairs of tones/pulses were initially presented and responses re-
corded. If the participant got all five correct the pair was considered discriminable.
If they scored less than five a further five presentations were given and scored. If
the participant got eight out of ten presentations correct the pair passed. This was
based on binomial significance at the p<0.05 level (Skellam 1948). A run consisted
of presentation of all possible electrode pairs presented either five or ten times, the
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duration of the test varied depending on accuracy of response and number of elec-
trodes activated, but was typically 25 min long for the best performers with a full
electrode array but up to 50 min for poorer performers. For the STAR delivery the
stimuli were presented at 65 dBA and the NIC presentation was at 85 % of the upper
comfort level (C level). Level roving was applied to each presentation and this was
+/—3 dB for STAR and +/—3 clinical units (CU) for NIC.

The responses from the STAR and the NIC test were highly correlated (720=0.82,
N=13, p=0.001) so the results from both tests were combined to create a composite
score for each electrode by adding up the passes and fails across both tests thus in-
creasing the calculation power. After determination of the “indiscriminable” electrode
set, a “discriminable” electrode set of the same size was selected, using electrodes that
were as near as possible to the indiscriminable set and had not failed on either task.

Fitting Procedure for De-activation

Each electrode in the entire A/B set was deactivated. The overall level of the experi-
mental map was checked and if necessary all C levels adjusted to be approximately
equally loud to the optimised clinical map. All other fitting parameters remained at
the default settings (900 pulses-per-second, 25 ps pulse width, eight maxima and
MP1 +2 stimulation mode).

3 Results

Non-parametric statistics (Wilcoxon) were used due to the small number of par-
ticipants (N=13) and the CCRM and SMRT data exceeded acceptable limits for
skewness and kurtosis. Each mapping condition was tested on two occasions and
the highest score was used in the analysis.

Fig. 1 shows group results, comparing the optimised clinical map to the “indis-
criminable” and “discriminable” deactivation conditions.

For CAPT, CCRM in speech-shaped noise and babble there were no significant
differences between any of the mapping options at the p<0.05 level. However, the
SMRT was significantly poorer for the indiscriminable electrodes deactivated than the
clinical map (z=-2.9, p=0.004) and also significantly poorer when the discriminable
electrodes were de-activated (z=—2.62, p=0.009). There was no significant differ-
ence between the de-activation of the indiscriminable or discriminable electrodes.

4 Discussion

Results indicated that there was no measurable benefit for deactivating channels based
on pitch ranking for ACE users. Effects were negligible regardless of whether the
deactivated channels were indiscriminable or discriminable based on pitch ranking.
Care was taken to balance the design and ensure that all maps were used for sufficient
time to obtain benefit. Prior to experimental map adjustments, clinical maps were op-
timised and each participant given an acclimatisation period prior to starting the study.
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There was a range in the number of channels selected for deactivation (1-6; me-
dian = four channels), which, when combined with the electrodes already switched
off, resulted in a de-activation range of 1-10 (median = six channels). For an n-of-m
strategy this number of deactivated electrodes may have been too small to demon-
strate differences in performance; the selection of channels to deactivate was based
purely on electrodes that were indiscriminable from one another in pitch ranking
and for many users the number of indiscriminable electrode pairs was low so only
small numbers were deactivated.

The only statistically significant finding indicated that spectral resolution was
poorer when electrodes were de-activated. When the channels were de-activated the
rate of stimulation never changed, however the default filter allocation was used,
which may have affected the spectral information (Henshall and McKay 2001). For
the deactivation of discriminable channels, the selected channels were as near in site
to the deactivated indiscriminable channels in an attempt to avoid dramatic differ-
ences between the two conditions for filter allocations. However, for many people
the changes to the frequency-to-electrode allocation would have been large when
compared to the clinical map.

There should be further exploration of the fitting parameter space for users of
n-of-m strategies. The limits or extent of effective use for channel de-activation
should be determined and predictive factors to aid the fitting process defined. It is



Deactivating Cochlear Implant Electrodes Based on Pitch Information ... 123

also essential to determine the most critical factors to modify for those with poorer
performance levels.
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Speech Masking in Normal and Impaired
Hearing: Interactions Between Frequency
Selectivity and Inherent Temporal Fluctuations
in Noise

Andrew J. Oxenham and Heather A. Kreft

Abstract Recent studies in normal-hearing listeners have used envelope-vocoded
stimuli to show that the masking of speech by noise is dominated by the temporal-
envelope fluctuations inherent in noise, rather than just overall power. Because these
studies were based on vocoding, it was expected that cochlear-implant (CI) users
would demonstrate a similar sensitivity to inherent fluctuations. In contrast, it was
found that CI users showed no difference in speech intelligibility between maskers
with and without inherent envelope fluctuations. Here, these initial findings in CI
users were extended to listeners with cochlear hearing loss and the results were
compared with those from normal-hearing listeners at either equal sensation level
or equal sound pressure level. The results from hearing-impaired listeners (and in
normal-hearing listeners at high sound levels) are consistent with a relative reduc-
tion in low-frequency inherent noise fluctuations due to broader cochlear filtering.
The reduced effect of inherent temporal fluctuations in noise, due to either current
spread (in CI users) or broader cochlear filters (in hearing-impaired listeners), pro-
vides a new way to explain the loss of masking release experienced in CI users and
hearing-impaired listeners when additional amplitude fluctuations are introduced in
noise maskers.
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1 Introduction

Speech perception is a major communication challenge for people with hearing
loss and with cochlear implants (CIs), particularly when the speech is embedded in
background noise (e.g., Humes et al. 2002; Zeng 2004). Recent work has suggested
that it is not so much the overall noise energy that limits speech perception in noise,
as suggested by earlier work (French and Steinberg 1947; Kryter 1962; George
et al. 2008), but rather the energy in the inherent temporal-envelope modulations in
noise (Dubbelboer and Houtgast 2008; Jorgensen and Dau 2011; Stone et al. 2011,
2012; Jorgensen et al. 2013; Stone and Moore 2014). In a recent study (Oxenham
and Kreft 2014) we examined the effects of inherent noise fluctuations in CI users.
In contrast to the results from normal-hearing (NH) listeners, we found that CI users
exhibited no benefit of maskers without inherent fluctuations. Further experiments
suggested that the effective inherent noise envelope fluctuations were reduced in
the CI users, due to the effects of current spread, or interactions between adjacent
electrodes, leading to smoother temporal envelopes.

One remaining question is whether HI listeners exhibit the same loss of sensitiv-
ity to inherent noise fluctuations as CI users. If so, the finding may go some way
to explaining why both HI and CI populations exhibit less masking release than
NH listeners when additional slow fluctuations are imposed on noise maskers (e.g.,
Festen and Plomp 1990; Nelson and Jin 2004; Stickney et al. 2004; Gregan et al.
2013). On one hand, cochlear hearing loss is generally accompanied by a loss of
frequency selectivity, due to loss of function of the outer hair cells; on the other hand
this “smearing” of the spectrum occurs before extraction of the temporal envelope,
rather than afterwards, as is the case with CI processing. Because the smearing is
due to wider filters, rather than envelope summation, the resultant envelopes from
broader filters still have Rayleigh-distributed envelopes with the same overall rela-
tive modulation power as the envelopes from narrower filters (i.e., the same area
under the modulation power spectrum, normalized to DC; see Fig. 1). In contrast,
with CIs, the envelopes derived from summing the envelope currents from adjacent
electrodes are no longer Rayleigh distributed and have lower modulation power,
relative to the overall (DC) power in the envelope (Hu and Beaulieu 2005).

P/2 - -

Modulation power

w 2W
Modulation frequency (Hz)

Fig. 1 Schematic diagram of the effect of broadening the filter from a bandwidth of ¥ to a band-
width of 2 J on the modulation spectrum of filtered Gaussian noise. The relative modulation
power (area under the /ine) remains constant, but the area under the lines within the speech-rele-
vant range (shaded rectangle) is reduced
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One factor suggesting that HI listeners may also experience less influence of
inherent noise fluctuations is that the modulation spectrum is altered by broadening
the filters: for an ideal rectangular filter, the modulation power of Gaussian noise
after filtering has a triangular distribution, reaching a minimum of no power at a
frequency equal to the bandwidth of the filter (Lawson and Uhlenbeck 1950). Al-
though widening the filter does not alter the area under the modulation spectrum, it
results in relatively less power at lower modulation frequencies (see Fig. 1). Given
that low modulation frequencies are most important for speech, the relative reduc-
tion in modulation power at low modulation frequencies may reduce the influence
of the inherent fluctuations for listeners with broader filters, due to hearing loss.

The aim of this experiment was to test the resulting prediction that hearing loss
leads to less effect of inherent noise fluctuations on speech masking. We compared
the results of listeners with cochlear hearing loss with the performance of young NH
listeners and age-matched NH listeners. Performance was compared for roughly
equal sensation levels (SL), and for equal sound pressure levels (SPL) to test for the
effect of overall level on performance in NH listeners.

2 Methods

2.1 Listeners

Nine listeners with mild-to-moderate sensorineural hearing loss (4 male and 5
female; mean age 61.2 years) took part in this experiment. Their four-frequency
pure-tone average thresholds (4F-PTA from 500, 1000, 2000, and 4000 Hz) ranged
from about 25 to 65 dB HL (mean ~40 dB HL). Nine listeners with clinically nor-
mal hearing (defined as 20 dB HL or less at octave frequencies between 250 and
4000 Hz; mean 4F-PTA 7.6 dB HL), who were matched for age (mean age 62.2
years) and gender with the HI listeners, were run as the primary comparison group.
In addition, a group of four young (mean age 20.5 years; mean 4F-PTA 2.8 dB HL)
NH listeners were tested. All experimental protocols were approved by the Insti-
tutional Review Board of the University of Minnesota, and all listeners provided
informed written consent prior to participation.

2.2 Stimuli

Listeners were presented with sentences taken from the AZBio speech corpus
(Spahr et al. 2012). The sentences were presented to the HI listeners at an over-
all rms level of 85 dB SPL. The sentences were presented to the NH listeners at
two different levels: in the equal-SL condition, the sentences were presented at
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Fig. 2 Representation of the three masker types used in the experiment. The three panels provide
spectral representations of the noise (top), tone (middle), and modulated tone ( bottom) maskers

40 dB above the detection threshold of the speech for the NH listeners, similar
to the sensation level (SL) of the 85-dB SPL speech for the HI listeners; in the
equal-SPL condition, the speech was presented at 85 dB SPL. The sentences were
presented in three different types of masker, as in Oxenham and Kreft (2014); see
Fig. 2. The first was a Gaussian noise, spectrally shaped to match the long-term
spectrum of the target speech. The second was comprised of 16 pure tones, ap-
proximately evenly spaced on a logarithmic frequency scale from 333 to 6665 Hz,
corresponding to the center frequencies on a standard CI map for Advanced Bi-
onics. The amplitudes of the tones were selected to produce the same long-term
output of a 16-channel vocoder as the target speech (or Gaussian noise masker),
assuming the same center frequencies. The third was comprised of the same 16
tones, but each tone was modulated independently with the temporal envelope
of a noise masker, bandpass filtered using a vocoder filter with the same center
frequency as the tone carrier. These three maskers produced equal amounts of
speech masking in the CI users tested by Oxenham and Kreft (2014). The masker
was gated on 1 s before the beginning of each sentence, and was gated off 1 s
after the end of each sentence. The masker in each trial was a sample of a longer
25-s sound file, cut randomly from within that longer waveform. The speech and
masker were mixed before presentation and the signal-to-masker ratios were se-
lected in advance, based on pilot data, to span a range of performance between 0
and 100 % word recognition.

The speech and the masker were mixed and low-pass filtered at 4000-Hz, and
were either presented unprocessed or were passed through a tone-excited envelope
vocoder that simulates certain aspects of CI processing (Dorman et al. 1998; Whit-
mal et al. 2007). The stimulus was divided into 16 frequency subbands, with the
same center frequencies as the 16 tone maskers. The temporal envelope from each
subband was extracted using a Hilbert transform, and then the resulting envelope
was lowpass filtered with a 4th-order Butterworth filter and a cutoft frequency of
50 Hz. This cutoff frequency was chosen to reduce possible voicing periodicity
cues, and to reduce the possibility that the vocoding produced spectrally resolved
components via the amplitude modulation. Each temporal envelope was then used
to modulate a pure tone at the center frequency of the respective subband.
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2.3  Procedure

The stimuli were generated digitally, converted via a 24-bit digital-to-analog con-
verter, and presented via headphones. The stimuli were presented to one ear (the
better ear in the HI listeners), and the speech-shaped noise was presented in the op-
posite ear at a level 30 dB below the level of the speech. The listeners were seated
individually in a double-walled sound-attenuating booth, and responded to sentenc-
es by typing what they heard via a computer keyboard. Sentences were scored for
words correct as a proportion of the total number of keywords presented. One sen-
tence list (of 20 sentences) was completed for each masker type and masker level.
Presentation was blocked by condition (natural and vocoded, and speech level), and
the order of presentation was counterbalanced across listeners. The test order of
signal-to-masker ratios was random within each block.

3 Results

The results from the conditions where the speech was presented at roughly equal sen-
sation level to all participants (85 dB SPL for the HI group, and 40 dB SL for the NH
groups) are shown in Fig. 3. The upper row shows results without vocoding; the low-
er row shows results with vocoding. The results from the young NH, age-matched
NH, and HI listeners are shown in the left, middle and right columns, respectively.
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Fig. 3 Speech intelligibility with the speech at roughly equal sensation level (SL) across the three

groups. Sentence recognition was tested in speech-shaped Gaussian noise (GN), pure tones (PT),
and modulated tones (MT)
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Consider first the results from the non-vocoded conditions (upper row of Fig. 3).
Performance in the presence of Gaussian noise (GN; filled squares) is quite simi-
lar across the three groups but, as expected, performance is slightly poorer in the
HI group. When the noise masker is replaced by 16 pure tones (PT; open circles),
performance is markedly better—all three groups show a large improvement in per-
formance, although there appears to be a systematic decrease in performance from
young NH to age-matched NH to the HI group. Imposing noise envelope fluctua-
tions to the pure-tone maskers (MT; filled circles) results in a small reduction in
performance for all three groups. It appears that both the spectral sparsity of the
tonal maskers (PT and MT), as well as the lack of fluctuations (PT), contributes to
the release from masking relative to the GN condition.

Consider next the results from the vocoded conditions (lower row of Fig. 3).
Here, the benefits of frequency selectivity have been reduced by limiting spectral
resolution to the 16 vocoder channels. As expected, the MT masker produces very
similar results to the GN masker, as both produce very similar outputs from the
tone vocoder. The young NH and the age-matched NH groups seem able to take
similar advantage of the lack of inherent masker fluctuations in the PT condition.
In contrast, the differences between the PT and MT seem less pronounced in the
HI listeners; although some differences remain (in contrast to CI users), they are
smaller than in the NH listeners.

The results using 85-dB SPL speech for all listeners are shown in Fig. 4. Only
three speech-to-masker ratios (—5, 0, and 5 dB) were tested in this part of the
experiment. The relevant data from the HI listeners are simply replotted from Fig. 3.
Performance was generally worse overall for both the young and age-matched NH
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Fig. 4 Speech intelligibility with the speech at equal sound pressure level (85 dB SPL). Data from
the HI listeners are replotted from Fig. 3
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listeners, compared to results at the lower sound level. In addition, the difference
between the PT and MT conditions was reduced. This reduction was observed even
in the non-vocoded conditions, but was particularly apparent in the vocoded condi-
tions. In fact, in the vocoded conditions, the differences between the NH groups and
the HI group were relatively small.

4 Discussion

Overall, the HI group showed smaller-than-normal differences between maskers with
and without inherent fluctuations. This loss of sensitivity to inherent fluctuations was
particularly apparent in the vocoded conditions (Fig. 3; lower right panel). However,
in contrast to earlier results from CI users (Oxenham and Kreft 2014), some differ-
ences remained between conditions with and without inherent fluctuations, suggest-
ing that the effects of poorer frequency selectivity are not as profound as for CI users.
This could be for two reasons: First, frequency selectivity in HI listeners with mild-to-
moderate hearing loss is not as poor as that in CI users. Second, the difference between
the interaction occurring before and after envelope extraction may affect outcomes to
some extent, in that the reduction in masker modulation power may be greater for CI
users than for HI listeners, even with a similar loss of frequency selectivity.

One interesting outcome was that the differences between the NH groups and the
HI group were not very pronounced when the speech was presented to the groups
at the same high SPL. It is well known that frequency selectivity becomes poorer in
NH listeners at high levels (e.g., Nelson and Freyman 1984; Glasberg and Moore
2000). Apparently the filter broadening with level in NH listeners is sufficient to
reduce the effects of inherent masker fluctuations.

Overall, the results show that the importance of inherent masker fluctuations in
determining speech intelligibility in noise depends to some extent on the conditions
and the listening population. It cannot be claimed that inherent masker fluctuations
always limit speech perception, as the effect of the fluctuations is non-existent in CI
users (Oxenham and Kreft 2014), and is greatly reduced in HI listeners and in NH
listeners at high sound levels. Finally, the reduced effect of inherent fluctuations
may also provide a reason for why HI listeners (as well as CI users) exhibit less
masking release in the presence of maskers with imposed additional fluctuations.
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Effects of Pulse Shape and Polarity on
Sensitivity to Cochlear Implant Stimulation: A
Chronic Study in Guinea Pigs

Olivier Macherey and Yves Cazals

Abstract Most cochlear implants (CIs) stimulate the auditory nerve with trains of
symmetric biphasic pulses consisting of two phases of opposite polarity. Animal
and human studies have shown that both polarities can elicit neural responses. In
human CI listeners, studies have shown that at suprathreshold levels, the anodic
phase is more effective than the cathodic phase. In contrast, animal studies usually
show the opposite trend. Although the reason for this discrepancy remains unclear,
computational modelling results have proposed that the degeneration of the periph-
eral processes of the neurons could lead to a higher efficiency of anodic stimulation.
We tested this hypothesis in ten guinea pigs who were deafened with an injec-
tion of sysomycin and implanted with a single ball electrode inserted in the first
turn of the cochlea. Animals were tested at regular intervals between 1 week after
deafening and up to 1 year for some of them. Our hypothesis was that if the effect
of polarity is determined by the presence or absence of peripheral processes, the
difference in polarity efficiency should change over time because of a progressive
neural degeneration. Stimuli consisted of charge-balanced symmetric and asymmet-
ric pulses allowing us to observe the response to each polarity individually. For all
stimuli, the inferior colliculus evoked potential was measured. Results show that the
cathodic phase was more effective than the anodic phase and that this remained so
even several months after deafening. This suggests that neural degeneration cannot
entirely account for the higher efficiency of anodic stimulation observed in human
ClI listeners.
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1 Introduction

Most contemporary cochlear implants (Cls) stimulate the auditory nerve with trains of
symmetric biphasic pulses consisting of two phases of opposite polarity presented in
short succession. Although both polarities can elicit neural responses (Miller et al. 1998,
1999; Klop et al. 2004; Undurraga et al. 2013), they are not equally efficient. Animal
recordings performed at the level of the auditory nerve usually show longer latencies and
lower thresholds for cathodic than for anodic stimulation (e.g., Miller et al. 1999). This
observation is consistent with theoretical models of extracellular electrical stimulation of
the nerve showing that a cathodic current produces a larger depolarization and elicits ac-
tion potentials more peripherally than an anodic current of the same level (Rattay 1989).

In past years, studies performed with human CI listeners have shown different
results. While at hearing threshold, no consistent difference between polarities has
been observed, a large number of studies have reported that anodic stimulation is
more effective than cathodic stimulation at suprathreshold levels (Macherey et al.
2006, 2008; Undurraga et al. 2013; Carlyon et al. 2013). This has been shown psy-
chophysically in loudness balancing, pitch ranking and masking experiments and
electrophysiologically in measures of electrically-evoked compound action poten-
tials and auditory brainstem responses. Although this result contrasts with the con-
clusions of most animal reports, an exception is the study by Miller et al. (1998)
who found a similar trend in their guinea pigs. Because the results of this specific
study are at odds with other measurements performed in the guinea pig (Klop et al.
2004) and with all measurements performed in cats, the first aim of the present
study was to clarify the effect of polarity in guinea pigs. This was done by measur-
ing the inferior colliculus evoked potential in response to intracochlear electrical
stimulation using various pulse shapes differing in polarity and in current level.

Although the reason for the higher sensitivity of human CI users to anodic stimu-
lation remains unknown, predictions from two different -among the few- compu-
tational models of the implanted cochlea offer possible explanations (Macherey
et al. 2000). First, the modeling results of Rattay et al. (2001) suggest that polarity
sensitivity may strongly depend on the state of degeneration and demyelination of
the peripheral processes of the neurons. Specifically, the model predicts lower an-
odic thresholds for degenerated peripheral processes. Although post-mortem stud-
ies have shown that such degeneration can occur in CI listeners, there is no currently
available method to evaluate the presence of peripheral processes in patients. The
second aim of this study was to investigate polarity sensitivity in guinea pigs as a
function of time after deafening. Our reasoning was based on the observation that
spiral ganglion neurons degenerate over time in deafened animals and that this de-
generation first affects the peripheral processes (Koitchev et al. 1982; Cazals et al.
1983). If this degeneration is responsible for the higher anodic sensitivity, we hy-
pothesized that the effect of polarity would change over time.

An alternative explanation for the higher anodic sensitivity at high current lev-
els comes from a model of the implanted guinea-pig cochlea (Frijns et al. 1996).
This model predicts that cathodic stimulation should elicit action potentials at the
periphery of the neurons but that above a certain current level, the propagation of
these action potentials may be blocked by the hyperpolarization produced more
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centrally on the fibers. This blocking was not observed in computer simulations
using anodic stimuli because action potentials were in this case elicited at a more
central locus on the fibers. A third aim of the present study was to investigate if
this behavior could be observed at the level of the inferior colliculus of the guinea
pigs. If, at some level in the dynamic range, action potentials are being blocked for
cathodic stimulation, this should be reflected by a slower rate of increase of the
neural response for cathodic than for anodic stimulation and/or potentially by a non-
monotonic growth of response amplitude as a function of current level.

Finally, most animal studies on polarity sensitivity have been performed using
monophasic pulses which cannot safely be used in humans. This is why studies in
CI subjects use charge-balanced asymmetric waveforms which are hypothesized
to make one polarity dominate over the other. Some of these waveforms have the
advantage of requiring lower current levels than the commonly-used symmetric
waveform to elicit auditory sensations in implant listeners (Macherey et al. 2006).
The fourth aim of the present study was to evaluate the efficiency of these different
pulse shapes and to compare it to human psychophysical data obtained previously.

2  Methods
2.1 Animal Preparation

Ten Albino guinea pigs (G1-G10) of the Dunkin-Hartley strain were used in
these studies. The experimental procedures were carried out in accordance with
French national legislation (JO 87-848, European Communities Council Directive
(2010/63/EU,74) and local ethics committee “Direction Départementale de la Pro-
tection des Populations”, with permit number 00002.01.

In a first step, using stereotaxic procedures, the animals were chronically im-
planted with an electrode in the right inferior colliculus (IC). This technique allows
easy and stable recordings over months as indicated in several previous experi-
ments (e.g., Popelar et al. 1994). Using a micromanipulator, a Teflon-coated plati-
num electrode (127 mm in diameter obtained from A-M systems) was lowered into
the IC. Then the electrode was fixed to the skull with acrylic cement and soldered
to a small connector to which two screws in the frontal bones were also connected
and served as reference and ground, respectively. The ensemble was finally fixed to
the surface of the skull with acrylic cement.

After a recovery period of about 1 week, the animal was sedated with xylazine
(5 mg/kg), a small loudspeaker (MF1 from TDT) was placed at 1 cm from its left ear
pinna and the animal’s head connector was linked to the input of an amplifier (A-M
systems model 1700). Tone pips with 2 ms linear rise/fall times at octave frequen-
cies between 2 to 32 kHz were presented at levels of 90-0 dB SPL in 10-dB steps.
In response to sound stimuli, electrophysiological responses were amplified 10,000
times and filtered between 100 and 5 kHz, then they were averaged over 100—300
times (CED 1401 A/D converter).

About a week later, the animal was anesthetized and the left ear bulla was ap-
proached from behind the pinna. The round window was gently pierced and a mix-
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ture of sisomycin at a concentration of 50 mg/ml was injected into the round win-
dow niche until the bulla was completely filled with the mixture. The animal was
left so for 2 h and the sisomycin was then aspirated from the bulla. This sisomycin
treatment is known from previous experiments (Cazals et al. 1983) to completely
destroy cochlear hair cells and lead to progressive spiral ganglion cells degeneration
over months. Then a teflon-coated platinum wire (200 mm in diameter) with a tip
bare over about 0.5 mm was introduced through the round window over a length of
about 2 mm (about the 16-32 kHz tonotopy). Because of deficiencies in handling
and care in animals’ quarter during the months of the experiment, for some animals,
the head connector came off the skull, and the animal was operated again, some-
times replacing the cochlear implant electrode.

2.2 Stimuli

During the experiment, electrical stimulation was delivered using a stimulus isola-
tor current generator (AM systems model 2200), the output of which was connected
through the head connector to the cochlear implant electrode (active) and to one
screw in the frontal bone (reference). This generator delivered a current propor-
tional to an arbitrary input voltage waveform. The voltage waveform was the out-
put of an Advanced Bionics HiRes90k test implant connected to a purely resistive
load. This allowed us to use pulse shapes similar to those used in previous human
CI studies. The stimuli were designed and controlled using the BEDCS software
(Advanced Bionics).

Stimuli were trains of electrical pulses delivered at a rate of 8 Hz. The four pulse
shapes illustrated in Fig. 1 were tested, including symmetric biphasic (SYM), re-
versed pseudomonophasic (RPS), reversed pseudomonophasic with an interphase
gap of 6.5 ms (RPS-IPG) and triphasic (TRI) pulses. The top pulse shapes are
assumed to favor cathodic stimulation, hence the “C” at the end of their acronyms
while the bottom pulse shapes are assumed to favor anodic stimulation, hence the
“A”. The recordings were synchronized to the onset of the cathodic phase for the
top pulse shapes and to the onset of the anodic phase for the bottom pulse shapes.

SYM-C RPS-C RPS-IPG-C TRI-C

[ — — w
SYM-A RPS-A RPS-IPG-A TRI-A
Jh . ] H
IPG=6.5 ms { ’

Fig. 1 Schematic representation of the electrical pulse shapes used for stimulation, including sym-
metric biphasic cathodic-first (SYM-C) and anodic-first (SYM-A), Reversed pseudomonophasic
with a short, high-amplitude cathodic (RPS-C) or anodic (RPS-A) phase, Reversed pseudomono-
phasic with a 6.5-ms interphase gap (RPS-IPG-C and RPS-IPG-A) and triphasic with a cathodic
(TRI-C) or anodic (TRI-A) central phase
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The duration of the phases of SYM, of the short, high-amplitude phases of RPS
and RPS-IPG and of the central phase of TRI was 86 us. The long, low-amplitude
phases of RPS and RPS-IPG were 8 times longer and lower in amplitude to main-
tain the total charge balanced. The first and third phases of TRI had a duration of
43 ps and the same amplitude as the central phase.

2.3 Sessions

Over months, several sessions of electrical stimulation from the cochlear implant
and recording from the right IC were performed. Each session lasted about 1 h
during which the animals were sedated. In each session and for each pulse shape,
a threshold level was first defined as the level producing a detectable IC evoked
potential after averaging; the maximum level of stimulation was defined as the level
triggering a detectable motor response of the animal’s left cheek. Between these two
values, a series of current levels was defined in 1.5-dB steps. For each pulse shape
and each level tested, the recordings alternated between polarities. Between 50 and
100 averages were obtained for each combination of pulse shape, polarity and level
and the corresponding IC evoked potentials were recorded.

3 Results

3.1 Morphology and Response Amplitude of the IC Evoked
Potential

The bottom traces in Figs. 2a and b show examples of IC evoked potentials obtained
for subject G2 2 weeks after deafening in response to RPS-IPG-C and RPS-IPG-A,
respectively. For comparison, the top traces in each panel show recordings obtained
from the same subject in response to 16-kHz tone pips before deafening.

The morphology of the response was similar for acoustic and electric stimulation
and consisted of a first positive peak (P1) followed by a negative peak (N1) and a
second positive peak (P2). The amplitude of the response was arbitrarily defined as
the difference in voltage between the negative peak and the second positive peak.
The response amplitude varied from about 20 to 600 uV depending on subjects and
pulse shapes. The dynamic range, as defined by the difference between the maxi-
mum stimulation level and the minimum level that produced a visually detectable
response ranged from about 3 to 18 dB, which compare well with usual values of
dynamic range for individual CI electrodes.

Figure 2c shows the response amplitude as a function of current level for the
same subject and the same pulse shape. It can be seen that at all current levels, the
response was larger for the cathodic (RPS-IPG-C) than for the anodic (RPS-IPG-
A) pulse. As depicted in the next section, this trend was observed in most of our
subjects. Because the RPS-IPG stimulus had a large interphase gap between the
two phases, the responses illustrated here presumably represent the responses to
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Fig. 2 a Inferior colliculus evoked potential obtained 2 weeks after deafening for G2 in response
to RPS-IPG-C pulses. The top trace shows the response obtained before deafening for an acoustic
tone pip presented at 90 dB SPL. b Same as a for RPS-IPG-A and for a 60-dB SPL tone pip. ¢
Response amplitude (N1-P2) as a function of current level for G2 2 weeks after deafening. d Same
as ¢ 7 months after deafening

each individual polarity. Input/output growth functions from the same animal col-
lected 7 months after deafening are shown in Fig. 2d. The effect of polarity was
consistent with that obtained just after deafening. Matching the response amplitudes
obtained for electrical stimulation to those measured acoustically before deafening,
the difference in response amplitude between the two polarities was, for this animal,
equivalent to an acoustic level difference of about 30 dB.

Figure 3 shows the amplitude of the response for cathodic stimulation as a func-
tion of that for anodic stimulation for the four pulse shapes SYM, RPS, RPS-IPG
and TRI and all subjects and levels tested. A very large majority of the data points lie
above the diagonal. This illustrates that so-called cathodic pulses usually produced
a larger response than anodic pulses for all pulse shapes. For subjects G8-G10 who
had several electrodes implanted in the IC, only the recordings from the electrode
giving the largest responses are shown. However, the effects of pulse shape and
polarity remained consistent across the different recording sites.

3.2 Effect of Polarity as a Function of Time

For a given pulse shape and session, the input/output growth functions obtained for the
two polarities were analyzed to determine the current levels needed for each of them to
reach an arbitrarily-defined IC response amplitude. This arbitrary amplitude was equal
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Fig. 3 Summary of cathodic and anodic response amplitudes obtained for all subjects, sessions
and levels

to 50% of the maximum response amplitude obtained for this particular pulse shape,
subject and session and could, therefore, differ from one session to the next.

Figure 4a shows the difference in current level between RPS-C and RPS-A when
both produced the same response amplitude. This quantity referred to as the “po-
larity effect” is illustrated as a function of time after deafening for the different
subjects. Although only the data for RPS are shown, similar results were obtained
for RPS-IPG and TRI. If neural degeneration had an effect on polarity sensitiv-
ity, we would expect the polarity effect to increase over time and to reach posi-
tive values when fibers are degenerated. This does not seem to be the case as the
level difference between polarities rather tends to decrease right after deafening for
several subjects and then to remain roughly constant.

Given the absence of an effect of duration of deafness, the polarity effects ob-
tained in all sessions were averaged for each animal and each pulse shape. As shown
by the star symbols in Fig. 4b, the magnitude of the polarity effect differed across
pulse shapes. The mean across subjects was —1.4, —3.1, —5.3 and —2.3 dB for
SYM, RPS, RPS-IPG and TRI, respectively. Paired-sample t-tests with Bonfer-
roni correction showed that this effect was larger for RPS than for SYM (t(8)=3.6,
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Fig. 4 a Difference in current level between RPS-C and RPS-A required to obtain the same response
amplitude in the IC. b Star symbols: mean polarity effect across guinea-pigs subjects (+/—1 s.e.).
Filled symbols: mean polarity effects obtained at most comfortable loudness for similar pulse shapes
in previous human studies using electrodes in the middle of the array. Squares: Macherey et al.
2006; circles: Undurraga et al. 2013; triangles: Carlyon et al. 2013; diamonds: Macherey et al. 2008.
Human data were obtained with non-reversed versions of RPS and RPS-IPG, meaning that the short,
high-amplitude phase was presented first. The three data points for comparison with TRI correspond
to the “TP’ condition of Carlyon et al. 2013 for Advanced Bionics (1st point) and Med-EL (2nd point)
subjects and to their ‘QP’ condition for Cochlear subjects (3rd point). ¢ Example of non-monotonic
growth function obtained for RPS in G7. d Difference in current level between each cathodic asym-
metric pulse shape and SYM-C needed to obtain the same response amplitude. Star symbols: results
of the present study averaged across subjects (+/—1 s.e.). Filled symbols show corresponding human
psychophysical data measured at most comfortable loudness for anodic pulse shapes. Triangles cor-
respond to the TP condition for Advanced Bionics (1st point) and Med-EL (2nd point) subjects

2<0.05) and also for RPS-IPG than for SYM (t(9)=3.7, p<0.05). For comparison,
filled symbols show the polarity effects obtained using loudness-balancing experi-
ments in human CI listeners for similar pulse shapes (Macherey et al. 2006, 2008;
Undurraga et al. 2013; Carlyon et al. 2013).

Although the polarity effect is opposite in sign for the two species, it is interest-
ing to note that its magnitude is similar for RPS and for TRI. For RPS-IPG, the
smaller effect obtained psychophysically may be due to the fact that the delayed
long, low-amplitude phase contributed to perception whereas it did not contribute
to the neural responses recorded here.

Closer inspection of the data revealed that the input/output growth functions
sometimes had non-monotonic shapes. An example obtained for G7 1 month after
deafening is illustrated in Fig. 4c for RPS-A and RPS-C. The function for RPS-C
shows, at some point in the dynamic range, a decrease in response amplitude with
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increases in level. In this case, the cathodic pulse was more effective than the anodic
pulse at low levels but less effective at high levels. Such non-monotonicities were
observed in seven of the ten subjects but only in about 13 % of the cathodic and 4 %
of the anodic growth functions. Furthermore, they did not always occur for the same
pulse shape across sessions.

3.3 Effect of Pulse Shape

The difference in level between SYM-C and the various asymmetric pulse shapes
RPS-C, RPS-IPG-C and TRI-C when they all produced the same response amplitude
was determined. The response amplitude at which the pulse shapes were compared
was equal to 50 % of the maximum amplitude of SYM-C. Given there was no effect of
duration of deafness on the magnitude of these effects, the data were averaged across
sessions for each animal and analyzed in a one-way repeated measures ANOVA. The
star symbols in Fig. 4d show the mean across animal subjects. The effect of pulse shape
was highly significant (F(3,18)=22.76, p<0.001). RPS-IPG required 2.2 dB less cur-
rent than SYM (p<0.05) while TRI required 2.7 dB more. There was no significant
difference between SYM and RPS. For comparison, the filled symbols show the effect
of pulse shape as observed in human CI listeners. For these data, however, the level
difference was obtained using loudness balancing between anodic pulse shapes. Here
again, the magnitude of the effect of pulse shape is similar in both species.

4 Discussion

Most guinea-pigs tested in the present study showed higher sensitivity to cathodic
stimulation. This effect of polarity was consistent across all levels tested, rang-
ing from threshold to maximum level. This observation corroborates the results
obtained in most previous animal experiments performed in cats and guinea pigs.

Duration of deafness did not influence the effect of polarity, suggesting that neu-
ral degeneration may not entirely account for the higher sensitivity to anodic stimu-
lation observed in humans. However, the morphology of the nerve fibers and the
cochlear geometry are different in the two species and may play an additional role
on neural excitation (Rattay et al. 2001).

In few cases, input/output growth functions were non-monotonic, showing a de-
crease in response amplitude with increases in level. Similar non-monotonic func-
tions have already been observed at the level of the auditory nerve (Miller et al.
1998). They may reflect the blocking of action potentials along the nerve fibers
(Frijns et al. 1996) and, therefore, remain a possible candidate explanation for the
higher efficiency of anodic stimulation at suprathreshold levels in humans.

Finally, the difference in efficiency between the various pulse shapes was consis-
tent with results obtained in previous animal and human experiments (Miller et al.
2001; Carlyon et al. 2013), showing that, to elicit responses of equal amplitude,
pseudomonophasic pulses with a gap between the two phases require a lower current
level than symmetric pulses while triphasic pulses require a higher current level.
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Assessing the Firing Properties of the
Electrically Stimulated Auditory Nerve Using
a Convolution Model

Stefan B. Strahl, Dyan Ramekers, Marjolijn M. B. Nagelkerke,
Konrad E. Schwarz, Philipp Spitzer, Sjaak F. L. Klis, Wilko Grolman
and Huib Versnel

Abstract The electrically evoked compound action potential (¢CAP) is a routinely
performed measure of the auditory nerve in cochlear implant users. Using a convo-
lution model of the eCAP, additional information about the neural firing properties
can be obtained, which may provide relevant information about the health of the
auditory nerve. In this study, guinea pigs with various degrees of nerve degeneration
were used to directly relate firing properties to nerve histology. The same convolu-
tion model was applied on human eCAPs to examine similarities and ultimately to
examine its clinical applicability. For most eCAPs, the estimated nerve firing prob-
ability was bimodal and could be parameterised by two Gaussian distributions with
an average latency difference of 0.4 ms. The ratio of the scaling factors of the late
and early component increased with neural degeneration in the guinea pig. This ratio
decreased with stimulation intensity in humans. The latency of the early component
decreased with neural degeneration in the guinea pig. Indirectly, this was observed in
humans as well, assuming that the cochlear base exhibits more neural degeneration
than the apex. Differences between guinea pigs and humans were observed, among
other parameters, in the width of the early component: very robust in guinea pig, and
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dependent on stimulation intensity and cochlear region in humans. We conclude that
the deconvolution of the eCAP is a valuable addition to existing analyses, in particu-
lar as it reveals two separate firing components in the auditory nerve.

Keywords Auditory nerve + eCAP - Cochlear implant - Deconvolution - Firing
probability - Neural health

1 Introduction

Most cochlear implant (CI) systems allow for the recording of the auditory nerve’s
response to an electric stimulus—the electrically evoked compound action potential
(eCAP). This objective measure is an important clinical tool to assess the quality
of the electrode-nerve interface of a CI recipient (Miller et al. 2008). Routinely, the
lowest stimulation level that evokes an eCAP (‘threshold”) is determined. The mor-
phology of suprathreshold eCAP waveforms is usually not evaluated.

1.1 Mathematical Model of the Compound Action Potential

The recorded compound action potential (CAP) is described as the convolution of
the unit response (UR, i.e., the waveform resulting from a single action potential)
with the compound discharge latency distribution (CDLD), the sum of spike events
over time of all individual nerve fibres (Goldstein and Kiang 1958, see also Fig. 1).

CAP()= | CDLD(9UR(t- 9dz (1)

This mathematical model was validated with simultaneous recordings of acousti-
cally evoked CAPs from the round window and single-fibre responses from the
auditory nerve in guinea pigs (Versnel et al. 1992b).

Most mathematical models of the CAP are concerned with solving the forward
problem, i.e. predicting the CAP by modelling the activation of single nerve fibres
and assuming a convolution with the unit response (Teas et al. 1962; de Boer 1975;
Elberling 1976b; Kiang et al. 1976; Versnel et al. 1992b; Frijns et al. 1996; Miller
et al. 1999; Briaire and Frijns 2005).
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Fig. 1 The assumed elementary unit response of a single nerve fibre is shown in a. Its convolu-
tion with a CDLD (b, thick gray line) results in the CAP waveform shown in ¢ (red line). The
monotonic extrapolation of the time-limited eCAP recording is shown in ¢ (blue dashed line). The
derived CDLDs obtained by Eq. 4 are shown in b for the full eCAP (red dashed line) and a simula-
tion of the time-limited and extrapolated eCAP (thin blue line)

A few studies addressed the inverse problem, i.e. predicting the firing probabil-
ity by deconvolution of acoustically evoked CAPs with a unit response (Elberling
1976a; Charlet de Sauvage et al. 1987). To our knowledge no study investigated the
inverse problem for eCAPs. In this study, we perform a deconvolution of eCAPs to
examine CDLDs, presuming that they could provide information about the neural
status of the auditory periphery. It has been shown that the eCAP in a guinea pig
exhibits differences in its morphology depending on the neural health of the audi-
tory nerve (Ramekers et al. 2014, 2015). Therefore, ecCAPs from deafened guinea
pigs are analysed to assess effects of the status of the auditory nerve on its firing
probability. eCAPs from human CI users are evaluated for comparison to the effects
observed in the animal model.

2 Methods

2.1 eCAP Recording System

e¢CAP measurements were performed with MED-EL PULSAR or SONATA Cls (for
details see Neustetter et al. 2012). A charge-balanced biphasic pulse with an inter-
phase gap of 2.1 pus and a phase duration of 30 ps was presented at an intra-cochlear
stimulation electrode in a monopolar configuration. The stimulation amplitude
was defined in current units (cu), where 1 cu corresponds to approximately 1 pA.
The eCAP was recorded on a neighbouring electrode with a minimum delay of
125 ps from stimulus onset to reduce stimulation artefacts. The recording window
was 1.7 ms. Single eCAP recordings were separated by at least 20 ms, assuming a
relative refractory time below 10 ms (Brill et al. 2009; Ramekers et al. 2015). Any
stimulation or recording artefact was removed using an alternating polarity and zero
amplitude template paradigm, respectively (for details see Brill et al. 2009).
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2.2 eCAP Data Sets

2.2.1 Guinea Pig

Data were acquired from 18 guinea pigs (Ramekers et al. 2014, 2015), which were
divided into 3 groups of 6 animals: normal-hearing (NH), 2 weeks deaf (2WD) and
6 weeks deaf (6WD). Methods of deafening and eCAP recordings are described in
detail in Ramekers et al. (2014).

Briefly, profound cochlear hair cell loss was induced by co-treatment of kana-
mycin and furosemide. It resulted in mild degeneration of the auditory nerve after
2 weeks (25 % loss of spiral ganglion cells, SGCs) and severe degeneration after 6
weeks (60 % loss of SGCs).

The eCAP recordings were performed in isoflurane-anaesthetized animals.
eCAPs were evoked and recorded with two electrodes placed in the basal turn
through a cochleostomy. In this study, three different stimulation intensities were
analysed: just above threshold (first visible eCAP), halfway the input/output func-
tion (‘intermediate’), and at maximum stimulation intensity typically corresponding
to saturation (800 cu). Waveforms were averaged over 900 iterations.

2.2.2 Human

From a multicentre study (Senn et al. 2012) eCAPs recorded post-operatively with
the clinical system software MAESTRO (MED-EL GmbH, Innsbruck) in 52 awake
human subjects were selected. The selection criteria were the availability of a pre-
operative audiogram and eCAPs of at least 100 uV amplitude. The mean age at
onset of hearing loss was 19 years (range: 0—72). The mean age at implantation was
46 years (range: 15-79).

The recordings were manually analysed by three experts. Similar to the animal
model, three different stimulation levels were selected: threshold, intermediate, and
maximum. In contrast to the animal model, maximum typically corresponded to
the loudest acceptable presentation level. Intermediate corresponded to 50 % eCAP
amplitude compared to maximum.

The eCAPs were obtained from stimulation electrodes in the apical (contact 2),
middle (contact 4 or 5) and basal cochlear region (contact 9 or 10). Waveforms were
averaged over 25 iterations and 5 kHz low-pass filtered (fifth-order Butterworth) to
remove any remaining recording noise.

2.3 Deconvolution of the eCAP

Following Eq. (1) and Versnel et al. (1992a) the unit response UR is assumed con-
stant and was modelled by Egs. 2 and 3 with U,,=0.12 pV, 6, =0.12 ms describing
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the negative and U,=0.045 pV, 6,=0.16 ms describing the positive part. The cross
point is defined with 7,=—0.06 ms (Fig. 1a).

l_(f—fo)z

U 2
UR(t) =~ (t—1)e” 2% 1<, @
On
1 (t-1p)
U LGN
UR(t) = —L(t—1y)e” 209’ 21, ®)
o,

P

Having assumed the same unit response for all contributing fibres, the CDLD can
be obtained directly from the recorded eCAP by deconvolution. The deconvolution
was performed in the frequency domain with

“

CDLD(t) = F! (M)

F(UR®))

where F represents the Fourier transform and F ! the inverse Fourier transform.

The baseline was estimated over the final 200 ps and, assuming that the eCAP
decays monotonically to baseline before and after the recording window, the eCAPs
were linearly extrapolated to baseline (Fig. 1c) before performing the deconvolu-
tion. The extrapolation only affected the CDLD before stimulus onset (see Fig. 1b).
The deconvolution of the eCAP can be understood as applying an inverse low-
pass filter, amplifying unwanted high-frequency noise. Therefore, the extrapolated
eCAPs were low-pass filtered by a 50-point moving-average filter applied twice
(once in forward and once in reverse direction) to achieve a zero-phase digital filter-
ing. Any remaining high-frequency noise in the CDLD was removed by a 2.5 kHz
fifth-order Butterworth low-pass filter.

2.4 Parametrisation of the CDLD

The CDLDs derived from eCAP responses from both data sets exhibited a skewed,
quasi-bimodal, distribution (see Fig. 2). To perform further analysis, a parametrisa-

tion of the CDLD was performed by a two-component Gaussian mixture model
(GMM).

CDLD = ayN (14, 01)+a, N (14, 0) (5)

The GMM was fitted to the CDLDs using a nonlinear least-squares regression
(nlinfit, MATLAB; Mathworks, Natick, MA, USA) with initial start values being
manually optimised if needed to achieve an adequate fit (R?>0.95). As outcome
parameters we considered p, and p, (corresponding to the peak latencies), o, and o,
(reflecting peak width), and the ratio of the components a,/a,.
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Fig.2 Example eCAPs for maximum stimulation level (upper row) and the corresponding CDLDs
and GMM fits (bottom row). The left three panels show examples of each of the three guinea pig
groups; the right three panels are from each of the three cochlear regions in one human subject

3 Results

3.1 Guinea Pig Deafness Model eCAPs

Figure 2 shows eCAP and CDLD examples for NH (a), 2WD (b) and 6WD animals
(c). In each animal the deconvolution of the recorded eCAPs resulted in CDLDs
with a fast rising peak, typically narrow (<0.5 ms width), in most cases followed by
a shoulder-shaped component or a second peak. In those cases the CDLD could be
well fitted with the two-component GMM (Eq. 5), remaining single-peak cases (8 %
of all CDLDs) could be well fitted with a single Gaussian. Figure 3 and Table 1 show
group averages of CDLD parameters. Two variables significantly varied with group
(i.e., with degeneration of the auditory nerve): p, and a,/a, (p<0.05; rmANOVA
with stimulation intensity as within factor, and group as between factor). With more
nerve degeneration (6WD vs. 2WD and NH) the peak latency p, was shorter and
a)/a, was larger.

Table 1 CDLD parameters for guinea pig groups (upper section), and humans grouped by cochlear
region (lower section), averaged over stimulation level

u, (ms) H—l, (ms) o, (ms) o, (ms) ala,
Guinea pig NH 0.58 0.38 0.14 0.10 0.090
2WD 0.60 0.36 0.16 0.10 0.068
6WD 0.52 0.37 0.14 0.13 0.33
Human apex 0.54 0.42 0.13 0.27 0.96
middle 0.50 0.42 0.14 0.27 0.86
base 0.51 0.46 0.14 0.26 0.85
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Fig.3 Average CDLD parameters a,/a,, i, and o, shown for guinea pigs (/eft) and
humans (right). THR threshold, INT intermediate, MAX maximum. Error bars are

SEM

3.2 Human Clinical eCAPs

Figure 2 shows examples of eCAPs and corresponding CDLDs for an apical (d),
middle (e) and basal (f) stimulation site in one human subject. Human CDLDs
showed a morphology comparable to the guinea pig data, with 15% of CDLDs
being single-peaked. Figure 3 and Table 1 show averages of CDLD parameters
for different cochlear regions. Assuming that any residual hearing correlates with
the auditory nerve’s neural health, subjects were divided into two groups having
pre-operative 0.5-4 kHz pure tone averages<105 dB hearing loss (HL) (24 sub-
jects) or >105 dB HL (28 subjects). No significant between-subject group effects
were found (p=0.054; rmANOVA with cochlear region and stimulation intensity
as within factors, and group as between factor). A significant decrease of a,/a, with
increasing stimulation intensity (p<0.001) and distance from the apex (apex vs.
middle and base, p<0.05) was found. The latency p, was significantly longer in the
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apical cochlear region compared to middle and base (p<0.001). The width of the
first Gaussian o, was significantly smaller in the apex vs. middle and base (p<0.05)
and with increasing stimulation intensity (p<0.001).

4 Discussion

4.1 Comparing Deconvolution Results from Guinea Pigs
and Humans

We observed several similarities between the obtained CDLDs of guinea pigs and
humans. First, the CDLDs could be described in the large majority of cases by two
Gaussian distributions (Fig. 2). Second, the peak latency of the early component
decreased with increasing neural degeneration, assuming for the human data more
degeneration at the cochlear base than near the apex (Fig. 3, u,). Notable differences
were observed in particular with respect to the width of the early component, which
was very robust in guinea pigs, and quite variable with stimulation intensity and
cochlear region in humans.

4.2 Choice of UR Waveform

The main challenge of the eCAP deconvolution is the dependence of the CDLDs on
the choice of UR. For instance, with a larger U, a,/a, increases since the P, compo-
nent of eCAP can be reduced by increasing the N,. We have chosen our parameters
based on experimental estimates of the UR in guinea pigs (Prijs 1986; Versnel et al.
1992a). Therefore, we can be fairly confident about our choice for the eCAP decon-
volutions in the guinea pig. The UR in humans is thought to be similar (Briaire and
Frijns 2005; Whiten 2007). However, the cochlear morphology is quite different
in humans. The UR may change with stimulation site in the human cochlea and
explain in part the cochlear region dependent variation of the CDLD seen in the hu-
man dataset. Also our assumption of the same UR across the nerve population might
be too coarse (Westen et al. 2011), in particular considering location-dependent ef-
fects of degeneration, such as demyelination and cell shrinkage. To further address
this point, a sensitivity analysis of the convolution model is needed.

4.3 Parametrisation of the CDLD

Single-fibre responses to electric pulses (estimated by post-stimulus time histo-
grams) showing a fast rise and a slow decline (van den Honert and Stypulkows-
ki 1984; Sly et al. 2007) may be modelled best with a gamma function (Versnel
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et al. 1992b). However, the distribution of response latencies between fibres may
be Gaussian. Therefore, we tested fits of CDLDs with gamma functions and with
Gaussian functions, and both in guinea pigs and humans we observed superior fits
with Gaussian functions. Due to the large population size and assuming that the
discharge jitter is smaller within than between fibres, the resulting convolution of
the gamma function with the Gaussian distribution could explain the Gaussian-like
CDLD.

4.4 Interpretation of CDLD Parameters

In most cases a,/a, is significant, in both guinea pigs and humans. This suggests
either two subpopulations of fibres and/or neural elements (peripheral vs. central
site of excitation) with different latencies and proportions, or repeated firings of
the same neurons. The latter option is supported by the following arguments (see
also in Ramekers et al. 2015). First, the interval between the two components, p,~
u,, is about 0.5 ms, which is around the absolute refractory period estimated from
masker-probe responses. Second, the N,—N, interval of the eCAP waveform has
been found to correlate with recovery measures (Ramekers et al. 2015).

Alternatively, a reduced relative contribution of the second component with in-
creasing stimulation intensity and more basal position within the cochlea as ob-
served in humans could be explained by the former option. The late component
can be ascribed to excitation peripheral to the cell body (Stypulkowski and van den
Honert 1984) which is thought to occur to a larger extent near threshold (Briaire
and Frijns 2005).

5 Conclusion

Obviously, there are multiple differences in experimental settings and biology be-
tween the guinea pig and human, which may contribute to different CDLD out-
comes. Among others, cause of deafness, cochlear anatomy, duration of deafness,
and rate of neural degeneration differ, and there is awake vs. anaesthetized state,
chronic vs. acute cochlear implantation, and long vs. short electrode array. Tak-
ing these differences into account, a few characteristics appeared to be quite ro-
bust across species and experimental setting. Importantly, the deconvolution of the
eCAP revealed two separate firing components, which could not easily be detected
from the eCAP waveforms themselves. The ratio of the components and the latency
of the early component came out as potential markers to assess the condition of the
auditory nerve.
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Open Access This chapter is distributed under the terms of the Creative Commons Attribution-
Noncommercial 2.5 License (http://creativecommons.org/licenses/by-nc/2.5/) which permits any
noncommercial use, distribution, and reproduction in any medium, provided the original author(s)
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Modeling the Individual Variability of Loudness
Perception with a Multi-Category Psychometric
Function

Andrea C. Trevino, Walt Jesteadt and Stephen T. Neely

Abstract Loudness is a suprathreshold percept that provides insight into the status
of the entire auditory pathway. Individuals with matched thresholds can show indi-
vidual variability in their loudness perception that is currently not well understood.
As a means to analyze and model listener variability, we introduce the multi-cate-
gory psychometric function (MCPF), a novel representation for categorical data that
fully describes the probabilistic relationship between stimulus level and categorical-
loudness perception. We present results based on categorical loudness scaling (CLS)
data for adults with normal-hearing (NH) and hearing loss (HL). We show how the
MCPF can be used to improve CLS estimates, by combining listener models with
maximum-likelihood (ML) estimation. We also describe how the MCPF could be
used in an entropy-based stimulus-selection technique. These techniques utilize the
probabilistic nature of categorical perception, a novel usage of this dimension of
loudness information, to improve the quality of loudness measurements.

Keywords Loudness - Categorical - Psychoacoustics + Normal hearing - Hearing
loss - Suprathreshold - Perception - Maximum likelihood - Modeling - Probability

1 Introduction

Loudness is a manifestation of nonlinear suprathreshold perception that is altered
when cochlear damage exists (Allen 2008). There are a number of techniques for
measuring loudness perception (Florentine 2011); in this work we will focus on
categorical loudness scaling (CLS). CLS is a task that has a well-studied relation-
ship with hearing loss, uses category labels that are ecologically valid (e.g., “Loud”,
“Soft”), can be administered in a clinic relatively quickly (<5 min/frequency), and
requires little training on the part of the tester/listener. For these reasons, this task
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has been used in a number of loudness studies (Allen et al. 1990; Al-Salim et al.
2010; Brand and Hohmann 2002; Elberling, 1999; Heeren et al. 2013).

A listener’s CLS function, generally computed from the median stimulus level
for each response category, is the measure typically used in analysis. This standard
approach treats the variability in the response data as something to be removed. We
propose to instead model the probabilistic nature of listener responses; these proba-
bilistic representations can be used to improve loudness measurements and further
our understanding of the mechanisms underlying this perception. At each stimulus
level, there is a probability distribution across categorical loudness responses; when
plotted as a function of stimulus level, these distributions form a multi-category
psychometric function (MCPF), modeling the statistics of the listeners’ categorical
perception. This model can be applied to listener simulations or when incorporat-
ing probabilistic analysis techniques such as estimation, information, or detection
theory into analysis and measurements.

We describe one such application (i.e., ML estimation) to improve the accuracy
of the CLS function. The ISO recommendations (Kinkel 2007) for adaptive CLS
testing are designed to constrain the test time to a duration that is clinically accept-
able. Due to the relatively low number of experimental trials, the natural variability
of responses can create an inaccurate CLS function. Our proposed ML estimation
approach is inspired by the work of Green (1993), who developed a technique for
using estimation theory to determine the psychometric function of a “yes-no” task.
We modify and extend this concept to estimate the MCPF that best describes an
individual listener’s categorical loudness perception.

In this paper, we (1) introduce the concept of the MCPF representation, (2) de-
scribe a parameterization method for the representation, (3) use principal compo-
nent analysis (PCA) to create a representative catalog, (4) show MCPFs for NH
and HL listeners, and (5) demonstrate how the catalog can be paired with a ML
procedure to estimate an individual’s MCPF.

2 Methods

2.1 Multi-Category Psychometric Function

A psychometric function describes the probability of a particular response as a func-
tion of an experimental variable. We introduce the concept of a multi-category psy-
chometric function, which represents the probability distribution across multiple
response categories as a function of an experimental variable.

In a MCPF, a family of curves demarcates the probabilities of multiple categories
as a function of stimulus level. As an example, we demonstrate the construction
of a hypothetical CLS MCPF for a NH listener, for an 11-category CLS scale, in
Fig. 1. Figure la shows the listener’s probability distribution across categories at
60 dB SPL. One can see that the loudness judgments are not constrained to one cat-
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Fig. 1 Example MCPF, constructed from categorical probabilities. a Probability distribution
across loudness categories at 60 dB SPL. b Cumulative probability function for loudness catego-
ries at 60 dB SPL; same data as a. ¢ MCPF from 0 to 105 dB SPL. The vertical distance between
curves represents the probability of each category. The 3 highest category probabilities at the
60 dB SPL stimulus level are marked by arrows. Maximum categories are not labeled

egory, but, instead, form a unimodal distribution. Figure 1b shows the cumulative
probability density function for the data in (a). The MCPF (Fig. lc) is constructed
by plotting the cumulative distribution (marked by circles in (b)) as a function of
stimulus level. In Fig. 1c, the probabilities of the top categorical response at 60 dB
SPL are marked with arrows; the vertical distance between the curves matches the
probabilities shown in Fig. 1a, 1b.

2.2 Parameterization

The MCPF curves are logistic functions that can be parameterized. A four-parameter
logistic function f(x| 6), was selected to represent each of the curves of the MCPF.
For our 11-category CLS scale, each MCPF, F(x,i| 6) consists of 10 category-
boundary curves. Thus, the modeling implementation has 10 sets of parameters 6,
that define the 10 curves of each MCPF.

A-D

1+(x|C)® W

f(x]@=D+

x = stimulus level, 0= {4,B,C,D}
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A = minimum asymptote, B = slope, C = inflection point, D = maximum asymptote

. Af_Di .
F(x,z\@zfi(x\@):Di+m i=1,...,10 2)

2.3 A Representative Catalog

We have developed a “catalog” of MCPFs to be representative of both NH and HL
listener CLS outcomes based on listener data. Each function in the catalog has the
same form (Eq. 2) and is defined by a set of parameters, (8,,i=1,...,10). APCA
analysis decomposes the primary sources of variability in the parameters. Let the
matrix of all listener parameters be X = {61,...6”” }, where M is the number of
listeners, then the set of listener weightings, W = {wl,...,WM }, from the projec-
tions on the PCA eigenvectors v is Xv =WW. Permutations of the sampled weight-
ings were used to reconstruct the MCPFs that comprise the catalog. The superset of
derived MCPF parameter sets that defines the catalog is denoted as ©.

2.4 Maximum-Likelihood Estimation

The catalog can be used to compute a ML estimate of a listener’s MCPF. This may
be particularly useful when the number of experimental observations is relatively
low, but an accurate estimate of a listener’s loudness perception is needed, as is the
case in most adaptive-level CLS methods that would be used in the clinic.

We denote a listener’s raw CLS data as (x;,...x, ), where N is the total number of
experimental observations. The likelihood, L£(), of these observations is com-
puted for each catalog MCPF, F (x| 6), maximizing over all potential parameter
sets (i.e., all @€ ®). The maximization is computed over the functionally-equiva-
lent log-likelihood.

argmax , , In £(6 x,,...,x, ) = argmax ,_, zzlln F(x, 16 3)

Once the ML parameter set has been determined, it can be used to construct the
listener’s MCPF, F(x| #), via Egs. 1 and 2.
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Table 1 NH and HL listener characteristics. N is the number of participants. Age, audiometric
threshold, and loudness discomfort level (LDL) are reported. Standard deviations are shown in

parentheses. NA: tallies listeners that did not report a LDL from 0 to 105 dB SPL

N Age (yr) | Threshold, Threshold, LDL, 1 kHz LDL, 4 kHz (dB
1 kHz 4 kHz (dB SPL) SPL)
NH |15 38 (£10) |2dB HL (£5) |5dB HL (+5) | 102 (+4) [6 102 (£4) [9 NA]
NA]J
HL |22 53 (x16) |31 dBHL 51 dB HL 102 (£6)[3 100 (£4) [11 NA]
(+18) (+12) NA]

2.5 Experiment

2.5.1 Participants

Sixteen NH listeners and 25 listeners with HL participated. One ear was tested per
participant. NH participants had audiometric octave thresholds <10 dB Hearing
Level; participants with sensorineural HL had octave thresholds of 15-70 dB Hear-
ing Level (Table 1).

2.5.2 Stimuli

Pure-tone stimuli (1000-ms duration, 25-ms onset/off cosine-squared ramps) were
sampled at 44100 Hz. CLS was measured at 1 and 4 kHz. Stimuli were generated
and presented using MATLAB.

2.5.3 Fixed-Level Procedure

The CLS experimental methods generally followed the ISO standard (Kinkel 2007).
Stimuli were presented monaurally over Sennheiser Professional HD 25-II head-
phones in a sound booth. Eleven loudness categories were displayed on a computer
monitor as horizontal bars increasing in length from bottom to top. Every other bar
between the “Not Heard” and “Too Loud” categories had a descriptive label (i.e.,
“Soft”, “Medium”, etc.). Participants clicked on the bar that corresponded to their
loudness perception.

The CLS test was divided into two phases: (1) estimation of the dynamic range,
and (2) the main experiment. In the main experiment, for each frequency, a fixed set
of stimuli was composed of 20 repetitions at each level, with the presentation levels
spanning the listener’s dynamic range in 5 dB steps. Stimulus order was pseudoran-
domized such that there were no consecutive identical stimuli and level differences
between consecutive stimuli did not exceed 45 dB.
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2.5.4 1ISO Procedure for Testing ML Estimation

Five additional NH listeners, whose data were not used in the construction of the
catalog, were recruited to complete an additional CLS task that used an adaptive
stimulus-level selection technique, which conformed to the ISO standard. The adap-
tive technique calculated 10 levels that evenly spanned the dynamic range and pre-
sented these 3 times. For reference, for a listener with a 0—105 dB SPL dynamic
range, the fixed-level procedure required 440 experimental trials while the ISO
adaptive-level procedure required 30 trials.

3 Results

3.1 Individual Listener MCPF's

In each MCPF, the vertical distance between the upper and lower boundary curves
for a category is the probability of that category. The steeper the slope of a curve, the
more defined the distinction between categories, whereas shallower curves coincide
with probability being more distributed across categories, over a range of levels. A
wider probability distribution across categories indicates that the listener had more
uncertainty (i.e. entropy) in their responses.

The NH and HL examples in Fig. 2 show some general patterns across both the
1 and 4 kHz stimuli. The CLS functions show the characteristic loudness growth
that has been documented for NH and HL listeners in the literature. The most un-
certainty (shallow slopes) is observed across the 5-25 CU categories. The most
across-listener variability in category width is observed for 5 CU, which spans in
width from a maximum of 50 dB to a minimum of 3 dB. A higher threshold and/or
lower LDL results in a horizontally compressed MCPF; this compression narrows
all intermediate categories.

The top two rows of Fig. 2 show data for two representative NH listeners, NH04
at 1 kHz (1st row) and NHO1 at 4 kHz (2nd row). Listener NH04 had a low amount
of uncertainty in their categorical response choices, with the most sharply-defined
category boundaries at the lowest levels. Compared to NHO04, listener NHO1 has
a wider range of levels that correspond to 5 CU (“Very Soft”) and a lower LDL,
leaving a smaller dynamic range for the remaining categories. This results in a hor-
izontally-compressed MCPF, mirroring the listener’s sharper growth of loudness
in the CLS function. The bottom two rows of Fig. 2 show representative data for
listeners with varying degrees of HL. Listener HL17 (3rd row) is an example of
a listener with an elevated LDL. Listener HL11 (4th row) has LDL that is within
the ranges of a NH listener; the higher threshold level causes the spacing between
category boundary curves to be compressed horizontally. Despite this compression,
this listener with HL has well-defined perceptual boundaries between categories
(i.e., sharply-sloped boundary curves).
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Fig.2 The CLS function and corresponding MCPF for 4 listeners: (1st row) NH04, 1 kHz stimuli,

(2nd row) NHO1

4 kHz stimuli, (3rd row) HL17, 1 kHz stimuli, (4th row) HL11, 4 kHz stimuli.

s

The CLS function plots the median level for each CU. The MCPFs show the raw data as solid lines

and the parameterized logistic fits as dashed lines. Each listener’s audiometric threshold is marked

with a vertical black line
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3.2 Construction of the MCPF Catalog

A PCA of the combined NH and HL data revealed that the first two eigenvectors
were sufficient for capturing at least 90 % of the variability in the listener param-
eters (6). Vector weightings for creating the MCPF catalog were evenly sampled
from the range (2 standard deviations) of the individual listener weightings. Per-
mutations of 66 sampled weightings were combined to create the 1460 MCPFs that
constitute the catalog.

3.3 Application to ML estimation

The MCPF catalog contains models of loudness perception for a wide array of lis-
tener types. Here, we demonstrate how a ML technique can be used with the catalog
to estimate a novel listener’s MCPF from a low number (<30) of CLS experimental
trials. As this adaptive technique has a maximum of three presentations at each
stimulus level, a histogram-estimation of the MCPF from this sparse data can be
inaccurate. The 50 % intercepts of the ML MCPF category boundary curves may
be used to estimate the CLS function (examples in Fig. 3). The average root mean
squared error (RMSE) (fixed-level data used as baseline) for the median of the
adaptive stimulus-level technique was 6.7 dB, and the average RMSE for the ML
estimate, based on the same adaptive technique data, was 4.2 dB. The ML MCPF
estimate improves the accuracy of the resulting CLS function and provides a proba-
bilistic model of the listener’s loudness perception.

CLS Function, NH19, 1 kHz CLS Function, NH20, 4 kHz

w
o

IS
a

Fixed-level ' 45 Fixed-level ' )
--6-- Median 4 40 || "8~ Median ; A |
-5~ ML Estimate A - ML Estimate ;

N
o

U
W
S o

251

Loudness (CU)

Level (dB SPL) Level (dB SPL)

Fig. 3 Comparison of NH CLS results. The CLS function based on the fixed-level experiment
is shown as a black line, representing the ‘best’ estimate of the listener’s loudness perception.
The ISO-adaptive median is shown with red circles. The ML-based estimate is shown with green
squares
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4 Discussion

The CLS MCPF describes how categorical perception changes with stimulus level.
The results demonstrate that loudness perception of NH and HL listeners is a ran-
dom variable at each stimulus level, i.e., each level has a statistical distribution
across loudness categories. The development of a probabilistic model for listen-
er loudness perception has a variety of advantages. The most common usage for
probabilistic listener models is to simulate listener behavior for the development of
experiments or listening devices. Probabilistic models also allow one to apply con-
cepts from detection, information, and estimation theory to the analysis of results
and the methodology of the experiment.

In this paper, we show how a catalog of MCPFs can be used to find the ML
estimate of a listener’s MCPF, when a relatively small number of experimental tri-
als are available. The ISO adaptive recommendation for CLS testing results in a
relatively low number of experimental trials (=15-30), in order to reduce the test-
ing time and make the test more clinically realizible. Although this is an efficient
approach, due to the low number of samples, the resulting CLS function can be
inaccurate. The ML estimate of a listener’s loudness perception based on this lower
number of experimental trials is able to more accurately predict a listener’s underly-
ing CLS function, without removing outliers or using assumptions about the shape
of the function to smooth the result. The MCPF catalog may be further exploited to
develop optimal measurement methods; one such method would select experimen-
tal stimulus levels adaptively, such that each presentation maximizes the expected
information. The ML MCPF estimate provides greater insight into the nature of the
listener’s categorical perception (Torgerson 1958), while still allowing for clinical-
ly-acceptable test times.
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Auditory fMRI of Sound Intensity and
Loudness for Unilateral Stimulation

Oliver Behler and Stefan Uppenkamp

Abstract We report a systematic exploration of the interrelation of sound inten-
sity, ear of entry, individual loudness judgments, and brain activity across hemi-
spheres, using auditory functional magnetic resonance imaging (fMRI). The stimuli
employed were 4 kHz-bandpass filtered noise stimuli, presented monaurally to each
ear at levels from 37 to 97 dB SPL. One diotic condition and a silence condition
were included as control conditions. Normal hearing listeners completed a categori-
cal loudness scaling procedure with similar stimuli before auditory fMRI was per-
formed. The relationship between brain activity, as inferred from blood oxygenation
level dependent (BOLD) contrasts, and both sound intensity and loudness estimates
were analyzed by means of linear mixed effects models for various anatomically
defined regions of interest in the ascending auditory pathway and in the cortex. The
results indicate distinct functional differences between midbrain and cortical areas
as well as between specific regions within auditory cortex, suggesting a systematic
hierarchy in terms of lateralization and the representation of sensory stimulation
and perception.

Keywords Neural activation + Sound pressure level - Categorical loudness scaling
- Auditory cortex - Auditory pathway - Monaural stimuli

1 Introduction

Loudness is mainly the perceptual correlate of sound intensity, which is usually
expressed in dB SPL as sound pressure level on a logarithmic scale. However,
loudness judgments are also affected by several other variables, including physi-
cal sound parameters like e.g. duration, spectral content and temporal modulation
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as well many more acoustic and non-acoustic factors, including the particular task
or context and personal factors like the individual hearing status (Florentine et al.
2011). While the relationship between sound intensity and neural activity in the hu-
man central auditory pathway has been extensively studied by means of neuroimag-
ing techniques, only a small number of studies have investigated the interrelation
of sound intensity, loudness and the corresponding brain activity (for a review, see
Uppenkamp and Roéhl 2014). Some auditory functional magnetic resonance imag-
ing (fMRI) studies suggest that neural activation, at least in auditory cortex (AC),
might be more a representation of perceived loudness rather than of physical sound
pressure level (Hall et al. 2001; Langers et al. 2007; R6hl and Uppenkamp 2012).
The current literature still does not provide definite answers to the following ques-
tions: (1) At what stage or stages along the auditory pathway is sound intensity
transformed into its perceptual correlate (i.e. loudness)? (2) What are the functional
differences across regions within AC with respect to loudness-related activation?
Promoting a better understanding of the neural basis of loudness might, in the long
run, improve diagnostics and treatment of hearing disorders characterized by a dis-
torted loudness perception, e.g. loudness recruitment.

The present study is aimed at extending the current literature by providing a de-
tailed characterization of the neural representation of sound intensity and loudness,
as reflected by functional MRI. In a group of normal hearing listeners, we system-
atically explored the interrelation of ear of entry, sound pressure level, individual
loudness and brain activation, as inferred from blood oxygenation level dependent
(BOLD) contrasts, in the ascending auditory pathway and within AC.

2 Methods

2.1 Participants and Procedure

Thirteen normal hearing volunteers (aged 34+8 years, 4 females) participated in
this study. Each participant attended two experimental sessions. In the first session,
standard audiometry and an adaptive categorical loudness scaling procedure (Brand
and Hohmann 2002) were performed in a sound booth. In the second session, audi-
tory fMRI was performed while subjects were doing a simple listening task in the
MRI scanner.

2.2 Stimuli

All stimuli consisted of 1/3 octave band-pass low-noise noise (Pumplin 1985) bursts
at 4 kHz center frequency and were delivered via MRI compatible insert earphones
(Sensimetrics S14, Sensimetrics Corporation, Malden, MA). In the loudness scal-
ing procedure, single noise bursts with a maximum intensity of 105 dB SPL were
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used under left monaural, right monaural and diotic stimulus conditions. In the MRI
experiment, trains of noise bursts with a total duration of 4.75 s were presented left
and right monaurally at 37, 52, 67, 82 and 97 dB SPL and diotically at 82 dB SPL.

2.3 MRI Data Acquisition

Functional and structural images were acquired with a 3-Tesla MRI system (Sie-
mens MAGNETOM Verio). Functional images were obtained using T2*-weighted
gradient echo planar imaging (EPI), with a sparse temporal sampling paradigm to
reduce the influence of the acoustic noise created by the scanner (Hall et al. 1999).
Stimuli were presented in pseudorandomized order during 5 s gaps of scanner si-
lence in between two successive volume acquisitions. Stimuli of each of the eleven
conditions plus a silence condition, which served as baseline, were presented 36
times over the course of the experiment. For the purpose of maintaining the partici-
pants’ attention towards the acoustic stimuli, they were asked to count the number
of occasionally presented deviants, characterized by a transient dip in sound level
in one of the noise bursts.

2.4 Psychoacoustic Evaluation

Individual loudness judgments obtained in the scaling procedure were used to fit
loudness functions for each participant by means of a recently suggested fitting
method (Oetting et al. 2014). Loudness estimates for the stimulus conditions used
in the MRI experiment were extracted from the individual loudness functions and
were used for further analyses.

2.5 MRI Data Analysis

Standard preprocessing of the imaging data (including spatial smoothing with a
5 mm FWHM Gaussian kernel) and general linear model (GLM) estimation was
done using SPM8 (Functional Imaging Laboratory, The Wellcome Department of
Imaging Neuroscience, London, UK, http://www.fil.ion.ucl.ac.uk/spm/). A general
linear model was set up to model the BOLD signal in every voxel as a function of
ear of entry and sound level for each participant. The model included one separate
regressor for each of the 11 stimulus conditions, while the silence condition was
implicitly modeled as baseline. Region of interest (ROI) analyses were carried out
to characterize the relationship between neural activation and sound intensity or
loudness for left or right stimuli across subjects. For each participant, twelve audi-
tory ROIs were defined based on anatomical landmarks in the individual struc-
tural images: Left and right inferior colliculus (IC), medial geniculate body (MGB),
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Planum temporale (PT), posterior medial (HGpm), central (HGc) and anterolateral
(HGal) parts of the first Heschl’s gyrus. The average signal change from baseline
of all voxels within spheres of 5 mm radius centered at individual ROI coordinates
was calculated based on the regression coefficients for every stimulus condition
and entered into linear mixed effects models (LMMs) with random intercepts and
slopes. For each of the twelve ROIs, eight separate LMMs (2 % 2 x 2) were estimated
modeling the ROI percent signal change as a linear or a quadratic function of sound
intensity (expressed in dB SPL) or individual loudness (in categorical units from 0
to 50), for left or right stimuli. Model parameters were estimated by means of maxi-
mum-likelihood. Likelihood-ratio tests were conducted to assess significance of the
models: First, linear models were tested against “null models™ containing only the
constant terms. Then, quadratic models were tested against the corresponding linear
models. In both steps, models were considered significant at a level of p<0.05,
Bonferroni-corrected. To provide measures of the models’ goodness-of-fits in terms
of explanatory power, marginal R* statistics (R? ), representing that part of vari-
ance in the model explained by the fixed effects, were calculated as suggested by
(Johnson 2014).

3 Results

3.1 Categorical Loudness Scaling

Figure 1 shows the results of the categorical loudness scaling procedure for the
group of 13 participants. Group averaged fitted loudness curves (Oetting et al. 2014)
for left monaural, right monaural and binaural stimuli are shown, along with the in-
terindividual standard deviations of loudness estimates for the stimulus intensities
presented in the MRI experiment. All three curves are characterized by a nearly lin-
ear growth of categorical loudness with sound intensity between 20 and 80 dB SPL

Fig. 1 Categorical loud- 50 |-esszssssscadhosasssnns:
ness as a function of sound binaural
intensity and ear of entry.

The three curves represent
group averages of individual
loudness fits. Error bars
represent interindividual stan-
dard deviations of loudness
estimates for the stimulus
intensities presented in the
MRI experiment
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and an increase in the steepness of the slope around 90 dB SPL. There was virtually
no difference in perceived loudness between left and right ear of entry. For diotic
stimulation, the expected effect of binaural loudness summation is clearly visible.

3.2 Region-of-Interest Analysis

The results of the ROI analysis are illustrated in Fig. 2. R?  statistics, representing
that part of variance explained by the fixed effects, display a largely symmetrical pat-
tern across hemispheres. The highest values were found in the posterior medial parts
of Heschl’s gyri, whereas the subcortical ROIs and anterolateral HG were character-
ized by comparatively low R? . Throughout all investigated regions, explanatory
powers of sound levels or loudness estimates were higher for contralateral as com-
pared to ipsilateral stimuli, albeit with varying degrees of lateralization across ROIs.
In all regions, linear loudness models yielded at least slightly better goodness-of-fits
as compared to linear sound intensity models, although still being outmatched by
quadratic fits with sound intensity in the majority of cortical ROIs. The example
plots of the different model fits in the left and right posterior medial HG (Fig. 2b)
reveal that the significant quadratic component is attributable to a steeper increase of
BOLD responses at the highest sound levels (in this regard, the examples are repre-
sentative for all ROIs). Across ROIs, only 4 (out of the total 24) quadratic loudness
models reached significance, indicating that the relationship between the responses
and categorical loudness is sufficiently described by a linear model.

4 Discussion

We used auditory fMRI to measure responses to unilateral narrowband noise stimuli
in the human auditory system of normal hearing subjects. Based on these measures,
we investigated the interrelation of ear of entry, sound pressure level, individual
loudness and the corresponding brain activity by means of linear mixed effects
models for a large number of distinct regions of interest in the ascending auditory
pathway and in the cortex. This approach allowed us to characterize the neural rep-
resentation of sound intensity and loudness in a detailed way.

4.1 Response Characteristics in Relation to Sound Intensity

Throughout all investigated stages of the auditory system, except for ipsilateral
stimuli in IC bilaterally and in left MGB, neural activation as reflected by the fMRI
BOLD response was significantly and positively related to physical sound intensity.
Specifically, at cortical level, changes in sound pressure level were reflected by
nonlinear (quadratic) increases of activation magnitude, with steeper slopes at the
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ing that part of variance explained by fixed effects, of linear and quadratic model fits with sound
intensity as well as linear fits with loudness for /lefi (L) and right (R) monaural stimuli correspond-
ing to each auditory ROI. Non-significant models are marked with a white “X”. b Percent signal
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highest sound levels. While this is in agreement with some previous findings (Hart
et al. 2002, 2003), other studies reported a more or less linear increase of BOLD
signal strength with sound intensity (Hall et al. 2001; Langers et al. 2007; R6hl and
Uppenkamp 2012) and still others found indications of response saturation at the
highest levels (Mohr et al. 1999). To what extent these differences can be explained
in terms of the use of different types of stimuli, dynamic ranges, fMRI paradigms
or other factors (e.g., perceived loudness) is an interesting topic by itself, but this is
not the scope of the present study. As opposed to AC, activation in the investigated
subcortical structures increased predominantly linearly with increasing sound pres-
sure level, which is in line with previous findings (R6hl and Uppenkamp 2012).

Our findings further suggest considerable differences along the auditory pathway
and across auditory regi