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Foreword

The STEVIN programme was not only an important scientific endeavour in the
Low Countries, but also a quite rare case of a tight inter-institutional cross-border
collaboration within the Dutch-speaking linguistic area. Four funding agencies,
three ministerial departments and one intergovernmental organisation in Flanders
and the Netherlands were involved in this programme. STEVIN is an excellent
illustration of how a medium European language can set an example in the domain
of language (technology) policy.

It remains extremely important that citizens can use their native language in all
circumstances, including when they deal with modern ICT and leisure devices. For
example, a very recent trend is that devices such as smart-phones and television sets
become voice-controlled. But usually English speaking people are the first to benefit
from such an evolution; other linguistic communities have to wait — some for ever?
Not only does this pose a danger of reducing the overall functionality of a language
(and an impoverishment of an entire culture), but also it threatens those groups in
society that do not master the universal language. For example, elderly or disabled
people, who deserve most to enjoy the blessings of modern technology, are in many
cases the last ones to benefit from it. Therefore, R&D programmes that support
the local language are needed. Also in the future, the Dutch Language Union will
continue to emphasise this issue.

Many individuals have contributed to make STEVIN a success story, of all which
I sincerely want to thank for their commitment. A particular mention goes to the
funding government organisations from the Netherlands and Flanders.

I am confident that the STEVIN results will boost research in academia and
technology development in industry so that the Dutch language can continue to
“serve” its speakers well under all circumstances. Hence, it is with great pleasure
that I invite you to discover the scientific results of the STEVIN programme.

The Hague, The Netherlands Linde van den Bosch
General Secretary of the
Dutch Language Union (2004-2012)






Preface

Summarising a research programme that lasted for more than 6 years is a demanding
task due to the wealth of deliverables, publications and final results of each of
the projects concerned. In addition to the content-related topics, which interest
scientists, research programmes also lead to new insights for policy makers and
programme managers. The former want to discover advances in the state of the art,
while the latter are eager to learn good practices in programme governance and
management.

The STEVIN programme is no exception. In this work, the collaborators of each
STEVIN R&D project have selected and summarised their scientific achievements.
Even though the scientific accomplishments are the main focus of this volume, we
have also added descriptions of some other particular aspects of the programme as
a whole, such as its rationale, IPR management and the main conclusions of its final
evaluation.

This volume is the result of a great deal of dedicated and hard work by many
individuals, who, unfortunately, we cannot all mention by name as the list would be
too long. We would first like to thank our colleagues of the Nederlandse Taalunie
(NTU - Dutch Language Union), the members of the HLT steering board and the
STEVIN programme office, the participants of the various STEVIN committees and
related working groups, the project collaborators for their dedicated work and, of
course, the funding organisations.

Additionally, we gratefully acknowledge everyone who has been involved in
creating this volume. There are the authors of the various chapters. Also, the
following members of the STEVIN international assessment panel (IAP) were so
kind to, in addition to project proposals earlier on, review contributions to this
volume as their last official duty for STEVIN:

e Gilles Adda — LIMSI (Paris)

¢ Nicoletta Calzolari — ILC (Pisa)

* Paul Heisterkamp — DaimlerChrysler (Ulm)

» Stelios Piperidis (& Sotiris Karabetsos) — ILSP (Athens)
* Gabor Prészéky — Morphologic (Budapest)
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For this latter task, much-appreciated help came from the following internation-
ally renowned researchers:

¢ Etienne Barnard (& Marelie Davel) — CSIR (Pretoria)
¢ Niuria Bel — IULA (Barcelona)

e Nick Campbell — TCD (Dublin)

e Thierry Declerck — DFKI (Saarbriicken)

e Koenraad De Smedt — UIB (Bergen)

e (Cédric Fairon — CENTAL (Louvain-la-Neuve)

¢ Steven Krauwer — UiL-OTS (Utrecht)

* Bente Maegaard — CST (Copenhague)

e Wim Peters (& Diana Maynard) — DCS-NLPG (Sheffield)
¢ Louis Pols — UvA (Amsterdam)

¢ Laurette Pretorius — UNISA (Pretoria)

* Steve Renals — ILCC (Edinburg)

¢ Justus Roux — CTEXT (Potchefstroom)

e Khalil Sima’an — UvA-ILLC (Amsterdam)

e Dan Tufis — RACAI (Bucarest)

¢ Josef van Genabith — DCU (Dublin)

e Gerhard van Huyssteen — NWU (Potchefstroom)

¢ Werner Verhelst — ETRO-DSSP (Brussels)

Finally, we are also indebted to Springer-Verlag’s editorial staff for their help,
namely Dr. Olga Chiarcos and, in particular, Mrs. Federica Corradi Dell’ Acqua.

It is our sincere hope and conviction that this volume will be of great interest
to an international audience of researchers in human language technologies (HLT),
in particular those who work on Dutch, to government officials active in HLT or
language policy and to funders of science, technology and innovation programmes
in general.

The STEVIN! programme was funded by the Flemish and Dutch governments
(www.stevin-tst.org). Its results are presented at (www.stevin-tst.org/etalage) and
are available via the HLT Agency (www.tst-centrale.org).

The Hague, The Netherlands Peter Spyns
STEVIN programme coordinator
Utrecht, The Netherlands Jan Odijk

Chair of the STEVIN programme committee

'STEVIN stands for ‘Essential Speech and Language Technology Resources’. In addition, Simon
Stevin was a seventeenth century applied scientist who, amongst other things, introduced Dutch
terms for mathematics and physics concepts. He worked both in Flanders and the Netherlands.
Hence, his name is a perfect acronym for this joint programme. And he became famous for building
a land yacht for Prince Maurice of Orange.


www.stevin-tst.org
www.stevin-tst.org/etalage
www.tst-centrale.org
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Chapter 1
Introduction

Peter Spyns

1.1 Context

The STEVIN (“STEVIN” is a Dutch acronym for “Essential Speech and Language
Technology Resources for Dutch”) programme aimed to contribute to the further
progress of Human Language Technology for Dutch (HLTD) in the Low Countries
(i.e., Flanders and the Netherlands) and to stimulate innovation in this sector. The
major scientific goals were to set up an effective digital language infrastructure
for Dutch, and to carry out strategic research in the field of language and speech
technology for Dutch.! Consortia could submit project proposals in response to calls
for proposals. Several calls were issued, and they included three open calls and two
calls for tender as well. The thematic priorities for each call were determined in
line with the overall STEVIN priorities and the state of their realisation before each
call. The STEVIN thematic priorities, based on what is called the Basic Language
Resource Kit (BLARK) for Dutch [20], are summarised in Tables 1.1 and 1.2.
A BLARK is defined as the set of basic HLT resources that should be available
for both academia and industry [13].

STEVIN advocated an integrated approach: develop text and speech resources
and tools, stimulate innovative strategic and application-oriented research, promote
embedding of HLT in existing applications and services, stimulate HLT demand via

'We refer the reader to Chap. 2 for more details.

P. Spyns (<)
Nederlandse Taalunie, Lange Voorhout 19, 2514 EB Den Haag, Nederland
e-mail: pspyns@taalunie.org

Vlaamse overheid — Departement Economie, Wetenschap en Innovatie, Koning Albert II-laan
35, bus 10, B-1030 Brussel, Belgié
e-mail: Peter.Spyns @ewi.vlaanderen.be

P. Spyns and J. Odijk (eds.), Essential Speech and Language Technology for Dutch, 1
Theory and Applications of Natural Language Processing,
DOI 10.1007/978-3-642-30910-6_1, © The Author(s) 2013



P. Spyns

Table 1.1 Summary of STEVIN scientific priorities — resources and research

Speech

Resources (I)

Strategic research (II)

Text

1.

1

—

—

—_

4.
4.
4.
4.

Speech and multimodal corpora for:

. (a) Computer-Assisted Language

Learning applications

. (b) Applications in which names and

addresses play an important role

. (c) Call centres question and answer

applications

. (d) Educational applications
. Multimodal corpora for applications

of broadcast news transcription or
person identification

. Text corpora for the development of

stochastic language models

Tools and data for the development of:

(a) Robust speech recognition
(b) Automatic annotation of corpora
(c) Speech synthesis

Resources (IV)

L.

2.
3.

Richly annotated monolingual Dutch
corpora

Electronic lexicons
Aligned parallel corpora

1. Robustness of speech recognition

2. Output treatment (inverse text
normalisation)

3. Confidence measures

4. Adaptation
5. Lattices

Strategic research (V)

1. Semantic analysis, including
semantic tagging and integrating
morphological, syntactic and
semantic modules

2. Text pre-processing

3. Morphological analysis
(compounding and derivation)

4. Syntactic analysis (robust parsing)

Table 1.2 Summary of STEVIN scientific priorities — application oriented

Embedding HLTD
Speech (I1I) 1. Information extraction from audio transcripts created by speech recognisers
2. Speaker accent and identity detection
3. Dialogue systems and Q&A solutions, especially in multimodal domains
Text (VI) . Monolingual or multilingual information extraction

. Semantic web

. Machine translation

1
2
3. Automatic summarisation and text generation applications
4
5

. Educational systems

demonstration projects and encourage cooperation and knowledge transfer between
academia and industry. As all these aspects were targeted in one and the same
programme, the structure and goals of STEVIN were based on the theoretical
notion of a stratified innovation system. The main idea behind a stratified innovation
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Table 1.3 Distribution of the STEVIN scientific projects (=the HLTD supply side) over the layers
of a stratified innovation system — demonstrators, representing the application layer (=the HLTD
demand side), are not included

BLARK for Dutch HLTD R&D Embedding HLTD
Speech Autonomata Autonomata TOO
SPRAAK MIDAS DISCO
STEVINcanPRAAT
JASMIN-CGN NBest
Text D-Coi
LASSY DuOMAn
COREA DAESO Daisy
Cornetto
DPC PACO-MT
IRME
SoNaR

system is that the strata or layers of an innovation system? do not exist in isolation,
but build on one another [1, p. 63]. Consequently, each layer requires a proper
set of government support measures that nevertheless have to be consistent and
reinforce one another. For example, the STEVIN third open call, which focussed on
application oriented projects, favoured proposals that used results (basic resources)
of earlier STEVIN projects.

Modern theory on innovation systems states that no central entity can “steer” a
sector or domain, but that knowledge (not limited to scientific expertise but also
legal knowledge, business expertise etc.) of the sector or domain is distributed over
the various actors in an innovation system. Hence, interactions and connections
between these (different types of) actors had to be considered as well. Therefore, in
addition to scientific projects, STEVIN also funded networking and dissemination
activities. Depending on the focus of the projects, they are situated in a different
layer of the innovation system. Table 1.3 shows all the STEVIN scientific projects
(cf. Sect. 1.2.1) situated in the appropriate layer of a stratified innovation system.
Four layers are distinguished:

e “BLARK”: create basic HLT for Dutch (HLTD) resources — e.g., compile a large
annotated corpus of written Dutch;

» “R&D”: perform HLTD research® — e.g., investigate methods and build compo-
nents that enhance the noise robustness of a speech recogniser;

* “embedding”: enhance the functionality of applications thanks to HLTD —e.g.,
integrate a speech component in a computer-assisted language learning (CALL)
system;

e “applications”: create end-user HLTD applications — e.g., a speech therapy
application for persons with a cochlear implant.

2Cf. the column labels of Table 1.3 and see [2] for the definition of an innovation system.

3In the case of STEVIN, it concerned strategic research, not fundamentel research.
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In total, 14 demonstrators (cf. Sect. 1.2.2) were built mainly by small and medium
sized enterprises (SMEs) (and hence represent the HLTD demand side), while 19
scientific projects (cf. Sect. 1.2.1) were carried out mainly by academic partners
(the HLTD supply side).

1.2 STEVIN Projects

The most salient results of the various STEVIN projects are summarised below.
Section 1.2.1 contains the main results of the scientific projects. In order to be
complete, we enlist in Sect. 1.2.2 the other STEVIN projects as well. As their main
goal was rather to create visibility for HLTD in the Low Countries than to achieve
scientific progress, these projects are not further described in this volume.

1.2.1 STEVIN Scientific Projects

The numbers of the enumeration also refer to Fig. 1.1 of Sect. 1.3.2.

1. Autonomata (Automata for deriving phoneme transcriptions of Dutch and
Flemish names — cf. Chap. 4) built two resources: (1) a grapheme-to-phoneme
(g2p) conversion tool set for creating good phonetic transcriptions for text-
to-speech (TTS) and automatic speech recognition (ASR) applications with
a focus on phonetic transcriptions of names [27], and (2) a corpus of 72,000
spoken name utterances supplied with an orthographic and auditorily verified
phonetic transcription [26]. These resources have been used in the Autonomata
TOOQO project (cf. project 12).

2. SPRAAK (Speech Processing, Recognition and Automatic Annotation Kit —
cf. Chap. 6) re-implemented and modernised a speech recognition tool kit and
provided demo recognisers for Dutch. The SPRAAK tool kit combines many
of the recent advances in automatic speech recognition with a very efficient
decoder in a proven hidden Markov model (HMM) architecture (cf. project B in
Fig. 1.1) [8]. SPRAAK is flexible modular tool kit meant for speech recognition
research and a state of the art recogniser with an extensive programming
interface.

3. STEVINcanPRAAT (cf. Chap.5) extended the functionality of the widely
used PRAAT open source package for doing phonetics by computer
(cf. project A) [3]. In particular a Klatt synthesiser, a vowel editor and some
under the hood improvements were added to the PRAAT system. The updated
software is freely available via the regular PRAAT distribution channel (www.
praat.org).

4. JASMIN-CGN (Extension of the CGN with speech of children, non-natives,
elderly and human-machine interaction) — cf. Chap.3 extended the Spoken
Dutch Corpus (CGN — cf. project A in Fig. 1.1) with 115h of read speech


(www.praat.org)
(www.praat.org)
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and human-machine dialogues of children, non-natives and elderly people in
the Netherlands (2/3) and Flanders (1/3). All recordings were delivered with
a verbatim orthographic transcription, a transcription of the human-machine
interaction (HMI) phenomena, part of speech (POS) tagging and an automatic
phonetic transcription [6].

. D-Coi (Dutch Language Corpus Initiative — cf. Chap. 13) was a preparatory

project that created a blueprint for the construction of a 500-million-word
corpus of contemporary written Dutch (SoNaR — cf. project 11) [16]. A set
of annotation protocols and other reports useful for corpus building have been
made available. A 54-million-word pilot corpus was compiled, parts of which
were enriched with linguistic annotations. The corpus exploitation tool of the
CGN (cf. project A) was adapted to cope with written text data.

. LASSY (LArge Scale SYntactic annotation of written Dutch — cf. Chap.9)

created a large one-million-word corpus of written Dutch texts (LASSY small)
that was syntactically annotated and manually corrected [23]. In addition, a
1.5-billion-word corpus (LASSY Large) was annotated automatically with part-
of-speech and syntactic dependency information. Various browse and search
tools for syntactically annotated corpora as well as the Alpino parser (cf. project
D in Fig. 1.1) [24] were extended. These were used by DPC (cf. project 9) and
SoNaR (cf. project 11).

. COREA (COreference Resolution for Extracting Answers — cf. Chap. 7) imple-

mented a robust tool to resolve coreferential relations in text and to support
annotation activities by humans [11]. It is relevant for a range of applica-
tions, such as information extraction, question answering and summarisa-
tion. A corpus (in Dutch) was annotated with coreferential relations of over
200,000 words. In addition, general guidelines for co-reference annotation are
available.

. Cornetto (Combinatorial and Relational Network as Tool Kit for Dutch Lan-

guage Technology — cf. Chap. 10) built a lexical semantic database for Dutch
by combining and aligning the Dutch WordNet and the Reference File Dutch
(Referentiebestand Nederlands). It includes the most generic and central part
of the Dutch vocabulary and a specialised database for the legal and finance
domains [31]. In total the Cornetto database contains more than 70,000
concepts, 92,000 words and 120,000 word meanings. Also a tool kit for
the acquisition of new concepts and relations was implemented. This tool
kit facilitates the tuning and extraction of domain specific sub-lexica from a
compiled corpus. It was used in e.g., the FP7 Kyoto project [30].

. DPC (Dutch Parallel Corpus — cf. Chap.11) is a ten-million-word parallel

corpus comprising texts in Dutch, English and French with Dutch as central
language [17]. It consists of two sentence-aligned bilingual corpora (Dutch-
English and Dutch-French) with a portion aligned at a sub-sentential level as
well. The corpus has four translation directions (at least two million words per
direction) and is a balanced corpus including five text types. A user friendly
interface (parallel web concordancer) to query the parallel corpus is available
on-line.
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IRME (Identification and Representation of Multi-word Expressions — cf.
Chap. 12) carried out research into sophisticated methods for automatically
identifying MWEs in large text corpora and into a maximally theory-neutral
lexical representation of MWEs. With an identification method derived from
the research, a list of MWESs and their properties were automatically identified
and formed the basis for the corpus-based DUELME Dutch lexical database of
MWE:s [10]. This DuELME database was later (not in the STEVIN context)
adapted to be compliant with the Lexical Mark-up Framework (LMF).

SoNaR (STEVIN reference corpus for Dutch — cf. Chap. 13) constructed a 500-
million-word reference corpus of contemporary written Dutch texts of various
styles, genres and sources. The entire corpus was automatically tagged with
parts of speech (POS) and lemmatised. In addition, for a one-million-word
subset of the corpus different types of semantic annotation were provided,
viz. named entity labels, co-reference relations, semantic roles and spatial and
temporal relations. Tools and materials from other STEVIN projects (D-Coi,
LASSY, COREA - cf. projects 5-7 respectively) were re-used. An important
aspect of the project consisted of clearing the IPR for the various types of corpus
material and documenting the acquisition process [19].

Autonomata TOO (Autonomata Transfer of Output — cf. Chap. 14) tackled the
problem of spoken name recognition in the context of an automated Point of
Interest (POI) providing business services [18]. New solutions were found by
exploiting and extending the phoneme-to-phoneme (p2p) learning tools that
were developed in the Autonomata project (cf. project 1). Autonomata Too
delivered a demonstrator of a POI providing service and p2p converters for
POI name transcription. Furthermore, it produced a corpus of read-aloud POI
names from Belgium and the Netherlands. This corpus consists of 5,677 sound
files and corresponding manually created phonetic transcriptions.

MIDAS (Mlssing DAta Solutions — cf. Chap. 16) tackled the noise robustness
problem in automatic speech recognition by missing data techniques, which
enables masking out “unreliable” parts of the speech signal (due to noise etc.)
during the recognition process [9]. The missing information is reconstructed
by exploiting the redundancy in the speech signal. The algorithms were
implemented and integrated in the SPRAAK speech recognition tool kit (cf.
project 2).

NBest (Dutch Benchmark Evaluation of Speech Recognition Technology — cf.
Chap. 15) developed an evaluation benchmark for large vocabulary continuous
speech recognition in Dutch as spoken in Flanders and the Netherlands. It
defined four primary tasks based on transcriptions of broadcast news and
conversational telephony style speech in Northern and Southern Dutch [12].
The project defined evaluation protocols and training material, and collected
evaluation data sets. Seven academic speech recognition systems — including
SPRAAK (cf. project 2) — participated in the benchmark evaluation [28].
DAESO (Detecting And Exploiting Semantic Overlap — cf. Chap. 8) imple-
mented tools for the automatic alignment and classification of semantic rela-
tions (between words, phrases and sentences) for Dutch, as well as for a Dutch
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text-to-text generation application that fuses related sentences into a single
grammatical sentence. The project also built a two-million-word monolingual
parallel corpus [14]. In addition, three specific corpus exploitation tools were
implemented as well as a multi-document summariser for Dutch.

PACO-MT (Parse and Corpus based Machine Translation — cf. Chap. 17)
built a hybrid machine translation system for Dutch-English and Dutch-French
(in both directions) integrating linguistic analysis and a transfer component
based on syntactic structures into a data-driven approach [29]. Some specific
components were implemented, such as a node aligner, a grammar rule inducer,
a decoder and a target language generator. In addition, more than 48 resp. 45
million source words of parallel texts for Dutch-English resp. Dutch-French
were collected.

DISCO (Development and Integration of Speech technology into COurseware
for language learning — cf. Chap. 18) developed an ASR-based Computer-
Assisted Language Learning (CALL) prototype for training oral proficiency for
Dutch as a second language (DL2). The application optimises learning through
interaction in realistic communication situations and provides intelligent feed-
back on various aspects of DL2 speaking, viz. pronunciation, morphology and
syntax [21]. It uses the SPRAAK tool kit — cf. project 2.

DuOMAn (Dutch Online Media Analysis — cf. Chap.20) developed a set
of Dutch language resources (including sentiment-oriented lexica) and tools
for identifying and aggregating sentiments in on-line data sources [22]. The
tools support automated sentiment analysis, parsing, entity detection and co-
reference resolution with an emphasis on robustness and adaptability. An
on-line demonstrator is available.

Daisy (Dutch IAnguage Investigation of Summarisation technologY — cf.
Chap. 19) developed and evaluated technology for automatic summarisation
of Dutch informative texts. Innovative algorithms for topic salience detection,
topic discrimination, rhetorical classification of content, sentence compression
and text generation were implemented [7]. A demonstrator was built and the
Alpino parser (cf. project D in Fig. 1.1) was extended with a text generation and
fluency restoring component. In addition, a tool that segments and classifies the
content of Web pages according to their rhetorical role was implemented.

1.2.2 Other STEVIN Projects

The “other” projects mainly include demonstration projects. They served to con-
vincingly illustrate the feasibility of applying HLT in end-user applications and
services in Dutch. The purpose was to stimulate the uptake of HLTD by industry.
Therefore, the main applicant had to be a private company. Two “educational
projects” had to increase the interest of students for HLT and HLT related studies.
Two master classes targeted decision makers in industry and government to increase
their awareness of the potentialities of adopting HLT in their organisation. Four
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of these “other” projects (labelled i—iv) are included in Fig. 1.1 as they build on
resources of earlier STEVIN scientific projects. We refer the interested reader to the
“STEVIN programme: project results” booklet* for more detailed descriptions of
these projects.

1.

The “licence plate line” (“Kentekenlijn”) allows Dutch police officers on the
road (in a car, on a bicycle, on foot) to check registration plates of vehicles in a
hands-free (and eyes-free) manner using the NATO alphabet. Various types of
information on the car are read aloud using speech synthesis. As a result, fewer
officers are needed in the police control room to manage this type of calls and
requests. Hence, they can spend more time on more urgent and higher priority
calls. And, more requests for licence plate numbers can be processed.

The Dutch information portal for legal professionals (“Rechtsorde”) provides
a more user-friendly access to information about laws and local government
regulations as available in official legal publications. The system corrects
spelling errors and suggests synonyms and closely related terms based on
compound decomposition and inflectional analysis.

“CommuneConnect!” (“GemeenteConnect”) is a phone dialogue system that
allows for free speech input that provides the caller with information on
legislation and procedures that apply in a commune (question-answering). It
uses a combination of state-of-the-art speech recognition, classification and
computational linguistics based dialogue management.

. A spell check chatbot (“Spelspiek”) provides the correct spelling of pseudo-

phonetically spelled words that present spelling difficulties. If several spelling
alternatives exist, extra explanation is added. It consists of an automatic
conversational agent that behaves as an expert in Dutch spelling. The core of
the system consists of a one-million-word vocabulary, a spelling error database
and smart spelling error recognition algorithms. The chatbot also knows how to
respond to “unexpected” input by exhibiting some sense of humour. Currently,
the service is available through a webpage and Twitter.

. “SonaLing” (“Klinkende Taal”) is a dynamic jargon detection system to avoid

administrative and complicated language in documents and written customer
communication by local governments. It focusses on readability and revision
advice. The project resulted in several commercial product offers, including a
freely accessible web tool, and a large user base.

WebAssess allows for the automatic pre-selection of call centre agent candidates
during the recruitment process. The total set-up includes an e-learning module
via the internet and a speech interactive voice response system that mimics
a customer calling a contact centre. The system checks the replies of the
candidate on the presence of need-to-have-answers and nice-to-have-answers,
and adapts the dialogue flow accordingly.

“http://www.stevin-tst.org/english/
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Primus adapted Microsoft’s Dutch spelling and grammar checking tools for
use by dyslectic users. Adapted grammar rules provide more useful correction
suggestions and a text-to-speech module pronounces the suggestions.

A Flemish editor offers a daily audio edition “Audio Newspaper” (‘“Audiokrant™)
for visually disabled persons of two popular newspapers. A daily production
process using speech synthesis generates CDs that contain a complete spoken
newspaper. The CDs are compliant with the international DAISY (digital
accessible information system) standard that allows for navigation over the
newspaper content.

The “NeOn” project (labelled “iii” in Fig. 1.1) combines speech segmentation,
speech recognition, text alignment and sentence condensation techniques to
implement a less labour intensive semi-automatic tool to produce Dutch
subtitles for certain television shows (for the Dutch NPO and Flemish VRT
broadcasting organisations). This resulted in a reduction of up to 40% in
processing time compared to the method traditionally used. A follow-up project
has been initiated by the VRT.

The “Justice recognition” (“Rechtspraakherkenning”) application produces
transcriptions of recordings made in the courtrooms in the Netherlands. The
recordings are made searchable to enable retrieval of relevant items from the
fully recorded lawsuits. In addition, a spoken summary of the trial can be gen-
erated. Even if the transcriptions are not completely accurate, the application
significantly reduces the human effort in producing full transcriptions. Also
the search and retrieval function is well appreciated. Several governmental
organisations in the Netherlands have shown interest in this application.
Woody is a self-correcting talking word prediction system built for dyslectic
users. Word lists and word prediction algorithms form the core of the tool. The
project was the basis for a subsequent commercially available product called
Wody.

The “literacy plan foreign speakers (“Alfabetisering Anderstaligen Plan” or
AAP —Ilabelled “ii” in Fig. 1.1) demonstrator can be used to train knowledge of
the Dutch language, pronunciation of Dutch, and Dutch literacy. It uses speech
recognition software and can be integrated in an existing language learning
application for second language learners with a very limited level of literacy
and limited knowledge of Dutch to produce speech feedback.

The Hatci project (labelled “iv” in Fig. 1.1) resulted in an automatic speech
assessment system that can support a speech therapist in helping a patient with
a cochlear implant to learn to speak. The tool plays an audio file (and/or a
video file to allow for lip reading) to prompt a patient. A speech recogniser
analyses the accuracy of the reproduction by the patient and hence assesses
his/her hearing and speech reproduction abilities.

The “YourNews” news brokerage service uses language technology to collect,
summarise and classify more than 1,000 newspaper articles per minute in accor-
dance with the International Press and Telecom Council (ITPC) classification
standard.
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15. Two master classes were prepared and organised: one on ICT and dyslexia, and
a second one on a general introduction on HLT for decision makers of mainly
public organisations.

16. Kennislink is a website popular in the Low Countries mainly used by students
and teachers to find information about recent scientific developments. Ninety-
three articles on STEVIN projects and HLT in general were added to the
Kennislink website. In addition, two perception studies were organised amongst
students: one to rate the Kennislink HLT articles and one about their familiarity
with and interest in HLT.

17. The DiaDemo “educational” application (labelled “i”” in Fig. 1.1) can detect on
the spot to which main dialect group a Flemish person belongs on basis of a
few utterances.

[3LL)
1

1.3 Mission Accomplished

1.3.1 Addressing the STEVIN Priorities

To know the extent to which STEVIN has achieved its targets as defined at the start
of the programme, the STEVIN priorities are compared to the topics and output of
the various projects. Table 1.4 shows the distribution of the 19 scientific projects
(cf. Sect. 1.2.1 for their short descriptions) over the STEVIN priorities as detailed in
Tables 1.1 and 1.2 (cf. Sect. 1.1). The subsequent chapters of this volume provide
ample details of each STEVIN scientific project.

The SPRAAK project, in combination with the MIDAS project, covered the
development of a robust speech recogniser with additional features for noise
robustness (priorities I1.1-5). SPRAAK is re-used by the DISCO project that itself is
a computer-assisted language learning application (priority VI.5). Autonomata and
Autonomata TOO address the issues regarding the correct synthesis (priority 1.4.c)
and robuster recognition (priority II.1) of proper nouns, street names and names
of points of interest (priority I.1.b), which is highly relevant for (car) navigation
systems and call centre applications (priorities I.1.c). STEVINcanPRAAT basically
is an improvement of the PRAAT (phonetic) signal processing tool (priority 1.4.c).
The JASMIN-CGN project extended the already available Spoken Dutch Corpus,
in a manner useful for CALL applications (priorities I.1.a and I.1.d), and built
automatic speech corpus annotation tools (priorities 1.4.a-b).

Many STEVIN scientific projects obviously dealt with the creation and annota-
tion of a corpus for written Dutch: D-Coi, LASSY, IRME and, of course, SoNaR
that built a reference corpus of written Dutch of 500 million words (priorities I'V.1
and I.3). The SoNaR corpus was annotated automatically using pre-processing tools
and syntactico-semantic annotation tools and tagging schemas resulting from the
D-Coi corpus pilot project (priorities IV.1). Also the COREA co-reference tools
were used to annotate the SoNaR corpus. Lexica (priorities IV.2) were built by the
IRME, Cornetto and DuOMAn projects. The DAESO tools focused on alignment
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Table 1.4 STEVIN scientific projects mapped on the STEVIN priorities (cf. Tables 1.1 and 1.2)
they mainly address — empty cells represent priorities not covered

Speech  Resources (I) Strategic research (II) Applications (IIT)

1.(a) JASMIN-CGN 1. Autonomata TOO, 1.
SPRAAK, MIDAS

1.(b) Autonomata,

Autonomata TOO
1.(c) Autonomata,
Autonomata TOO
1.(d) JASMIN-CGN
2. 2. SPRAAK 2.
3. JASMIN-CGN, 3. SPRAAK, MIDAS 3.
Autonomata
4.(a) JASMIN-CGN 4. SPRAAK
4.(b) JASMIN-CGN 5. SPRAAK
4.(c) Autonomata,
Autonomata TOO,
(STEVINcanPRAAT)

Text Resources (IV) Strategic research (V) Applications (VI)
1. COREA, LASSY, SoNaR 1. DAESO, Daisy, DuOMAn 1. Daisy, DuOMAn
2. IRME, Cornetto, DUOMAn 2. Daisy, DuOMAn, 2.

PACO-MT,
3. DPC 3. 3. DAESO, Daisy
4. PACO-MT 4. PACO-MT

5.

of semantic relationships (at the sentence level) and sentence fusion (priority V.1).
These are useful for QA applications, information extraction and summarisation
(priorities VI.1 and VI.3). These latter two topics, albeit on the discourse level,
were also addressed by the Daisy project. DuOMAn produced (web) opinion mining
tools (priority VI.1). DPC built a trilingual parallel corpus (priority IV.3) that
can be useful for machine translation systems, such as Paco-MT (priority VI1.4).
Many corpus projects used the Alpino parser to produce syntactic annotations.
Hence, even if no single project aimed at re-implementing a robust parser, as the
SPRAAK project did for a robust speech recogniser, the Alpino robust syntactic
parser has been improved and extended in several ways by various STEVIN projects
(priority V.4).

Still, not all the priorities could be addressed: e.g., the lack of a tool for
morphological analysis for derivation and compounding (priority V.3) and the
absence of a text-based educational system (priority VI.5) are considered as lacunas.
Also, more projects related to the semantic web (priority VI.2) would have been
welcome, even if Cornetto, which created a lexical semantic database, is surely of
high relevance for semantic web applications in Dutch. The BLARK for Dutch
report [20] also listed the creation of benchmarks as an important action line
(cf. Chap.2, Sect.2.2.3, p. 24). The STEVIN work programme did not retain this
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topic as a priority item. However, the work programme text did state that projects
could receive funding for the creation of test suites, test data and benchmarks if
used for project internal systematic evaluation. Some of these data sets and test
suites are available and can serve as reference data for other researchers. Only one
specific project dedicated to creating a benchmark, c.q. for speech recognisers, was
proposed (and awarded): NBest — cf. Chap.15, p. 271.

Some of the STEVIN priorities have been achieved by other research pro-
grammes, amongst others, the IMIX programme (Interactive Multimodal Infor-
mation eXtraction.’) The IMIX programme, solely financed by the Netherlands
(NWO), focussed on multimodal dialogue management for a medical QA sys-
tem [25] and a non domain specific QA system called Joost [4] (priority III.3). IMIX
started in 2002 while STEVIN was still under preparation. Therefore, it was later
on agreed amongst the funding organisations that STEVIN projects could benefit
from IMIX results, and that STEVIN would not explicitly target the IMIX topics.
Funding agencies continued to award national projects that dealt with monolingual
multimodal information extraction: AMASS++ (IWT-SBO)® (priorities V.1, VI.1,
VI.1.3 and III.1), searching in radio and television multimedia archives: BATS
(IBBT & ICT-Regie Im-Pact)’ (priorities 1.2 and II1.1-2), compiling the CHOREC
corpus of speech of children (TWT-SBO)? (priorities 1.4.1,1.4.3, 1.1, I1.4 and VL.5),
semantic web applications such as Kyoto? (EC-FP7) (priority V1.2) etc.

Thus, all in all, the STEVIN priorities are to a very large extent achieved.
Concerning the creation of a digital language infrastructure, STEVIN is even cited
as “probably the best example of a BLARK initiative for a tier 2 languague” [5,
p. 1805]. Nevertheless, the topics not addressed during STEVIN have to be retained
as themes for subsequent R&D funding initiatives, or at least their priority status is
to be reconfirmed.

1.3.2 Improving the Scientific Capacity

Not only the coverage of each scientific priority in isolation constitutes a success
indicator for STEVIN, but also the degree of “convergence” between the project
results highly matters. For example, it would not be sensible to improve a syntactic
parser for annotation purposes if the annotation schema used (strongly) differs from
annotation schemas used by corpus projects. Also, technological components have
to be (backwards) compatible and easily integratable with other lingware modules
or larger frameworks. It is quite irrelevant and useless to implement a proper

Shttp://www.nwo.nl/nwohome.nsf/pages/NWOP_SZLCES_Eng
Shttp://www.cs.kuleuven.be/groups/liir/projects/amass/
http://www.ibbt.be/en/projects/overview-projects/p/detail/bats
8http://www.esat. kuleuven.be/psi/spraak/projects/SPACE/
“http://cordis.europa.ew/fp7/ict/content-knowledge/projects-kyoto_en.html
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http://www.ibbt.be/en/projects/overview-projects/p/detail/bats
http://www.esat.kuleuven.be/psi/spraak/projects/SPACE/
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noun speech synthesis module that can only function in a standalone way. In such
a case, that particular scientific STEVIN priority could have been well covered,
but the value for the overall HLTD community (academia and industry) might
be fairly limited. The build-up of scientific capacity, including a digital language
infrastructure, is not about re-inventing the wheel but rather about “standing on the
shoulders of giants”.

Figure 1.1 shows all the STEVIN scientific projects (cf. Sect. 1.2.1), four earlier
(important) HLTD resources (projects A-D),'” and four of the demonstrators (cf.
Sect. 1.2.2 — DiaDemo (i), AAP (ii), NeOn (iii) and Hatci (iv)) that integrate
STEVIN scientific results. The figure shows that STEVIN scientific projects do not
constitute “islands”, but that the results are shared, re-used and improved by other
scientific projects and even — if the time lines permitted — integrated into end-user
applications.

Figure 1.1 shows that more resources (the BLARK for Dutch layer) for speech
have been created prior to STEVIN. The CGN, the Spoken Dutch Corpus developed
earlier (project A [15]),!' is the current reference corpus for spoken Dutch.
Therefore, efforts on speech resources could be limited to extending the CGN
corpus for specific target groups (JASMIN-CGN - project 4). The HMM speech
recogniser (project B by the KU Leuven) has been upgraded into the SPRAAK
package (project 2). The open source software of Praat (project C by the University
of Amsterdam) has been extended in the STEVINcanPRAAT project (project 3).

Regarding textual resources, some catching-up had to be done. Hence, quite
some STEVIN projects have created annotated textual corpora and lexica. The many
connections between all the STEVIN corpus projects (cf. Fig. 1.1) show a high
degree of interrelatedness. In particular, SoNaR (project 11) with its pilot project
(project 5), is meant to become the reference written language corpus for Dutch. All
these corpus efforts additionally resulted in extensive expertise in what is usually
considered to be “trivial” issues such as data acquisition, IPR clearing and licence
handling. These issues are in fact far from trivial (cf. [19]). On the contrary, the
subsequent exploitation and dissemination of a corpus crucially depend on it. This
kind of knowledge surely can be considered as a valuable resource for a digital
language infrastructure — albeit of a different nature. The Alpino syntactic parser
(project D by the University of Groningen) open source package has been used,
adapted and extended by several STEVIN projects, mainly LASSY (project 6) and
PACO-MT (project 16).

The pre-STEVIN materials already established themselves as the reference
resource or tool (of their kind) in the Low Countries. Also their extensions
(JASMIN-CGN, STEVINcanPRAAT and the various Alpino adaptations) will most
probably “inherit” the success of the ancestor. And Fig. 1.1 clearly illustrates the
importance of the SPRAAK tool kit for the field.

10pre-STEVIN projects are shown in grey.

""'The CGN is owned by the Dutch Language Union and maintained and made available by the
HLT Agency — cf. Chap. 21.
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Fig. 1.1 A dependency graph showing how (pre-)STEVIN (scientific) projects are interrelated —
projects are classified according to their most important results

The HLTD R&D layer presents a different situation for speech vs. text. In the
speech processing area, several commercial TTS-engines (offering Dutch) exist
(albeit as proprietary systems and “closed” source). The focus was put on improving
the robustness of a speech recogniser and the treatment of proper nouns. The
additional modules for proper noun pronunciation implemented by Autonomata
(project 1) and Autonomata Too (project 12) can be used on top of a major
standard commercial TTS package. Components of MIDAS have been integrated
into SPRAAK to enhance the robustness to noise of the speech recognition tool kit.
In the text domain, parsers and tagger/lemmatisers already exist in greater number.
The research focus for STEVIN was thus placed on areas such as hybrid machine
translation (PACO-MT - project 16), sentence fusion and detection of semantic
overlap (DAESO - project 15).

STEVIN’s HLT embedded text projects and applications (DuOMAn — project 18
and Daisy — project 19) were building to a lesser extent on previously developed
STEVIN basic resources than is the case for the speech domain (DISCO —
project 17) due to timing conflicts, even if some re-usage of materials did occur.
Also, both in Flanders and the Netherlands, more research groups are working on
text technology, all having their own tools based on different methods and principles
(e.g., hand crafted rules vs. rules generated by machine learning techniques). In
many cases, these have been adapted to Dutch so that the variety of tools available
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is higher. Less de facto standard software packages exist in this domain — the Alpino
parser being a notable exception.

However, it is to expected that in the future more tools and standards will estab-
lish themselves as de facto reference material. By the intermediary of CLARIN-
NL,'? standard file formats will most probably become widely used by the HLTD
community, which will enhance the exchangeability of data between the various
tools. Actually, the CLARIN-VL-NL'? project with the name TTNWW, jointly
funded by Flanders and the Netherlands, precisely aims at establishing standard
formats to ensure the interoperability of tools during the execution of HLTD
work flow processes. Many STEVIN materials are re-used in various CLARIN-
NL projects. Hence, it is valid to state that STEVIN materials have effectively and
substantially contributed to the build-up of HLTD capacity in the Low Countries.
And it is equally safe to expect that STEVIN materials will remain important for
the field in the near future. We refer the reader to the overall concluding chapter
(Chap. 22, p. 395) for more reflections on the international context of STEVIN and
for an outlook for future HLTD activities.

1.4 Organisation of This Volume

The remainder of this volume is organised as follows. A more detailed account from
a policy point of view on the STEVIN programme is offered in the second chapter
of this volume (Part I). The chapters on the STEVIN scientific projects are grouped
into three parts in line with Table 1.3: resource related (II), technology or research
related (III) and application related (IV). In a separate chapter, the HLT Agency,
which is responsible for the IPR management, the maintenance and distribution of
the STEVIN results, presents itself. Together with a concluding and forward looking
chapter, it constitutes Part V.

Open Access. This chapter is distributed under the terms of the Creative Commons Attribution
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
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Chapter 2
The STEVIN Programme: Result of 5 Years
Cross-border HLT for Dutch Policy Preparation

Peter Spyns and Elisabeth D’Halleweyn

2.1 Context

Dutch is ranked as the 40th most widely spoken language of the world’s 6,000
languages. Most of the 23 million Dutch native speakers live in 2 neighbouring
territories, the Netherlands and the Flemish region of Belgium, that have Dutch
as an official language. As language policy decisions taken on one side of the
national border affect citizens at the other side of the border, the Netherlands
and Belgium created in 1980 the Dutch Language Union (Nederlandse Taalunie —
NTU) as an intergovernmental organisation to conduct a joint language policy.
The NTU’s mission is to deal with issues concerning the position of the Dutch
language. It includes Dutch language and literature as a scientific subject, Dutch
as a cultural language, Dutch as an administrative language, Dutch as a means
of communication, and, more in general, the Dutch language as a tool for social
interaction.

In an ICT based society a language needs a digital infrastructure (digital corpora
and dictionaries, software and lingware modules, etc.) to maintain its position as a
“used and useful” language and to avoid what is called an “electronic Gutenberg”
effect. However, the market for human language technology for Dutch (HLTD)
is seemingly too limited to attract important investments by industry in HLTD.
As a consequence, the Flemish and Dutch governments decided in 2004 to spend
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11.4 million euros to stimulate the HLTD sector (industry and academia) and thus
strengthen the position of Dutch in the modern knowledge based society [11].

2.2 Historical Background

2.2.1 Researching Apart

HLT for Dutch started early. It began to flourish in the 1980s thanks to the Eurotra
programme of the EC. Eurotra was intended as an EC research and technology
development effort targeted at the development of a machine translation system for
its internal use. For Dutch, it was mainly a collaboration between the universities of
Leuven and Utrecht [18]. In parallel, some private companies also funded research
on machine translation.! This initial wave slowly faded away in the beginning of the
1990s. In the Netherlands, the Dutch Organisation for Scientific Research (NWO)
initiated some large scale programmes on HLT for Dutch.? In Flanders, no specific
HLT research programmes were set up, except for the Flemish Research Initiative
in Speech and Language Technology® that ran from 1994 till 1997. In Flanders
research funding is mainly organised in a “bottom up” manner, not thematically or
programmatically as is mainly the case in the Netherlands.

Of course, researchers in both Flanders and the Netherlands collaborated in
cross-border projects, but this happened on a personal and ad hoc basis. In addition,
researchers were not always aware of the availability of resources and tools for
Dutch developed elsewhere. Systematically sharing and maintaining of resources
hardly occurred. How the Eurotra software, which represented a research effort
of more than a decade, fell into oblivion is an all too sad example. Clearly a
coordinating platform or organisation was lacking.

2.2.2 Researching Apart Together

Things changed in the 1990s. The Flemish and Dutch governments became
interested in HLTD at the start of the 1990s. They initiated research programmes,
albeit still separate, and organised some exploratory policy studies. For example, in

'Philips Eindhoven: the Rosetta system; Bureau voor SysteemOntwikkeling (BSO): the Distributed
Language Translation system (DLT); and Siemens: the METAL system.

2SPIN (1984-1995), CELEX (1986-2000), and the HLT priority programme (1995-2000).

3www.vrwi.be/pdf/advies38.pdf
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a large technology foresight exercise of 1998,* HLT was mentioned as a potentially
strategic technology domain for the economy of the Netherlands.

In the mid 1990s, the EC sponsored the Euromap Language Technologies
project (1996-2003). Euromap aimed at accelerating awareness of the benefits of
HLT enabled systems, services and applications within user sectors, policy makers
and national administrations and bridge-building and market-enabling services to
stimulate market take-up of HLT RTD projects’ results. The Euromap project
wanted to determine the status of HLT for the various languages in the participating
countries. For each participating territory, a national profile was made as well as
a national policy review [13]. In addition, directories of all research groups and
companies active in the field of HLT of a country were published — e.g., cf. [10] for
the Flemish directory. Initially, the Flemish and Dutch administrations participated
in Euromap as separate partners.

The objectives of Euromap ran partly in parallel with the ambitions of the NTU
that prepared and published in 1998 a study on the status of Dutch in speech and
language technology[6].> The fact that the NTU became the “national” focal point
for the entire Dutch language, representing both Flanders and the Netherlands in the
second phase of the Euromap project, gave a boost to the implementation of some
of the recommendations of this study. The national seminars on various HLT related
subjects organised in the framework of Euromap, for example largely contributed
to network building and laid the foundation for the future cooperation between
academia, industry and governments in the Netherlands and Flanders.

In addition, as these were the booming years of Lernout&Hauspie Speech
Products in Flanders,® HLT became very prominent on the public forum in the Low
Countries. The study and these (economic) circumstances made the NTU — and
the Dutch and Flemish governments — realise the importance of a digital language
infrastructure for the Dutch language. At that time such an infrastructure was largely
lacking. As a result an HLT for Dutch Platform (HLT Platform) in which the relevant
government departments and agencies were represented, was installed in 1999 [2].
The goals of the HLT Platform, which constituted a forum for information exchange,
agenda adjusting and joint activities, were:

* To promote the position of the Dutch language in HLT developments, so that the
Dutch language could become and remain a “first class citizen” language within
a multilingual European information society;

» To establish the proper conditions for a successful management and maintenance
of basic HLT resources developed with governmental funding;

4See http://www.rand.org/pubs/rand_europe/RE98004. 1
3 A summary in English can be found in [7].

SL&H became the top worldwide player in HLT before collapsing due to financial fraud
and mismanagement. Nuance International Communications can be considered as its “partial
successor’”.
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» To promote and stimulate the collaboration between the research community and
the business community in the field of HLT;

* To contribute to European collaboration in HLT-relevant areas;

* To establish a network, both electronic and personal, that brings together demand
and supply of knowledge, products and services.

In parallel, the NTU took on the challenge to coordinate the development of high
quality resources needed for automated translation from and into Dutch for the
Systran translation system. This was the TransLex project [12], funded by the
EU MLIS programme with additional contributions by the Flemish and Dutch
governments together with the private partner Systran and the translation service
of the EC.

In 1998, the construction of a Spoken Corpus for Dutch (CGN)[17] started.
Again, Flemish and Dutch governments have jointly financed the project. The NTU
received the ownership of the corpus and became responsible for its maintenance
and exploitation. However, the NTU did not assume any central role in the process.
Note that, from the governance point of view, only the CGN board (of funding
organisations) and the scientific steering group were organised as a joint endeavour.
All other (practical) matters (set-up, funding etc.) were organised separately in
Flanders and the Netherlands. The CGN scientific steering group ensured that
scientific activities remained compatible (common formats, protocols, tools etc.).

2.2.3 Researching and Developing Together

The NTU published in 1999 together with the HLT Platform an “action plan for
Dutch in speech and language technology”. Four major action lines were defined:

e Action line A: setting up an information brokering service;

e Action line B: strengthening the digital language infrastructure;

e Action line C: defining standards and evaluation criteria;

e Action line D: developing a management, maintenance and distribution plan.

Several working groups, consisting of researchers from academia and industry,
started to write specific plans on how to accomplish these four action lines. Action
line A has been taken up by the NTU and resulted in the creation of the HLT
Info desk.” The HLT Info desk publishes a newsletter, maintains a website with
an overview of HLTD related organisations (academia, industry and government)
and HLTD events in Flanders and the Netherlands.

Action line B has eventually materialised in an HLTD R&D programme. Exten-
sive preparatory activities paved the way for this programme. Field surveys resulted
in the description of a basic language resource kit (BLARK) for Dutch. A BLARK is

7See http://taalunieversum.org/taal/technologie/ — in Dutch.
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defined as the set of basic HLT resources that should be available for both academia
and industry [15]. Not only were all the materials (data, modules and tools) available
(or at least identified) at that moment listed, but also “missing links”* were identified
and included in the overview. Prioritisation exercises, including discussions and
meetings with the entire HLTD field, led to ranked lists of R&D topics [4, 8, 23].
A longer term road map was sketched [3].

In addition, the Dutch Ministry of Economic Affairs has ordered a specific HL
technology forecast to estimate the economic value and potential of HLTD and to
determine the ideal government intervention logic [1]. Eventually, a proposal for
a joint Flemish-Dutch R&D programme was drafted. The proposal was baptised
STEVIN (Essential Resources for Speech and Language Technology for Dutch).
The proposal was accepted and STEVIN started in September 2004.

Activities on action line C have been combined with action line B: determining
whether materials are available could not be done without a quality evaluation.
However, actual evaluation criteria or benchmarks have not been developed — except
as (parts of) projects in the STEVIN-programme (e.g., the NBest project [14] — cf.
Chap. 15, p. 271).

The working group for action line D has delivered a blueprint for management,
maintenance, and distribution of publicly funded HLT resources that eventually
resulted in the creation of the HLT Agency for Dutch by the NTU [3]. ELDA and
LDC served as examples. This agency acts as a “one-stop-shop for HLTD” and
takes care of maintaining, distributing and promoting HLT for Dutch project results
(corpora, tools, dictionaries etc.) [25] — cf. Chap. 21, p. 381.

2.3 The STEVIN Programme

2.3.1 In a Nutshell

In line with the action plan of the HLT Platform (cf. Sect.2.2.3), the STEVIN-
programme aimed to contribute to the progress of human language technology for
Dutch (HLTD) in Flanders and the Netherlands and to stimulate innovation in this
sector. In addition, it aimed to strengthen the economic and cultural position of the
Dutch language in the modern ICT-based society. The mission of the programme
was translated into three specific main goals:

1. Build an effective digital language infrastructure for Dutch, based on the BLARK
priorities for Dutch;

2. Carry out strategic research in the field of language and speech technology,
especially in areas of high demand for specific applications and technologies;

3. Advance the creation of networks and the consolidation of language and speech
technology activities, educate new experts, stimulate the demand for HLT
products.
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The STEVIN HLT programme was comprehensive in many respects. First of all,
because it was based on co-operation between government, academia and industry
both in Flanders and the Netherlands. For example, projects with partners from
both Flanders and the Netherlands were encouraged. Co-operation saves money
and effort by avoiding duplication of activities and enhances scientific excellence
thanks to an increased competition. Secondly, the programme encompassed the
whole range from basic resources to applications for language users. For example,
application oriented projects were encouraged to build upon results of the resource
oriented projects (cf. Chap. 1, Sect. 1.3.2 p. 12). And thirdly, it paid attention to the
distribution, dissemination and valorisation of project results by means of the HLT
Agency (cf. Chap.21, p. 381). To ease the distribution of the resulting resources
and tools, the HLT Platform stipulated the obligation to transfer the ownership of
the foreground results (i.e. material made in the course of a STEVIN project) to
the NTU, which is rather uncommon. The important task of clearing the IPR and
issuing licence agreements for further use was delegated to the HLT Agency, which
in turn received some extra funding from the STEVIN budget.

2.3.2 Governance

Various committees were set up around the STEVIN programme, as Fig. 2.1 shows.
The HLT Platform (cf. Sect.2.2.2) became the HLT board supervising STEVIN.
It consisted of the NTU and the funding bodies.® The NTU was the overall
coordinating instance.

A programme committee — PC, consisting of both academic and industrial
representatives, was responsible for all scientific and content related issues. It
consisted of local Flemish and Dutch HLT experts who wrote a detailed multi-
annual research programme (topics, expected outcomes, instruments, timing, ...).
The PC defined the various calls for project proposals. An international assessment
panel (IAP) of eight highly respected HLT-experts evaluated the submitted R&D
project proposals. The PC added a “local check” to the assessment of the IAP.
Divergences of opinion between the IAP and the PC were rare and of minor
importance. Several calls (three open calls and two calls for tender) have been issued
over time.

Next to the R&D projects, which were supposed to achieve the first two
main goals of STEVIN mentioned above, some other (smaller sized) actions were
initiated by the “accompanying activities” working group:

8The HLT Platform members were, next to the NTU, the Flemish Department of Economy, Science
and Innovation (EWI), the Flemish Agency for Innovation by Science and Technology (IWT), the
Fund for Scientific Research — Flanders (FWO), the Dutch Ministry of Education, Culture and
Sciences (OCW), Innovation NL (the Dutch innovation agency) representing the Dutch Ministry
of Economy, Agriculture and Innovation (ELI)), and the Netherlands Organisation for Scientific
Research (NWO).
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financing, global supervision, coordination, monitoring and practical organisation

Flemish
HLT Board Govermnment

Dutch
Language

|ntemaMcal]

Assessment Programme
Panel committee

realising an adequate digitar basic language resources kit for Dutch and
performing strategic research on speech and language technology for Dutch

Fig. 2.1 Main goals of STEVIN and distributed responsibilities

* Demonstration projects had to increase the demand for HLT technology by using
proven HLT technologies to build highly visible close-to-market applications;

e Educational projects aimed at sensitising young students within educational
settings (school, museums, etc.) for the possibilities of language and speech
technologies;

e Master class projects targeted high level decision makers within government
organisations and the industry to familiarise them with the opportunities offered
by HLT.

STEVIN has awarded 19 R&D projects (in total 8.909 K euros), 14 demonstrator
projects (1.011K euros), 3 educational projects (100K euros), 2 master classes
(33K euros) and 31 networking grants (45K euros in total). The acceptance rate
for the R&D projects was between 26 and 33 %. In the Low Countries, most of the
funding agencies consider an acceptance rate of around 30 % sufficiently selective
to guarantee scientific excellence and high enough to fund (almost) all the best
proposals.

A programme office, a joint collaboration of the Netherlands Organisation for
Scientific Research and the Dutch innovation agency called Agency NL, took care
of the operational matters, such as the practical organisation of the calls (submission
site, related documents etc.)
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An important committee was the /PR working group that defined the licence
templates. These licences settled the ownership transfer of the foreground results to
the NTU, the conditions under which third parties agreed to make their resources
available for academia (and if possible also for industry), the permissions for
STEVIN researchers to continue to work on their material and the terms of usage
for third parties to use the STEVIN resources and tools. As a result, the IPR of
all the STEVIN material has been legally cleared, which opened a wide range of
different possibilities to distribute and exploit the material. This task, managing the
IPR of the STEVIN results, was delegated by the NTU to the HLT Agency [25] — cf.
Chap.21, p. 381.

2.3.3 Monitoring and Evaluation

Some time after the start of the STEVIN programme a baseline was defined [1].
It encompassed the then current state of HLT for Dutch in terms of number
of researchers active, turn-over of HLT companies, degree of academia-industry
cooperation, degree of Flemish-Dutch cooperation etc. in the spirit of the Euromap
country reports ([13] — cf. Sect.2.2.2). This base line served as reference point for
the final evaluation to determine to which extent the STEVIN programme had a
positive impact on HLTD in Flanders and the Netherlands. During the programme,
a light weight monitoring process at project level was organised. Each project had to
organise two site visits during which two members of the PC attended presentations
on the project’s progress and achievements. The members of the PC studied the
reports, gave suggestions and made critical remarks — if needed. Additionally, the
projects, if appropriate, had to organise an external validation exercise or deliver
some ‘“‘circumstantial evidence” of a quality control check (e.g., a test report by
a research group not belonging to the consortium that had used the resource
concerned).

Half way through the programme, a scientific mid term evaluation by the IAP
was organised to see if the entire programme was on track and if any adjustments
had to be made [22]. In addition, the PC made a self evaluation report. A.o. the [AP
felt that STEVIN material was worthy of more high profile scientific publications
(the projects and the programme in its entirety) than was the case at that moment.
Another matter of concern was the lack of projects in the multimodal and/or
multimedia and semantic domains. But all in all, the IAP in its report’ congratulated
the HLTD community in the Low Lands on their achievements within the STEVIN
programme [19].

The final evaluation was concluded before the actual end of the programme. As
a consequence, some projects still produced an important number of publications
that were not taken into account. An important advantage would have been that a

9 Available in English via www.stevin-tst.org/english.
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smooth continuation had been enabled as the funding authorities already had almost
all the necessary information available to decide on follow-up activities before the
actual end of the programme. Unfortunately, the aftermath of the 2008 financial
crisis decided otherwise.

2.3.4 The Final Evaluation

The final evaluation of the STEVIN programme was an overall evaluation. Not only
the scientific issues but also the governance and economic aspects of the programme
were taken into account. A small ad hoc committee did the preparatory work, largely
inspired by the evaluation framework and practices of the Flemish Department of
Economy, Science and Innovation.

2.3.4.1 Evaluation Assignment

The HLT board formulated a set of evaluation questions, which can be grouped into
four major categories.

» Efficiency: Were the resources properly and adequately used? Was the man-
agement of the programme efficient? and Was the programme adequately
monitored?

» Effectiveness: Did the programme achieve its targets? Was the programme effec-
tively organised? Did the programme influence the policy agenda in Flanders and
The Netherlands?

* Usefulness: Were the problems in the HLT domain identified at the start of the
programme successfully addressed? Was there an overlap with other activities/-
efforts? and Which role did STEVIN play in the HLT field, both nationally and
internationally?

* Relevance: To what extent did STEVIN lead to usable material for the HLT field
and user groups? To what extent technological and scientific progress in the HLT
field did evolve thanks to STEVIN ? and What was the added value of STEVIN?

These evaluation questions were grouped around the major issues at play in the
STEVIN-programme:

* Governance and management of the programme;

* Application and selection process of project proposals;

o Effects and impacts of the programme;

* Positioning of the STEVIN programme with respect to other programmes;
e Future of the programme.
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In order to obtain an objective evaluation, a call for tender was issued and an
external consultant (c.q. the Technopolis group'®) [9] was selected to perform the
evaluation. The same questions were addressed by the PC as well in their self
assessment report.!!

2.3.4.2 Evaluation Methodology

A combination of both quantitative and qualitative research methods was employed
[9]. During a desk research phase, the consultant analysed all relevant documents
(the STEVIN multi-annual work plan, yearly reports, the baseline and mid-term
reports, self assessments reports, fact files, meeting minutes of the various com-
mittees, call for proposal texts, etc.). The STEVIN programme was also compared
with some other (foreign) programmes — in particular concerning the governance
structure, the financial management and selection, evaluation and monitoring
procedures. An international expert panel (other than the STEVIN IAP mentioned
earlier) assessed the scientific output of the programme. In total, 127 relevant
contacts were invited to participate in two online surveys (cf. Sect.2.3.4.3). A
network analysis was used to map the various co-operation relationships within
the STEVIN-programme. Finally, 23 interviews were held that involved the most
important STEVIN stakeholders. More details can be found in [21].

2.3.4.3 Evaluation Outcomes

Of course it is impossible to report here!> on all aspects of the STEVIN final
evaluation. We limit ourselves to summarising the assessment of the three main
goals of the programme (cf. Sect. 2.3.1), as well as giving some general comments
of the international experts that concern the entire programme. In the subsequent
Sect.2.3.4.3, ten recommendations by the external evaluator are presented. We
refer the reader to the chapter on the HLT Agency (cf. Chap.21, p. 381) for
more details on IPR and licence agreement management, and other issues on
maintenance, distribution, promotion and utilisation of the STEVIN results. For a
more detailed account on the scientific achievements, the reader is referred to the
individual chapters on the various STEVIN projects in this volume. The introductory
chapter (cf. Chap.1, p. 1) gives a more global view on the entire programme,
while overall conclusions and forward looking statements are provided in Chap. 22,
p. 395.

Ohttp://www.technopolis-group.com/site/

11See www.stevin-tst.org/programma#evaluaties: the complete evaluation report is in Dutch with
a summary in English, but the PC self assessment report is in English.

12This section is largely based on the STEVIN final evaluation report by Technopolis group.
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Fig. 2.2 Reported degree of achieved success for STEVIN main goal 1: setting up the BLARK
for Dutch

Overall Assessment

Figures 2.2-2.4 summarise the scores of the two online surveys. The first survey
addressed academics in Flanders and the Netherlands, c.q. successful and unsuc-
cessful submitters of STEVIN proposals. Research institutes that had participated
in the baseline survey, even without any link with STEVIN, were also invited.
Sixty-two research institutes were contacted, of which 56.5% responded. The
second survey concerned the Flemish and Dutch HLT industry. Again, applicants
for funding (granted or not) were invited as well as companies that had participated
in the baseline survey. Sixty-five companies were contacted with a response rate
of 43.2 %. The responses may thus safely be assumed to be representative (overall
response rate of 49.6 %).

Applicants for STEVIN funding were asked to rate (on a scale of 1-10) the
achievements and “mechanics” of the STEVIN programme — e.g., statements on the
transparency of the decision process, the quality of communication, the expectations
towards the programme etc. Participants in the baseline survey had to provide data
and information on the status of HLT in their organisation — e.g., the number of
HLT related staff, HLT turn-over (if applicable), expenditures in HLT R&D etc.
A comparison between the situation described in the baseline report and the new
situation should allow to assess the impact of the STEVIN programme on the
domain. Due to space limitations, we cannot discuss the comparison in this volume.

Figure 2.2 shows that the participants of the STEVIN programme agreed that
STEVIN largely succeeded in setting up a digital language infrastructure for Dutch,
i.e. creating many of the missing building blocks of the BLARK for Dutch.
The overall score is 6.6. Representatives of academia considered this mission as
accomplished in a slightly higher degree than companies. And Flemish respondents
are slightly more positive than respondents from the Netherlands.
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Fig. 2.3 Reported degree of achieved success for STEVIN main goal 2: performing strategic
HLTD research

Figure 2.3 reflects how the participants assessed the opportunity offered by
STEVIN to perform strategic basic research (= second main goal of STEVIN).
Again, the overall score is 6.6. Academics are slightly less positive (in particular
Flemish academics: 5.8). Again, the international experts involved in the evaluation
pointed out (as did the IAP members during the mid-term review) that a programme
as STEVIN should generate more international high profile publications. Neverthe-
less, they concluded that many STEVIN deliverables, even if not always cutting
edge, were highly important to set up the BLARK for Dutch.

Even if a too low number of high profile scientific publications seems a
justified point of critique, one has to take into account that creating elements of
a digital language infrastructure does not necessarily imply performing cutting
edge research — in some cases, it is rather the contrary. And in all fairness, it
should be mentioned that around 55 new papers appeared'? after the delivery of the
evaluation report. In total, around 200 official STEVIN publications were published.
Application oriented projects resulted in more higher impact publications than the
resource producing projects.

Many of the corpora, tools, protocols, databases, etc. resulting from STEVIN
still are, to an important degree, instrumental for the Flemish and Dutch local
CLARIN counterparts of the European CLARIN project [26].* In addition, some
of the STEVIN results are not only important for Dutch, but do also have an
impact (practical and theoretical) on research on other languages. For example, the

13See www.stevin-tst.org/publicaties.php. In particular, the MIDAS (cf. Chap. 16) and DuOMAn
(cf. Chap. 20) projects produced an impressive list of publications.

14The EU FP7 preparatory project Common Language Resources and Technology Infrastructure
(CLARIN), in a nutshell, aims at facilitating e science, for the human and social sciences mainly
by providing easy access to HL resources and giving support through HL tools.
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Fig. 2.4 Reported degree of achieved success for STEVIN main goal 3: HLTD networking and
demand stimulation

STEVINcanPRAAT project (cf. Chap.5, p. 79) improved the PRAAT tool [5] that
is widely used by an international community.

Figure 2.4 shows that the stakeholders positively judged the impact of STEVIN
on the strengthening of networks and co-operations in the Low Countries (=
third main goal of the programme). Even if participants knew each other before
their involvement in STEVIN, STEVIN offered the opportunity to actually co-
operate. In addition, the intensity of co-operation between Flemish and Dutch
parties and between academia and industry increased thanks to STEVIN. The fact
that STEVIN created a unique opportunity for all HLT subdisciplines (speech,
language, information extraction, dialogue, ...) was well appreciated. Flemish
and Dutch respondents reacted alike. Respondents from academia (7.4) are more
positive than respondents from the private sector (6.9). Jointly performing research
and exchanging knowledge were the two most cited types of co-operation.

Overall, researchers apparently felt the need to set up the BLARK for Dutch more
strongly than industry, and hence were more happy with the results. Companies
were more interested in performing strategic research, acquiring and integrating
new technology to improve their products, while researchers preferred to perform
more basic research and publish papers instead. Usually academia is more open to
co-operation than industry. These statements are confirmed by other findings (not
mentioned here) in the survey.

The external evaluator compared STEVIN with a few other international R&D
programmes.'> The comparison showed that STEVIN is quite unique in its cross-
border co-operation (including cross-border funding). STEVIN can be seen as a
precursor of the “joint programming” approach of the EC [20]. Its comprehensive
approach (ranging from strategic research to demonstrator projects and sensitisation

15The programmes were Nordite, IM-Pact, Npelt, ICT-Eprsc and Fit-IT, mostly ICT-related.
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and promotional activities) and the involvement of various ministries and agencies
at both sides of the border was rather rare. As such, the programme has achieved its
objectives and is regarded by the evaluators as a successful programme.

Evaluation Recommendations

An evaluation of an R&D programme focusses not only on ex-post reflections
(on how things have happened) but also includes ex-ante suggestions for post
STEVIN activities. The external evaluator has condensed his findings in ten

recommendations®:

1. The integrated approach of STEVIN was a good approach and should be
replicated in a potential follow-up of STEVIN. The focus should then be
shifted from the BLARK and strategic research to application-oriented research
and demonstration projects. It is important to balance between the different
types of research. In the design of the programme, multiple modalities should
be possible: basic research combined with more application-oriented research
and projects aimed at either strategic or application-oriented research. Maybe
less of a priority, but still important are projects aimed at basic language
infrastructure.

2. STEVIN is an example of transnational cooperation through “joint pro-
gramming” that has value for both funders and performers. A possible
follow-up to STEVIN should also have a bilateral structure with a “common
pot”.

3. The main structure of governance does not need to be adjusted. However, the
tasks and responsibilities should be defined more precisely, so that it is clear
to everyone what the tasks and roles of the various organisations involved
are.

4. The programme office needs to be positioned more closely to the NTU.
This could be done by means of a secondment to the NTU from various
organisations.

5. The programme office should also be more balanced, in the sense that there is
a better Dutch-Flanders balance in governance structure.

6. In general, partly dependent on the focus of a follow-up programme, the
composition of different committees and commissions should be reviewed.
If its focus is to be more on the application of HLT-knowledge in practice,
representation of industry and applicators should be enforced.

7. TPR issues, including how to deal with open source, should be addressed before
the start of a follow-up programme. Rules regarding IPR should be clearly
defined and availability of standard contracts, etc. should also be taken into

1oWe copied and pasted the recommendations literally from the evaluation report to avoid any
interpretation bias.



2 Result of 5 Years Cross-border HLT for Dutch Policy Preparation 35

consideration. The preparations can build on the work of the IPR Working
Group and the experiences of the HLT Agency.

8. A more active collaboration with related programmes at the national level, and
at European level is needed in the follow-up programme. In addition, it is to be
considered whether a junction is possible with social innovation programmes
in the fields of education, care, and safety.

9. If strategic research obtains an important role in a follow-up programme, there
should be a greater emphasis on publications in international journals and at
international summits.

10. Consider dedicating part of the budget to an international publication in
which the results of the STEVIN programme are presented in conjunc-
tion.!”

2.4 Discussion

In this section, we briefly treat two governing principles that are seemingly very
typical of the STEVIN programme. In fact, it is rather uncommon for researchers
to have to transfer the ownership of their research results to a governmental
organisation (cf. Sect.2.4.2) and to be funded according to the actual delivery of
results specified on beforehand instead of on the basis of a predefined amount of
time and resources (cf. Sect.2.4.1).

2.4.1 Delivering Results

Most of the contracts between a funding agency and research institutes are based
on an obligation to perform to the best of one’s abilities (= a commitment by a
researcher to use as well as possible the given means to investigate a topic without
any guarantee on success). STEVIN contracts however were based on an obligation
to achieve results (= a commitment by a researcher to deliver well specified results).
As the aim of STEVIN was to create a digital language infrastructure, the funding
organisations did expect a finalised corpus or a properly working tool to be actually
delivered at the end of a project. An obligation of means was considered as an
insufficient guarantee for actual delivery. Some university administrations of the
participating research groups initially were not so keen of a contract based on an
obligation of results. But the universities benefitted from a reduced administrative
overhead imposed by STEVIN: the result counted, not how the means were spent
(human resources, equipment, ...). This implied that if a satisfactory result was

17This volume obviously addresses this recommendation.
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delivered using less funding, the researchers could keep the difference.'® The
challenge for the programme governance was then to determine and monitor the
quality of the results — cf. Sect. 2.3.3.

2.4.2 Managing IPR

As mentioned earlier, the ownership of all the STEVIN results (or foreground
knowledge), except for the few open source exceptions, eventually went to the
NTU. Where needed, extra agreements were concluded regarding background
knowledge. The main idea was that all STEVIN results had to be made available
and re-usable for academia and industry in the Low Countries. Centralising the
ownership within one organisation (which has as its mission to promote and support
the Dutch language on behalf of the two funding governments) was seen by the
HLT board a good guarantee that STEVIN results would become easily accessible
and available for wider distribution. Therefore, an dedicated agency for resource
maintenance, distribution and promotion, c.q. the HLT Agency, was created earlier
on (cf. Chap. 21, p. 381).

Since it was quite unusual for researchers to have to transfer the ownership
of their foreground results, some voiced their discontentment and preference for
open source variants, in particular when software'® was involved. Even if at the
start of STEVIN, IPR problems did arise as the HLT board and the programme
committee had seriously underestimated the complexity of IPR issues, at the end
of STEVIN it became clear that, on the international level, infrastructure projects,
resource organisations and even policy makers look enviously at STEVIN as all
the IPR rights were legally conclusively cleared (including material of privately
hold editing houses), template licence agreements were drafted and ownership was
centralised. It still happens all too often that researchers are allowed to use material
from commercial third parties only for the specific purpose and duration of a single
project. In the case of STEVIN, this limitation, to a very large extent, does not
apply thanks to (sometimes time consuming) negotiations and solid agreements with
providers. The HLT Agency is now responsible for maintaining and distributing the
STEVIN materials and for concluding licence agreements on behalf of the NTU.

From [16], it appears that e.g., open source licences may end up less attractive
and more complex for resource distributing agencies or initiatives than initially
foreseen. In any case, as the NTU is the proprietor of the STEVIN results, except for
some open source materials, any possible way of distribution and exploitation can
be applied. For example, a synonym list resulting from the Cornetto (cf. Chap. 10,

180ne project used this “left-over” money to co-fund the writing of the history of HLT for Dutch
in the Low Countries [24].

YHLT software is indeed much more difficult to maintain by “less specialised” people (of the HLT
Agency). Corpora are easier to maintain in that respect.
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p. 165) project could be released as open source to be included in the Dutch
“language pack” for Firefox, OpenOffice and Chrome distributed by the OpenTaal
organisation.?? For companies interested in using the Autonomata grapheme-to-
phoneme converter, a royalty scheme was set up.

2.5 Conclusion

According to Technopolis group, the general targets of the STEVIN programme
have been reached to a (very) large extent. As a sufficient number of high quality
project proposals was funded by STEVIN, a substantial strengthening of the digital
language infrastructure for Dutch was achieved. The quality of research within
STEVIN was, in general, good, albeit not cutting edge. This can be attributed to
the nature of the projects (in particular when addressing the BLARK for Dutch)
being less apt for high impact publications. Another strong point of STEVIN was
the funding of application oriented projects as these demonstrate the potentialities
of HLTD to industry and the general public. It resulted in a network with strong
ties between academia and industry that is beneficial for future utilisation of
the STEVIN results. Some adaptations in the programme governance structure,
more interaction with other similar (inter)national R&D programmes, and a better
clarification of the role of open source were recommended by the evaluators for
a future programme. All in all, they qualify STEVIN as a successful cross-border
R&D programme.

Technopolis group recommends to organise a follow-up programme again as
a combination of different types of R&D within the same programme: even if
focusing more on application-oriented research and demonstrator projects (and
thus strengthening the participation of industry and software integrators in the
programme), other types of research (e.g., basic research) should not be overlooked.
Health care, education, e-government, safety and cultural heritage are cited as
potentially interesting application domains for follow-up R&D activities.

According to the evaluator, the Dutch-Flemish HLT community has been
able to retain their top position in the international HLT community thanks to
STEVIN, which prepared them for a leading position in the European CLARIN
endeavour.
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Chapter 3
The JASMIN Speech Corpus: Recordings
of Children, Non-natives and Elderly People

Catia Cucchiarini and Hugo Van hamme

3.1 Introduction

Large speech corpora (LSC) constitute an indispensable resource for conducting
research in speech processing and for developing real-life speech applications. The
need for such resources is now generally recognised and large, annotated speech
corpora are becoming available for various languages. Other than the term “large”
probably suggests, all these corpora are inevitably limited. The limitations are
imposed by the fact that LSC require much effort and are therefore very expensive.
For these reasons, important choices have to be made when compiling an LSC in
order to achieve a corpus design that guarantees maximum functionality for the
budget available.

In March 2004 the Spoken Dutch Corpus (Corpus Gesproken Nederlands; CGN)
became available, a corpus of about nine million words that constitutes a plausible
sample of standard Dutch as spoken in the Netherlands and Flanders and contains
various annotation layers. The design of this corpus was guided by a number of
considerations. In order to meet as many requirements as possible, it was decided
to limit the CGN to the speech of adult, native speakers of Dutch in the Netherlands
and Flanders.

The rapid developments in Information Society and the ensuing proliferation of
computer services in support of our daily activities stress the importance of CGN for
developing such services for Dutch at reasonable costs, thus removing the language
barrier for many citizens. Familiar examples of Human Language Technology
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(HLT) applications are dictation systems and call-centre-based applications such as
telephone transaction systems and information systems that use automatic speech
recognition instead of a keyboard or a keypad, such as in-car navigation systems
and miniaturised personal assistants. Furthermore, multilingual access interfaces
and cross-lingual speech applications in which people can communicate with each
other even though they speak different languages are now being developed, i.e.
for telephone reservation systems and voice portals. As embedded technology,
HLT will have a crucial role in next-generation products and services that replace
information processing methods typical of the desktop computing generation. The
advent of ambient intelligence will make it possible for humans to interact with
ubiquitous computing devices in a seamless and more natural way. Finally, in a
world increasingly dominated by knowledge and information, learning will become
a lifelong endeavour and HLT applications will become indispensable in favouring
remote access and interaction with (virtual) tutors.

3.2 Potential Users of HLT Applications

The fact that CGN is restricted to the speech of adult, native speakers of Dutch in
the Netherlands and Flanders, limits its usability for developing HLT applications
that must be used by children, non-natives and elderly people. This is undesirable,
as these groups also need to communicate with other citizens, administration,
enterprises and services and should in principle be able to benefit from HLT-based
computer services that are available for the rest of the population. In addition, all
three social groups are potential users of HLT applications specially tailored for
children, non-natives and elderly people, which would considerably increase their
opportunities and their participation in our society.

In the case of children, HLT applications have an important role to play in
education and in entertainment [13]. For certain applications, such as internet access
and interactive learning, speech technology provides an alternative modality that
may be better suited for children compared to the usual keyboard and mouse access.
In other applications, such as Computer Assisted Language Learning (CALL) or
computer-based interactive reading tutors [9], speech and language technology is
the key enabling technology.

The increasing mobility and consequent migration of workers to the Netherlands
and Flanders have resulted in growing numbers of non-native speakers of Dutch
that have to function in a Dutch-speaking society. For them, HLT applications
can be relevant in two respects: to guarantee their participation in the Information
Society and to promote their integration in society by facilitating their acquisition
of the Dutch language. When talking about the information society, authorities and
policy makers put special emphasis on aspects such as empowerment, inclusion,
and elimination of cultural and social barriers. This implies that the information
society should be open to all citizens, also those who are not mother tongue speakers
of Dutch. To guarantee that also non-native speakers of Dutch can participate in
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the information society it is necessary that all sorts of services and applications,
for instance those mentioned in the previous section, be available for them too.
The teaching of Dutch as a second language (L2) is high on the political agenda,
both in the Netherlands and in Flanders, because it is considered to be the key to
successful integration. In the last 30 years the Dutch and the Flemish governments
have spent billions of euros on Dutch L2 teaching to non-natives. Despite these
huge efforts, the results are not always satisfactory and experiments are now being
conducted with new methods and new media, to try and improve the quality of
Dutch L2 teaching. For example, CALL systems that make use of advanced HLT
techniques seem to offer new perspectives. These systems can offer extra learning
time and material, specific feedback on individual errors and the possibility to
simulate realistic interaction in a private and stress-free environment.

Owing to the increase in average life expectancy, our society has to cope with
a growing aged population and government and commercial organisations are
concerned about how to meet the needs of this increasing group of older adults and
to guarantee independent aging as much as possible. Technology, and in particular,
HLT applications, can help in providing assistance to older individuals who want
to maintain independence and quality of life. Among the consequences of aging
are declines in motor, sensory and cognitive capabilities. HLT can be employed
in developing assistive devices that compensate for these diminished capabilities.
For instance, it is possible to compensate for motor or sensory deficiencies by
developing devices for control of the home environment through spoken commands.
Cognitive aging often results in a decline in working memory, online reasoning,
and the ability to attend to more than one source of information. Technology can
compensate for cognitive dysfunctions either by facilitating information processing
or by supporting functions such as planning, task sequencing, managing prescription
drug regimens, prioritisation and problem solving. The applications can vary from
reminder systems to interactive robotic assistants [8, 10, 12, 18].

3.3 The Need for Dedicated Corpora

Although it is obvious that speech-based services are of social and economic interest
to youngsters, seniors and foreigners at the moment such applications are difficult
to realise. As a matter of fact, speech recognisers that are optimised for adult speech
are not suitable for handling speech of children, non-natives and elderly people
[3, 6, 13, 15, 20]. The much lower performance achieved with children speech
has to do with differences in vocal tract size and fundamental frequency, with
pronunciation problems and different vocabulary, and with increased variability
within speakers as well as among speakers. In the ASR community, it has long been
known that the differences between native and non-native speech are so extensive
as to degrade ASR performance considerably [20]. As a consequence, considerable
efforts have been spent in trying to understand the reasons for this poor performance
and in finding appropriate solutions. Research into automatic speech recognition of
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elderly speech has shown that performance degrades considerably for people above
the age of 70 [3]. This deterioration in performance can be ascribed to different
spectral and pronunciation patterns that result from a degradation of the internal
control loops of the articulatory system and from changes in the size and periodicity
of the glottal pulses.

Although the performance disadvantage for children, seniors and non-natives can
be explained to some extent, there is much that is not well understood. But in the past
it has been difficult to conduct research aimed at explaining the difference because
of the lack of suitable corpora.

Problems in ASR for children, elderly and non-natives are generally approached
with standard adaptation procedures [3, 13, 15, 20]. Although these do improve
performance, straightforward adaptation does not bring the performance to the same
level as what can be obtained with adult native speech. Perhaps more importantly,
straightforward adaptation does not yield much insight into the fundamental causes
of the ASR problems. An analysis of turn taking and interaction patterns in the
face-to-face and telephone dialogues that was carried out within the COMIC project
(http://www.hcrc.ed.ac.uk/comic/documents) showed that these are fundamentally
different from the best we can do at this moment in human-computer interaction.

Humans handle misunderstandings and recognition errors seemingly without
effort, and that capability appears to be essential for maintaining a fluent con-
versation. Automatic systems have only very limited capabilities for detecting
that their human interlocutor does not fully understand prompts and responses.
Experience with developing voice operated information systems has revealed a lack
of knowledge about the specific behaviour that people exhibit when they have to
interact with automatic systems, especially when the latter do not understand what
the user says. For instance, it turns out that people do not answer the questions
posed by the machine immediately, but first think about what to say and to take
time they either start repeating the question, or produce all sorts of hesitations
and disfluencies. In addition, if the computer does not understand them, they start
speaking more loudly, or modify their pronunciation in an attempt to be more
understandable with the result that their speech deviates even more from what the
computer expects. The problems experienced in developing spoken dialogs with
machines are compounded when the users come from sections of the population not
represented in the corpora used for training the ASR systems, typically children,
non-natives and elderly people [13, 15]. Also in spoken human-machine interaction,
scientific and technological progress is hampered by the lack of appropriate corpora.

3.4 JASMIN-CGN: Aim of the Project

It is for the reasons mentioned above that within the framework of the Dutch-
Flemish programme STEVIN [1] the project JASMIN-CGN was started, which
was aimed at the compilation of a corpus of contemporary Dutch as spoken by
children of different age groups, elderly people, and non-natives with different
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mother tongues in the Netherlands and Flanders. The JASMIN-CGN project was
carried out by a Dutch-Flemish consortium made up of two academic institutions
(RU Nijmegen, CLST, C. Cucchiarini and KU Leuven, ESAT, H. Van hamme) and
TalkingHome, (F. Smits) a company that, at the time, developed speech controlled
applications for health care. The JASMIN-CGN project aimed at realising an
extension of the Spoken Dutch Corpus (CGN) along three dimensions. First, by
collecting a corpus of contemporary Dutch as spoken by children of different age
groups, elderly people and non-natives with different mother tongues, an extension
along the age and mother tongue dimensions was achieved. In addition, we collected
speech material in a communication setting that was not envisaged in the CGN:
human-machine interaction.

3.5 Material and Methods

The three dimensions mentioned above are reflected in the corpus as five user
groups: native primary school pupils, native secondary school students, non-native
children, non-native adults and senior citizens. For all groups of speakers ‘gender’
was adopted as a selection variable. In addition, ‘region of origin’ and ‘age’
constituted variables in selecting native speakers. Finally, the selection of non-
natives was also based on variables such as ‘mother tongue’, ‘proficiency level in
Dutch’ and ‘age’.

3.5.1 Speaker Selection

For the selection of speakers we have taken the following variables into account:
region of origin (Flanders or the Netherlands), nativeness (native as opposed to non-
native speakers), dialect region (in the case of native speakers), age, gender and
proficiency level in Dutch (in the case of non-native speakers).

3.5.1.1 Region of Origin

We distinguished two regions: Flanders (FL) and the Netherlands (NL) and we tried
to collect one third of the speech material from speakers in Flanders and two thirds
from speakers in the Netherlands.

3.5.1.2 Nativeness

In each of the two regions, three groups of speakers consisted of native speakers of
Dutch and two of non-native speakers. For native and non-native speakers different
selection criteria were applied, as will be explained below.
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3.5.1.3 Dialect Region

Native speakers, on the other hand, were divided in groups on the basis of the dialect
region they belong to. A person is said to belong to a certain dialect region if (s)he
has lived in that region between the ages of 3 and 18 and if (s)he has not moved out
of that region more than 3 years before the time of the recording.

Within the native speaker categories we strived for a balanced distribution of
speakers across the four regions (one core, one transitional and two peripheral
regions) that we distinguished in the Netherlands and Flanders in the sense that we
organised recruiting campaigns in each of the regions. However, we did not balance
strictly for this criterion, i.e. speakers were not rejected because of it.

For non-native speakers, dialect region did not constitute a selection variable,
since the regional dialect or variety of Dutch is not expected to have a significant
influence on their pronunciation. However, we did notice a posteriori that the more
proficient non-native children do exhibit dialectal influence (especially in Flanders
due to the recruitment).

3.5.1.4 Mother Tongue

Since the JASMIN-CGN corpus was collected for the aim of facilitating the
development of speech-based applications for children, non-natives and elderly
people, special attention was paid to selecting and recruiting speakers belonging to
the group of potential users of such applications. In the case of non-native speakers
the applications we had in mind were especially language learning applications
because there is considerable demand for CALL (Computer Assisted Language
Learning) products that can help making Dutch as a second language (L2) education
more efficient. In selecting non-native speakers, mother tongue constituted an
important variable because certain mother tongue groups are more represented
than others in the Netherlands and Flanders. For instance, for Flanders we opted
for Francophone speakers since they form a significant fraction of the population
in Flemish schools, especially (but not exclusively) in major cities. A language
learning application could address the school’s concerns about the impacts on the
level of the Dutch class. For adults, CALL applications can be useful for social
promotion and integration and for complying with the bilingualism requirements
associated with many jobs. Often, the Francophone population has foreign roots
and we hence decided to also allow speakers living in a Francophone environment
but whose first language is not French.

In the Netherlands, on the other hand, this type of choice turned out to be
less straightforward and even subject to change over time. The original idea was
to select speakers with Turkish and Moroccan Arabic as their mother tongue, to
be recruited in regional education centres where they follow courses in Dutch
L2. This choice was based on the fact that Turks and Moroccans constituted
two of the four most substantial minority groups [5], the other two being people
from Surinam and the Dutch Antilles who generally speak Dutch and do not
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have to learn it when they immigrate to the Netherlands. However, it turned out
that it was very difficult and time-consuming to recruit exclusively Turkish and
Moroccan speakers because Dutch L2 classes at the time of recruiting contained
more varied groups of learners. This was partly induced by a new immigration
law that envisaged new obligations with respect to learning Dutch for people from
outside the EU. This led to considerable changes which clearly had an impact on
the whole Dutch L2 education landscape. As a consequennce, it was no longer
so straightforward to imagine that only one or two mother tongue groups would
be the most obvious candidates for using CALL and speech-based applications.
After various consultations with experts in the field, we decided not to limit
the selection of non-natives to Turkish and Moroccan speakers and opted for
a miscellaneous group that more realistically reflects the situation in Dutch L2
classes.

3.5.1.5 Proficiency in Dutch

Since an important aim in collecting non-native speech material is that of developing
language learning applications for education in Dutch L2, we consulted various
experts in the field to find out for which proficiency level such applications are most
needed. It turned out that for the lowest levels of the Common European Framework
(CEF), namely A1, A2 or B1 there is relatively little material and that ASR-based
applications would be very welcome. For this reason, we chose to record speech
from adult Dutch L2 learners at these lower proficiency levels.

For children, the current class (grade) they are in was maintained as a selection
criterion. So although in this case proficiency was not really a selection criterion, it
is correlated with grade to a certain extent.

3.5.1.6 Speaker Age

Age was used as a variable in selecting both native and non-native speakers. For
the native speakers we distinguished three age groups not represented in the CGN
corpus:

e Children between 7 and 11
e Children between 12 and 16
¢ Native adults of 65 and above

For the non-native speakers two groups were distinguished:

e Children between 7 and 16
e Adults between 18 and 60.



50 C. Cucchiarini and H. Van hamme

3.5.1.7 Speaker Gender

In the five age groups of speakers we strived to obtain a balanced distribution
between male and female speakers.

3.5.2 Speech Modalities

In order to obtain a relatively representative and balanced corpus we decided to
record about 12 min of speech from each speaker. About 50 % of the material would
consist of read speech material and 50 % of extemporaneous speech produced in
human-machine dialogues.

3.5.2.1 Read Speech

About half of the material to be recorded from each speaker in this corpus consists of
read speech. For this purpose we used sets of phonetically rich sentences and stories
or general texts to be read aloud. Particular demands on the texts to be selected
were imposed by the fact that we had to record read speech of children and non-
natives.

Children in the age group 7-12 cannot be expected to be able to read a text
of arbitrary level of difficulty. In many elementary schools in the Netherlands and
Flanders children learning to read are first exposed to a considerable amount of
explicit phonics instruction which is aimed at teaching them the basic structure of
written language by showing the relationship between graphemes and phonemes
[26]. A much used method for this purpose is the reading program Veilig Leren
Lezen [11]. In this program children learn to read texts of increasing difficulty levels,
with respect to text structure, vocabulary and length of words and sentences. The
texts are ordered according to reading level and they vary from Level 1 up to Level
9. In line with this practice in schools, we selected texts of the nine different reading
levels from books that belong to the reading programme Veilig Leren Lezen.

For the non-native speakers we selected appropriate texts from a widely used
method for learning Dutch as a second language, Codes 1 and 2, from Thieme
Meulenhoft Publishers. The texts were selected as to be suitable for learners with
CEF levels Al and A2.

3.5.2.2 Human-Machine Dialogues

A Wizard-of-Oz-based platform was developed for recording speech in the human-
machine interaction mode. The human-machine dialogues are designed such that
the wizard can intervene when the dialogue goes out of hand. In addition, the
wizard can simulate recognition errors by saying, for instance: “Sorry, I did not
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understand you”, or “Sorry, I could not hear you” so as to elicit some of the typical
phenomena of human-machine interaction that are known to be problematic in the
development of spoken dialogue systems. Before designing the dialogues we drew
up a list of phenomena that should be elicited such as hyperarticulation, syllable
lengthening, shouting, stress shift, restarts, filled pauses, silent pauses, self talk,
talking to the machine, repetitions, prompt/question repeating and paraphrasing.
We then considered which speaker moods could cause the various phenomena
and identified three relevant states of mind: (1) confusion, (2) hesitation and (3)
frustration. If the speaker is confused or puzzled, (s)he is likely to start complaining
about the fact that (s)he does not understand what to do. Consequently, (s)he will
probably start talking to him/herself or to the machine. Filled pauses, silent pauses,
repetitions, lengthening and restarts are likely to be produced when the speaker has
doubts about what to do next and looks for ways of taking time. So hesitation is
probably the state of mind that causes these phenomena. Finally, phenomena such
as hyperarticulation, syllable lengthening, syllable insertion, shouting, stress shift
and self talk probably result when speakers get frustrated. As is clear from this
characterisation, certain phenomena can be caused by more than one state of mind,
like self talk that can result either from confusion or from frustration.

The challenge in designing the dialogues was then how to induce these states
of mind in the speakers, to cause them to produce the phenomena required. We
have achieved this by asking unclear questions, increasing the cognitive load of the
speaker by asking more difficult questions, or by simulating machine recognition
errors. Different dialogues were developed for the different speaker groups. To be
more precise, the structure was similar for all the dialogues, but the topics and the
questions were different.

3.5.3 Collecting Speech Material

3.5.3.1 Speaker Recruitment

Different recruitment strategies were applied for the five speaker groups. The most
efficient way to recruit children was to approach them through schools. However,
this was difficult because schools are reluctant to participate in individual projects
owing to a general lack of time. In fact this was anticipated and the original plan was
to recruit children through pedagogical research institutes that have regular access
to schools for various experiments. Unfortunately, this form of mediation turned out
not to work because pedagogical institutes give priority to their own projects. So,
eventually, schools were contacted directly and recruiting children turned out to be
much more time-consuming than we had envisaged.

In Flanders, most recordings in schools were organised in collaboration with the
school management teams. A small fraction of the data were recorded at summer
recreational activities for primary school children (“speelpleinwerking”).
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The elderly people were recruited through retirement homes and elderly care
homes. In Flanders older adults were also recruited through a Third Age University.
In the Netherlands non-native children were recruited through special schools which
offer specific Dutch courses for immigrant children (Internationale Schakelklassen).
In Flanders the non-native children were primarily recruited in regular schools. In
major cities and close to the language border a significant proportion of pupils speak
only French at home, but attend Flemish schools. The level of proficiency is very
dependent on the individual and the age. A second source of speakers was a school
with special programs for recent immigrants. Non-native adults were recruited
through language schools that offer Dutch courses for foreigners. Several schools
(in the Netherlands: Regionale Opleidingscentra, ROCs — in Flanders: Centra voor
Volwassenen Onderwijs, CVOs) were invited to participate. Through these schools
we managed to contact non-native speakers with the appropriate levels of linguistic
skills. Specific organisations for foreigners were also contacted to find enough
speakers when recruitment through the schools failed.

All speakers received a small compensation for participating in the recordings in
the form of a cinema ticket or a coupon for a bookstore or a toy store.

3.5.3.2 Recordings

To record read speech, the speakers were asked to read texts that appeared on the
screen. To elicit speech in the human-machine interaction modality, on the other
hand, the speakers were asked to have a dialogue with the computer. They were
asked questions that they could also read on the screen and they had received
instructions that they could answer these questions freely and that they could speak
as long as they wanted.

The recordings were made on location in schools and retirement homes. We
always tried to obtain a quiet room for the recordings. Nevertheless, background
noise and reverberation could not always be prevented.

The recording platform consisted of four components: the microphone, the
amplifier, the soundcard and the recording software. We used a Sennheiser 835
cardoid microphone to limit the impact of ambient sound. The amplifier was
integrated in the soundcard (M-audio) and contained all options for adjusting
gain and phantom power. Resolution was 16 bit, which was considered sufficient
according to the CGN specifications. The microphone and the amplifier were
separated from the PC, so as to avoid interference between the power supply and
the recordings.

Elicitation techniques and recording platform were specifically developed for the
JASMIN-CGN project because one of the aims was to record speech in the human-
machine-interaction modality. The recordings are stereo, as both the machine output
and the speaker output were recorded.
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Table 3.1 Amount of speech material and number of speakers per speaker group. The numbers
between round brackets are the number of female participants in each group

Speaker group NL FL NL(F) FL(F)
Native primary school 15h 10 min 7h 50 min 72 (35) 43 (23)
pupils between 7 and
11
Native secondary school 10h 59 min 8h 01 min 63 (31) 44 (22)
students between 12
and 16
Non-native children 12h 34 min 9h 15 min 53 (28) 52 (25)
between 7 and 16
Non-native adults 15h 01 min 8h 02 min 46 (28) 30 (19)
Native adults above 65 16 h 22 min 8h 26 min 68 (45) 38 (22)
Total 70h 06 min 41h 34 min 302 (167) 207 (111)

3.6 Results

3.6.1 Speech Files

In total 111h and 40min of speech were collected divided over the different
speaker groups as shown in Table 3.1. The corpus documentation contains further
details about the speakers (exact age, native language, proficiency in Dutch, gender,
place of birth, ...). The samples were stored in 16bit linear PCM form in a
Microsoft Wave Format. The sample frequency is 16 kHz for all recordings. Each
recording contains two channels: the output from the TTS system (dialogues) and
the microphone recording. Notice that the microphone signal also contains the TTS
signal through the acoustic path from the loudspeakers to the microphone.

About 50 % of the material is read speech and 50 % extemporaneous speech
recorded in the human-machine interaction modality (HMI).

3.6.2 Orthographic Annotations

All speech recordings were orthographically transcribed manually according to the
same conventions adopted in CGN and using the same tool: PRAAT [2]. Since
this corpus also contains speech by non-native speakers, special conventions were
required, for instance, for transcribing words realised with non-native pronuncia-
tion. Orthographic transcriptions were made by one transcriber and checked by a
second transcriber who listened to the sound files, checked whether the orthographic
transcription was correct and, if necessary, improved the transcription. A spelling
check was also carried out according to the latest version of the Dutch spelling [14].
A final check on the quality of the orthographic transcription was carried out by
running the program ‘orttool’. This program, which was developed for CGN but
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was not further disseminated, checks whether markers and blanks have been placed
correctly and, if necessary, improves the transcription.

The speech material recorded in the Netherlands was also transcribed in the
Netherlands, whereas the speech material recorded in the Flanders was transcribed
in Flanders. To avoid inconsistencies in the transcription, cross checks were carried
out.

3.6.3 Annotations of Human-Machine Interaction Phenomena

A protocol was drawn up for transcribing the HMI phenomena that were elicited
in the dialogues. This document can be found in the corpus documentation. The
aim of this type of annotation was to indicate these phenomena so that they can be
made accessible for all sorts of research and modeling. As in any type of annotation,
achieving an acceptable degree of reliability is very important. For this reason in the
protocol we identified a list of phenomena that appear to be easily observable and
that are amenable to subjective interpretation as little as possible. The following
phenomena were transcribed: hyperarticulation, syllable lengthening, shouting,
stress shift, restarts, filled pauses, silent pauses, understanding checks, self talk,
repetitions, prompt/question repeating and rephrasing. In addition, examples were
provided of the manifestation of these phenomena, so as to minimise subjectivity in
the annotation.

As for the orthographic transcriptions, the HMI transcriptions were also made by
one transcriber and checked by a second transcriber who listened to the sound files,
checked whether the transcription was correct and, if necessary, improved it. The
speech material recorded in the Netherlands was also transcribed in the Netherlands,
whereas the speech material recorded in the Flanders was transcribed in Flanders.
To prevent inconsistencies in the transcription, cross checks were carried out.

3.6.4 Phonemic Annotations

It is common knowledge, and the experience gained in CGN confirmed this, that
manually generated phonetic transcriptions are very costly. In addition, recent
research findings indicate that manually generated phonetic transcriptions are
not always of general use and that they can be generated automatically without
considerable loss of information [19]. In a project like JASMIN-CGN then an
important choice to make is whether the money should be allocated to producing
more detailed and more accurate annotations or simply to collecting more speech
material. Based on the considerations mentioned above and the limited budget that
was available for collecting speech of different groups of speakers, we chose the
second option and decided to adopt an automatically generated broad phonetic
transcription (using Viterbi alignment).
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Given the nature of the data (non-native, different age groups and partly spon-
taneous), the procedure requires some care. Since the performance of an automatic
speech aligner largely depends on the suitability of its acoustic models to model
the data set, it was necessary to divide the data into several categories and treat
each of those separately. Those categories were chosen such that the data in each
could be modelled by a single acoustic model, making a compromise between intra-
category variation and training corpus size. Both for Flemish and Dutch data we
therefore made the distinction between native children, non-native children, native
adults, non-native adults and elderly people.

Deriving an acoustic model for each category was not a straightforward task,
since the amount of available data was not always sufficient, especially for the
Flemish speakers. In all cases, we started from an initial acoustic model and adapted
that to each category by mixing in the data on which we needed to align. For
children, however, both native and non-native, this solution was not adequate. Since
vocal tract parameters change rather drastically during childhood, a further division
of the children data according to age at the time of recording was mandatory. We
distinguished speakers between 5 and 9 years old, speakers between 10 and 12 years
old, and speakers between 13 and 16 years old.

These sets of children data were then used to determine suitable vocal tract length
warping factors, in order to apply VTLN (Voice Tract Length Normalisation) [7].
Because of this, data