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Preface

The present volume includes 50 selected peer-reviewed papers presented at the 41st Computer
Applications and Quantitative Methods in Archaeology Across Space and Time (CAA2013) conference held
in Perth (Western Australia) in March 2013 at the University Club of Western Australia and hosted by the
recently established CAA Australia National Chapter. It also hosts a paper presented at the 40th Computer
Applications and Quantitative Methods in Archaeology (CAA2012) conference held in Southampton.

An extended overview of the conference and the proceedings preparation is supplied in the opening
paper of this volume and authored by the Conference Chair and Proceedings Editor. This preface will serve
instead to acknowledge and thank all the people involved in different roles in the conference organisation
and the editorial work behind this volume. The Chair acknowledges the impossibility of mentioning all
that have given a contribution, nonetheless she would like to express her sincere gratitude to everyone that
participated in making CAA 2013 a thriving event. In the following paragraphs those whose contributions
were most essential and most welcomed are recognised and thanked.

Conference organisation

Listing in chronological order, first to be thanked are the members of the CAA Executive Steering
Committee and the extended Steering Committee for their precious advises, suggestions and guidance
throughout the conference and post-conference process. Among these, special mentions go to Guus Lange
for his continuous encouragement and for undertaking a number of reviews larger than anybody else;
to the CAA Chair Gary Lock for guidance and direction as well as promptly assisting with last-minute
reviews; and to Philip Verhagen for assistance in all the phases of abstract and paper reviewing and
editorial process. Likewise, organisers and supporters of previous CAA conferences (such as Graeme Earl,
Javier Melero, Jeffrey Clark, Lisa Fischer, Leif Isaksen) should be acknowledged for the helpful insights
and suggestions they provided before the event and for sharing their conference organisation experience.
John Pouncett and Axel Posluschny should also be recognised for their precious contribution in managing
the student bursary program and dealing with financial aspects of it. A special thank goes to Hembo Pagi
for the invaluable computer programming service and consultancy that he swiftly provided for the CAA
conference management software system (OCS) as well as his positive attitude at hard times.

Among members of the CAA2013 organising committee, a huge debt of gratitude goes to Stephen
White for his continuous support, assistance and work in many aspects of the conference organisation that
he (almost willingly) undertook since the day in which the CAA 2013 conference was assigned to Australia.
In particular, he provided much needed help in dealing with the (many) website layout issues, the final
program print layout and hundreds of other tasks, too many to mention or even remember. Enormous
appreciation has to be given to Gail Higginbottom, treasurer of the CAA Australia National Chapter, for
her invaluable help with assembling the program and creating the layout of the conference schedule as
well as a number of other tasks (of which the pinnacle was the organisation of a wine tasting stall at the
Venue location) both before and during the conference. Thanks also to lan Johnson, Chair of the CAA
Australia National Chapter, for the first draft of the program booklet and schedule. Huge gratitude goes
to Jane Fyfe (University of Western Australia) for the precious ‘local’ logistic support: her understanding
of the working of the UWA facilities and infrastructure was fundamental to have quick response to all the
problems that had to be faced and access to all the needed services. Jennifer Rodriguez (Western Australian
Museum) must be acknowledged for her valuable assistance during the conference and for running
the Student-to-student accommodation initiative with the help of Wendy Van Duivenvoorde (Flinders
University). The important role of Felicity Morel-Ednie Brown (Western Australia Government) should
be recognised for the bid acquisition and fund-raising, this last a task which was crucial to the operation
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of the conference. Together with the organising committee members, Martin King (University of Sydney)
should be mentioned for all his input before the conference and dealing with accounting, financial and
administrative aspects during the months preceding it.

CAA 2013 was also the occasion to forge or reinforce links with colleagues from University of
Western Australia. Above all gratitude goes to Thomas Whitley, a long-standing member of CAA North
America providentially moved to Australia just shortly before the conference, for all his support in situ,
and Toby Burrows for precious assistance with many administration tasks; together with them, the other
colleagues of the discipline of Archaeology Jo McDonald, Alistair Paterson and Joe Dortch. To this last,
CAA2013 is indebted for taking time from his busy schedule to lead pre and post-conference tours that
were highly appreciated. We extend the CAA Australia gratitude to the Vice-Chancellor of the University
of Western Australia Professor Paul Johnson and to the Dean of the Faculty of Arts Professor Krishna Sen
for the speeches at the Opening ceremony and the Welcome reception.

Volunteers always play a very important role during a conference event. Particular mention
must be made of Megan Berry (University of Western Australia) who coordinated the superb cohort of
volunteers that ensured the smooth running of the conference at the venue and Sam Harper (University
of Western Australia) that enthusiastically helped her in this taxing mission. Thanks also to all the student
volunteers that actively gave their time to support the conference, before, during and after, and who
are too many to list here. Although unnamed, they were crucial to the operation of the conference. In
particular, thanks to Rebecca Foote (University of Western Australia) for her passionate help, for her
support in creating maps and signage to ease the CAA delegates moving across the UWA campus and even
for swift medical response at a time of need; to Nick Wiggins for taking on many IT and web-based tasks
and taking over the management of the social media communication before and during the conference:
his assistance was extremely beneficial for the whole conference process; to Elizabeth Smith (Macquarie
University) that managed the student volunteers based in Sydney and provided content for the web-
site and assistance with delegate accommodations; to Mary Jane Cuyler for her support in acquiring
patronage and endorsement. Charlie Dortch, retired curator of archaeology from the WA Museum, must
be acknowledged for generously offering to guide the post-conference tour to Rottnest Island.

The Conference keynotes (in order of appearance) Eric Kansa (Open Context and UC Berkeley),
Jeremy Green (Western Australian Museum) and Dominic Powlesland (Landscape Research Centre and
University of Cambridge, UK) should be mentioned for delivering three excellent keynote addresses that
have entertained the CAA audience, made it reflect on important issues facing the future of our discipline
and disclosed new horizons of computer applications in archaeology. Many session organisers helped
to select appropriate presentations and papers and ran their sessions with dedication, for which we are
grateful.

The Conference Chair wishes also to express her sincere gratitude to Len Collard (University of
Western Australia) for performing, as part of the opening ceremony, an emotional ‘Welcome to country’,
the way local Indigenous land custodians welcome delegates to their country. Based on the Aboriginal
dreaming, ‘Welcome to Country’ recognises the ancestral spirits who created the boundaries and lands,
and allow safe passage to visitors. The chair would like also to mention Thomas Hillard and Lea Beness for
their warm encouragement throughout the difficult and very chaotic period that preceded — and followed
— the CAA 2013 conference, and especially Thomas who, in an extremely busy academic teaching period,
travelled a total of 6000+ km in less than 3 days only to show his support to this event by attending it for
at least one day.

Last but not least, the Chair and the CAA Australia National chapter wish to thank all those who
participated, especially the colleagues that have travelled a long distance to be in Perth arriving from
Europe, USA, or East Asia, providing exciting contributions that ensured the success of the conference.
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Contributing institutions, partners, sponsors and exhibitors

The Conference Chair on behalf of CAA Australia National Chapter would like to extend her deepest
appreciation to the corporate sponsors whose financial and in-kind contributions were essential for CAA
2013 to take place. Particular mention must be made of our main contributors, the University of Western
Australia and the Perth Convention Bureau together with Tourism Western Australia.

The University of Western Australia provided generous funding for setting up the conference. The
University, and in particular the discipline of Archaeology, should be acknowledged also for welcoming
the CAA2013 Conference in the UWA Campus and offering their infrastructures, facilities and personnel
for a smooth running of the event. The Perth Convention Bureau together with Tourism Western Australia
provided financial support for marketing the event, ensuring a wide international participation.

Other organisations and businesses have also contributed to the conference either as sponsors,
partners or supporters and to them goes the gratitude of CAA Australia. Archae-aus, our Bronze Sponsor,
contributed liberally to the general support fund for the conference. The University of Sydney provided
accounting and administrative support as well as IT support with the online payment system. The CAA
Australia is also grateful to Macquarie University Ancient Cultures Research Centre, whose sponsorship
supported the costs of the venue; to Federated Archaeological Information Management Systems
(FAIMS) project for helping to sponsor the opening reception at the University Club; to the Australasian
Association for Digital Humanities, which generously funded the Best Poster awards; to Society for
the Study of Early Christianity (SSEC) established at Macquarie University and MAHA (Macquarie
Ancient History Association) for their kind financial contributions; to Eureka Archaeological Research
and Consulting for their sponsorship and the time of their staff members; and to Squire Sanders, which
provided legal service as part of an in-kind sponsorship. Conference Partners ArcLand and EARSeL
should be mentioned for putting together and chairing sessions related to their areas of expertise. The
UWA Maritime Museum (Western Australia Museum) has made an important contribution to CAA2013
and its delegates by extending free entry to conference attendees, for which we are sincerely grateful. The
patronage of the Government of Western Australia, City of Perth, Icomos Australia, and CHASS should
also be acknowledged.

Publication process

The preparation of a proceeding volume is a huge and time-consuming task and it requires the
support of many. First and foremost, 1za Romanowska is deeply appreciated for her undertaking the
production of the volume layout and typesetting. Her experience with the editing of CAA proceedings
was providential to the efficiency of the overall publication process and her assistance much appreciated;
moreover, her infinite patience in dealing with the Editor's (sometimes excessive) attention to detail should
be certainly recognised. The CAA Editorial Board should also be mentioned for continuous assistance and
guidance.

All the anonymous members of the CAA Review Panel, who by painstakingly undertaking the
assigned reviews supported the selection of presentations — first — and papers to be published — later —
should not be forgotten: the production of a quality peer-reviewed volume relies essentially on them.

Thanks should also be addressed to Paul Bourke (University of Western Australia) and the
CRAR+M at the University of Western Australia for the wonderful images that have been used for the
creation of the volume cover, representing the Wanmanna archaeological site and computer renderings
of reconstructed 3D surfaces and rock art, and of course thanks should be directed to lan Kirkpatrick for
the brilliant design work he produced assembling them together.
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Acknowledgement of Country

Finally, on behalf of the CAA2013 conference organisers and CAA Australia the Chair would like
to tribute an acknowledgement to the Whadjuck Nyungar who are the Traditional Owners of the Perth
metropolitan area and surrounding districts. We would like to acknowledge these traditional owners of
the land on which we have held the CAA2013 conference and pay our respects to the Nyungar Elders past,
present, and future for they are custodians of the history, the cultural practice, traditions, lands, seas,
fresh water and swamps of their people. We thank them for allowing us to meet on their land.

Arianna Traviglia
Chair, CAA2013 Organising Committee
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Across Space and Time

Arianna Traviglia
CAA Australia National Chapter

The 41st Computer Applications and
Quantitative Methods in Archaeology Across
Space and Time (CAA2013) conference was held
in the city of Perth (Western Australia) from 25th
to 28th March 2013. The theme of the conference
was ‘Across Space and Time’ which alluded to both
the paths that archaeological research moves across
and to the space and time that delegates would have
to travel to reach the 2013 CAA destination. The
conference was hosted by CAA Australia National
Chapter, which was purposely created in the months
just after the successful bid presented in 2010. Two
academic institutions, The University of Western
Australia and The University of Sydney, supported
the conference in different ways, using their
physical and organisational infrastructures. The
specific entities involved in the event organisation
were the Discipline of Archaeology, School of Social
Sciences at the University of Western Australia, and
Arts eResearch and the Faculty of Arts (providing
accounting support) at the University of Sydney.

The primary venue of CAA 2013 was the
University Club of Western Australia, a modern
building located in the campus of The University of
Western Australia, on the banks of the Swan River
facing Matilda Bay and the Perth city skyline. The
University Club proved to be an excellent and much
appreciated choice for its beautiful location and
surroundings, the first-rate conference facilities
and the superb management that ensured the
smooth running of the conference. Several locations
across the University of Western Australia, where
conference workshops took place on the first and
second day, served as secondary venues.

The CAA 2013 Perth conference organisers
strove to produce a conference experience that,
beside serving the traditional functions of CAA
conferences of providing a venue for showcasing,
disseminating and discussing advancements in
computational and digital methods applied to
archaeology, could also promote the wider adoption

Corresponding author: chair@caa2013.org

of such methods and start collaborative networks
within the Australasian region, while extending the
membership of CAA in the region.

1. Before the Conference

The candidature to host conference was
presented in Granada, Spain, in 2010 during the
Fusion of Cultures CAA 2010 conference by the
writer and Felicity Morel-Ednie Brown. As indicated
in the brief speech preceding the vote at the 2010
CAA AGM, our goal in hosting the conference in
Australiawas to make CAA fully global and to expand
the CAA membership beyond the ‘last frontier’. The
following year, 2011, CAA was going to be held in
Asia for the first time (Revive the Past CAA 2011,
Beijing, China), acting to engage Asian scholars,
bring fresh perspectives and build new relationships.
Continuing this globalisation pathway, we proposed
to hold the CAA conference for 2013 in Australia
(the first time that CAA would be conducted in
the Southern hemisphere, a milestone in the CAA
history), allowing colleagues from Oceania to attend
it. The project soon found interest and support
by a number of Australian academic institutions,
research centres and government bodies that
provided assistance for the conference to succeed.

The time leading up to the conference was full
of strife. The financial crisis that had hit the global
markets in 2008 (and, with them, the economies of
many countries worldwide) had not receded during
the years and months preceding the CAA 2013 Perth
event, and it had indeed worsened the financial
situations of European and American countries
(and academic institutions). At about the same time,
Australia, which had been only marginally shattered
by the economic downturn, was starting to enjoy a
very strong dollar over most national currencies.
That gap kept steadily growing during the year
preceding the conference (Fig. 1, left). Perth itself, a
thriving city back then at the centre of the Australian
mining boom, already boasted what would be
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Across Space and Time. Papers from the 41st Conference on
Computer Applications and Quantitative Methods in Archaeology. Perth, 25-28 March 2013

Figure 1. Australian Dollar-Euro exchange rate. On March 25th 2013, the week of the conference, the exchange rate
reached the fourth highest peak in the history of the exchange rate between the two currencies.

considered — from a European perspective — high
costs for accommodations and meals.

Months before the conference it was clear
that these two factors combined together could
have represented an explosive situation for typical
CAA delegates, making it financially very difficult
for many to join the event, especially considering
the great distances that one has to cover to reach
Perth (even for those simply coming from a different
shore of Australia) and the costs related to that. It
is to be faced, indeed: the Australian continent is
far from pretty much everywhere. The Conference
organisers watched with growing preoccupation the
increasingly rising exchange rates in the months
preceding the conference. Sardonically enough, the
week of the conference the exchange rate reached
the fourth highest peak in almost 15 years; after that
the exchange rate started its slow but unstoppable
descent (Fig 1, right).

With these difficulties very clear in mind and
faced with the prospect of a very low attendance
(and all the financial issues it would create), the
organisation team had to devote a considerable
amount of energy to fund raising in order to offset
the high costs so that they would not have to pass
on the real cost of the conference in the way of high
registration fees. At the end, thanks to a number of
generous contributors, we were able to maintain
the fees at the average level of previous conference
fees, while offering full board meals and lavish
refreshments in the registration package.

In an attempt to support students, low

incomers and ECRs with facing the costs of
the travel, other programs were initiated, such

18

as the student-to-student initiative, created to
encourage Perth-based student delegates to host
students from around Australia or overseas while
the visiting student was attending CAA Perth
2013. While providing an opportunity for a cheap
accommodation, the purpose of this initiative was
to promote national and international links between
students and provide a great opportunity to form
friendships and professional contacts that may last
throughout their careers. In addition, CAA provided,
as every year, a set of bursary awards to financially
support students, low incomers and ECRs to attend
the conference: of the ones eligible to receive
financial support, 31 students accepted.

In June 2012, the CAA 2013 organisers
issued an open call for sessions proposals. 39
session proposals were received and 35+ accepted
(although not all, in the end, were convened) after
merging some proposals that focused on similar
subjects. Next to the usual session formats, such as
roundtables, workshops, short and long sessions,
we trialled (in the best tradition of freedom that
CAA bestows over local organisers) the Focus
session format, consisting of thematically-related
five minutes key-point presentations timed by a
discussant pulling the theme together, followed by
a room-based breakout organised around posters
or demos presenting additional information to
maximise networking.

In the month of August 2012 a call for papers
and posterswas issued withadeadline for submission
set on October 2012. 226 proposals (including both
posters and papers) were received and reviewed
with the support of the CAA Review panel, with 2
to 3 reviewers assigned to each abstract. The final
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number of papers accepted for presentation or that
were actually presented was lower: 19 proposals
were rejected and several others were withdrawn in
the months preceding the conference.

2. During the Conference

The conference was privileged to host about
250 participants from 24 countries, which we
considered an exceptionally good number when
looking at the global financial situation and the
distance conveners had to travel (and the associated
costs). Of those, 87 were registered as students.

About 115 participants were from Australasian
region (this a remarkable success for a conference
previously unfamiliar to the Australasian landscape)
and the remaining split across nations worldwide,
with representative from almost all the European
countries as well as several parts the United States
and, for the first time — to the best of our knowledge —
a representative from Saudi Arabia. The five nations
with the broadest representation at CAA 2013 (after
Australia) were UK, USA, Germany, Czech Republic
and the Netherlands.

The conference was composed of 29 parallel
sessions, within which the 157 accepted papers
were presented (delivered as short, long or focus
papers), together with 25 posters. The total number
of contributions required running four or, at times,
five parallel sessions held over three full days.
Ten workshops were separately offered in parallel
sessions on the first conference day and one during
the second conference day, proposed by some of
the most active CAA long-standing members and
‘new entries’; each workshop dealt with different
topics spanning from complex systems and agent-
based modelling to archaeological interpretation
and airborne laser scanning, passing through
archaeological conceptual modelling.

Although started on the 25th of March with
the Workshop day, the conference was formally
commenced on the second day with an Official
Conference Opening during which welcoming
remarks were provided by the University of Western
Australia Vice Chancellor Professor Paul Johnson.
The speech was followed by a ‘Welcome to country’,
the customary ceremony performed by Aboriginal
elders to welcome visitors to their traditional land —

a protocol that has been a part of Aboriginal cultures
for thousands of years — which was performed by
Len Collard, ARC Research Fellow at that University.
During the performance, the delegates were
welcomed by Len in his position as representative
of the Whadjuck Nyungar, the Traditional Owners
of the Perth metropolitan area and surrounding
districts, and had the possibility to hear a brief
piece performed by didgeridoo, the traditional wind
instrument used by Indigenous Australians.

At the end of the ceremony, Dr E. Kansa,
Program Director of Open Context — a data
publishing venue for archaeology — provided a much
appreciated keynote speech that enlightened the
attendees onthe issues and the great challenges faced
by scholarly communications and, more specifically,
by archaeological scientific communication. We
heard also how innovations in many areas, including
Linked Open Data, Web services, and services for
data citation and preservation, are enriching the
archaeology information ecosystem and promise to
make archaeological knowledge contributions more
broadly accessible and relevant to other disciplines
and public communities

In the following days, the other two keynotes
had the arduous task to drag our conveners out of
their comfortable hotel rooms before 8.30 am in
order to attend their speeches.

On the third conference day morning, the
brilliant presentation of Dr Jeremy Green, Head
of the Department of Maritime Archaeology at the
Western Australian Museum, Fremantle (Western
Australia), introduced attendees to the history of
application of computer technologies to maritime
archaeology and how computers revolutionised
maritime archaeology over the past 40 years.
He himself a pioneer of computer application in
underwater archaeological exploration, Dr Green
went through the rapid evolution of technological
aided underwater exploration and provided an
overview of the progresses in the fields of remote
sensing, GIS and photogrammetry applied to
maritime archaeology.

The inspirational keynote speech offered
on the last day by Prof. Dominic Powlesland,
Director of the Landscape Research Centre, North
Yorkshire (UK), an internationally recognised front
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runner in the application of computing to field
archaeology, delighted the early-bird delegates with
the entertainingly narrated tale of his over three
decades long research in the Vale of Pickering. Along
the way, the paper reflected also on different aspects
of past, current and future archaeological research,
and the role of applied computing to improve and
enhance — rather than replace — “the observational,
recording and delivery infrastructure which has for
so long been the subject of site-hut and bar-room
discussion” (D. Powlesland).

Each of the keynote speeches opened a session
related to the topic explored in them. Overall, the
other sessions of the conference spanned across
the topics that are typical of CAA and included
data modelling, management and integration; field
and laboratory data recording; linked data and the
semantic web; data analysis and visualisation; 3D
modelling, visualisation and simulations; spatio-
temporal modelling, GIS and remote sensing. Some
of the session were specific to the Australasian
region and included, for example, the application
of 3D visualisation to rock art and cultural heritage
management and the implementation of a recently
developed Australian archaeological information
management systems (the Federated Archaeological
Information Management Systems FAIMS).

The sessions were brilliantly presided over
by a number of chairs (some of which had to be
enlisted just in the weeks before the conference due
unforeseen events that made it impossible for the
original chairs to be at the conference) that ensured
the fluid operation of the proceedings.

To promote networking and socialising in an
informal environment, we had decide, as mentioned,
to include in the conference package the provision
of lunches that were served in the beautiful Alfresco
Terrace of the University Club, a partially covered
balcony on the first floor of the Club, which provided
guests with aunique space overlooking the university
campus to hold get-togethers. We have been pleased
to hear, later on, that many collaboration links have
been created during these pleasant interludes.

3. Social Events
The CAA conference was also the occasion

(and, maybe, especially so) for many long-time
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friends to meet and spend time together, and for
new friendships to be established. This was certainly
facilitated by a number of social events that flanked
the conference proceedings.

On March 24th, CAA conveners already
in Perth were invited to enjoy an evening out in
the beautiful sea-side town of Freemantle, south
of Perth, before the start of the conference. The
informal event was held at a local renowned micro-
brewery, Little Creatures, sitting right on the bay
with beautiful views across the water.

On the first conference day, at the conclusion
of the workshops, all the Conference delegates were
invited to participate to the Welcome Reception
that was held at University Club. Guests were
supposed to be welcomed in the Alfresco Terrace,
but an unexpected and sudden storm made it
more appealing and safer to use the Club’s covered
space. Canapés and excellent Western Australian
wines offered to the CAA delegates made up for the
change of scene. At the reception, the delegates were
welcomed by remarks from Dean of the Faculty of
Arts, Professor Krishna Sen.

On March 27th, with the official opening of
the Poster Session, at the same time the CAA 2013
Poster Panel was judging the posters, the McHenry
Hohnen Vintners presented across the foyer space
their wines for tasting and purchase. That same
evening, the Conference Dinner was held in the
Thomas Hardwick Function Room of The Old
Brewery, the name of the room paying tribute to the
original Brew master. The Old Brewery provided a
stunning riverside feature venue.

The day after, following the official closing of
the conference, a large part of the conveners slowly
congregated to a popular nearby establishment
called the Captain Stirling Hotel, few minutes walk
from the University, an attractive and pleasant place
popular among UWA students and staff. Conveners
indulged there for several hours before a number
of them moved downtown to the Hula Bula Bar,
chosen as their menu mentions archaeologists
being responsible for the resurrection of their Rum
Cocktail. There, the bar's elaborate drinks formally
closed the conference, although some CAA members
would re-enact the closing ritual the following day,
when asmaller number of delegates that participated
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to the post conference tour gathered once more for
further toasts.

4. The Post Conference Tour

The post conference tour was just another of
those things that had been planned one way and had
to undergo several changes of plan.

Indeed, it is likely that all the conference
organisers will have at the end of the day a long list
of disrupted plans, but the story of the planning
(and re-planning) of this post conference tour is so
peculiar and full of negative coincidences that it is
felt necessary to give a short outline of it.

About a month before the conference, the
site that we had originally planned to visit, the
Walyunga National Park, was first flooded and the
archaeological site we had planned to visit wiped
out; against the odds, we still maintained the plan,
as the beauty of the National Park by itself would
have been worth a visit. Then, two weeks before
the conference, the entire area was involved in a
vast fire that destroyed part of the National Park.
Moreover, only at that time, more or less the day
after the beginning of the fire, we also found out that
the even the second part of the tour, including wine
tasting in the Swan Valley vineyards, would have
had to be cancelled as local legislation prevented
serving alcohol on Good Friday (which was the day
of the tour) unless flanked by a full meal served at
the premises (and all the vineyards with a restaurant
at the premises were closed that day). The post
conference tour was therefore hurriedly rearranged
and moved to another location. The choice fell on
Rottnest Island, a stunning island just 18 kilometres
off Perth’s coastline. We therefore put together a
tour combining sightseeing local environmental
attractions and archaeological/ historical highlights.
We were able to enlist Charlie Dortch, father of
UWA colleague Joe Dortch, as an expert guide that
could lead us to explore the island. Charlie Dortch
worked for many years as curator of archaeology at
the WA Museum and has gained through the years
a deep knowledge of the history of Rottnest Island.
The tour included about 45 minutes ferry ride to
the island, where delegates were welcomed with a
brief Welcome to country ceremony performed by
Reg Yarran before being picked up by a bus touring
the isle. During the bus tour the delegates had the

time to stop in some iconic spots of Rottnest Island
and had the opportunity of a close encounter of
the marsupial species that have given the name to
the island, the ‘quokka’. Dutch sailors in the 17th
century named the island ‘rottnest’, which translates
to ‘ratsnest’ island in Dutch: the name was bestowed
on the wrong assumption that the Quokkas on the
island were large rats. The bus tour ended in the
proximity of one of the few food stations on the
island, where delegates enjoyed lunch, which was
followed by a brief hike to one of the island beaches,
where a group of courageous delegates bathed in the
crystalline (yet cold) waters of the bay. Upon return
on mainland, the CAA members still fit, after the
long day, for some extra hiking embarked on a short
visit of the city of Fremantle and closed the day tour
at the tables of one of the few pubs of Fremantle
open on Good Friday.

5. After the Conference

Shortly after the end of the conference authors
were invited to submit their manuscripts for those
to be considered, after peer review, for publication
within the CAA series. In conformity with previous
editors, we decided to provide all the presenters with
the same opportunity to submit a paper of 3000 or
5000 words irrespective of their presentation type
(long, short, poster) at CAA 2013. Generally, the
3000 words limit was adopted for papers that were
more preliminary in nature and displayed research
at early stages. About 60 papers were originally
submitted and only the best 50 were ultimately
selected for publication; these were published
both in printed and online form. We also took the
decision to host a paper accepted for the CAA2012
Proceedings and that accidentally had not been
included in that volume. The decision of limiting the
number of papers that could be included in a CAA
volume and admitting to the printed form only a
selection of the very best submitted papers chosen
through a scholarly peer review process had been
adopted in the past years from CAA on the base of
a number of considerations. These include: the high
costs of publishing large volumes as the number
of contributions to CAA conferences have grown
larger; the ineffectiveness of publishing everything
that was submitted especially where it did not meet
the academic standards envisaged by CAA; the
necessity of providing sufficient space for thorough
discussion to papers deserving publication; the
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recognition of the importance of peer-review
system to guarantee academic credit; the incentive
that a selection process provides to authors to
submit a mature contribution for publication in the
proceedings rather than a simple project report.
With these considerations in mind, the selection
process was organised along the lines of a rigorous
peer review approach and a scrupulous editing of
the selected papers.

The peer review process (a single blind peer
review undertaken in double round) was performed
with the supportofthe CAAReview Panel. Each paper
was vetted by a minimum of 3 referees (or even more
in case of papers requiring multiple expertise or the
review of which had been particularly controversial)
and underwent through two rounds of reviews: first
at the time of submission of manuscripts and then
following the revision undertaken by the authors
upon receiving the comments of reviewers (it is to
be noted that no paper has been accepted without a
request of changes, minor changes at a minimum).
After the second review, reviewers were asked to
provide their final decision, either accepting or
rejecting the paper. The amended manuscripts
that had passed the second review round were then
edited for English and consistency, following the
style established for the publication; at the end of
this procedure they were submitted to authors as
proofs and authors were given the chance to review
and correct them once more (in this case, only
for minor issues such as referencing systems and
missing information), a procedure that in some
cases had to be repeated twice.

The papers in this volume were arranged
following a specific grouping approach. Firstly,
the papers were clustered within broader domains
(corresponding to chapters in the Proceeding
volume) that would include two or more of the
topics covered in what, during the conference, were
separate sessions. The different domain sections
were then clustered in three macro-groups (data
acquisition, data analysis and management, data
dissemination) and arranged in the Proceeding
volume following the sequential criteria followed
in the archaeological process of collecting data,
storing and processing them and finally sharing and
disseminating them. It is worth mentioning that
these clusterings were intended to provide a logic
structure to the reader looking for specific types
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of papers, but that several of the papers included
in a section could have been incorporated within
different ones as they were describing multiple
methods or approaches. Within each domain/
chapter, the papers were organised following a
logic sequence, with papers holding similar content
grouped together. As a solution —adopted also in the
past years — to cut on costs, figures and tables were
printed in greyscale as manuscripts are available
online in their original colour version. When caption
of images make reference to colour codes, therefore,
the reader should refer to the online version.

In their preface to the CAA 2007 Proceedings
(Layers of Perception), the Editors had most
rightfully suggested to future CAA editors to take a
more structured approached to the review procedure.
We hope that we have taken up their precious
advice by enforcing deadlines with reviewers in each
review round and, most of all, by introducing a well
structured evaluation form, specifically requesting
the opinion of the reviewers on a number of explicit
aspects of the submitted papers, ranging from the
quality of English to the clarity of style and quality
of images, and by asking them later on to check
if the requested changes had been convincingly
implemented by the authors. This might have not
completely removed the dissimilarity in the quality
and elaborateness of the reviews, but certainly had
a beneficial effect in providing most of the time the
editor with timely and complete reviews to base
paper acceptance decisions on.

While working at the publication of the
proceedings, we have been guided by two principles.
First, to produce a high quality volume, that
could match the scientificity criteria required to
proceedings with high academic credit. Secondly,
we strove to produce it within the timeframe
indicated by the general CAA guidelines (i.e. before
the following CAA conference) and, indeed, we
had been able to match the April 2014 deadline
in terms of production of the draft. However,
unforeseen printing issues have since then gotten in
the way and the printing schedule has been moved
by the publisher initially to June 2014 and, later,
at the end of the same year, following a lengthy
renegotiation of the original contract. We had
similar situations happening in the past for other
CAA proceedings, with printing schedules shifted
forward by publishers despite all the attempts of the
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editors to match the agreed deadlines: the issue of
uncertainty of the publication schedule appears to
be the challenge that future CAA proceeding editors
will have to make their own and they will need to
find effective ways to avoid unwanted delays.

Looking at how we have addressed the CAA
2007 proceedings editors’ suggestion, we can
certainly say that, although the overall publication
process is now more structured, the editorial
process can still be ameliorated. The introduction
and implementation of a yearly updated CAA
Review panel in the past years have significantly
increased the availability of reviewers and, as
consequence, the speed of the review process, an
aspect highly appreciated by CAA authors. Likewise,
the management of the entire procedure has been
streamlined by the adoption of Open Conference
Systems (OCS). However, ‘human factor’ keeps
having a prominent role in defining the speed at
which editors can work, and apparently harmless
situations like late notification of reviewing
unavailability or late submittal of reviews have
certainly complicated a process that is complex
already. Notwithstanding the shortcomings, the
excellent work of the reviewers allowed for the
process to run all in all smoothly and the bulk of the
double-round review process was completed within
5 to 6 months from the submission of papers.

6. Final Considerations

Organising the CAA 2013 conference has
proved to be a challenging task, well beyond what
was expected (regardless of the countless warnings
from previous organisers), with many unforeseen
and unfavourable events and circumstances to face,
issuestosolve, situationstoturnaround. With the bid
accepted in early 2010 and the publication process
completed near the end of 2014, the conference
process has occupied a large portion of the Chair’s
time for almost four years. It is with a certain degree
of relief therefore that she can see now that time is
finally come to put CAA 2013 behind her. It will be
indeed a strange sensation not to have to deal with
planning, managing, budgeting, accounting, making
choices, solving issues, editing, and completing any
more actions related to the CAA 2013 event.

Notwithstanding the impact that organising a
conference can have on one’s own life, this writing

will not end without encouraging — as previous
CAA Editors have done in their prefaces to the
Proceedings — a new generation of CAA members,
especially the ones from less represented countries
within the CAA landscape, to undertake the taxing
but rewarding task of organising a CAA conference.
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Remote Sensing in Maritime Archaeology, from
the Slide Rule to the Supercomputer
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Abstract:

Since the 1950s there has been a steadily increasing use of computing in the field of underwater
archaeology. This has been driven by the need to utilise time underwater as efficiently as possible. The
development of applications originally created for the offshore gas and oil industry has provided devices
and computing applications that can be utilised in the archaeological domain. This paper deals with
some of the advancements in computing application for underwater surveying and underwater cultural

heritage management.

Keywords:
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1. Introduction

Maritime archaeology, like computing
science, is a relatively new discipline that, likewise,
evolved dramatically throughout the 20th century,
a time when hard-hat divers, under the direction
of archaeologists on the surface, investigated
ancient wreck sites. The Antikythera site, off the
island of Antikythera, Greece, is probably the most
famous example of this ‘primordial’ underwater
archaeological research: there, a large number of
bronze and marble statues dating from the first
century BCE were recovered with such arrangements
in place. Oddly, adevice now recognised as an ancient
analogue computer, the Antikythera Mechanism,
was recovered at that site (Freeth and Jones 2012).

It was only with the invention of the aqua-lung
and the development of diving sports that working
underwater became feasible for archaeologists.
From the onset, the problem of working underwater
was that time is of the essence: the air in the tank is
finite, and the deeper one operates, the quicker the
air is used up. In addition, the effects of breathing
air under pressure have two limiting side effects:
nitrogen narcosis, which affects the diver’s ability
to operate at depth, and decompression sickness,
which is the problem of dissolved gasses in the body.
This requires lengthy decompression in shallow
water to allow them to be flushed from the system.
Working underwater has also limitations caused by
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cold water, currents and the lack of ability to talk
to others working with you. All this has resulted in
the archaeologists having to find ways of being as
efficient as possible underwater (Bass and Katzev
1968).

Archaeologists involved in the underwater
world do not have the same advantages as
their terrestrial counterparts. Searching for
archaeological sites underwater is often difficult
and complex for the obvious reason that one cannot
spend an indefinite time there. Visual searches are
feasible in very shallow water. In deeper water a
submersible can be used. However, these methods
are either time consuming or expensive. As a
result, there is a reliance on remote sensing as a
cost-effective alternative. Such technique, widely
used in the minerals and oil exploration field, can
be operated 24 hours a day and — under certain
conditions — is extremely effective in locating
underwater archaeological sites. This paper outlines
the developments in the field and point to the way
the field is developing.

2. Position Fixing

In the past, position fixing at sea has been
extremely complex. Close to shore it was possible
to use land transits or horizontal sextant angles
(Green 2004, 34). Further out to sea, out of sight of
land, it became more difficult, even using a variety
of radio and radar based systems, which in any case
were either very expensive to operate or gave poor
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Figure 1. Close plot magnetometer survey of the VOC
ship Amsterdam wrecked on Hastings Beach, UK, in
1749 and surveyed in 1971. The ship outline is in black;
the linear feature (grey) represents a buried steel air
pipe used to excavate site. The linear anomaly running
from bow downwards is possibly a mast. The -1300 NT
anomaly (lower right) is possibly an anchor.

accuracy. With the advent of the Global Positioning
System (GPS), site positioning has changed radically.
It is now possible to locate one’s position anywhere
on the surface of the Earth to about 2.5 m using
a small hand-held instrument; with more complex
systems this can be reduced to sub-centimetre
accuracy. For an archaeologist, on the surface of the
sea, a precision of £2.5 m is generally more than
adequate as the sites are often tens of meters below
the surface, so even the ability to easily return to a
site is an enormous bonus. What has not yet been
satisfactorily solved is how to connect the seabed
to the sea surface, so that the underwater position
can be accurately recorded via the GPS. The GPS is
also vital when operating remote sensing equipment
because it provides a constant stream of position
data necessary to georeference the remotely sensed
data.

3. Magnetometers

Magnetometers were first used in an
underwater archaeological context to search for
shipwrecks in the sixties (Hall 1966).

This author was involved in magnetometer

surveys of two shipwreck sites, the Amsterdam, a
VOC (Verenigde Oostindische Compagnie or Dutch
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Figure 2. Magnetometer close plot of the 4th century BC
Kyrenia shipwreck, Cyprus, showing the anomaly caused
by the amphora. Area is 15 m long by 5 m wide.

east India Company) vessel wrecked in Hastings
(UK) in 1749 (Marsden 1985) (Fig 1) and the Greek
4th century BCE Kyrenia shipwreck in Cyprus
(Green, Hall and Katzev 1967) (Fig 2). In these sites,
the magnetometer was used to plot the extent of the
wreck sites.

In the case of the Kyrenia shipwreck —a
merchant ship with a cargo of amphorae and other
goods — the magnetometer survey was complicated
by the fact that the amphorae retain a thermo-
remnant magnetic field since the ferrous material in
the clay — when fired above the Curie Point (between
858 and 1043°C) — aligns with the Earth’s magnetic
field. However, this signal is quite small within a
cargo of amphorae since the random stacking will
tend to cancel out.

While close-plot magnetometer survey can
have specific applications in a variety of situations,
its main use in maritime archaeology is in the
location of sites. Obviously, large iron shipwrecks
are easy to find, as their magnetic signature will be
very large. Recently, airborne magnetometers have
been used to locate wreck sites and the application
of this technique has some interesting implications
as described below.

3.1 General marine magnetometers

The first marine magnetometers were based
on the proton precession system. They suffered
from noise problems in the towing cable and low
sampling rate that required a slow survey speed. The
advent of high precision marine magnetometers,
particularly the overhauser and caesium vapour
instruments, has resulted in a great improvement in
the efficiency of survey work. These magnetometers
have a high sampling rate and a signal to noise ratio
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Figure 3. Aerial magnetometer survey of the Deepwater
Graveyard off Fremantle Western Australia. Nine
magnetic targets correspond with iron ships that were
scuttled in waters between 80-100 m depth.

up to 100 times better that the proton instruments.
Additionally, the processing software is now very
sophisticated, and can integrate GPS information
with the magnetic field intensity and real time
plotting of anomalies. Where once the readout was
on a paper trace, and the results had to be manually
transferred from the plotter, now the entire
procedure is digital, with the additional bonus that
the position of the vessel — and thus the detector
head — can be recorded together with the signal to
enable an XY plot to be produced.

3.2 Deep-water location using aerial magnetometer

The Deep Water Graveyard off Fremantle
(Western Australia) is the site where ships are
scuttled after they are of no further use. The sites lie
in 80—100 m of water beyond conventional SCUBA
(Self Contained Underwater Breathing Apparatus)
operations, and initially the position of the wreck
sites were uncertain. An experiment was set up
in order to test if an aerial magnetometer might
be able to detect sites in the graveyard and a local
aerial survey company was contracted to fly two
areas: one centred on the Deep Water Graveyard
(24 sq. km); the second, further out to sea, centred
on the approximate position of HMAS Derwent, a
2100 tonne river class frigate, scuttled in 1994 in
200 m of water (8 sg. km). A team of the University
of Technology of Sydney (UTS) flew the area and

Figure 4. Aerial magnetometer survey showing the site of
HMAS Derwent (lower centre) scuttled in 200 m of water
in the Deepwater Graveyard.

undertook the survey at 50 m above the surface of
the sea, taking 1 hr 20 mins to survey the first area
and about 30 minutes to survey the second (not
counting the time to and from the survey areas).
The results were surprising. The Graveyard survey
showed 10 sites (Fig. 3) and HMAS Derwent showed
up quite clearly (Fig 4) in the expected position.

Calculations of the Derwent anomaly (Green
2002) show that the 14 nT anomaly was consistent
with the Hall Equation (Hall 1966), which predicted
a 16 nT anomaly for the vessel taking into account the
length/breadth magnifying effect in the equation:

where AM is the anomaly in nanotesla, W is
mass in tonnes, D is distance from centre of object
and A/B is the length (A) to breadth (B) ratio.
with  aerial

3.3 Shallow water location

magnetometers

The Correio da Azia was a Portuguese vessel
wrecked in 1816 near Point Cloates in the northwest
of Australia. It had been the subject of numerous
searches, all of which proved unsuccessful. There
were two contemporary documents that described
the site where the ship was lost, somewhere in
close proximity to the Ningaloo Reef system.
However, the Ningaloo Reef system is a complex of
coral outcrops and reefs that makes conventional
searches very difficult, as one has to avoid the
shallows. Following the success of the Deep Water
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Figure 5. Plot showing the area covered in an aerial
magnetometer survey searching for the Correio da Azia
lost in 1816.

Graveyard aerial survey, at the request of the
Western Australian Maritime Museum (Fremantle),
a Western Australian survey company, Fugro
Airborne Services, flew an aerial magnetic survey
over the approximate area where the wreck was
thought to lay. The survey successfully identified
a number of known sites (Fig. 5), but revealed two
magnetic anomalies, close together, indicating that
they might be associated with the Correio da Azia

(Fig. 6).

Figure 7. Correio da Azia site with large iron anchor.
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Figure 6. Plot showing the magnetic targets found in the
search for the Correio da Azia. The large central target
has been identified as the Correio da Azia; the smaller
target to left is an unidentified late 19th century site; the
two other targets are yet to be located.

Upon inspection of the two magnetic targets,
two separate wreck sites were identified. One had
coins dating no later than 1816, confirming that the
wreck was the Correio da Azia. The other wreck
is still unidentified, dating from the third quarter
of the 19th century. The Correio da Azia had iron
ballasts and two small guns and an anchor (Fig. 7).
Similarly, the unidentified site had several large
anchors providing a similar sort of anomaly. This
project clearly demonstrated that a small site with
just approximately a tonne of iron could easily be
detected with a low-flying aerial magnetometer,
opening the way to further employment of the
technique.

4. Metal Detectors

Metal detectors have a limited application in
searching for sites underwater because the detection
range is relatively small. They are more useful for
finding small to medium sized buried objects and
for defining the extent of a located site. The most
recent underwater metal detectors even have the
ability to discriminate between ferrous and non-
ferrous material. The metal detector can also be
used in conjunction with a magnetometer survey on
a wreck site; this combined use of metal detectors
and magnetometers was undertaken on both the
Kyrenia (Fig. 8) and the Amsterdam wrecks (see
above).
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Figure 8. Kyrenia shipwreck showing the combined
magnetometer and metal detector surveys allowing
discrimination of non-ferrous material (lead sheeting).
Z1 and Z4 are ferrous targets, the rest are non-ferrous.

5. Side Scan Sonar

The side scan transducer emits a fan-shaped
pulse of sound that has a narrow beam width in
the fore and aft directions and a wide beam width
laterally. The fan shaped beam lies in a plane at right
angles to the track of the tow-fish and the centre
of the beam is directed slightly downward from
the horizontal toward the maximum anticipated
range. Nonlinear time-variable amplification
enhances the signals coming from distant objects
and compensates for strong near-field signals. The
unit records the intensity of the return of the time-
variable signal.

In the case of a towed fish, the trace displays
three elements: the seabed, the water surface and a
shadow picture of the seabed. Interpretation of the
record is often quite complex and the side scan is
best operated over a smooth sandy seabed in flat
calm conditions. The system is generally interfaced
with a GPS, so that the image trace is created to scale
usually on an underlying map. As the sonar image is
to scale, the trace of the target can be measured and
its dimensions determined without having to dive
on it (Figs 9—10).

Where there are rocks, the signal from cultural
remains — even quite large iron wrecks — are difficult
to detect. Additionally, if there are any swell or wind-
blown waves, this can cause the fish to yaw and
create surface return noise that obscures the bottom
trace. Thus, at times, even very large sites can be

Figure 9. Side scan sonar trace of the Sapporo Maru,
Truck Lagoon. This vessel was one of the few vessels
that had not been found and this sonar trace was the first
indication of the vessel since its loss in 1944.

Figure 10. Plan of the Sapporo Maru from Bailey
2000:440.
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Figure 11. Sonar mosaic superimposed on a GIS showing
the North Mole Barge, off Fremantle, Western Australia.

missed due to these effects. Most side scan sonar
systems that can be deployed from a small boat by
hand have ranges up to about 500 m on either side
of the fish. The range is related to the frequency that
the transducer operates: the higher the frequency,
the shorter the range, but the higher the resolution.
Thus a 150 KHz system usually has a maximum
range of about 750 m and is able to detect objects
about 0.5 m in size. A 900 KHz system would have
a range of about 50 m and a resolution of about 1
cm. The side scan sonar can be highly sophisticated
deep-water systems that are extremely expensive,
weigh hundreds of kilograms and require deck
winches.

One of the most interesting developments
with side scan sonar is the ability to georeference
the sonar images. This means that — as the side
scan sonar is constantly monitoring position — the
location of the source of the sonar image is known
for each sonar “ping”, given that the beam extends
outwards, but is extremely narrow in longitudinal
direction. As the course is known, the azimuth or
direction of each narrow beam sonar ping is known.
Since the range is also known, it is possible to track
the path of the sonar sweep (Fig. 11). For each point
on the graphic image of the seabed that is output
from the side scan sonar, a precise location can be
given. With additional processing it is then possible
to take the graphic image (usually a tiff or jpeg
file) and georeference it. Thus, when the image is
displayed, it is shown in its correct orientation.
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Figure 12. A multibeam image of HMAS Derwent in 200
m of water (Courtesy of RAN Hydrographic Department).

6. Multibeam

A recently developed system for surveying the
seabed is the multibeam sonar. This system is widely
used in hydrographic survey work but, although
excellent for logging the depth of large areas of
seabed, its underwater archaeological applications
are limited (Fig. 12). Multibeam sonar systems
transmit a fan-shaped acoustic signal similar to
that of the side scan sonar. Instead of continuously
recording the strength of the return echo, the
multibeam system measures and records the time
for the acoustic signal to travel from the transmitter
(transducer) to the seabed (or object) and back to the
receiver. The system has a large number of receivers
that record the angle of arrival of the signal; the
system then calculates the depth at seabed from the
time and the angle of return of the signal. Multibeam
sonar systems are generally attached to a vessel
rather than being towed like a side scan, so it is also
necessary to be able to precisely measure the motion
of the sensor relative to the surface of the earth. The
coverage area on the seafloor is dependent on the
depth of water. Typically the greater is the depth,
the less is the resolution; for example, in 200 m of
water it is just possible to determine the outline of a
large ship. The multibeam can be used to generate a
three dimensional image of the seabed features and
create depth contour plots or alternatively an image
of a wreck site.
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Figure 13. Simple trilateration on a wreck site using tape
measures.

Figure 14. A simple angle measuring device being used
to record the hull of a shipwreck.

Figure 15. A simple underwater theodolite being used to  Figure 16. A three-dimensional recording system.
record a site.
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Figure 17. Above. Laying up a photomosaic in the old
way.

34

7. Recording Sites Manually

From the onset of archaeologists working
underwater the tape measure has been the primary
measuring tool. Surveying using tape measures is
usually carried out as trilateration, from a number of
fixed points (Fig. 13). Angle measuring devices can
also be used and these range from the simple (Fig.
14) to the complex. In some cases preliminary site
plans are often made using distance-offset, where
the offset from a base line records the location of
objects. Various options can also be utilised with
varying degrees of accuracy including distance-
angle, underwater non-optical theodolites (Fig. 15)
and profiling devices using spirit levels (Leonard
and Scheifele 1972). More sophisticated surveying
methods, particularly for hull structures, included
rigid grid frames (Fig. 16) to obtain Cartesian X Y
Z coordinates (Henderson 1976). In the early days,
three-dimensional trilateration was extremely
difficult: often five tapes were used to obtain
redundancy in the measurements, an approach
that was cumbersome and time consuming. In
addition tapes were affected by currents and are
difficult to use in poor visibility conditions. More
recently, a number of software packages have been
developed to improve the accuracy of the recording
system, particularly by enabling large numbers
of measurements to be processed to provide
information on potential bad measurements (Holt
2003).

Alternative methods of recording sites have
been investigated and used; these include sonar
position fixing systems (Atkinson, Duncan and
Green 1988) and photographic measuring (see 8).

8. Recording Sites Photographically

With the advent of good underwater cameras,
recording sites has become more feasible and
photomosaicing easier to perform. Initially,
photomosaics were produced by taking vertical or
near-vertical photographs of — say — a wreck site
and then printing the images and pasting them onto
a baseboard to form a mosaic (Fig. 17). The process
was tedious and time consuming, but at least did

Figure 18. Right. A photomosaic of a wreck site at Cape
Andreas, Cyprus, recorded in 1970 and created using
modern computer software mosaicing program.
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Figure 19. Photograph used in the PhotoModeller
program to produce three-dimensional plans of a wreck
site.

produce a good visual representation of a site,
provided there was not a lot of vertical elevation.
Because of perspective distortion it was only possible
to produce a photomosaic of something that has a
small amount of elevation in it, so the technique
had limitations. Initially, photogrammetry was
used largely in the aerial mapping field, but simple
photogrammetric methods started soon to be used
to record archaeological sites underwater. With
the advent of the digital imagery, a number of low-
cost programs became available to speed up the
mosaicing process, presenting new opportunities
for the archaeologist working underwater (Martin
and Martin 2002). In addition, digital cameras

Figure 20. A three-dimensional plan of an amphora
wreck in Turkey.

speeded up the imagery management process,
making images almost instantly available. Today, an
array of programs make the process of producing a
photomosaic almost automatic, so that few minutes
after the image recording a photomosaic can be
obtained (Figs 17—18).

Various photogrammetric programs (such
as PhotoModeler — see PhotoModeler 2014) are
available that enable a series of photographs to
be used to create a three dimensional model. This
technique can be used in a number of different
ways: it can, for example, speed up the procedure
of recording amphorae on a wreck site. This

Figure 21. A active three-dimensional plan of a wreck site in Malta taken with 120 photographs and processed using

the software Agisoft Photoscan (Agisoft 2014).
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Approximate . Set up .
Survey time Processing Total
Survey type RMS accuracy i survey i i
(minutes) i (minutes) (minutes)
(mm) (minutes)

Inter-point hand-measurement land 0 96 0 30 126
Inter-point hand-measurement UW 20 86 0 30 116
Control point hand-measurement UW 37 100 10 30 118
PhotoModeler Land 14 10 0 25 35
PhotoModeler UW 18 10 0 25 35

Table 1. Tabulation of five different survey methods on a three-dimensional rigid tower: two methods were used on land
and three underwater. Inter-point hand measurements were taken on land (taking measurements between all the points
on the tower and then running through SiteSurveyor program to calculate positions and errors). This was taken as the
reference and the survey techniques were compared for accuracy against this information; additionally, the time taken

to complete the different surveys was noted.

apparently simple operation, if manually operated,
would require over 15 measurements with a tape
measure in order to record the location of a single
amphora and take up over 30 minutes of a diver to
be accomplished; using photogrammetric software
instead the whole process can be completed in a few
minutes and quickly applied to record any number
of amphorae (Green, Matthews and Turanli 2002)
(Figs 19-20).

An investigation of the relative efficiency of
traditional survey methods using tapes compared
with photographic techniques using Photomodeler
showed that there was a considerable advantage in
using the photographic method, both in time and
accuracy (Green and Gainsford 2003). The results
are tabulated in Table 1 (below) and indicate that
— provided environmental conditions, such as
visibility, are sufficiently good —, photogrammetric
software such as Photomodeler ensure a better
accuracy than manual recording and a considerable
reduction of time spent underwater.

Digital programs continue to evolve rapidly
and there is currently a number of programs that
create three-dimensional images of sites (such as
PhotoScan — Agisoft 2014). A series of photographs
taken of a site can be processed and such images
can be manipulated and measurements taken from
them (Fig. 21).

To some extent, such techniques have made
the more traditional photogrammetric techniques
obsolete. Where once photogrammetry involved
huge analogue machines, that with the advent
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of sophisticate computing became obsolete, so
too today the development of image recognition
technology — whereby the program recognises
similar features on multiple images — has created a
range of new technologies.

9. Collating Information with GIS

For the archaeologist, technology is simply
a tool that makes one’s life easier. Interpretation
of archaeological information is still required
and, to date, no computer program can do that.
However, the ability to visualise sites and excavation
information in a presentation different from a two-
dimensional layered form — as supplied by GIS — is
a huge advantage. GIS enables multiple layers of
geographical information to be displayed so that
it can be easily analysed and managed. The GIS is
particularly useful for underwater cultural heritage
managers who need to have a clear idea of the
extent of cultural features and the impacts that
are likely to affect them. For the archaeologists,
likewise, the merging of geographical information —
such as maps and aerial photographs — with other
spatial information — such as site plans and survey
information —allows data to be better visualised. The
growing availability of public domain data including
historical maps and aerial photography, bathymetry,
charts and maps allows new opportunities for the
realisation of GIS. The GIS is also helping to bridge
gaps between different types of archaeology, and
is particularly relevant in the rapidly developing
field of underwater cultural landscapes, where the
previous division between terrestrial and marine no
longer exists.
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Abstract:

In the last hundred and fifty years several projects of archaeological mapping have been undertaken at
the site of Angkor, in northwestern Cambodia. The most recent studies, conducted by the Greater Angkor
Project, have revealed that Angkor is a vast low-density urban complex, perhaps the largest of its kind in the
entire pre-industrial world. And yet, until now, crucial areas of the archaeological complex have remained
unmapped because vegetation has obscured the surface traces of the civilisation from conventional remote
sensing instruments. With a view to overcoming this limitation, we completed a large-scale airborne
laser scanning (lidar) mission over Angkor in 2012. In this paper we describe the technical parameters
of the mission and outline the processing routines and algorithms we used to develop our results. We
present a range of preliminary outcomes of the research program, which have implications not only for
understanding Angkor but also for future comparative studies of low-density urbanism in tropical forest

environments.
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1. Introduction and Background

Recent projects of archaeological mapping
in and around the World Heritage Site of Angkor,
in Cambodia, have uncovered what is perhaps the
most extensive urban complex of the pre-industrial
world (Evans et al. 2007). Located on the northern
shores of Cambodia’s great lake, the Tonle Sap, the
city of Angkor was the political, geographic and
spiritual heart of the Khmer Empire from the 9th to
15th centuries AD. The Empire reached its apogee in
the 12th to 13th centuries, at which point the sphere
of influence of Khmer civilisation stretched across
most of mainland Southeast Asia (Coe 2003).

Angkor has been the focus of scholarly
research since the second half of the nineteenth
century, but this work has often been interrupted
by the turbulent political situation of Southeast
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Asia. As violence finally waned in Cambodia in
the 1990s following decades of civil unrest, field
archaeologists once again turned their attention to
sites such as Angkor. One of the projects established
during that period was the Greater Angkor Project
(GAP), a multinational collaboration between
the University of Sydney (Australia), the Ecole
francaise d’Extréme-Orient (France) and the
APSARA National Authority (Cambodia). Now in
its fifteenth year, GAP has produced a large body of
work dealing with human-environment interactions
and the trajectory of urban growth and decline in
medieval Cambodia. GAP is one component of a
broader, global collaboration seeking to understand
the nature of low density urbanism in tropical forest
environments (Fletcher et al. 2006).

GAP research activities include excavations,
surface surveys and a suite of remote sensing
techniques encompassing numerous sensors and
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Figure 1. An oblique view of Angkor Wat and its
immediate environs. Top layer: Digital orthophoto
mosaic, with elevation derived from the lidar digital
surface model at 1 m resolution. Bottom layer: extruded
lidar digital terrain model, with 0.5 m resolution and 2x
vertical exaggeration. Red lines indicate modern linear
features including roads and canals.

platforms (Evans et al. 2007; Evans and Traviglia
2012; Evans and Moylan 2013). Applications of
remote sensing at Angkor have conventionally
revolved around mapping and analysing the spatial
patterning of surface topographic variations, or
‘archaeological topography’. These analyses reveal
the fabric and structure of long-disappeared
urban networks; even if the built environment of
Angkor was comprised of non-durable materials
such as wood and thatch, it is possible to discern
the remnant traces of occupation mounds, ponds,
roadways, canals and other features on the surface
of the landscape even centuries later.

One of key limitations of this program,
however, has been the inability to ‘see through’ the
vegetation that covers a significant percentage of
the Angkor area, in particular the dense dipterocarp
forest that blankets the central monumental zone.
Large areas of white space have remained on
archaeological maps, and thus, characterisations of
Angkor’s urban morphology have always remained
qualified and partial (Evans et al. 2013). In 2011
and 2012, in an effort to solve this longstanding
problem, researchers from GAP launched an
initiative to take advantage of the unique vegetation-
penetrating capabilities of airborne laser scanning

Figure 2. Lidar acquisition block at Angkor covering the
main cluster of monumental architecture: Angkor Wat
(in the south), the walled city of Angkor Thom (central
part of image), Preah Khan (in the north), assorted state
temples and vast artificial water reservoirs (or “baray”).
The length of the runway of Siem Reap International
Airport, lying just south of the West Baray, gives a clear
sense of the tremendous scale of engineering works at
Angkor. Coordinates are UTM/WGS84.

(lidar). A research partnership was developed with
international partners within the framework of the
Khmer LiDAR Archaeology Consortium (KALC),
consisting of the APSARA National Authority (Lead
GovernmentPartner), the University of Sydney (Lead
Technical Partner), the Ecole francaise d’Extréme-
Orient (Lead Administrative Partner), the Société
Concessionaired’Aéroport, the Hungarian Indochina
Corporation, Japan-APSARA Safeguarding Angkor,
the Archaeology and Development Foundation,
and the World Monuments Fund. In April of 2012,
KALC successfully completed an extensive, high-
resolution lidar survey covering 370 km? of Angkor
and areas in the extended region around Angkor,
notably the 8th—9th century capital of Phnom Kulen
(or “Mahendraparvata”) and the ephemeral 10th
century capital of Koh Ker (Evans et al. 2013).

2. Methods

The KALC acquisition of April 2012 was, to our
knowledge, the first bespoke archaeological lidar
project ever undertaken in Asia (Opitz and Cowley
2013), and was at the time the most extensive
archaeological lidar acquisition ever completed. The
survey zone covers not only the well-known central
monuments of Angkor such as Angkor Wat (Fig.
1), Angkor Thom and Ta Prohm but also medieval
urban and agricultural landscapes, some of which
are now covered by dense vegetation (Fig. 2). The
survey was carefully timed to coincide with the
transition from the dry season to the wet season, in
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order to mitigate the potential for various factors
to degrade the quality of the final dataset. In April,
early rains have extinguished most of the fires lit
by farmers for the annual dry-season burn-off.
The rains also helped to settle much of the haze
that is created both by that burn-off and also by
the wind-blown dust from the arid Cambodian
landscape. On the other hand, in the month of April
these early rains have not yet produced substantial
regrowth of understory or of leaf cover in deciduous
forests, and thus April presents a unique window of
opportunity for archaeological lidar missions in this
part of Southeast Asia. Twenty hours of flight time
were undertaken between the 16th and the 22nd
of April, with the Leica ALS60 lidar instrument
mounted to a Eurocopter AS350B2 and collecting
in full waveform mode. The waveform data were
not used for the purposes of this analysis and will
be the focus of further investigation. The waveform
data were pre-discretised into several billion
individual measurements, and further classified into
‘ground’ and ‘non-ground’ returns in a Terrascan
environment (Axelsson 2000). The ground returns
were the most significant from an archaeological
point of view; these averaged two points per meter
squared across the entire acquisition area, with a
vertical and horizontal accuracy of 15 cm or better.

The lidar survey was complemented by the
acquisition around 5000 high-resolution vertical
aerial photographs using a conventional camera,
with a resolution of approximately 10 cm per pixel.
These were roughly georeferenced using Global
Positioning System (GPS) data from the aircraft and
camera parameters, to allow assessment of local land
use/land cover conditions and adjust classification
parameters during the point classification process in
Terrascan. Resources were not devoted to precisely
georeferencing or orthorectifying these images; the
lidar acquisition was concentrated in forested areas,
so the aerial photographs usually provide little more
than an overview of canopy and were considered
to be of minimal archaeological value. Exceptions
were made for photographs acquired directly over
the major temple sites (Fig. 1); these were hand-
georeferenced against lidar data in an ArcGIS
environment.

The classified point data was processed

into ASCII, LAS and Terrascan BIN formats. A
geodatabase was created in ESRI ArcGIS 10.1
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software to provide a working space for further
interpretation and visualisation. For convenience
the geodatabase was divided into eight blocks
(Angkor, Phnom Kulen, Koh Ker, Lovea, the North
Channel, Roluos, the East Road and Beng Mealea),
with each block containing three basic data products
processed from the ground points: a “terrain”
dataset (ESRI 2012) including a triangulated
irregular network (TIN); a 1 m resolution raster
digital terrain model (DTM) derived from the TIN
using the linear interpolation method; and a 1 m
resolution hillshade model derived from the DTM,
with light coming from the NW and an angle for
the light source of 45° up from the horizon. The
terrain dataset has proven particularly useful both
as a visualisation method and as a tool for analysis:
it represents TIN data with varied levels of detail
in different scales, so working on large areas is still
possible on less powerful computers. In our opinion,
working directly on the TIN (rather than processed
raster data products) offers the end-user a superior
understanding of the structure of the topographic
relief. The vertices of the TIN are capable of providing
better information about specific points of reflected
laser light (Crutchley and Crow 2009, 10), allowing
one to interpret topographic anomalies with greater
certainty. The 270° (NW) light azimuth used for
most analyses was determined by the structure of
Angkor’s urban and religious landscape, in which
most features are rectilinear and orientated to the
cardinal directions. However, some feature types
are less likely to be strictly cardinally-oriented
(in particular highways and canals, which often
conform less to the dictates of sacred geography),
and thus additional hillshade models were required
using different angles of illumination (Fig. 3). Using
these analytical techniques, traces of Angkor-period
human activity could still be clearly discerned as
topographic features including platforms, ponds,
embankments and channels.

The programs of airborne scanning and desk-
basedanalysiswerefollowedbyaprogramofintensive
ground verification of newly-identified features,
using methods such as ground survey, coring and
test trenching (1x1 m or 1x2 m units). In addition to
confirming the antiquity of topographical anomalies,
these ground-based methods also provided critically
important information on the ability of lidar to
penetrate different kinds of tropical vegetation.
Presently, most of the central monumental zone
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Figure 3. The naturally-undulating topography of Koh
Ker, 80 km northeast of Angkor, demanded additional
elaboration of lidar visualisations. Sky-view factor
(Kokalj, Zak3ek, and OStir 2011) was applied to
exaggerate discrete features such as rice field boundaries
or water management infrastructure. Such features
illustrate the extensive economic hinterland for this 10th
century capital of the Khmer Empire. Coordinates are
UTM/WGS84.

of Angkor is covered with secondary rainforest,
where dense canopy inhibits the development of a
dense understory; in these areas, our classification
routines provided a relatively unproblematic
distinction between ground and non-ground points,
and micro-topographic relief of archaeological
interest was clearly visible. However, our survey
area encompassed a wide range of vegetation
types (Fig. 4), some of which proved to be far more
problematic for laser penetration than dense forest
canopy. In the Phnom Kulen area, for example, the
forest is heavily disturbed due to selective logging
and clearance for swidden agriculture. Succession in
these areas is characterised by the growth of a dense
layer of shrubs and ferns at low height (typically less
than 2 m), and this frequently remains as ‘noise’
within the classified ground dataset. Another area
with a particularly dense understory was the treed
southern embankment of Angkor’s largest reservoir,
the West Baray, where low-lying bushes (up to 2—3
m) provided an almost impenetrable barrier against
laser pulses reaching the ground. Similarly, areas
of open fields are occasionally dotted with bushes
and low-lying trees with dense foliage, and these too

Figure 4. Tropical vegetation cover demonstrates a high
degree of spatial variability depending on soil moisture,
angle of slope, or soil type. Thus vegetation cover is
characterised by variable density which in turn affects
the ability of the laser pulses to penetrate to the ground.
This figure illustrates how different types of shrubs and
trees influence lidar ground returns. Bottom left: dense
shrubs of few meters height at the temple of Ak Yum,
which is partially buried under the embankment of the
West Baray. Top left: a TIN of the area around Ak Yum
shows how patches of low-lying vegetation can result
in poor-quality data products. Bottom right: Secondary
forest in the vicinity of Ta Prohm temple. Top right: a
hillshade model of terrain covered by secondary forest in
the vicinity of Ta Prohm temple, showing the ground with
exceptional clarity. Coordinates are UTM/WGS84.

often confused the ground-classification algorithm
and manifested as noise within the DTM product.
Preliminary work in 2013 suggests that these issues
may be resolved in the future though continued
processing of the full waveform data (Lasaponara,
Coluzzi and Masini 2011).

3. Results and Discussion

The principal objective of the lidar survey was
to further illuminate the structure of the densely-
populated and heavily-vegetated urban core of
Angkor, and also the dispersed, low density urban
complex that stretched for hundreds of square
kilometres beyond it. This specific type of spatial
patterning is increasingly recognised as a defining
characteristic of tropical urbanism in regions such
as Mesoamerica, Southeast Asia and possibly also
Sri Lanka (Fletcher 2012, 289). The morphology
of dispersed, low-density settlement complexes is
distinctly different from the preindustrial norm:
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agricultural areas are interspersed with residential
areas to form an extended agro-urban settlement
complex, the boundary of which is very problematic
to define. Gaining an understanding of the structure
of urban space over the widest possible area is
therefore a crucial requirement of studies of such
cities, which in turn creates a series of logistical
and financial hurdles to mapping archaeological
topography in an area of such size. The application
of an airborne laser scanner helped to overcome
these issues at Angkor, and has provided entirely
new perspectives on the archaeological landscape.
Preliminary results of the data analysis have
revealed a vast array of archaeological features that
had remained undocumented even after a century
and a half of archaeological mapping projects
at Angkor. Some of these features have clearly
hydraulic functions, while others may be defensive.
Some are clearly integral components of Angkor’s
residential and agricultural spaces, while others are
highly atypical and have functions that cannot, for
now, be conclusively determined.

The airborne laser scanning mission
completed by KALC has greatly contributed to our
understanding of the structure of urban form at
Angkor. Previous surveys undertaken by Gaucher
(2004) within the 12th century ‘walled city’ of
Angkor Thom, combined with surveys undertaken
by GAP on the agro-urban landscape of Greater
Angkor (Evans et al. 2007) had clearly revealed the
site as low-density urban complex with an extensive
water management system and a central cluster
of monumental architecture. The new lidar data
confirm various elements of that interpretation:
within Angkor Thom, for example, one can clearly
see a formalised urban landscape covering 9 km?2.
It includes not only the well-known royal palace
precinct and the surrounding religious architecture,
but also an orthogonal network of roadways that
divides the space into rectilinear ‘city blocks’, each
of which contains a number of residential platforms
and ponds. Our analysis therefore entirely affirms
the previous work completed by Gaucher.

On the other hand, a major revelation
from the lidar data is that this formal cityscape
extended far beyond the 9 km? enclosed city walls
and ‘spilled out’ into extramural areas, for a total
areal extent of approximately 35 km? (Evans et al.
2013). That 35 km? encompasses much of the area
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Figure 5. The urban core of Angkor, showing evidence of
amuch greater population density than the rest of Greater
Angkor. Significantly, the lidar shows that the densely-
inhabited, formally-planned urban network extended
far beyond the 3x3 km ‘enclosing wall’ of Angkor Thom.
In fact, this central urban grid covered approximately
35 km? and encompassed most of the major temples in
the ceremonial center of Angkor. Coordinates are UTM/
WGS84.

between Angkor Thom and the East Baray (Fig. 5).
In most cases the extramural urban grid does not
align particularly well with the intramural grid of
Angkor Thom, but in some cases one can clearly
see a spatial and functional (and likely therefore
chronological) relationship between features on
the inside and outside of Angkor Thom's city
walls. Beyond the well-planned urban core, the
lidar data also confirm previous interpretations of
Greater Angkor’s dispersed agro-urban landscape.
According to Evans et al. (2013) : “Greater Angkor
was a polynuclear urban landscape, with a dense
urban core and an extended agro-urban periphery
containing numerous secondary, highly urbanized
centres.” Dating the various elements of urban form
remains a major challenge at this point, considering
that Angkor developed over the course of many
centuries. A further elaboration of the spatial
and chronological relationships between surface
features will be a major focus of ongoing research
at Angkor, and should help to clarify various issues
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Figure 6. Three dimensional visualisation of the cityscape
of Koh Ker. Hydraulic engineering revealed by lidar
includes earthen dams across valleys and a substantial
array of ponds and reservoirs. Prior to the Lidar program,
the only major water management feature documented in
the area shown here was the Rahal, which is the large
(650%x1300 m) reservoir on the right side of the image.

surrounding the development of urban form over
time and space.

Insights from the lidar data have not been
limited to the Angkor region. In the Phnom Kulen
acquisition block, the lidar reveals an entire urban
landscape that almost certainly corresponds with a
8th-9th century capital called “Mahendraparvata”,
previously known primarily from inscriptions and
temples. Our view of Mahendraparvata has been
transformed from a scatter of relatively isolated
points on the map, to a view of the urban fabric
— occupation mounds, highways, canals, entire
neighbourhoods — that stretch between and far
beyond those temples (Evans et al. 2013). Similarly,
a reappraisal of Koh Ker based in part on the lidar
data has revealed an extensive urban landscape
around main temples, surrounded by a vast network
of rice fields (Evans 2010-2011). At Koh Ker, we
can also see previously undocumented water
management features, including numerous small
reservoirs and massive dams (Fig. 6).

Some of the most valuable new perspectives
from the lidar data have been in the domain of water
management. Reconstruction and modelling of
medieval hydrology has always been a core part of
the research agenda of GAP, and this work is critical

for understanding human-environment interactions
and for shedding light on various issues to do with
the demise of Angkor. One of the key challenges
to the sustainability of civilisations in monsoon
Southeast Asia is the sharp seasonality of the
monsoon climate, which results in water scarcity for
half of the year and an abundance of water for the
other half of the year. Furthermore, annual rainfall
is highly variable, and studies have shown the
existence of ‘megadroughts’ of decades in duration
in the Angkor period, with obvious implications
for the sustainability of an economy based on rice
agriculture (Buckley et al. 2010; Coe 2003). It is
likely that the key to the success of the civilisation of
Angkor —and perhaps also the key to its demise — lay
in their ability or inability to develop and implement
technological solutions to this core problem of water
supply (Groslier 1979). Coming to terms with the
structure of the water management system, and the
agricultural field system that it serviced, is therefore
a key component of the archaeological research
agenda.

Previous studies of water management at
Angkor presented schematic overviews of the
development of the hydraulic network over time
and space (Fletcher et al. 2008). It became clear
from this work that Angkor consisted of three
distinct water management zones for capture,
storage and distribution. As with the structure of
urbanism, however, the precise structure of the
water management system was least clear precisely
at the most important point — the critical juncture
of those three different zones in the forested area of
central Angkor. Not only are we now able to see that
hydraulic structure with near-perfect clarity, but
the high-resolution elevation data permits complex
hydrological modelling, and we expect to refine our
models of medieval water management at Angkor in
the near future.

What has become clear already is that very
small ponds (perhaps shared by a few households)
were a ubiquitous feature within the densely-
populated urban core of Angkor. To assist with pond
identification a special algorithm was developed.
The algorithm, based on the ESRI ArcGIS Hydrology
Toolbox, identifies if negative relief features are
able to contain water by examining if all pixels
around depression have higher elevation value. This
algorithm revealed several thousand ponds beneath
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Figure 7. Local Relief Modelling (LRM) served as
an effective tool for examining the extent of medieval
agriculture at Koh Ker: Rice fields with 20-30 cm high field
walls can clearly be seen in the LRM data, even though
these agricultural areas have been long abandoned to the
forest. The rugged terrain of Koh Ker initially obscured
the field walls on the general topographic visualisation,
so LRM is essential tool for visualisation and analysis.
Coordinates are UTM/WGS84.

vegetation in the 35 km? urban core of Angkor.
Because the land surface in this area is a naturally-
flat alluvial plain, the algorithm was highly effective
in identifying pond features of archaeological
interest, as there are essentially no natural basins
in the area. The existence of these ponds was
verified through ground investigation, and also
by comparison with the ponds previously mapped
using ground-based methods in the 9 km? area
of Angkor Thom previously surveyed by Gaucher
(2004). If the number of households supported by
an individual pond could be determined through
archaeological excavation, the way would be paved
for palaeodemographic studies that would provide
the first accurate population figures for Angkor. A
similar approach was applied for the Maya lowland,
where archaeologists were able to arrive at estimates
of maximum population by quantifying cisterns
(McAnany 1990).

As noted above, the Angkorian economy
revolved principally around rice cultivation. Scott
Hawken (2011) and Christophe Pottier (2000) have
proven that research on remnant rice field patterns

a4

can provide a great deal of useful information
about the ancient and medieval past of northwest
Cambodia, and the structure and extent of rice field
networks has long been a focus of study at Angkor.
At Koh Ker, similar traces of rice fields had been
noted (Evans 2010-2011) but these had never been
fully mapped due to forest cover. In our standard
lidar data products for Koh Ker (TIN, hillshade and
DTM), the highly variable topography of the area
rendered these traces difficult to see: the dynamic
range of the imagery as displayed on-screen was not
enough to reveal traces of field walls at decimetre
scale in the context of Koh Ker’s rolling hills. In
this case, we solved the problem by using the
Local Relief Modelling (LRM) technique described
by Hesse (2010), which demonstrated its ability
to highlight the pattern of rice boundaries. LRM
enabled the marginalisation of terrain hilliness and
exaggeration of discrete relief of the field boundaries
(Fig. 7). For the first time the complete image of this
ephemeral capital of the king Jayavarman 1V, who
ruled the Khmer Empire between ~928 and ~941
AD, has been revealed (Evans 2010-2011; Evans et
al. 2013). Although much of the area around the
great monuments of Koh Ker is still inaccessible due
to minefields, we can now see that those monuments
formed the urban core of Koh Ker, at the centre of
a dispersed agro-urban landscape dominated by
paddies, occupation zones and water management
infrastructure. Thus, the lidar results have
transformed our understanding of the medieval
urban complex by providing crucial context to the
temples, such as knowledge of their hinterland and
the economic base of the city.

4. Conclusions

Research on low-density urbanism, both in
Asia and in the Americas, was in urgent need of a
tool for efficient surveying of vast areas, usually
covered with dense, tropical vegetation. Over
twenty years ago Don Rice and Patrick Culbert
(1990) lamented the lack of adequate technologies
to obtain a comprehensive view of Maya cities.
However, now the introduction of airborne laser
scanning for archaeological purposes has made
it possible. Surveys in Belize (Chase et al. 2011)
and Cambodia have shown that lidar should be
routinely applied as a method of understanding
tropical urbanism. It also finally paves the way for
a comparative archaeology of early urban centres in
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tropical environments, which prima facie exhibit
many similarities, for example a dense cluster of
central monumental architecture encircled by agro-
urban landscapes and extensive water management
systems (Coe 1961; Fletcher 2012). Using the results
of the KALC airborne laser scanning mission in
Cambodia, we have applied a suite of algorithms
and methods that are specifically suited for this
purpose, and that have already delivered results
of some considerable archaeological significance.
The ArcGIS Terrain Dataset allowed us to create
an extensive visualisation on the whole surveyed
area — on an enormous scale of 370 km?— without
losing any information from any individual
lidar pulse. These kinds of techniques will prove
extremely useful as work on low-density urbanism
progresses. This research agenda requires us to
look for details of structures at the very smallest
scale — mere centimetres in some instances — while
simultaneously considering how those micro-
topographic elements articulate with landscape-
scale features such as massive water management
infrastructure. Lidar is uniquely equipped to do so
in forested environments, and by arriving at a more
detailed understanding of how tropical vegetation
affects the reflections, we are now able to further
refine algorithms for better ground/non-ground
point segregation. We hope that an increased
awareness of the techniques employed at Angkor,
as outlined in this paper, will make a contribution
to better understanding how lidar interacts with
vegetation covering archaeological features in
tropical forests, and will assist in the planning of
future campaigns of archaeological lidar in these
challenging environments.
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Abstract:

This paper presents the preliminary results of an object-based image analysis aimed at the implementation
of a package of procedures of remotely sensed object/ pattern/ scenery recognition specifically designed for
the semi-automatic and automatic recognition of a batch of critical archaeological and ethnoarchaeological
features. The research focuses on the guided recognition of mountain and plain features with elliptic, linear
and polygonal shape on high resolution aerial photographs and near-infrared imagery. Case studies from
Northern Italy are investigated, stating the image processing steps and highlighting the pros and cons of

using an artificial intelligence for the analysis in the domain of Remote Sensing.

Keywords:

Remote Sensing, Geobia, Automatic And Semi-Automatic Recognition, Prehistoric Rural Landscape,

Landscape Archaeology

1. Introduction

One of the major problems of remote sensing
is the complex and palimpsestic origin of most
archaeological contexts. The long-term human/
environment interactions have often cumulatively
produced what has been defined as a fossil landscape
(Balista et al. 1998): an intricate overlapping
of diachronic signatures and traces, each one
characterised by a different degree of residuality.
The distinction and differentiation of these various
features is, therefore, a matter of central concern
for the understanding of the historical, cultural and
archaeological development of a given territory. It
should be emphasised, moreover, the significant
ambiguity/equifinality =~ (Skyttner = 2005; von
Bertalanffy 1956) that some of these features present
in the final state of their morphogenetic paths.

Photo-interpretation of the archaeological
site and off-site features is usually carried out
case-by-case, resulting in a highly time consuming
and economically expensive task. In order to
avoid errors and bias (e.g. pareidolia) that may, in
some circumstances, affect the human mind and
to improve the comparability of analytical data,
we decided to use a specific software designed for
semi-manual, semi-automatic and automatic spatial
analysis. This procedure simultaneously examines a
wide range of data—dimensional, butalso chromatic,
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formal, textural, structural, spatial-relational — with
a sound methodological consistency allowing to
critically reduce the range of random variability of
the output data.

Hay and Castilla (2008) defined Geographic
Object-Based Image Analysis (i.e. GeOBIA; also
generically OBIA) as: “asub-discipline of Geographic
Information Science (GIScience) devoted to
developing automated methods to partition remote
sensing imagery into meaningful image-objects,
and assessing their characteristics through spatial,
spectral and temporal scales, so as to generate
new geographic information in GIS-ready format”.
This means that the conceptual unit of the process
is no more represented by single pixels (or voxels,
in a three-dimensional coordinate system), but by
homogeneous image objects and their relationships.
For a systematic overview of the researches on the
topic the reader is referred to the recent synthesis
of Blaschke (2010) and to the related bibliography.

The OBIA approach has been applied in
archaeology for the development of predictive
maps using high-resolution DEMs by Verhagen and
Dragut (2012), but until now only a few attempts
were made in order to classify fossil or buried
archaeological structures via their residual traces
on the ground — like for example soil-marks, grass-
marks etc. (Magnini 2011).
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Figure 1. The location of Millegrobbe (Lavarone, TN)
and Ponte Moro (Cerea, VR) in the context of Northern
Italy.

2. Know Why to Know How: Methodology
and Preliminary Steps of the Research

Object-based image analysis can be divided
in two main steps: segmentation and classification,
that can be repeated in sequence as many times
as needed (Benz et al. 2004). Segmentation uses a
series of mathematical and logical operations on the
image-data in order to obtain meaningful groups
of pixels. To simplify, segmentation cuts the image
into multiple crude objects, which can therefore be
further edited, hierarchised and then classified.

We found that multi-resolution segmentation
with varying scale, shape and compactnhess
parameters was the optimal option to analyse our
multilayered archaeological landscapes. In fact, the
multi-resolution algorithm (Baatz and Shéape 2000)
divides the image into polygons, maximising at the
same time the mutual heterogeneity and the internal
homogeneity. It is essentially a bottom-up technique
which merges single pixels to create larger image
objects. The following step, called classification,
involves the systematic grouping of image objects
into categories on the basis of colour, shape, texture
and/or structural and spatial relationships.

Definiens/eCognition, although proprietary, is
the most common software for GeOBIA applications
(see Anders, Seijmonsbergen and Bouten 2011;
Dronova, Gong and Wang 2011; Pefia-Barragan et
al. 2011; Vieira et al. 2012); this is the reason why we
decided to use it as well.

At the beginning of our research we chose to

test in our study areas (Fig. 1) four different kinds
of classification in order to understand the pros
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Figure 2. Comparison of outcomes and timing to
classify the roadway in Ponte Moro through: a)
manual recognition (Quantum Gis); b) semi-manual
recognition (eCognition); ¢) semi-automatic recognition
(eCognition); d) automatic recognition (eCognition).

and cons of one compared to the others. Thus, as
showed in Figs 2-3, we used: 1) a classic visual/
manual approach (Quantum GIS); 2) a semi-
manual approach (eCognition); 3) a semi-automatic
approach (eCognition); 4) an automatic approach
(eCognition).

The visual-manual classification with a GIS-
based software (in this case we used Quantum
GIS, but many other options are also available) is
primarily based on the operator’s experience, while
the degree of detail is linked to the work time/
quality ratio that best suits the specific project. This
is what archaeologists usually do for the purpose of
photo interpretation.

For the semi-manual approach to classification
as shown in Figs 2-3, we started from the raw
segmentation data and manually selected the image
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Figure 3. Comparison of outcomes and timing to classify the mountain pools in Millegrobbe through: a) manual
recognition (Quantum Gis); b) semi-manual recognition (eCognition); ¢) semi-automatic recognition (eCognition); d)

automatic recognition (eCognition).

objects to classify. This methodology, though still
largely depending on the operator’s expertise and
his cognitive maps, provides a somewhat objective
basis (because the shape of the polygons/image
objects is generated by the software according to the
properties of the image) to direct all the subsequent
processing. It also makes possible to obtain a good
level of detail in a relatively short work time; but, of
course, reusable rule-sets cannot be created using a
semi-manual procedure.

In order to successfully classify in an
automatic or semi-automatic way the intended
landscape features, it is essential to understand their
characteristics and recognise their peculiarities with
respect to the context where they can be found in.
This means that the operator must have a mental
model of the expected results to identify the
specific parameters of the features to be selected for
analysis; in other words, during the selection of the
classification parameters and the creation of a rule-
set the artificial intelligence has to be instructed and
guided by the human mind. In the next paragraphs
(3.1 and 3.2) we will present a semi-automatic
procedure for the creation of a rule-set aimed at the
classification of a series of ancient man-made and
natural features. As for the automatic classification
shown in Figs 2-3, we run the rule-sets derived from
the semi-automatic classification over the same
image-data: as proved by Drigut and Blaschke
(2006) this procedure gave identical results,
ensuring the reproducibility of the outcomes. The
software can — in a following stage — repeat the
same procedure for an unlimited number of times,
applying an identical rule-set to different images
which possess the same or comparable geographic,

anthropogenic and/or physical features: it is the
crucial shift from a semi-automatic to an automatic
photo interpretation and it will be in fact the main
focus of our future research. Needless to say, this
latter approach can involve a number of risks whose
impact needs to be assessed according to the cost/
benefit ratio and the complexity of the project.

3. Case Studies

This section will present two case studies in
mountain and plain environments that will involve
distinctive mental models implemented by selecting
the appropriate, locally sensitive object features and
by considering them in a logical succession. These
steps allowed us to achieve a semi-automatic photo
interpretation with a quite higher heuristic impact
in comparison to the manual procedure.

The preliminary study which will also be
summarised below is also an essential phase of the
work. In fact it highlighted the basic information
on the features of interest (shape, average area,
dimensions etc.) which were subsequently used as
classification parameters.

The detailed explanation of each object
feature which will be mentioned in the following
paragraphs and the related formulae can be found
in eCognition’s Reference Book (Trimble Germany
GmbH 2011).

3.1 Ponte Moro (Cerea — VR, Italy)

Ponte Moro is a rural, off-site area located in
the low Po Plain near the terramara settlement of
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Figure 4. a) Ponte Moro: comparison of the outcomes of a segmentation with scale parameter of 15, 30, 60 and 120;
b) Millegrobbe: comparison of the outcomes of a segmentation with shape parameter of 0.1, 0.3, 0.6 and 0.9.

Castello del Tartaro, occupied between the Middle
Bronze Age (MBA) and the Late Bronze Age (LBA).
The area is currently under investigation by the
AMPBV (Alto Medio Polesine Basso Veronese)
project (Balista et al. 1986; De Guio, Betto and
Balista 2011 and related bibliography), co-
directed by the Department of Cultural Heritage:
Archaeology and History of Art, Cinema and
Music (University of Padua) and the Institute of
University College (London), in collaboration with
the Archaeological Superintendence of Veneto,
Boston University, Clarke University (USA-MASS),
Accordia Research Centre (London), Center for
Remote Sensing (Boston), Nanotechnology Lab
(Boston). The aim is to examine the extremely
well-preserved fossil landscape of the Valli Grandi
Veronesi, a true ‘landscape of power’ arisen during
the MBA and characterised by a massive occupation
of the wider middle to low Po plain. In particular,
Ponte Moro shows the buried remains of a roadway
and a palaeochannel both related to the prehistoric
occupation. Geoarcheological studies and Cl4
results carried out in the area confirm the hypothesis
proposed on the basis of the Remote Sensing analysis
and support the dating of the road to the Bronze Age
(Betto, De Angeli and Sartor 2006).

In  order to classify the subsurface
archaeological features and the related surface
patterns, we first applied a multi-resolution
segmentation (parameters: scale 30, shape 0.1,
compactness 0.5) to an aerial orthophoto (copyright
CGR - Compagnia Generale Ripreseaeree Parma,
2008) overlaid with a near-infrared digital
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Figure 5. Creation of a rule set (through semi-automatic
recognition) for the classification of a paleochannel
(blue) and a buried roadway (yellow) in Ponte Moro. Step
of the project and final results.
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Figure 6. Comparison
between the sections of
a mountain pool (left)
and a bomb crater (right)
from Millegrobbe. Global
Mapper reworking of lidar
data.

orthophoto (copyright CGR Parma, 2008) at the
same spatial resolution of 0.5 m. The reason for this
choice is that the two images offered significantly
different data: the palaesochannel was well
recognisable only from the near-infrared image,
while the roadway was clearer on the simple aerial
orthophoto. The selection of the scale parameter
was obtained by comparing the results achieved
using values of 15, 30, 60 and 120. The higher the
values, the larger the image objects. As shown in
Fig. 4a, an apparent over-segmentation was thus
necessary to distinguish image objects pertaining
to the buried archaeological structures from those
related to agrarian features of adjacent fields. The
homogeneity criterion is based on the ratio between
colour and shape: higher values of ‘shape’ (max 0.9)
involve a lower weight of the spectral characteristics
in the overall homogeneity parameter (for technical
details and algorithms, see Benz et al. 2004). Since
the chromatic level was the most important factor
for our analysis, we chose to use a low shape value.

We started the project with the classification
of the palaeochannel (blue in Fig. 5) by considering
the ‘mean’ feature of the near-infrared layer (layer
4). The palaeochannel, in fact, can be recognised
basically due to the different vegetation growth
(grass-marks and crop-marks) and considering
that the vegetation has a high reflection in the near
infrared channel, this was the first characteristic
we used to select the image objects of interest.
Segmentation, due to the presence of modern roads
and canals, split the palaeochannel into many very
small image objects, so we used the object feature
‘area’ to unclassify the biggest image objects,
related to fields and recent infrastructures. Then
we considered the ‘max diff and the ‘standard
deviation’ (on the near infrared layer) features,
because the image objects of the palaeochannel are
relatively inhomogeneous in terms of texture and
colour, being the final outcome of anthropogenic
and post-depositional processes. We also used the

‘merge region’ algorithm, to combine the adjacent
image objects belonging to the palaeochannel class
so that we could obtain a shape more and more
similar to the profile of the prehistoric watercourse
as seen on the near infrared image. The software
also identified a further structure on the eastern
side of the image which had never been recognised
before by traditional photo interpretation. The area
presents all the spectral and textural characteristics
of fossil riverbeds: upcoming field checks will allow
to clarify its detailed nature (ground truth).

The recognition of the roadway was then
implemented as a new class, starting from the
same segmentation data. At this point, it was
clear that the continuity of the roadway alignment
was interrupted by a series of modern roads and
irrigation canals. In order to remove such sources of
noise, we classified all of the image objects that had
middle to low values of the ‘length/width’ feature.
Then, by elimination, we considered the ‘mean’
feature of the green layer, so that we could choose
only the light-coloured image objects, mainly related
to the ancient roadway. Subsequently, we selected
the image objects with small to medium ‘area’ and
to improve the image reading we used the ‘merge
region’ algorithm that joins neighbouring image
objects of the same class. In the end we eliminated
the remaining background noise thanks to the
‘brightness’, ‘area’ and ‘rectangular fit’ features.

3.2 Millegrobbe (Lavarone - TN, Italy)

The mountainous area of Millegrobbe (Fig. 1)
is a cumulative landscape, massively occupied since
Late Bronze Age for metalworking. Later on, it was
centre of a complex mountain economy (woodland
exploitation, pastoralism, stone quarrying etc.)
and finally it became a well-known bloody theatre
of the First World War. History has left impressive
signature of marks on the ground, which are
currently under investigation in a series of projects
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promoted by the University of Padua (De Guio and
Zammatteo 2005; De Guio et al. 2013 and related
bibliography; Magnini 2011; Pearce and De Guio
1999).

The current research is mainly focusing on: 1)
project Ad metalla, centered on palaeometallurgy
(Bronze-Age roasting and smelting); 2) Archaeology
of War, linked to the impact of the Great War on the
Vezzena-Luserna-Lavarone plateaux (thousands
of kilometres of military roads and trenches and
millions of bomb craters); 3) ethnoarchaeology
and ‘Archaeology of Us' (actualistic studies), all
connected to a wide spectrum of mountain economy
as well as to a softer archaeology of the mind (from
pasture pools to stone piles, deforestation holes,
charcoal pits, lime kilns, toponyms, local traditions,
legends and fairy-tales etc.).

In order to differentiate all these traces from
a remote point of view, it is necessary to recognise
their differences in shape, section, dimensions,
colour, and — even more importantly — their
reciprocal and contextual relationships on all kinds
of available imagery of the area, such as aerial
photos, near-infrared digital orthophoto, NDVI,
lidar, and RADAR data.

In particular, we decided to refer to the
following three types of features that, although very
different from each other, share a high degree of
ambiguity with other structures present in the same
reference area (De Guio et al. 2013):

a. Trenches (linear equifinality with roads, trails,
muleteers, cross trampling traces, land divisions
and boundaries): long, narrow and zigzagging
ditches in the ground dug by soldiers during the
First World War as a defence against enemy fire.
They were of variable size: about two meters
deep, equally wide, stretched from a few meters
to several kilometres in length. The historical
maps (copyright IGM - Istituto Geografico
Militare, 1969) allowed the identification in the
Millegrobbe surroundings of an area called ‘ex-
trenches’ in which we will attempt to remotely
identify the remains of any possible ground
structure associated with the Great War.

b. Mountain pools (circular/ elliptic equifinality
with cairns, treethrows, charcoal pits, lime
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Figure 7. Creation of a rule set (through semi-automatic
recognition) for the classification of mountain pools (red),
malgas (yellow), woodland (green) and war trenches
(blue) in Millegrobbe. Step of the project and final results.

kilns, smelting platforms, ice storage pits, bomb
craters, sinkholes): typical alpine and pre-alpine
seasonal pools, occasionally derived from natural
depressions but usually man-made, especially in
karst regions. The diameter varies between five
and sixty meters, but frequently it ranges from
ten to thirty meters, while the approximate
depth is between half a meter and a meter and
a half (Fig. 6). The Late Bronze Age roasting/
smelting furnaces and slags of Millegrobbe are
strictly linked with some of these structures, as
they are the only basins (often trapped by local
morphology and quite recognisable even at the
post-abandonment stage) that can provide the
water reserve required for metallurgical activities.
The correct identification of mountain pools
(both active and fossil, normally in clustered
distributions across different pastures) plays
therefore a considerable role not only from the
ethnographic, but also from the archaeological
and paleometallurgical point of view.

c. ‘Malga’ (i.e. shepherd’'s huts, poligonal/
rectangular equifinality with militarywarehouses,
barracks, outposts, artillery emplacements,
stockyards): traditional residential-productive
unit of the mountain landscape, centre of the
pastoral economy (breeding, dairy production
etc.). Characterised by widely varying shapes
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and sizes, they can sometimes consist of several
compartments connected one to each other
(stable, poultry, piggery, cistern, cheese storage
room, living spaces and so on).

The semi-automatic multi-class recognition of
the target features was set on an aerial orthophoto
(CGR Parma 2000) overlaid with a near-infrared
digital orthophoto (CGR Parma 2008). The first step
of the analysis was to perform a multi-resolution
segmentation with the following parameters: scale
100, shape 0.1, compactness 0.5. The selection of the
values of the segmentation parameters is subject to
the same logic already discussed for the case study of
Ponte Moro; to evaluate the resulting segmentation
in relation to the variation of the ‘shape’ parameter,
see Fig. 4b. This comparison shows quite clearly
that reducing the colour significance, proportionally
reduces the recognition of the structures of interest.

The second level concerns the creation of a
new class, here called ‘trenches’ and identified with
the colour blue (Fig. 7). The obvious attributes of
the trenches in both the selected images are linear
shape and colour, which differ significantly from
that of the surroundings. We began the creation
of our rule set by selecting all image-objects with a
middle-to-high length and width ratio, through the
use of the ‘length/width’ feature. However, we chose
to exclude those image objects with the highest
ratio, which corresponded to the modern roadways.
Also, we unclassified image objects with the largest
and smallest areas, that were not related to the
structures of interest. Subsequently we considered
the ‘mean’ feature of the green layer (to remove part
of the vegetation) and of the near-infrared layer,
where the profile of the trench was better delineated.
Once the objects belonging to the trench were
identified, we used the ‘merge region’ algorithm to
join the adjacent image objects. In this way we could
identify the trench as a limited number of image
objects, which are easier to work with. Finally the
features ‘brightness’ and ‘standard deviation’ were
used in sequence on the near-infrared layer, in order
to eliminate the remaining background noise not
related to our analysis.

In addition to the recognition of different types
of individual classes, the software simultaneously
classifies different types of evidences starting from
the same raw segmentation data. Therefore we

decided to set up a multi-class project, taking into
consideration, beyond the trenches, also mountain
pools (red), malga (yellow) and woodland (green).

Pools were classified mainly thanks to their
circular shape, their peculiar colour and the absence
or presence of water inside. The features considered
are in order: ‘roundness’, ‘area’ (in relation to the
average size of the alpine pools as outlined by the
related bibliography), ‘mean’ on the red layer and
‘brightness’, to take advantage of their colour and
reflectance characteristics.

The malga, being man-made structures
rather regular and quadrangular-shaped, have been
classified with the ‘rectangular fit’ feature. Then the
smaller image objects, related to shadow within the
trees, were eliminated by taking into consideration
their ‘area’. Ultimately ‘brightness’ allowed us to
remove those image objects with high contrast
values, which corresponded to modern buildings.

Classifying the forest coverage, although it
may seem difficult because of its irregular shape, is
extremely fast, as demonstrated by numerous case-
studies (e.g. Dorren, Maier and Seijmonsbergen
2003; Heyman et al. 2003). In our case the ‘mean’
feature on the green band made it possible to obtain
highly accurate results and also to identify individual
trees in open field.

4. Conclusion and Perspectives

These study cases confirm the applicability of
object based image analysis to archaeological photo
interpretation and strengthen its role to identify
features evident at ground level as well as remains
exclusively detectable from aerial or near-infrared
view. However, implementing a geospatial analysis
on surface structures or landscape-related features
(our original purpose) is very different from the
identification of buried archaeological remains,
whose peculiar characteristics have been informed
by the succession or interaction of a variety of
depositional and post-depositional formation
processes: these involve specific actors (physio-
genetic, bio-genetic and anthropo-genetic) and
related behavioural scripts. Such a complexity in the
epigenetic path outlines the difficulties to formalise
an unambiguous heuristic model.
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The software also ensures some kind of
‘controlled automation’ of the photo interpretation
process and the exportability of the supporting rule
sets in a way that seems particularly useful when
workingon large scale projectstospeed up the object/
pattern/ scenery recognition task. It should however
be considered, given the high internal variability of
the outcomes on the ground of the archaeological
surface and subsurface structures, that in the case of
a fully automatic approach the operator’s control on
the obtained results is still essential in order to fine-
tune or recalibrate the parameters according to the
specific research targets, locally sensitive info/noise
ratio and and/or ground-truth feedback.

OBIA methodology provides innovative hints,
pointing to interesting archaeological developments
in the near future. The research here presented is
a work in progress, which is now focusing on the
use of different types of data (NDVI, lidar, RADAR,
etc.) and trying to explore both their specific
potential as well as their possible cross-validating
redundancy. This will, ultimately, help to develop
more and deeper rule/knowledge based approaches
to landscape archaeology.
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Abstract:

The launch of TerraSAR-X widened the application of Synthetic Aperture Radar (SAR) in the
archaeological prospection tremendously. SAR now can be used effectively for the integrated
geophysical prospection of huge ancient settlements and cities such as Palmyra. On the one
hand, ground-based methods like magnetometry and resistivity can provide detailed insights
into the buried archaeological remains. On the other hand, it is possible to get a fast overview
of a site and its cultural landscape by space-borne survey methods, e.g. optical satellite photos
or satellite radar. This paper will show the results of an integrated geophysical prospection by
magnetometry, resistivity, satellite photos and radar in the area of the ancient Palmyra. While
the first two methods could prove the existence of a Hellenistic town south of the Wadi el Kubur
and map its layout in detail, the space-borne results provide an overview over the upstanding
remains, as well as several new structures of the buried archaeology of this famous caravan city

in the Syrian Desert.

Keywords:
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1. Introduction

In the last decades, integrated geophysical
prospection has become a very important tool in
archaeology (Fassbinder 2007; Gaffney and Gater
2003; Neubauer et al. 2002; Scollar et al. 1990).
Modern excavations often need prior geophysical
prospection, as large-scale excavations cannot be
carried out anymore today because of cost reasons
and the survey results give strong hints for promising
areas. Furthermore geophysical prospection is a
non-destructive tool for the understanding of an
archaeological site in its context. Therefore, in
1997/98 a cooperation between the Bavarian State
Department of Monuments and Sites (BLfD) in
Munich and the Institute of Classical Archaeology
of the University Vienna was established for
geophysical surveys by magnetometry and resistivity
prospection in the proposed area of the Hellenistic
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part of Palmyra. Since 2011, another cooperation of
the BLfD and the German Aerospace Centre (DLR)
in Oberpfaffenhofen has the goal to investigate the
whole town by remote sensing with optical and
radar satellites. The advantage of satellite-based
archaeological prospection is the accessibility of even
very remote archaeological sites, which often cannot
be surveyed by ground-based methods because
of political or other reasons. To understand the
development and structure of historic settlements,
itis often important to survey the entire settled area.

The ancient ruins of Palmyra provide an
excellent test site for geophysical methods and
remote sensing because huge parts of the city remain
unexcavated and nearly the whole settlement had
never been overbuilt in post-ancient times. Another
important factor is that the archaeological findings
are covered by only a thin layer of sand and provide
good contrast to the surrounding material.
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Figure 1. Map of Syria showing the location of Palmyrain
central Syria, 230 km northeast of the capital Damascus.

2. Archaeological Background

Palmyra is situated 230 km northeast of
Damascus in a fertile oasis in the Syrian Desert (Fig.
1). Hence, the area was settled since Palaeolithic
times (75,000 BP) (Bounni and al-As’ad 1990;
Browning 1979). The first written evidence can be
dated to the 2nd millennium BCE, when Palmyra is
mentionedinthe Assyrianand Babylonian cuneiform
plates of Kliltepe (Cappadocia) and Mari (Syria) (al-
As’ad and Schmidt-Colinet 2005b; Degeorge 2002;
Michalowski 1968). Further evidence can be found
for Hellenistic period occupation in the area south
of the Wadi el Kubur that runs through the ancient
city. When Palmyra got part of the Diadochian
Empire of Seleukos in the 3rd century BCE, there
was an increase in prosperity, as the Palmyrenes
managed to set up the only safe caravan route in the
region. In the 1st century CE Palmyra became part
of the Roman province Syria (Hartmann 2001). In
the following centuries, Palmyra was step by step
Romanised. The most prosperous time of Palmyra
came in the 2nd century CE, when the Nabatean
Empire, which was the biggest enemy in caravan
trade, was conquered by the Roman emperor
Trajan (Degeorge 2002). This can be proved by the
monumental architecture of this century, when the

well known monuments like e.g. the Bel-sanctuary,
the Great Column Road and the tower tombs were
erected. In this time, the Palmyrene trade network
reached from Spain in the west to China in the
east, but already at the end of the same century the
decline began as a consequence of the Parthian wars
and the associated shift of the trading route towards
the north (Degeorge 2002). After the famous
usurpation of Queen Zenobia in 262 CE, Palmyra
was conquered by the Roman emperor Aurelian
and afterwards it only served as a military post at
the Roman Limes Arabicus. In 300 CE Diocletian
built a new city wall and a huge fortress in the
western part of the city (al-As’ad and Schmidt-
Colinet 2005b; Degeorge 2002; Gawlikowski 2005;
Hartmann 2001). In 634 CE it was conquered by
the Arabs under their general Khalid ibn al-Walid
(al-As’ad and Schmidt-Colinet 2005a; Degeorge
2002). But after the Abbasids moved their capital
from Damascus to Bagdad, Palmyra totally lost its
importance and it declined to a small village (al-
As’'ad 1987; 1993; al-As’ad, al-As’ad and Schmidt-
Colinet 2005; al-As’ad and Schmidt-Colinet 2005b).
In Ottoman times (16th-19th century) Palmyra was
a negligible settlement, left open for the raid of the
Bedouins (al-As’ad 1993).

As Palmyra today is the most important ruin
site of the Hellenistic-Roman times in Syria, it was
declared as a UNESCO World Heritage Site in 1980.
The first systematic excavations started already at
the beginning of the 20th century by Russian and
German archaeological missions (Michalowski
1968). Since this time there had been excavations
by archaeologists from all over the world until 2011,
when the political situation made it impossible to
work in Syria. However, there is still a huge amount
of the ancient city that has not been documented
until now. The main building material of the
excavated buildings in Palmyra has been limestone,
which provides a good visibility of the remains in the
geophysical results.

3. Geological Background

The region of Palmyra is characterised by two
different geological units. In the north and west,
the mountains of the Palmyra chains which belong
to the Antilebanon tower up to 1000 m ASL. For
comparison: Palmyra lies at only 395 m ASL (Jux
and Omara 1960; Schachinger 1987). The Palmyra
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chains consist mainly of dolomites, which were used
to construct the ancient buildings. They continue
further towards the Euphrates River in a southwest-
northeast direction. South and east of Palmyra, the
Syrian Desert is situated, which is characterised
by loose sand dunes. In the direct southern
neighbourhood of the city, a huge sebkha, a salt
plain of 330 km2, can be found. This salt plain was
already used in ancient times and provided one of
the reasons of the wealthiness of Palmyra (Sanlaville
and Traboulsi 1996).

4. Methods
4.1 Magnetometry

For the geophysical survey of archaeological
sites, several ground-based methods were applied.
These are mainly magnetometry, resistivity
prospection and ground-penetrating-radar.
Magnetometry is a successful and cost-effective
tool for the detailed mapping of large areas in
a reasonable time (English Heritage 2008).
Total field magnetometers like the used Scintrex
Smartmag SM4G Special provide the best results
for archaeological prospection. The reason is
that all components of the Earth’s magnetic field
are recorded; the resulting anomaly therefore is
much stronger than the one recorded by fluxgate
magnetometers, which record only one vector
component. For our purpose and in order to reach
the highest possible sensitivity combined with a
maximum speed of prospection, the so-called “duo-
sensor” configuration (Fassbinder 2010) was chosen.
The sensors are therefore mounted on a wooden
frame and carried in a zigzag-mode 30 cm above
the ground. The profiles are oriented approximately
east-west in order to minimise technical
disturbances of the magnetometer probes. The
Scintrex Smartmag SM4G Special magnetometer
provides a measurement of the geomagnetic field
with sensitivity of £10 pT; for comparison: the value
of the geomagnetic field in Palmyra in March 1997
has been 45,440 + 30 nT.

During 1997 and 1998 the solar activity and
diurnal variation induced by the solar wind were
very low. These linear changes in the daily variation
of the geomagnetic field were reduced to the mean
value of the 40 m sampling profile or alternatively
to the mean value of all data of a 40 x 40 m grid
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(Fassbinder and Gorka 2009). Here it is assumed
that the variation of the Earth’s magnetic field during
one profile length of 40 m follows a linear increase or
decrease in intensity. If so, it is possible to eliminate
this variation for each traverse line by a reduction
to the mean line value. This filters apparent linear
structures parallel to the profile. Alternatively, in
magnetically quiet areas it is also useful to calculate
the mean value of the whole 40 x 40 m grid and
use this value as described above. Additionally, by
using this procedure the difference between the
measurement of both magnetometer probes and
the — theoretically calculated — mean value of the
Earth’s magnetic field was obtained. This intensity
difference gave the apparent magnetic anomaly,
which was caused by the magnetic properties of the
archaeological structure, the soil magnetism and
the geology. To cancel the natural micro-pulsations
of the Earth’s magnetic field, a band pass filter in
the hardware of the magnetometer processor was
used. The processing of the magnetometer data was
achieved by some self-written resampling software
and Geoscan Geoplot. Afterwards, the results were
displayed by Golden Software Surfer.

Usually more than 90 % of the magnetometer
data in a 40 m grid on archaeological sites vary in
the range of £ 10 nT from the corrected mean value
of the geomagnetic field. Stronger anomalies can
be ascribed to burned structures or to pieces of
iron containing slag or modern iron debris. In-situ
burning, pieces of iron and the traces of hypocausts
are easily distinguishable by their different direction
of magnetic dipole anomalies, but also by their high
intensities (> £ 50 nT).

4.2 Resistivity prospection

Almost all of the Hellenistic and Roman
buildings are stone constructions which have a
strong contrast against the surrounding soil in
electric conductivity. For this reason, the stone
buildings are mapped very clearly through resistivity
prospection, which is based on the apparent
differences in the conductivity of the soil. Clays and
marls, for example, have specific resistivity values of
3 — 100 Ohm m. On the contrary, sand, limestone
and sandstone provide resistivity values of 100 —
5000 Ohm m. In conductive wet soil the resistivity
of stone constructions is several degrees higher than
in the surrounding soil.
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Figure 2. Artist view of the TerraSAR-X satellite. Note
the solar generator (upper left), the boom with the
X-Band downlink antenna (lower left) and the X-band
radar antenna (lower right).

The commercial Geoscan RM15 instrument in
aso called dual-pole configuration was used to collect
electrical resistivity data. In this configuration,
the two current probes are positioned in “infinity”
(i.e. in a distance of around 50 m away from the
measurement grid). The survey was conducted with
two potential electrodes mounted at a frame in a
fixed distance of 50 cm.

The data processing was done with Geoscan
Geoplot and Golden Software Surfer again. To
eliminate the natural variations of soil moisture
and to enhance the visible archaeological remains, a
high-pass filter was applied to the data.

4.3 Satellite radar

While the spatial resolution of the ground-
based methods is tremendously high, the resolution
of satellite sensors was enhanced in the last few
years. Therefore, the new satellites like WorldView-2
offer a point spacing of 0.6 m in optical images.
The improvement is even more dramatic in images
created through Synthetic Aperture Radar. Before
the launch of the German radar satellite TerraSAR-X
in 2007 only a resolution of 5 — 25 m could be
achieved. Now a resolution of SAR images of 1 — 2
m is available.

Synthetic Aperture Radar (SAR) provides a
powerful tool for archaeological prospection from
space. Thismethod isbased onasatellite sensorinthe
microwave frequency range, which is illuminating

the Earth’s surface with short electromagnetic
impulses. Therefore, SAR is an active survey method
and measurements are possible independently of
daylight and weather conditions (Lee and Pottier
2009). Because of the specific reflection conditions
in the microwave spectrum, the SAR image can
show even structures which are smaller than the
actual resolution of the sensor (Albertz 2009).
This is a very important fact for the satellite-based
prospection of archaeological sites like Palmyra that
mainly consist of faint archaeological remains.

To get the highest possible resolution
from space, a technical expedient, the so-called
aperture synthesis, has to be applied. All targets
are illuminated several times in one measurement
cycle and the returned signals are correlated by
their amplitude and phase. Afterwards, the data
points are treated as if they were gathered by one
long antenna (Albertz 2009; Bamler 1999; Lee and
Pottier 2009). This is called the aperture synthesis
and the method is named Synthetic Aperture Radar.
SAR is the only possibility to get high-resolution
radar data from space. Because of the huge distance
between sensor and targets, a 15 km length physical
antenna would be needed for a resolution of 1 m; by
SAR this length is reduced to 5 m.

The first high-resolution German SAR-
mission started in 2007 by the launch of the radar
satellite TerraSAR-X. The project is a Public Private
Partnership between the “Bundesministerium flr
Bildung und Forschung“(BMBF), the DLR and the
Astrium GmbH and will last approximately until
2018. TerraSAR-X is a very compact satellite with
a length of 5 m and a diameter of 2.4 m (Fig. 2).
Nevertheless, it carries 384 transmitter/receiver
antennae with an X-band radar frequency of
9.65 GHz. For further details on the mission, the
interested reader is referred to e.g. Krieger et al.
(2010) and Werninghaus and Buckreuss (2010).

TerraSAR-X data can be ordered directly at the
DLR by a scientific proposal. As all of the standard
processing steps applied to SAR data (especially the
speckle reduction by a multi-look approach) lower
the resolution, we used the original data of the
satellite.

The advantage of using SAR instead of optical
satellite images as a main space-borne method
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Figure 3. Magnetogram of the Hellenistic town of
Palmyra. Overlay with the high-pass filter to visualize the
stone walls in more detail. Caesium magnetometer Scintrex
Smartmag SM4G-Special, Duo-Sensor-configuration,
Dynamics: + 3 nT in 256 greyscales, Sensitivity: £10 pT,
Point density: 50 x 25 cm, interpolated to 25 x 25 cm,
40-m-grids (Becker and Fasshinder 1999).

is that by radar it is possible to detect buried
archaeology as the active signal can penetrate the
soil. Furthermore the method is independent on the
daylight and weather conditions.

5. Results
5.1 Ground-based prospection

The magnetometry and resistivity prospection
was carried out in March 1997 and 1998. Whereas
the magnetometer prospecting covered ca. 20 ha in
the area of the supposed Hellenistic town (Fig. 3and
5 rectangle), the resistivity prospecting concentrated
on two grids (60 x 40 m and 160 x 120 m) (Fig. 4
showing a high density of stone constructions).
The results prove that the Hellenistic Palmyra was
subdivided by three main streets oriented to the east
and meeting in a V-shaped conjunction (Fig. 3). This
conjunction astonishingly appears nearly empty and
is only flanked by some kilns and grave monuments
(Becker and Fassbinder 1999; Fassbinder and Linck
2012; Linck, Fassbinder and Buckreuss 2012). The
northern one was underlain by a water pipeline,
which can be identified by a higher magnetisation
in the magnetogram and which has been proved by
subsequent excavations (Plattner 2012).

The “Northern Quarter” was located north of
this road (Fig. 3). It was characterised by a loose
arrangement of large palaces with inner courtyards.
One of the most striking buildings, the so-called
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Figure 4. High-pass filter of the resistogram of (a) one of
the palaces of the Palmyrene elite, (b) an area with dense
irregular houses in the east of the town. Plotted over
the corresponding part of the magnetogram. Geoscan
RM15, Dualpol-configuration, Dynamics: £ 10 4 Ohm m,
Point density: 50 x 50 c¢cm, interpolated to 25 x 25 cm,
20-m-grids (resistogram), 40-m-grids (magnetogram)
(Becker and Fasshinder 1999).

“Khan”, has been subsequently surveyed by
resistivity prospection (Fig. 4a) and archaeological
excavations. In the geophysical results it displays a
high electric resistivity. Therefore, it can be inferred
that it was constructed of limestone. The Khan
consisted of several distinct rooms and apparently
was erected in a building pit filled with burnt
debris showing up as a positive magnetic anomaly
(Schmidt-Colinet and al-As’ad 2000). Near the wadi,
the magnetogram shows comparatively obscured,
but nevertheless monumental floor plans. This could
probably be explained by an extensive destruction
of the buildings through periodic flooding and
sedimentation by the wadi. This might expalin why
the Hellenistic town has been abandoned in Roman
times and a new one has been constructed north of
Wadi el Kubur (Fassbinder and Linck 2012; Linck,
Fassbinder and Buckreuss 2012).

The “Southern Quarter”, on the contrary,
was built with densely arranged small-scale houses
(Fig. 3 and 4b). They were not limited to the main
roads and extended to the minor roads. Therefore,
this quarter had a nearly radial structure (Becker
and Fassbinder 1999; Fassbinder and Linck 2012;
Linck, Fassbinder and Buckreuss 2012). Small-scale
excavations in selected parts of the magnetogram
confirmed this interpretation and showed that the
majority of the houses was constructed of weak
magnetised limestone. On the contrary, some of
the foundations show up as positive anomalies,
which might signify that they were built with burnt
mud bricks that have a higher magnetisation than
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Figure 5. Optical image of the U.S. remote sensing
satellite WorldView-2 in the area of ancient Palmyra.
Clearly visible are the upstanding remains, but because
of small sand accumulations at shallow buried walls even
subsurface structures can be identified. Data take: 11.
April 2011, Resolution: 0.6 m. The rectangle indicates the
location of the magnetometry grid.

the surrounding soil. Unfortunately, geophysical
surveys could not be undertaken in the southern
limit of the quarter because of a nearby highly
frequented modern road.

West of the Khan, a nearly empty area is
visible in the magnetogram (Fig. 3). Schmidt-
Colinet and al-As’ad (2000) supposed that this place
could have been used as temporary storage yard for
camel caravans or a place for nomad tents that did
not leave many traces in the soil. This assumption
cannot be verified by presented geophysical data,
but it is obvious if one compares the results with
those intensively used parts in the rest of the
magnetogram.

In the westernmost part of the survey area, a
city wall can be identified in the elongation of a hill
ridge that served as a natural barrier and limited the
town to the west. Outside of the wall a dense layout
of extensively burnt structures can be seen that reach
until the wall and are evidence of an extreme fire.
Archaeological structures cannot be distinguished
in this area.

Figure 6. Radargram of TerraSAR-X in the area of the
ancient Palmyra. Especially upstanding structures can
be distinguished very well, but even parts of the buried
archaeology are detectable. Data take: 28. February
2011, Horizontal polarisation, Spatially enhanced mode,
Resolution: 1 -2 m.

5.2 Space-borne prospection

Whereas the ground-based surveys
concentrated on the Hellenistic part of Palmyra,
the space-borne images covered the whole
archaeological site, including the Roman part and
the surrounding graveyards.

For the analysis of optical satellite data, a
WorldView-2 image recorded on April 11th 2011 is
used. It has a resolution of 0.6 m and therefore even
faint and small-scale anomalies at the surface can
be identified.

The area of the ancient city is disturbed
by several modern tracks and a row of regularly
arranged holes of a quanat. Nevertheless, a perfect
view on the upstanding ancient Palmyra can be
achieved (Fig. 5). Several monuments are well
preserved, especially in the Roman town. First of all,
the Diocletian city wall surrounding the settlement
can be clearly identified and several watchtowers
and bastions are visible. In the interior part of the
city, the good state of preservation of the official
buildings is remarkable. In the eastern corner, the
huge Bel-sanctuary can be seen. Even today, the
200 x 200m court with the surrounding wall and the
temple are impressive buildings. Further to the west
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the Nabu-sanctuary, the agora and the theatre are
flanking the famous Great Column Road that runs
through Palmyra from southeast to northwest. The
westernmost part of the city is occupied by the late
Roman military camp, whose layout is still visible
today. In the living quarters, some of the roads and
the adjacent buildings appear because of small sand
accumulations at these shallow buried structures.
It is remarkable that only the southwest to
northeast running roads can be detected. The sand
accumulation by the wind operates in this direction,
and therefore the orthogonal linking roads remain
unseen by optical images in the subsurface (Linck,
Fassbinder and Buckreuss 2012). The same effect is
reported by GORS (2002) in the analysis of IKONOS
images. South of the wadi, the earlier Hellenistic
town detected by magnetometry is visible. Only
the Khan, excavated by a German-Austrian-Syrian
mission, is visible at first glance. Nevertheless, a
detailed analysis of this area offers several other
buried structures. Some of the palaces in the “North
Quarter” and the main roads, detected by magnetic
prospecting, appear as slight sand accumulations
in the satellite image (Linck, Fassbinder and
Buckreuss 2012). Some of these walls were already
reported as soil marks in aerial photos of the
1930s (Dentzer and Saupin 1996). In the west, the
Hellenistic Palmyra is limited by a city wall already
identified in the magnetogram, an elongation of the
natural boundary of a nearby hill. The whole ancient
settlement of Palmyra is surrounded by numerous
burials. Remains of the graves that were sometimes
constructed as tower tombs are aligned along the
roads towards the city.

Even with a resolution of 0.6 m only structures
preserved on surface can be identified. Buried
structures can only be visualised by satellite radar.
Therefore a radargram of the German satellite
TerraSAR-X from February 28th 2011 was used (Fig.
6). The resolution of 1 —2m ensures that at least the
larger archaeological structures can be detected.

The rectangular corners of the upstanding
ancient remains provide good reflectors for the
radar waves: these structures are highly visible:
the important monuments, known also from the
optical images, like the Diocletian city wall, the
Bel-sanctuary, the Column Road, the agora and the
theatre, all appear very clearly (Linck and Fassbinder
2011; 2012; Linck, Fassbinder and Buckreuss 2012;
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Linck, Fassbinder and Papathanassiou 2011) (Fig.
6). The city wall with its bastions and watchtowers
depicts a very strong reflector, as it is 2.8 m thick
(Wiegand 1932). The Nabu-sanctuary west of the
huge Bel-sanctuary appears more detailed in the
radar image than in the optical one because the
preserved columns depict good corner reflectors for
radar waves. Therefore, also the Column Road with
its partitioning gates is visible very clearly. The Bel-
sanctuary itself acts as one of the strongest reflectors,
as it is one of the best preserved monuments. The
buried archaeological structures appear mainly on
the sub-pixel level and a time-consuming, detailed
analysis was necessary to be able to map them. In
the Roman town the layout of the entire rectangular
grid of the roads can be drawn (Linck and Fasshinder
2011; 2012; Linck, Fassbinder and Buckreuss 2012:
Linck, Fassbinder and Papathanasiou 2011) (Fig.
6). Because of the special reflection characteristics
of radar waves, even some of the buried ancient
buildings are detectable. Among these archaeological
features, there is a considerable amount of so far
unknown structures that are not mapped in the
most recent map of the site by Schnéadelbach (2010).
The results hence prove that it is possible to map
buried archaeological remains by satellite radar
and it can be added to the promising and successful
prospection methods.

The most striking object in the Hellenistic part
is the excavated Khan (Fig. 6). Here the radargram
shows several structures already known from the
magnetic survey, e.g. the main roads that are very
clearly visible because of their size, some minor
roads, the city wall in the west and some walls of
buildings. However, it is not possible to get all
buildings in detail like in the magnetogram, since
the resolution is limited to 1 m. Again, like in the
Roman part, several so far unknown archaeological
objects become visible, especially in parts that were
not covered by the magnetometer prospection.

6. Conclusions

The geophysical prospection of intensively
used ancient archaeological sites like Palmyra is
very promising. This is proved by a huge amount
of successful measurements (Benech 2007; Erkul,
Stimpel and Wunderlich 2011; Fassbinder 2011).
While the majority of such sites show magnetic
anomalies of more than + 30 nT, in Palmyra
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comparatively weak anomalies of + 3 nT occur. The
relative weak magnetic anomalies in huge parts of
the measured area do not prove the hypothesis that
the Hellenistic part was abandoned after extensive
destruction by fire. In fact, it is much more probable
that the city was moved to the north of the wadi after
several catastrophic flooding. The results enable
furthermore the location of the Hellenistic part and
make it possible to draw a detailed map of its radial
layout.

The remote sensing approach by optical
satellite images and Synthetic Aperture Radar
provides the verification of already known parts
of the city map of Palmyra. However, several new
features can also be identified too. As TerraSAR-X
can detect both upstanding monuments as well as
buried archaeological features, it is evident that the
X-band radar waves can penetrate into the ground.
This fact has rarely been observed before and offers
a totally new horizon for the use of high-resolution
satellite radar in the archaeological prospection.
Although remote sensing cannot substitute
ground-based geophysical measurements, it can
provide a good overview of the expected features.
This helps to select suitable areas for more time
consuming geophysical surveys, which can now be
then undertaken only in pre-selected areas. The
use of space-borne techniques is especially of high
interest in the case of quite large archaeological sites
that cannot be totally surveyed by excavations and
ground-based methods. Moreover, it often provides
the sole possibility of archaeological prospection in
regions with a difficult political situation like Syria
at the moment.

The opportunity to obtain SAR data with an
outstanding resolution of 25 cm from TerraSAR-X
through a proposed scientific project in autumn 2013
will enormously widen the usability of this method.
This project will make available high-resolution
data with only a slight difference in resolution
between SAR and ground-based methods, making
the comparison of the two data sets more effective.
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Classification of Geophysical Data of Angkor,
Cambodia and its Potential as an Online Source
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Abstract:

This paper introduces a classification of archaeological finds from extensive geophysical surveys at the
UNESCO World Heritage Site of Angkor, Cambodia, and addresses the challenges to create an online
database that serves the research community. The existing offline database was created as part of an
interdisciplinary archaeology team investigating the medieval Khmer capital. A combination of close
range and remote sensing techniques was deployed on diverse archaeological sites, such as production
and habitation areas, temples, their enclosures, and the vast water management system. The various
locations were investigated by GPR, and a small number further identified by excavation. All subsurface
features were geo-referenced, categorised, and the information stored in a GIS. The results, particularly
the ones related to small surveys and surveys of not previously investigated sites, are seldom published,
but they still need to be described and made accessible for future research and heritage conservation.
Using previously unpublished analysis of the small Angkorian temple site at Doun Kaev as an example,
this paper discusses examples of existing databases and the issues regarding a proposed online database

for geophysical surveys for Angkor and comparable historic sites.

Keywords:
GPR, Angkor, Database, Geophysics, Archaeology

1. Introduction

Angkor was a major centre in medieval
Southeast Asia and today has significant historic
value for Cambodia. Structures and settlements of
the medieval Khmer centre of Angkor (~7th to 16th
century CE) spread over an immense area. Multiple
international teams are working within the precinct
of the UNESCO world heritage site, a number of
them using geophysical methods as part of their
research. Their work will need to be recorded for the
growing number of local researchers and subsequent
international teams.

A great number of those surveys produce
data which, by themselves, would have little chance
to be acknowledged as sufficiently significant for
publication. This includes equipment suitability
studies, investigation on a particular soil type, the
search for potential archaeological features which
may not be detected, or a new technique that
turns out to be ineffective. However, providing
information about techniques used on a particular
site and where the data can be found would help
future research significantly.
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Taking into consideration the fast pace of
development around Siem Reap, gateway to the
UNESCO world heritage site, smaller archaeological
sites may be destroyed before they can be
investigated. An easily accessible and updatable
geophysical database on features of archaeological
importance would save information on the buried,
and often unknown, heritage and serve as a guide to
plan and direct future research.

2. GPR Surveys at Angkor and the Example
of Doun Kaev

As part of the international and
multidisciplinary Greater Angkor Project, extensive
GPR surveys have produced hundreds of kilometres
of datafiles (Sonnemann 2011) of detailed subsurface
information, a characteristic that only geophysical
techniques offer. The scale of each survey, often
conducted in collaboration with other research
groups, was dependent on the particular focus of
archaeological research. Following investigations
on the water management system by Groslier
(1979), Pottier (2000), Kummu (2009), Fletcher
et al. (2008), part of it — including the original
floodplain and its modifications, earthen canals and
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large reservoirs — was investigated through long
2D GPR transects crossing the landscape. Areas
with possible masonry subsurface structures inside
and close to the large temple enclosures as well as
potential habitation and construction sites were
mapped and processed using 3D GPR. The data sets
were analysed in combination with other remote
sensing techniques (including aerial, visual and
SAR satellite), and a number of finds were further
investigated in excavations and, where possible,
dated.

As part of this project, the GPR survey
conducted at Doun Kaev (number xyz in Fig. 1)
is an example of a situation described above: an
insignificant site with minor geophysical findings.
A result that possibly would not be published: the
information therefore may not be accessible to other
parties. The area consists of two small temple sites
near the village of Doun Kaev, located northwest
of the West Baray, which were investigated in
collaboration with L. Benbow of the University
of Sydney. The objective was to improve the
understanding of settlement patterns, identify
remaining underground structural features such
as foundations, and to ascertain their orientation
and depth, as well as to identify any archaeological
featuresaroundthetemplesite (Sonnemann2011,88,
126—127, 308). The resulting data are a combination
of 2D profiles and 3D grids, representing both types
of data collected and analysed.

The aerial image interpretation comprises
two small temple sites close to each other (Evans
2007). An unnamed temple mound (CP96) lies
150m south of one known as Kok Song (LL600).
Their configuration is similar to numerous examples
of small temple sites mapped by remote sensing
(Pottier 1999). Both sites are roughly oriented
east-west, with three sides enclosed by a moat,
now empty, and an earthen causeway crossing the
moat to the central platform from the east (see area
overview in Fig. 4). The moat of small temples was
originally filled by ground and rain water, providing
a simple year-round water supply (Kummu
2009, 1416). There is a small pond to the north, a
trapeang, which was used as a supplementary water
and fishing source. The layout of the earthworks
and limited scatter of ceramic sherds are the only
visible remains indicating a temple site. There is no
evidence of a superstructure: the shrines were either

Figure 1. Overview of GPR data collection at Angkor. The
numbers shown correspond to the chapter where the site
is described in Sonnemann (2011). The letter A indicates
entries in the appendix; N marks surveys conducted after
2010. (Background Image: Landsat7/NASA).

constructed of perishable material, such as wood,
or made of bricks, which may have been reused
elsewhere. The central earthen mound of CP96 is
void of vegetation, with a smooth and flat earthen
surface flanked by palm trees and scrubs.

The GPR results of a 30 m by 30 m grid at
CP96 (Fig. 2) display two rectangular and, without
doubt, masonry features which are positioned at
a 90 degree angle. The main and roughly squared
feature, of adimension of 9 m by 9 m, isin alignment
with the entrance causeway on the western side. A
second feature of a dimension of 6.5 m by 6 m lies to
the north. A third, less obvious feature of 7m x3.5m
matches the smaller one on the southern side. A thin
linear feature that connects the corners of the three
features might be the connection to an additional
platform to the east. The data provide evidence of
the rectangular foundation of two masonry towers
and a less clear signal of a third one. The larger
and deeper feature could represent the central
temple tower which faced the entrance to the east;
the smaller northern shrine could have matched
another small shrine to the south, the foundations of
which were removed. The whole ensemble displays
a symmetrical outline between the three features
which might have been connected by a small wall.

In the centre of Kok Song, however, dry clay
walls enclose a large ditch, evidence of looting. The
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Figure 2. Top: a) Image of CP96 with the area of Grid
DK_G1. Right: b) 3D-iso-surface of tower remains.

GPR survey of 21 m by 14 m was strongly affected
by the topography, and did not reveal evidence of
remaining subsurface masonry features.

For each temple site, two additional long
profiles were collected through the moat and over
the platform to the other side (Fig. 3), showing the
depth of each moat and the extent of the platforms
at CP96.

3. Classification of the Database

As with every GPR survey completed at
Angkor as part of this campaign, the results from
Doun Kaev were recorded and plotted in a GIS
database. Many sites that were surveyed by GPR by
the author until 2010, and which were not covered
in the PhD thesis itself, were made available in the
appendix (Sonnemann 2011, 295-352). To guide
data entry and to provide a search option, the sites
and detected features were classified. In addition,
the findings of the surveys were summarised, with
images displaying the location, the area covered
and transects produced, as well as the main results.
So was Doun Kaev (Fig. 4), on the basis of the
classification described below.

The following discussion gives an idea of how
the subsurface information was primarily arranged,
leaving the option to extend this list particularly
for archaeological finds at Angkor. Primary entries
concern basic and objective information as in every
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other database. The archaeological site investigated
is either named after a data entry (CP96) or after a
location close to the survey site (Doun Kaev). ‘Who’
directed the survey provides contact information;
the ‘collaboration’ with someone who may have
initiated the survey not only covers data rights
but often leads to information on subsequent
research. ‘When’ the survey was conducted is
particularly important in a subtropical environment
where strong monsoons floods can change the
soil properties considerably one part of the year,
and in a region where development occurs. Other
information include what ‘technique’ was used, the
‘size’ and spacing of the area covered and the ‘length’
of collected profile data.

Secondary entries concern the (historical)
functional context of the site. Divided into
different ‘research categories’, the identified

Figure 3. 2D-Profiles from temple mounds (CP96, upper
2, Kok Song, lower 2), and adjacent moats.
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Figure 4. Idea design to display survey goal and some
results, based on the example of Doun Kaev.

archaeological features were generally classified in
accordance to Pottier (1999). The broadest scale
concerns the ‘network’ of the water management
and transportation system. Natural features are
predominantly sedimentary remains of former
natural streams, while artificial features are human
made canals, and their earthen embankments
that are used as roads. Also part of this network,
and of particular importance, are the great
reservoirs, particularly their inlets and outlets.
Considerably smaller are the ‘temple’ areas in the
vicinity of masonry monuments and enclosures,
where investigated features concern foundations,
moats and ponds. The most detailed category of
investigation are ‘settlement’ features on raised
earthen mounds, which potentially provided living
space (house mounds), production sites for ceramic
(kilns) and metal (furnaces), and burials.

The last entries concern the notional contents
of the research. Based on existing literature, e.g.
(Bruguier and Nady 1998), the ‘level of knowledge’
prior to the investigation is defined. Of a site known
by location, its dimension, underground extent
or form may not be clear. In contrast, Angkorian
structures often have geometric symmetries.
‘Geometry’ therefore refers to a missing element in
an assumed geometric pattern or configuration that
is to be found. ‘Topography’ refers to a conspicuous
landscape element indicating an archaeological
site. A survey classified as ‘methodology’ focuses
predominantly on the adoption of a technique to a
specific environment.

The degree to which the knowledge of the
area is influenced by the ‘outcome of the survey’ is
classified by the last category. ‘Appraisal’ extended
our knowledge of a known feature using a different
technique. ‘Identification’ added size and depth to
a reported feature. ‘Discovery’ revealed an assumed
or previously unknown feature.

4. Accessibility of the Data and Protection
from Misuse

An immense number of international teams
are working all over the UNESCO world cultural
heritage site, which may even increase in the future.
Coordination of the various research teams lies with
the APSARA Authority, and collaboration with this
local heritage organisation is particularly important.

Numerous databases related to Angkor exist.
Some of the archaeological data is presented as
part of larger geographic information systems that
include modern infrastructure and environmental
issues, as established by JICA (2005-2009); most of
these however are offline. Others concern landscape
archaeology (by EFEO and GAP), archaeological
finds and ceramics inventories (numerous)
and historical photo archives (by EFEO). Some
information on published literature is available
online (Persee 2014). Others concern the published
literature on particular cultural sites, as published
by Bruguier and Nady (1998). In those accessible
databases, only published and reviewed articles
are stored online, and publishing rights are clear.
A different type is the currently planned database
on Angkorian inscriptions (pers. com. J. Estéve,
D. Soutif). There, different levels of information —
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from the simple photos to scans or rubbings of the
Khmer or Sanskrit epigraphs, to their transcriptions
and translations into another language, and finally
to their interpretation — produce a complex issue on
data rights.

An openly accessible geophysical database
could address similar problems. To make the
information available to other researchers and
heritage organisations in a digital environment, an
online geophysical database would need to be easily
accessible, updatable, and provide the opportunity
to add new sites and information.

The issue of use and data rights by a third
party has to be clearly defined, particularly when
unpublished data are available. Consequently, the
type and amount of information made available has
to be considered. “Raw” data would need a large
amount of storage space. If the data are processed,
what processing steps were used? Geophysical data
interpretation often depends on a highly subjective
analysis; different processing, or the software in
use, can significantly change the data potential.
And additional data from other methods could
lead to a new interpretation of the finds. Too much
information, however, could raise another problem:
depending on what is displayed predominantly on
sites less known and unprotected, public access
to location data could possibly lead to looting. It
would be advantageous if the database was not
fully available to the public, but hosted and updated
instead by an organisation with a long-lasting
interest in Angkor, possibly UNESCO and APSARA
Authority, who could give permission to access, add
and change information. A point open for discussion
would be to make the entries voluntary, or, similar to
research proposals and final reports, a requirement.

The issue of geophysical data archival is of
course not new. A. Schmidt and E. Ernenwein
provide in Guides to Good Practise: Geophysical
Data in Archaeology an overview on how archiving
of geophysical data could be achieved (Schmidt
and Ernenwein 2014). There are a number of
publicly accessible online databases that provide
information on archaeological or geophysical
surveys. The website of the International
Association of Classical Archaeology (AIAC),
FASTIONLINE (FastiOnLine 2014), hosts a
database that documents archaeological surveys
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in Southern and Eastern Europe. An outstanding
example for geophysical databases is the English
Heritage Geophysical Survey Database (ADS
2014a) which gives information about 2700 surveys
(as of 2011) conducted in England since the late
1960s. Incorporated into the Archaeological Data
Service (ADS 2014b), the websites are publicly
accessible and searchable, and provide basic
information and contacts. The user statistics show
a relatively low, but constant access, 1-3 website
visitors/day in 2013, and download rates with
3-10 users/month in 2013 (as accessed on 4-10-
2013: ADS 2013). A similar project regarding
Dutch archaeology, E-depot voor de Nederlandse
archeologie (EDNA 2014), completed between 2004
and 2006, provides information about a number of
geophysical prospection surveys in the Netherlands
and discusses quality standards in the country’s
archaeological surveys. Social media websites with
particular interest in academic research such as the
fast growing Academia (Academia 2014), where
researchers provide access to published articles and
reports, show that in the research community there
is interest in data sharing.

5. Conclusions

Geophysical datasets by themselves are often
seen as non-conclusive, particularly in archaeology.
New discoveries therefore request confirmation
by excavation. Angkor is certainly not the only
archaeological site where data sharing could advance
archaeological research. It would be particularly
helpful, however, for large archaeological sites,
where many different research teams are working.
In Cambodia, many international teams come
into the country only for their field season, which
reduces the possibility for cross-communication.
Newly gained information is stored away in survey
reports, written in languages other than English,
and not easily accessible to other research teams.
The classification of geophysical data from Angkor
in Sonnemann (2011), as shown in the survey at
Doun Kaeyv, is only a first step to organise and make
this valuable information available to a broader
research community. This data set would have to be
made readily available and, more importantly, easily
expandable. By having categorised the information,
data entry by dropdown menu should easily be
arranged in an online database. The categories
introduced should be open for expansion and could
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as well host other scientific methods. A platform
similar to the English Heritage Geophysical
Survey Database, run by an organisation that has
contact to, and to some extent also control of, all
research teams, to upload and access geophysical
and archaeological information under clear rules
would prevent misuse. By providing basic survey
and contact information, data rights should be kept
with the person responsible for data entry. The
information on what has been done at a particular
site may support future research and collaboration
between different international research teams.
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The Accuracy of the Field Survey Results and its
Implications in the Correct Understanding
of Past and Present Practices
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Abstract:

The archaeological pedestrian surveys have become one of the main tools of the landscape archaeology
research. A materiality approach to the surface archaeological record must take into account the physical
properties of the entities of interest and the environment which contains them. Both are essential aspects
to understand the way the archaeological entities were created and their post-depositional evolution.
Nevertheless, there have been few discussions about the character of the archaeological surface compound
or the accuracy of the methods to document it. These topics have a significant role to give an interpretation
of the past and present practices material reflection. In this essay, the potentialities of the spatial analyst
tools are used to examine the consistency of the surface survey data. Thus, a map that quantifies the
frequency of the findings is used to analyse and visualize one of the main biasing factors within the surface

surveys: the inter-observer variation.

Keywords:

Landscape Archaeology, Surface Survey, Archaeological Record, Findings Frequency Map

1. Archaeological Landscape. Physical and
Non-physical Aspects

Our point of departure is the conception of
the current landscape as a result of diverse agents
interaction. Particularly, the agrarian landscape is
a complex reality where many factors have acted to
create the compounded system which we currently
study. Consequently, the main interest is to
understand how pastsocietiesand their environment
interacted in order to create the present landscape.

Recent theoretical approaches in archaeology
maintain different perceptions of these processes
and the importance devoted to the diverse nature
of the “actors” involved. However, there exists a
general trend which revalorizes the physical aspects
of the archaeological record with independence
of the theoretical perspective. Thus, terms such as
“Processual-Plus” (Hegmon 2003) or “Symmetrical
Archaeology” (Witmore 2007) or even the latest
works of “Behaviour Archaeology” are good
examples of this renewed approach to the material
aspect of the archaeological record.

Following this tendency, some scholars
attempt to draw our attention to materiality over
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meaning. To keep this in mind means to “shift
our conception of minerals from “raw” materials
forming the background of human activities, to
constructed, signifying elements within individual
and community  epistemological  projects”
(Owoc 2004, 119). In other words, stressing “the
experiential rather than the representative qualities
of the material culture” (Boivin 2005, 175), because
the essence of these tangible elements “is at least
partly determined by its material qualities” (Jones
2004, 328).

The experience, the processes of “perceiving,
thinking, remembering and learning” need to be
considered “within the ecological context of people’s
interrelations with their environments” (Ingold
2000, 171). And “instead of reducing the world
to a regime of two opposing ontological realms,
culture — nature, this approach claims that nearly
everything happens between the two extremes,
happens by way of mediation and translation”.
A network of agents that “links human and non —
humans in intimate relationship” (Olsen 2003, 98).
The properties of the mind are fashioned through
the involvement and the relationship with other
agents. Thus, the activities included within the
dwelling experience are equally necessary to form
and reform the social relationships.
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In such a wide frame, the techniques used
to analyse our target cannot be homogeneous.
Instead, they have to include ways to take into
account the natural and biological features of the
landscape as cultural ones. It is obvious that each
collectivity is constrained by the physical features of
the environment in which they live. Some of their
properties, identified in the current landscape, can
be measured and quantified, matching with the
positive sciences position. It is a necessary requisite
to simultaneously consider how the landscape is
socially and culturally generated, while also paying
attention to its physical properties.

The mechanical features of the things will
enable or constrain specific uses of them. To
understand whether the material features of
the different entities have an effect on the way
the landscape is shaped, we have to explore and
examine them. One of the main objectives of this
kind of work is to delineate the temporal and spatial
networks that link these tangible entities with the
social behaviour of past cultures. Nevertheless, the
point is not to examine whether the predominant
process which shaped the landscape as object was
a functional or symbolic one, but to explore “the
interaction between the properties of materials and
the way in which they are socialized” (Jones 2004,
335).

In addition, natural and biological features
and processes are important not only in the
creation of a specific society and culture, but also
in our capability to detect their material remains.
An interesting connection between the Return
to things approach and the importance of the
physical features of the archaeological record was
investigated by M. B. Schiffer. To capture this
connection he used the term “formation processes”
(Schiffer 1976; 1983) and later the “behavioral
chain”, which “begins with the procurement of
materials for manufacture but continues after use,
through deposition until recovery by a researcher”
(Skibo and Schiffer 2008, 22). It has to be clear that
a physical entity does not have an inherent meaning
that can be easily inferred; rather, things provoke
and acquire meanings while losing some others
throughout their life history. We can identify many
implications of this perspective within the landscape
archaeology. Then, the landscape has several facets,
from the dwelling perspective of past cultures

to our contemporary experience with a definite
space. Following already exposed methodological
strategies (Chapa et al. 2003, 14; Vicent 1991, 36—
37), we do not try to reconstruct the landscape or
the environmental context which existed previously,
but we use the present features to infer and analyse
the social, economic and symbolic systems of past
cultures. Within those features, the detection and
interpretation of the agrarian practices is the main
goal of our research work. Several actions that took
place inaconcrete space have resulted inaplethora of
material remains that are distributed non-randomly
over the space. Then, our survey scheme must allow
us to record as precisely as possible those artefacts
distributions, either on-site or off-site compounds.
To achieve this objective, the strategy adopted is
based on the non-site perspective (Thomas 1975);
with a noteworthy influence of the Mediterranean
tradition off-site surveys (Bintliff and Snodgrass
1988; Wilkinson 1992). Consequently, the features
of the archaeological document are strongly related
to the research project methodological approach.

2. A Noteworthy Entity Within the
Landscape, the Surface Archaeological
Record

The surface archaeological record has certain
properties and qualities; therefore it is necessary
to differentiate it from the general archaeological
compound. We conceive the surface archaeological
record as a discontinuous, heterogeneous and
diachronic assemblage of elements that are the
outcome of a number of processes within a concrete
space. It is present in the most superficial layer of
the earth and its chronology is contemporary. By
recording its distribution, abundance, frequency
and composition, it can be examined giving us a
significant amount of archaeological information.

Thus, the record of these attributes must be the
main objective of the surface surveys. Nevertheless,
the field-walkers meet diverse problems and biasing
factors when performing this task. Accordingly,
there exists a solid bibliographical corpus analysing
the reliability of the archaeological surface document
(Banning, Hawkins and Stewart 2006; Bintliff et al.
1999; Fanning and Holdaway 2004; Hirth 1978;
Leusen 2002; Shennan 1985; Shott 1995; Schon
2002; Wandsnider and Camilli 1992).
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Figure 1. Survey project methodology.

Two different kinds of works have been
performed to check the reliability of the survey
results. On the one hand, some researchers have
based their studies on unknown archaeological
populations. They have used the archaeological
data obtained during the fieldwork connected to
other information (e.g., vegetation presence...). On
the other hand, various archaeologist have based
their analysis on artificial and then known artefact
populations (seeding experiments). In any case, both
kind of analysis show the existence of an important
uncertainty in the archaeological document.

Within these studies, the classification of
the physical conditions of the survey units and the
explanation of the survey strategy are main topics
which help us understand how the vegetation, the
ground conditions, the inter-observer variability, the
properties of the archaeological targets, among other
things, affect the surface record documentation.
Therefore, the interpretation of the surface record
must contain an analysis of the possible biases
presentin the archaeological data which we gathered
(Figure 1 shows the methodological approach
adopted).

Following this line of thinking, we have been

performing a number of projects devoted to test
the quality of the data gathered within a variety of
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surface surveys campaigns in the middle Guadiana
basin and the Medellin’s territory. The main ideaisto
use the important amount of information generated
by the chosen survey strategy in order to test how
close is the archaeological document generated to
the actual archaeological surface aggregate.

2.1 Archaeological surface record. Two main
aspects to examine: its material character and
its spatial location

As stated above, the surface archaeological
distributions are a heterogeneous assemblage.
Therefore, we cannot expect the same behaviour in
different archaeological compounds. In addition, we
have to remember that these collections are mostly
detected on ploughed plots of land, where a repetitive
practice dislocates some objects from their original
position. Thus, not only the material properties
but their spatial location can give us important
information. Our main objective is to get some
evidence about the societies that produced them.
Meanwhile, we also collect information about how
later societies interacted with the same environment
and the outcome of previous occupation of that
space. By attempting to detect the activities carried
out there, we can infer the possible post-depositional
processes of the archaeological record.

From our viewpoint the materiality of the
landscape has an explanatory value for cultural
processes. The environment and its dwellers
generate a specific system, a body of rules and
traditions that can be reached in the archaeological
record. It is one of our tools to test “the embodied
ancient lives whose domestic, ritual, public and
commercial waste has been imprinted into such
abundant human debris on the disturbed surface
(...)” (Bintliff 2009, 184).

When we think about the analysis of
agronomic practices, we have to take into account
not only the potentialities of the soil type, but also
the repetition of some of these experiences through
the time and the effects of the economic and social
efficiency of these practices. Thus, the heterogeneity
of an artefact distribution map is directly linked
with the variety of processes that have taken place
within a particular space. The diachronic repetition
of some of them would have ended up in the
establishment of a specific pattern. Then, the use of
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different strategies must be needed to understand
the spatial structure of the artefact distributions in
some contexts.

2.2 The spatial analysis techniques and the
archaeological surface record

The spatial techniques not only have multiplied
the possible analysis which can be performed,
but they have also magnified the precision of our
recording ability and have improved efficiency in the
field work. They can help us to set up the patterns
of the material aspect of the landscape and to link
these tangible entities with the social behaviour
that generated them. Spatial analysis is a useful
tool to conjoin both aims especially considering
their potential for the statistical and cartographical
representation of this mixed statement.

Nevertheless, until recent years, the GIScience
(as in the case with many other disciplines) has
failed to recreate all the worries and concerns of
either the Natural or Social Sciences. However, there
have been some efforts to address this gap (e.g. Re-
presenting GIS edited by Fisher and Unwin 2005).

The frame of reference of the Euclidean
notion of space (continuum invariable) is still the
most prominent within the GlScience. In any case,
it is becoming easier to find new approximations
where the representation of the space is constructed
on a time-scale basis or even trough qualitative or
perceived perspectives, leading us to a “human-
centered archaeology of space” (Wheatley 2004).

When we talk about time it seems obvious that
the main approach to this variable is just to ignore
the real time in favour of the artificial notion of a
sequence of states. In considering the qualitative
analysis in the spatial technologies within an
archaeological perspective, the question that arises
is whether these techniques are just a descriptive
and representational tool or an analytical one.
And if we adopt the last option, how useful are the
qualitative methods to understand the landscape?

To some extent, the experimental work we
present here is related to these strategies which
are under development. Particularly, we want
so see how the frequency of the findings during
surface surveys behaves. As we will see below, this

kind of quantifications is obviously linked with the
abundance of archaeological entities, but we use
a temporal frame to compute it instead a spatial
frame of reference (squared meter for instance).
Consequently, this shows how many artefacts the
surveyors recorded per minute.

3. An Experiment From the Surface
Surveys: the Findings Frequency Map
as an Alternative Analytical Tool to
Understand the Surface Document

3.1 Research project background

The agrarian landscapes of Peninsular South
West offer an excellent opportunity to test our ideas
about the meaning of archaeological surface record.
Since 2009 we are developing a research project
in this area focused in the long-term sequence of
historical change at a territorial scale.

Our aim was to open “windows” of intensive
archaeological record, with the surface survey as
one of the cornerstone sources of evidence. The area
around the historical site of Medellin was one of
these windows for research (Fig. 2). This settlement
has played an important role in the middle Guadiana
basin from the Bronze Age until the Early Modern
times.

It was assumed that surface evidence goes
much beyond the identification of “sites”. This
premise determined a project design oriented to use
artefacts as the most elemental unit and to analyse
their distribution in the whole study area. Such a
time-consuming strategy obliged us to establish
a hierarchical sampling design. First, a natural
boundary sector of the basin was selected in an
attempt to explore different landscape units of the
valley. Second, seven longitudinal transects across
this area were outlined and within them a systematic
inspection of every land plot was performed. The
specific procedure for survey was organised in
three stages. First, 10 meter-spaced field-walkers
covered the terrain, using GPS receivers to map the
distribution of finds across their tracks. Every team
member kept the same receiver during the campaign,
so we can link the results discussed below to specific
individuals. Second, this geo-referenced count was
used to map the global distribution of finds in the
field; and thirdly, the analysis of its varying density
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Figure 2. Study area description.

was used to determine where to focus our attention
and how to structure a more qualitative treatment
through systematic sherd collection (Mayoral,
Cerrillo and Celestino 2009).

The analysis of the Medellin’s survey results
led us to differentiate three areas or archaeological
contexts (Fig. 2). The surface archaeological record
shows particular properties at each archaeological
context. These three contexts mainly coincide with
unequal soil units, which present different structure
and composition and have encountered dissimilar
geomorphological processes. The background
density and composition of the surface document is
essentially homogeneous within each archaeological
context. This reason led us to examine the
quantification of the data separately. Actually, it is
possible to detect different behavior of the targets
examined at every archaeological context. This fact
alerts us about the efficiency of possible experiments.
They will be indicative of specific biases behaviour,
but it is feasible that we will find a different pattern
in other areas. Therefore, the use and examination
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Figure 3. Findings frequency and density maps
comparison. Archaeological Context 1.

of the actual data gathered during the surveys seem
to be a suitable way to explore the biasing factors,
specially taking into account the great level of
precision reached.

3.2 The findings frequency map: a definition

When we talk about the frequency map,
we refer to the computation of points (artefacts)
recorded per minute by each surveyor during the
performance of surface surveys. The realisation of
these measurements has been possible due to the
survey method employed. The adopted non-site
survey strategy gives the geographical position of the
identified artefacts. But also next to the geographic
location data, other information is recorded, such as
the time the artefact was identified. These two items
are the basis for the kind of quantifications we will
discuss here: the findings frequency map and the
density map (Fig. 3).

Nevertheless, the source of both maps is the
same. Thus, the exploration of these two different
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values of each artefact leads us to alternative
readings of the archaeological document. To build
the findings frequency map we have individualised
the points recorded each minute. Since artefacts
were not found every minute, especially in those
areas that present less abundance of archaeological
entities, we have employed a generalisation of the
data. The chosen procedure has been to classify the
artefacts recorded every fifteen minutes. The use
of this temporal span was considered appropriate
given the size of the survey units and the
distributional accuracy expected. It was also a way
to ease the classification method in order to exclude
the possibility of over representing the temporal
precision. We have to conceive this map as an
alternative exploration of the surface archaeological
document. In addition, it is also a tool to control the
survey techniques.

3.3 The properties and limitations of the findings
frequency map

In this section, it will be described the main
features of the findings frequency map. This record
is an attribute linked to a point. Thus, the creation
of a continuous map has some risks. It is supposed
that each surveyor performs the survey using
their unequal aptitudes to identify entities in the
space. Furthermore, the data are also generated by
different team members following a track. These two
properties of the survey strategy makes us conscious
that the output frequency map will not completely
reflect the spatial variation, since the two facts
already mentioned limit the primary geostatistic
assumption that places that are close together
tend to have similar characteristics. However, it is
noteworthy to recall that the two limitations stated
before can also be present in the density maps, since
both are based in a sampling strategy.

The frequency map is built from a set of
different group of points. The distribution of these
groups, with diverse points per minute values,
shows how the findings frequency changed through
the surveyed space, while it retains the information
related to the surveyor that identified each artefact.
Thus, the frequency map must not be envisaged as
a source to precisely identify cultural anomalies in
the space. That must be expected on a map which is
computed using the geographical information of the
artefacts or survey units.

4. The Applications of the

Frequency Map

Findings

Our map does not illustrate temporal changes,
but shows the time needed to perform a specific task.
Besides we can see that the answer of the attribute
quantified (points per minute) is not always
following the same trend as the density map does.
Then, using both maps and their comparison appear
to us as an innovative and helpful tool to understand
the answer of the archaeological document to
particular biases in definite spaces that presented
certain physical and environmental conditions.

We find some benefits in using this kind
of quantification of the surface archaeological
document. As some researchers have highlighted,
there are many distorting factors that affect the
archaeological record identification. This map allows
us to check one of them: the differences between
surveyors and their diverse answer to external
distorting factors, particularly the vegetation
presence. Within our work we have devoted special
attention to examine the strong positive correlation
between the artefact density and the surface visibility.
The findings frequency rates contain a slightly
different structure, but also follow the same trend.
The findings frequency map shows the differences
among surveyors spatially, as they go through the
survey units. We see the findings frequency map as
a useful instrument to understand how to construct
the archaeological document and to test how the
possible biasing factors influence our work. Thus,
the frequency quantifications allow examining
these two distorting elements: the difference among
surveyors and the field-walker individual answer to
the variable vegetation presence.

4.1 Findings frequency quantification and inter-
observer variations

There have been some studies which have
attempted to analyse the inter-observer variability.
It is assumed that there are important differences
among the surveyors’ identification rates and that
these differences are influenced by some factors
such as the lack of concentration or the experience.

The main objective of this kind of

quantifications is to measure the homogeneity of
the data collected. Moreover, it is assumed that the
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Figure 4. Site A. Findings frequency and density maps
comparison.

distorting factors include an unknown amount of
noise in the data which results in a heterogeneous
dataset. The differences among surveyors are a
consequence of the crew composition. Thus, these
differences can vary from survey to survey. In our
case, the team was composed mainly by students
of archaeology and it was led by experienced crew
members. Using the results of the two campaigns
examined here (2009-2010) we have a total of
18 surveyors which we have been classified as
experienced and inexpert members.

The results show that the average points per
meter of the inexperienced team are the 76,5% of
the mean points per meter of the general results.
Meanwhile, the experienced team recorded the
121,7%. Then, it is obvious that the previous
experience is an important cause of the inter-
observer rates variations. Nevertheless, there also
exist variations within the two different groups.

It is because of these sharp differences that it
seems important to locate the artefacts identified
by the surveyors spatially. Accordingly, the findings
frequency map can be a way to explain specific off-
site distributions or to help to describe the shape and
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items distribution of some special interest artefact
concentrations or sites. As we can see in figure 4
(Archaeological context 1) the differences among
field-walkers are also present in the artefact density
map and can have a strong influence in the shape of
the artefact concentrations. In the density map, the
site named A has an area with a lower density in the
centre. When we examine this distribution next to
the findings frequency map we can determine that
the lower density in this particular space may be the
result of the inter-observer differences. Other off-
site distributions anomalies can be attached to the
same problem.

We have used two parallel quantifications of
the data to check the inter-observer differences. On
the one hand we have calculated the total amount
of artefacts identified by each surveyor per meter
walked. We adopted this system because, as already
pointed out, the density data cannot give information
about the individual performance of the survey of
each field-walker. Nevertheless, this numbers refers
to a very general scale. On the other hand we have
the findings frequency data of each individual crew
member, where it is possible to reach a higher level
of precision. It is important to notice that the kind of
quantification that better reflect the biases analysed
is expressed in a spatial basis: the density. Still, it
excludes an important amount of details, basically
those related to the individuals. Consequently, it
does not allow testing the surveyors’ identification
rate variability. Notably, the findings frequency map
may be an appropriate alternative to explore this
feature of the archaeological document.

4.2 The influence of the archaeological compound
features on the surveyors differences

We assert the importance of this analysis
since the inter-observer differences are one of
the stronger biases. The distorting factors do not
appear at random and then the field work result
is a heterogeneous assemblage, which needs to be
examined before assuming that our data contain a
reliable sample of the surface archaeological record.

After the analysis of our survey data we can
detect that when the artefacts abundance (and
consequentlythe clusteringindex) ismediumor high,
the distorting factor biases follow a specific pattern.
Nevertheless, when the abundance of artefacts is
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low, such pattern is more difficult to ascertain. We
see that scheme when we analyse the results of
the unequal surface visibility conditions (mainly
vegetation cover), but it is also possible to see the
same behaviour when we examine the differences
among surveyors. This last factor seems to have a
strong influence everywhere. The points per meter
and points per minute coefficient of variation for the
contexts 1 and 2 is not far from the 50%, while the
coefficient of the context 3 approximately duplicates
this amount (Table 1). Therefore, as a general
conclusion, we can assert that the differences among
field-walkers are stronger when the clustering index
is low in the survey analysed. On the contrary, we
obtain more coherent results when the survey units
show a higher abundance of artefacts.

Contexts number 1 and 2 (where we find
higher densities) show a smaller coefficient of
variation. Regardless of their archaeological
potential, this leads us to think that the differences
among surveyors are less distorting in this area than
in Context number 3. The obtained proportions
support the idea presented by Wandsnider and
Camilli (Wandsnider and Camilli 1992, 180-182).
They consider the artefacts clustering as a key factor
to assuring the reliability of the field survey data. The
coefficient of variation has been used, because it is
considered a suitable tool to measure the dispersion
of data sets with different units.

4.3 Surface vegetation and field-walkers differences

The analysis of the Medellin’s survey results
also suggests that the differences among surveyors
have several implications. We assume that the
quality of the data collected improves or decreases
depending on the visibility conditions and that the
surveyors’ differences rates can vary. Due to this
assumption, it can be interesting to compare the
data obtained by the field-walkers with different
surface conditions. “Average” columns of the Table
number 2 show the points per meter and points
per minute results. It is clear that the amount of

Table 1. Points per meter and points per minute general
results.

Figure 5. Artefact density map and visibility classification
map. Archaeological Context 1.

artefacts detected increases when the visibility
conditions are better in both quantifications, as we
can visualise spatially in figure 5. In addition, the
quantification of the average points per minute and
their coefficient of variation of specific areas suggest
that the differences among surveyors tend to be
sharper when we find poor visibility conditions. It
is possible to detect it especially in Context 1. The
conclusions of some of our parallel works show that
factors such as earth compaction or the artefact
clustering influence are less distorting in this space
than in the other contexts. Only the vegetation cover
seems to have a statistically significant influence
in the Context 1 and the homogeneity of the inter-
observer difference supports this hypothesis.

Highlighted in the Table 2, we can see how the
coefficient of variation decreases while the visibility
conditions are better. It means that the differences
among surveyors are less noteworthy when they
face survey units with good visibility. Nevertheless,
it is not always easy to detect the affection of this
bias in our data. It is largely linked to the character
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of the archaeological record as it is to the physical
properties of the soil or the specific conditions of the
environment in the time of the survey.

In the Context 2 we do not find important
differences among the visibility conditions
coefficient of variation percentage. The results of
other analysis already performed lead us to think
that the earth compaction and the orientation of the
light, next to the vegetation cover play an important
role in the construction of the archaeological
document in this space. Meanwhile, there is no
specific pattern in Context 3 and it seems that the
coefficient of variation rates are randomised or
strongly influenced by other biasing factors.

5. Concluding Remarks

This work adds new discussion topics to
the papers devoted to the reliability of the surface
archaeological record documentation. By using a
new kind of quantification — the findings frequency
map — it is possible to identify the differences
among surveyors spatially. From our viewpoint it
is important to examine this distorting factor, since
it is considered to be one of the biases that more
strongly affect the homogeneity of the data. The
conclusions reached here, as could be expected,
support the hypothesis that asserts: “the better the
conditions of a survey, the higher the quality of the
data recorded”. Then, there is not only an increase
of the abundance of the artefacts recorded, but the
consistence of our survey strategy is strengthened.

The information presented here has been
constructed using real surface survey data.
Consequently, the application of the statements
presented is limited, since not all the surveyors have
followed the same track. But in any case it can be
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Table 2. Relationship
between the points per
meter/points per minute
results and the surface
visibility (vegetation
cover).

seen as an indicator of the importance of this biasing
factor and the existence of a specific pattern.

These results stress the importance of
the unequal field-walker rates as a factor that
adds heterogeneity in our data. Therefore, the
examination of the surveyors’ difference rates
should guide us to improve our knowledge about the
way the archaeological document was built, which
at the end can influence our interpretations. This
information also can be used to plan new surveys in
order to assert as much homogeneity as possible in
the data collected.
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Abstract:

This paper presents three key problems addressed by the Federated Archaeological Information
Management Systems (FAIMS) project and presented during a Round Table session at the 2013 CAA.
FAIMS is a major Australian digital infrastructure project established in 2012 to develop open source
eResearch tools to improve archaeological data management. We first review existing Android GIS
applications and discuss their performance and suitability for archaeological fieldwork in remote
locations, before presenting the lessons of this review for FAIMS mobile application development. We
then discuss the variety of Australian archaeological practice, suggesting how semantically compatible
datasets may be produced from diverse sources at the time of data creation. Finally, we introduce the data
structure underlying our mobile application, which accommodates a wide range of practices and data

models while promoting syntactic and semantic dataset compatibility.

Keywords:

Field Recording, Mobile, GIS, Android, Dataset Compatibility

1. Introduction

The Federated Archaeological Information
Management Systems (FAIMS) project is a major
eResearch project established to build new tools
to collect and share archaeological data. It is
funded by the National eResearch Collaboration
Tools and Resources (NeCTAR) program, an
Australian Government initiative to develop digital
infrastructure for Australian researchers. The
project is led by the University of New South Wales,
Sydney, in collaboration with participants from 40
organisations, including universities, archaeological
consultancies and heritage agencies in Australia and
overseas. FAIMS was launched on 5 June 2012, with
an ambitious schedule to deliver a full production
release of three open-source tools by December
2013:

« A mobile platform for offline, spatially-aware
data collection, using native Android code, to
deliver highly customisable workflow design;

e A web application for processing data exported
from the mobile platform, utilising Heurist (Arts
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eResearch 2014), a product of the University of
Sydney’s Arts eResearch laboratory; and

< Anonline repository for archiving, disseminating
and comparing data exported from the mobile
platform, or Heurist, using a local instance of the
Digital Archaeological Record - tDAR (Digital
Antiquity 2014), created by Digital Antiquity in
Arizona.

These requirements, amongst others, arose
from the FAIMS Stocktaking Workshop held at
the University of New South Wales, Sydney, in
August 2012. This workshop brought together
archaeologists, practitioners and developers from
Australia and overseas for an intensive four-day
discussion of archaeological information systems
(for an overview of the workshop see Ross et al.
2013, 111-114).

A hands-on workshop held on 25 March 2013
at the CAA conference provided the first opportunity
to demonstrate prototypes of the mobile application
and the online repository. The fortuitous location of
the CAAin Perth offered us arare opportunitytolearn
more about overseas digital projects alongside the
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Figure 1. Current and planned federation components of
the FAIMS infrastructure.

challenges faced by local archaeologists undertaking
fieldwork in Western Australia. Unsurprisingly, this
CAA workshop produced valuable feedback.

For a broader overview of the FAIMS project
and the rationale behind its development agenda,
please see Ross et al. (2013, 107-110).

This paper is distilled from a CAA Round
Table and focuses on three specific challenges faced
by the FAIMS project:

e The lack of robust, mobile GIS and mapping
tools for handheld devices catering to the needs
of archaeologists;

e The semantic incompatibility of archaeological
datasets;

e The difficulty of accommodating the diverse data
models used by archaeologists;

We discuss the solutions FAIMS has chosen to
implement in light of these challenges, namely:

e Thedevelopment of an open source, archaeology-
specific, offline-capable, mobile GIS for Android;

e A system wusing proven approaches from
IT localisation to facilitate the creation of
semantically compatible datasets;

e A highly normalised relational database that

can accommodate a wide range of data models,
meeting the varied needs of archaeologists.

We appreciate this opportunity to present

background research and technical detail that has
not been appropriate for other publication venues.

2. When Theory Meets Reality: A Story of
Archaeological Survey and Mobile GIS

The FAIMS project decided at an early
stage to work within the Android ecosystem for
the mobile components of the project. A wide
range of Android devices exist in a variety of
form factors, with many features like digitisers, a
variety of sensors (e.g., electronic compasses and
barometers), and expandable storage. These devices
are complemented by a rapidly growing number of
free or inexpensive apps of interest to archaeologists
(e.g., vector drawing, accurate altimeters, CAD
rendering, etc.). Moreover, the FAIMS project is
committed to open source development, for which
the Android ecosystem is better suited than its
competitors.

Despite the growth and potential of the
Android ecosystem, however, some tools have
developed slowly. Offline, mobile GIS, which was
identified as essential at the FAIMS Stocktaking
Workshop, is amongst these missing applications.

In September 2012, two of our authors (Shawn
Ross and Adela Sobotkova) were invited to Greece to
undertake a surface survey feasibility study around
the ancient city of Troizen. We had been conducting
a pedestrian survey and remote sensing project in
Bulgaria between 2008 and 2011 (Ross et al. 2010;
2012), and had developed a workflow for raw data
collection in the field using a combination of digital
and paper recording. Our equipment comprised
handheld PDAs (HP iPaqg 200 series) equipped with
Trimble GPS receivers (Bluetooth or SD card). These
devices ran ArcPAD, the only software available at
the initiation of the project (2008) that could:

« Display georeferenced data or base maps (rasters
and vectors),

» Create and edit vector data,

» Display current position overlaid on spatial data,

» Connect to internal or external sensors,

» Be sufficiently customisable,

»  Work offline.
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These requirements were not exclusive to our
workflow, but appear to be shared by other projects
(Tripcevich 2004a; 2004b; Tripcevich and Wernke
2010; Wagtendonk and De Jeu 2007).

Having previously undertaken feasibility
assessments with a digital workflow, the Troizen
assignment appeared straightforward. We reviewed
our legacy geodatabases, adapted one for the study
of Troizen, packed our PDAs (Windows Mobile
devices) and set out for Greece. Fate intervened,
however, and our luggage with the PDAs was delayed
in transit, remaining unavailable until our window
for fieldwork was over. We had, however, brought
along two brand-new Android phones (Nexus 4)
and a tablet (Nexus 7) in our carry-on luggage for
entertainment on the long flight and, making a
virtue of necessity, began to explore the utility of
Android devices in the field.

After two days of testing various mobile GIS
applications (see ‘Overview' in Sobotkova 2013)
we were forced to admit that it was impossible to
display our position on a georeferenced raster and
to produce and edit vector shapes using an Android
device without internet connectivity.

Apps with the richest features such as raster
rendering and vector creation and editing worked
only online (GeoMobile for ArcGIS), or at best after
an extended online setup and caching process,
including the use of a web map service. Other
applications could display certain publicly available
base layers (e.g., OpenStreetMaps or Google Maps),
but they would not render our own raster data (a
commercial high-resolution satellite image in geotiff
or ECW format). Some of the applications could
not create or edit some vector shapes like lines or
polygons. As an example, when offline gvSIG Mini
displayed maps by caching views of OpenStreetMaps,
it retained basic navigation functionality but it could
not create or edit vector data. MapsDataCollection
provided similar cached map display and allowed
for simple waypoint collection, but it could not
load a legacy raster image or create and edit lines
or polygons. Similarly, LocusFree and Oruxmaps
supplied wonderful mapping and navigation tools
using cached online maps, but did not allow for the
display of our legacy raster or the collection of data
beyond waypoints.
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gGIS for Android, a mobile version of
gGIS desktop software developed by the OSGEO
community, seemed like the only tool that would
provide the range features we needed. Unfortunately,
a bug in one component had inadvertently disabled
all the menus in the app and the developer, Marco
Bernasocchi, spent most of the fall of 2012 fixing
this problem (perhaps revealing a weakness of
distributed, open-source software development). In
the meantime, qGIS for Android was unusable.

Inspired (and chastened) by our experience, we
further reviewed available mobile GIS applications
for our CAA presentation (Sobotkova 2013). While
most of the apps did not work for us, they may still
be helpful to other projects. Their feature sets may
also have significantly improved since fall 2012,
as the development of mobile applications often
advances quickly. These applications, moreover,
served as models (and cautionary examples) for our
own mobile GIS application development.

With our PDAs unavailable at Troizen and
having found no acceptable substitute for ArcPAD,
we reverted to paper, using printouts of our satellite
image and a longhand journal to record surface
conditions. The landscape around Troizen was
overgrown with Mediterranean scrub, or covered
by citrus or olive orchards. Without the GPS
position clearly displayed over the satellite image,
our navigation through this dense vegetation was
hampered. All the handwritten notes on the map
or in our journals had to be digitised. While we
completed our feasibility study in the time allotted
(with the help of additional personnel), it was
frustrating to resort to paper despite having three
Android devices and years of experience in digital
fieldwork.

Our experience in Greece demonstrated the
continuing lack of mobile GIS applications suitable
for archaeological fieldwork in areas lacking
internet connectivity. Most of the applications we
tried were turn-key solutions, designed for outdoors
sporting activities, geocaching, navigation or other
purposes. They were not designed to meet the needs
of field research, which often entails not only the
display and creation of geospatial data, but also the
management of structured data and multimedia
- all offline, and preferably with some capacity for
customisation.
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2.1 The FAIMS Mobile Application: A platform for
demanding field data collection

The lack of robust, data-centred mobile
GIS applications for offline use presented a major
opportunity for the FAIMS project, especially
considering that the most innovative aspect of our
project involves the development of mobile device
applications for the collection and management of
archaeological data.

The FAIMS mobile application is data-
driven but geospatially enabled. It uses the
SpatiaLite extension for the SQLite relational
database management system to deliver GIS
features alongside the ability to collect and manage
structured data. Visualisation of data is done using
the Nutiteq geospatial library (Nutiteq 2014), for
which the FAIMS project has purchased a license
that allows its unlimited distribution as part of
our open source package. The underlying SQLite
database is highly normalised and customisable
(see section 4 below), allowing it to accommodate
diverse datasets. The SpatialLite extension allows
vector shapes (with their projections and other
necessary metadata) to be stored in the database
itself, allowing greater flexibility than is the case
with software (like ArcGIS) that associates data with
a single shape. Multiple shapes, for example, can be
associated with any given record. It is also easier to
build and render multi-table relational data, with
all of its advantages over the ‘flat’ single-table data
more commonly seen in ArcGIS deployments.

This combination of SQLite, SpatiaLite, and
Nutiteq supports a core GIS functionality that
includes:

e Ingest and rendering of legacy raster and vector
data in common GIS formats (geotiff, shapefile);

e Simple and advanced vector editing (manual
creationand editing of points, lines, and polygons;
generation of buffers and mathematically
constrained shapes);

* Layer management;

e Collection of spatially-aware structured data and
multimedia;

e Connectivity to internal or external (Bluetooth)
GPS;

e Basic navigation (direction and distance from
current location to any vector shape).

Besides the lightweight GIS functionality, it
also offers the following features:

+ Customisable data schemata and user interfaces;

e File management for images, drawings, and
other multimedia files;

< Versioning and backup;

e Automatic synchronisation across
mobile devices;

multiple

e Exportto other FAIMS components (data editing
web application; online repository);

e Export in widely-useable formats (XML; third
normal form relational database);

» Tools for the creation of semantically compatible
datasets;

« Offline functionality.

In light of our stocktaking activities, we believe
that these features meet the needs of archaeologists
and other researchers engaged in fieldwork better
than existing Android (or iOS) mapping and GIS
applications. Considering the enhanced ability to
manage structured data and multimedia, as well as
automated synchronisation, versioning, and backup,
we also believe the FAIMS mobile application offers
meaningful advantages over ArcPAD and other
proprietary mobile GIS products.

3. Syntactic and Semantic Compatibility of
Archaeological Datasets

The ability to create and manage structured
data and export it in common formats (syntactic
or technical interoperability) does not ensure
that the data produced will have unambiguous,
shared meaning (semantic interoperability). If
the production of compatible data for synthetic
and comparative study represents an important
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goal of archaeological information systems, then a
means of reconciling datasets is necessary. Previous
approaches to this problem have included the use of
shared standardsandvocabulariesfor the production
of data, reconciliation through ontology mapping at
the time of data archiving in a repository (cf. tDAR:
Spielmann and Kintigh 2011), or ‘loose coupling’,
the ability to export syntactically interoperable data
in machine-reusable form for manual reconciliation
using tools like custom databases or Google Refine
(cf. Open Context: Kansa and Bissel 2010, 44). Each
of these approaches has drawbacks. Archaeologists
have yet to agree on shared standards that they are
willing to deploy widely across projects. Ontology
mapping at the time of ingest is time-consuming
and costly, representing a tax that discourages
submission to repositories that require it. Loose
coupling does not completely eliminate the need
to clean and rectify data at the time of ingest into
repositories that support it, and requires further
effort on the part of the researcher who must
manually reconcile ‘dataslices’ fromvarious sources.

Informed by our Stocktaking Workshop,
FAIMS has sought to improve the semantic
compatibility of data from the moment of its
creation, without requiring explicit adherence to an
explicit, shared data standard. The FAIMS mobile
application provides for background mapping of
terms and concepts, using an approach borrowed
from IT practices of localisation. This approach
involves mapping local terms to core concepts,
displaying the local terms during data collection,
but associating the data collected with the core
concept (see Section 4.2 below). The mapping is
done as part of the mobile platform customisation
process (and can easily be inherited from other
projects), so all data is mapped to core concepts as it
is created. This process accommodates the diversity
of archaeological practice, while still producing
datasets that are largely, if not entirely, semantically
compatible.

3.1 Diversity in standards for archaeological data
capture in Australia

The vast majority of archaeological work in
Australia is carried out by consultant archaeologists
assisting developers and site owners to comply with
heritage planning and environmental protection
legislation (UIm et al. 2005). This work is guided not
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only by principles enshrined in the acts themselves,
butalso the policies, manuals, supporting documents
and, in some cases, prescriptive templates and
recording sheets. Australian archaeological practice
is, however, governed by many separate jurisdictions
spanning federal, state and local governments. At
the state level, for example, indigenous, historical,
and maritime archaeological resources are subject
to different legislation and often managed by
different departments and agencies in each state
(Burke and Smith 2004; see also Australian
Government. Department of the Environment 2011).
It is essential that we accommodate these diverse
standards and guidelines in order to cultivate a user
base large enough to sustain the project. During
stocktaking, we conducted a preliminary review
of available documentation governing excavation,
survey and artefact analysis from each state. We
compiled statutes, guidelines, recording sheets and
glossaries relevant to archaeological recording, as
well as examples of actual recording sheets used by
archaeologists in the field.

A group of five excavation recording sheets
can serve as a preliminary example. Each sheet used
between 22 and 62 concepts. Approximately 120
different terms were used, but by collating all of the
concepts, we were able to map them to 106 unique
concepts for excavation, some 80 per cent of which
were used on more than one recording sheet. Only
five, however, were common to all sheets: Site, Area,
Context, Recorded By and Recorded When.

Seeing that some 80 per cent of concepts were
shared across more than one recording sheet, it is
clearly possibletoreconcilemucharchaeological data
by mapping it to a core ontology. Initially, the FAIMS
project intended to use an existing ontology, such
as the CIDOC-CRM, for this purpose (ICOM 2013),
but none of the existing ontologies were optimised
for field recording (most had been developed for
cultural heritage management). The FAIMS project
has reluctantly chosen to develop a new ontology. It
is doing so in as descriptive a manner as possible,
using the review of documentation described
above, supplemented by analysis of archaeological
publications (including a computer-assisted text
analysis project conducted by two honours students
at UNSW). We will collate and publish this ontology
online as linked data, with mapped links to other
thesauri and published standards, including the
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Figure 2. The essential four tables of the DKNF append-
only database demonstrating an ArchEnt implementation.

CIDOC-CRM and thesauri such as those produced
by the Getty Conservation Institute and English
Heritage. Once this ontology is produced, it will
be embedded in the FAIMS mobile application,
which has the capacity to map the terminology
of any given project against it. Users will see their
own local terms and concepts in the application’s
user interface, but the corresponding core concept
from the FAIMS ontology will also be embedded in
the data (see Section 4.2 below). In this manner,
ontology mapping is done in the background at the
time of data creation, obviating the need for manual
mapping or reconciliation later in the lifecycle of the
data. If an 80 per cent correspondence of concepts
in the resulting datasets can be achieved, it will
mark a substantial improvement in archaeological
dataset compatibility.

4. Relational and Nonrelational Program
Independent  Schemas: Supporting
Arbitrary Archaeological Data Models

Another facet of archaeological practice that
hinders the production of compatible datasets is
that archaeologists employ a wide range of research
strategies, each of which requires a customised data
structure. Currently, projects that want to go digital
typically develop a bespoke relational database or
geodatabase (using, e.g., MS Access or ArcGIS plus
SQL Server), a situation that is neither optimal nor
sustainable (Ross et al. 2013). Instead, the FAIMS
project has developed a robust yet generalised
database schema that mimics ‘NoSQL’ key-value
stores using a Domain-Key Normal Form (DKNF)
relational schema (Fagin 1981). True NoSQL data
stores were either not well supported on Android
or were incompatible with GIS software, which
generally expects tabular or relational data. As

Figure 3. A tabular data transformation into DKNF.

noted above, the DKNF database was implemented
in SQL.ite with SpatialLite extension.

The arbitrary structure of the incoming data
— with every user requiring a custom schema based
on his or her own knowledge representation —
presented a challenging problem in database design.
We employ the SQL database as a key-value store,
associating a series of ‘attributes’ (as keys) with
a specific ArchEntity (‘Archaeological Entity’, the
atomic unit of archaeological practice). In order to
implement a key-value store, we have normalised
our data schema to Domain-Key (Sixth) Normal
form. Furthermore, we provide version control and
multiple client updates of the same data without
data loss through an append-only store—no record
is ever deleted, it is merely superseded by newer
entries that can be reviewed and ‘rolled back’ if
needed.
4.1 DKNF Implementation: The FAIMS Data
Structure

Our central data structure is comprised of
four tables: ArchEntity, AEntValue, AttributeKey,
and Vocabulary. It is best thought of, however, as a
single, virtual table. Imagine a spreadsheet with the
top row and the first column locked:

e The ‘ArchEntity’ table acts as the first ‘column’
in our spreadsheet, providing a unique identifier
(along with relevant metadata) representing each
archaeological entity. This identifier designates
a ‘row’ that will contain all of the information
about that entity.
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e The ‘AttributeKey’ table can be thought of as the
frozen ‘row’ at the top of the spreadsheet with
‘column’ names representing the things you
want to record about all of the Archaeological
Entities, providing a constrained set of attributes
concerning each entity.

e The ‘AEntValue’ table represents the data held
in the body of the table (each ‘cell’ being an
intersection of an ArchEntity ‘row’ and the
AttributeKey ‘column’). The boundaries of the
multi-valued ‘cell’ (i.e., a unique record) are
identified by the triple determinant of Universally
Unique Identifier, Timestamp, and Attribute ID.

e This DKNF implementation provides a flexible
data schema that can be used in a wide range
of scenarios; only the values contained in the
ArchEntity and AttributeKey tables need to be
specified at project startup in order to define the
types of Archaeological Entities being recorded
and the range of Attribute Keys applied to them.
Significant customisation can be achieved with
limited investment of developer time.

4.2 Localisation

The final supporting table, ‘Vocabulary’
provides for the controlled vocabularies used by the
localisation process. The Vocabulary table interacts
with the localisation definition document, which
maps local vocabularies used by individual projects
against common archaeological concepts. The
program uses localisation techniques by looking for
and replacing keyed strings. For example it finds
‘{StratigraphicUnitID} and shows it as ‘Context
Number’ in the user interface. By replacing strings
on display, we maintain a shared vocabulary
independent of, but supporting, different
terminologies.

4.3 Append-only Datastore

We intend to never lose data. To achieve that
goal, we have instituted an append-only data store, a
method modelled on Google’s Protobuffs (Chang et
al. 2008, 7). Only writes are allowed to the database;
updates and deletions are simulated through inserts.
The current records are merely the set of all values
with the latest timestamp for a given Universally
Unique Identifier and attribute pair.

86

Figure 4. Wireframe of an example concept in the
proposed FAIMS online ontology.

The queries we have designed for normal
access to the database will simply disregard all
records with an old timestamp or a deleted Boolean
set to ‘true’, but the deleted or modified records
will remain in the database. This approach makes
it trivial to review changes and recover data, as no
data is ever deleted or changed.

5. Conclusions

It has been a tradition that archaeologists
adapt tools and methodologies developed for other
disciplines. While this has worked in the past, at
this juncture robust tools for data management
are taking a long time to arrive. The FAIMS project
has had the opportunity to build a data collection
application tailored to the idiosyncratic needs
of archaeologists. It is one of the first attempts to
develop a generic, highly customisable, geospatially
capable data collection tool for Android. We believe
it is flexible enough to accommodate the highly
variable workflows and diverse research agendas of
individual archaeological projects, yet robust enough
to record complex data types and data structures, all
while facilitating dataset compatibility. In building
for the particular needs of archaeologists we have
developed a tool that is attracting interest from a
range of scientists collecting complex, idiosyncratic
data, offline and in remote locations. Archaeology
may have the opportunity to lead instead of follow
IT development for a change.

At the CAA meeting in March 2013, we
demonstrated our earliest public prototype. By the
time this paper appears in print, our production
release will be freely available on Google Play. While
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much fine-tuning and some feature development
remains, we are confident that the feature set
summarised in Ross et al. (2013) and discussed in
more depth here is viable, and will be ready for use.
At this moment, Sobotkova has again returned from
a two-week project in Greece, having done remote
sensing on the island of Andros. Needless to say,
the Android tablets were in the carry-on luggage,
but not for entertainment this time. Only a year
after our disappointing experience, they served as a
data capture platform for field research using a beta
version of the FAIMS mobile platform.

Acknowledgements

The FAIMS project is funded by NeCTAR
and led by the University of New South Wales.
Organisations involved in development include
La Trobe University, University of Sydney Arts
eResearch, Intersect, and the Victorian eResearch
Strategic Initiative (VeRSI). We are supported by
35 other organisations and a large community of
archaeologists, programmers and digital humanists
across Australia and overseas. We acknowledge
their ongoing efforts to aid us in the successful
development and long term sustainability of
FAIMS. We would like to thank the CAA organisers,
particularly Arianna Traviglia, for organising such a
wonderful conference and giving us the opportunity
to showcase FAIMS. Above all else, we wish to thank
the conference participants who took the time to
attend our sessions and gave us encouragement and
honest feedback. Many thanks to Geoff Matheson
for the 6NF/DKNF diagram.

Bibliography

Arts eResearch. 2014. “Heurist Academic Knowledge
Management System Version 3.” Accessed January 15.
http://heur-db-pro-1.ucc.usyd.edu.au/HEURIST/index.
html.

Burke, H., and C. Smith. 2004. The Archaeologist's Field
Handbook. Sydney: Allen & Unwin.

Chang, F., J. Dean, S. Ghemawat, W. Hsieh, D. Wallach,
M. Burrows, T. Chandra, A. Fikes, and R. Gruber. 2008.
“Bigtable: A Distributed Storage System for Structured
Data.” ACM Transactions on Computer Systems 26
(2):1-26. d0i:10.1145/1365815.1365816.

Digital Antiquity. 2014. “ What can you dig up?” Accessed
January 15. http://www.tdar.org/.

Fagin, R. 1981. “A Normal Form for Relational
Databases That Is Based on Domains and Keys.” ACM
Transactions on Computer Systems 6 (3):387—415.
doi:10.1145/319587.319592.

Kansa, E. C., and A. Bissell. 2010. “Web Syndication
Approaches for Sharing Primary Data in ‘Small Science’
Domains.” Data Science Journal 9:42—53. doi:10.2481/
dsj.009-012.

ICOM. 2013. “The CIDOC Conceptual Reference Model.”
Last modified January 18. http://www.cidoc-crm.org/
index.html.

Nutiteq. 2014. “ Better maps SDK for Android.” Accessed
January 15. http://www.nutiteq.com.

Ross, S., A. Sobotkova, B. Ballsun-Stanton, and P. Crook.
2013. “Creating eResearch Tools for Archaeologists: The
Federated Archaeological Information Management
Systems Project.” Australian Archaeology 77:107—119.

Ross, S., A. Sobotkova, S. Connor, and I. lliev. 2010. “An
Interdisciplinary Pilot Project in the Environs of Kabyle,
Bulgaria.” Archaeologia Bulgarica 14 (2):69—85.

Ross, S., A. Sobotkova, 1. lliev, S. Connor, and S.
Bakardzhiev. 2012. The Tundzha Regional Archaeological
Project: Elhovo 2009 Preliminary Report. Yambol:
Historical Museum Yambol.

Sobotkova, A. 2013. “GIS on Android: Not Ready for
the Prime Time? Mobile Applications and Spatial
Recording During Fieldwork.” Poster presented at the
Across Space and Time 41st Computer Applications and
Quantitative Methods in Archaeology Conference, Perth,
Western Australia, March 25-28. http://hdl.handle.
net/102.100.100/12207.

Spielmann, K. A., and K.W. Kintigh. 2011. “The
Digital Archaeological Record: The Potentials of
Archaeozoological Data Integration Through tDAR.” The
SAA Archaeological Record 11 (1):22—25.

Australian Government Department of the Environment.
2011. State of the Environment 2011: Independent Report
to the Australian Government Minister for Sustainability,
Environment, Water, Population and Communities.

87



Across Space and Time. Papers from the 41st Conference on
Computer Applications and Quantitative Methods in Archaeology. Perth, 25-28 March 2013

Canberra: Commonwealth of Australia. http://www.
environment.gov.au/node/22909.

Tripcevich, N. 2004a. “Interfaces: Mobile GIS in
Archaeological Survey.” The SAA Archaeological Record
4 (3):17-22.

Tripcevich, N. 2004b. “Flexibility by Design: How
Mobile GIS Meets the Needs of Archaeological Survey.”
Cartography and Geographic Information Science 31
(3):137—151.

Tripcevich, N., and S. Wernke. 2010. “On-Site Recording
of Excavation Data Using Mobile GIS.” Journal of Field
Archaeology 35 (4):380—397.

Ulm, S., S. Nichols, and C. Dalley. 2005. “Mapping
the Shape of Contemporary Australian Archaeology:
Implications for Archaeology Teaching and Learning.”
Australian Archaeology 61:11-23.

Wagtendonk, A. J., and R. A. M. De Jeu. 2007. “Sensible
Field Computing: Evaluating the Use of Mobile GIS
Methods in Scientific Fieldwork.” Photogrammetric
Engineering & Remote Sensing 73 (6):651-662.

88



Creating a Paperless Recording System for Pilbara
Rock Art

Stafford Smith
University of Western Australia and Smith Field and Spatial, Australia

Jo McDonald, Jane Balme
University of Western Australia, Australia

Glen MacLaren
Environmental Systems Solutions, Australia

Alistair Paterson
University of Western Australia, Australia

Abstract:

The Centre for Rock Art Research at the University of Western Australia is directing much work into
the Pilbara region. In collaboration with Environmental Systems Solutions, the Centre has developed a
paperless field recording system and database to manage the high volume of work in this area. Digital
forms on mobile devices, direct incorporation of DSLR photos, and a simple download procedure into the
field database over Wi-Fi, present a solution that standardises recording methods, saves time on data
entry, and reduces the opportunity for human error. The central database hosted at UWA provides a
platform for powerful analyses of the rock art and provides a pathway for repatriating information about

the art to Indigenous groups.
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1. Introduction

Inearly 2012, the Centre for Rock Art Research
+ Management at UWA (hereafter, CRARM)
embarked on a project to develop a database to
assist in the responsible management of data being
collected by its researchers in the Pilbara region
of Western Australia. Funded by a grant from the
Pilbara Development Corporation (PDC), CRARM
appointed ESSolutions to assist in this development.
Building on a structure developed by McDonald and
MacLaren for a similar web-enabled database and
mobile field recording procedure for all site types
on the CSR Project (Veth 2012), the Pilbara Rock
Art Database was born. This database and mobile
data collection system was developed with research
and management goals, and has been field tested at
the 2012 Happy Valley Field School - a jointly run
Rio Tinto /CRARM rock art recording field school
held on Murujuga (the Dampier Archipelago). The
paperless recording system synchronises descriptive

Corresponding author: smithfieldandspatial@gmail.com

data collection, GPS location data and photographic
records, and the database has been established to
accommodate both newly collected material and
legacy data from four decades of consultancy work
in the region. The system has been designed with
cultural protocols to allow information to be shared
with collaborating Aboriginal communities. These
protocols will ensure that language groups, native
title boundaries and gender restrictions can be
accommodated in this data sharing arrangement in
the future.

Most of the CRARM work using the system
has so far be focussed on Murujuga (the Dampier
Archipelago) on the north coast of Western Australia,
a land and seascape containing an extraordinarily
abundant and diverse rock art assemblage in the
form of petroglyphs (engraved art). The area is an
iconic region for Australian Indigenous heritage
and it is widely recognised as one of the world’s
most culturally and scientifically significant rock-art
provinces (McDonald and Veth 2009). Mining and
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related development of the area since the 1960s has
resulted in numerous surveys of the region’s rock
art (e.g. Jo McDonald CHM 2006; 2009; Mulvaney
2011; Veth et al 1993; Vinnicombe 1987; 2002).
Continuing economic growth in the region means
that there is increasing pressure to further record,
evaluate, and interpret this art. With the listing
of this rock art province on the National heritage
List in 2007, there is a requirement for a heritage
inventory of this land; and with the designation of the
Murujuga National Park (co-managed by Murujuga
Aboriginal Corporation and the Department
of Environment and Conservation) there are
immediate and medium—term management needs
for such a database.

In designing a database for rock art research in
the Pilbara, it was necessary to consider the nature of
existing datasets generated from previous research.
The results of previous work in the region exist as
a variety of datasets that have been collected using
different methods, usually involving paper records
and associated digital data such as photographs. The
datasets differ in their structure and content and
have been entered into disparate database systems
specific to the aims of individual research projects
or management programs. This situation has made
it difficult for Traditional Owners, researchers
and other groups to obtain access to the complete
sets of information for research and management
purposes.

We aimed to create a database into which all
previous work could be drawn and the results of
future work could be added. The database also had
to also have the ability to handle a wide range of data
types as well as allow manual entry of legacy data.
We designed the database to be web-based so that
is was easily accessible from multiple locations, thus
avoiding the problems of siloed data (Jeffrey et al.
2011). Scalable access and editing permission levels,
including access for community and Traditional
Owner groups were identified as particularly
important for the system.

For current recording projects we wanted to
develop a mobile system of digital field recording.
This would be tailored to integrate directly with
the database system, and also serve to standardise
recording methods to enhance the comparability of
datasets. The recording system would avoid paper
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forms and the associated long hours of manual data
entry with potential for associated transcription
errors, instead allowing data to be uploaded directly
into the database system from mobile recording
devices. The system would also remove the complex
process of relating photographic records to text-
based records, which was found to be a source of
error in previous approaches. In this paper we
briefly describe the Pilbara Rock Art Database and
discuss the successes and problems of the paperless
mobile recording system. The system devised is
still in the testing phase of development and here
we discuss the system by referring to a particular
example in which it was developed and tested — the
Happy Valley Field School.

2. The Pilbara Rock Art Database

Much research is currently focussed on web-
enabled databases for archaeological data and rock
art in particular, and a number of database tools
already exist that met some of our needs. Perhaps the
best example to date is The Digital Archaeological
Record (Digital Antiquity 2014), but many projects
are emerging simultaneously, such as the Federated
Archaeological Information Management Systems
Project (FAIMS 2014), the Canning Stock Route
Database (Veth 2012), and Mukurtu (Mukurtu
CMS 2014). The specific needs of CRARM required
the implementation of a database that could be
synchronised with a mobile digital recording system,
and that balanced standardisation with flexibility.
CRARM engaged Environmental Systems Solutions
(ESS Pty Ltd) — a Melbourne-based software design
organisation to implement a web based database
and field recording system, building on the Canning
Stock Route Database that was developed by ESS for
the Canning Stock Route Project (Veth 2012).

The database comprises (i) a relational
database that provides an organised structure for
storing rock art data and (ii) a user interface that
allows users of the system to interact with the data
and to navigate through the database content. A
range of open source tools and components have
been utilised in the development of the user interface
including ‘OpenLayers’. This technology is used to
present users with an interactive web map interface
that can be used to record and display the geographic
location and extent of rock art sites. A reporting or
querying module presented in the user interface
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Figure 1. An example chart that summarises some of the
recorded motif classes.

allows users to generate meaningful summaries of
the system content. These outputs can then be used
to generate various types of data summaries in the
form of charts and tables. The list of available data
summaries that can be executed includes the spatial
density of motifs of various types and the numbers
of sites, panels and motifs within particular regions.
Fig. 1 provides an example of a chart that has been
generated from the reporting module.

The system provides the means to record,
store, search and summarise a diverse range of data
forms including, documents, spatial information,
photographs, and videos that depict various rock
art site characteristics. Data can be downloaded
in a variety of formats, including GIS formats for
more complex spatial analyses. Permission levels
can also be used to limit which registered users can
view and or modify the datasets. This has been used
to align with cultural protocols on the restriction
of sensitive knowledge and simultaneously allow
information to be shared with collaborating
Aboriginal communities. Similar web based cultural
heritage information management systems are
used by various Aboriginal groups and government
organisations throughout Australia.

3. The Paperless Field Recording System
and the Happy Valley Field School

Happy Valley is an area of granophyre
ridges on Rio Tinto leasehold land in the Dampier
Archipelago (including Burrup Peninsular) National
Heritage Listed Place (‘NHL Place”). Petroglyphs
occur across this area in very high densities. Each
year, for the last four years, as part of its Net Benefit

arrangement with SEWPAC (The Department of
Sustainability, Environment, Water, Population
and Communities), Rio Tinto has supported a rock
art recording field school with CRARM with the
purpose of documenting the rock art in the NHL
Place. Students are taught the principles of rock
art classification and recording, and document
the art supervised by UWA and Rio Tinto staff.
With as many as eight recording teams operating
simultaneously, a large amount of data is gathered
each year.

Up until 2012, the field workflow for this field
school has consisted of manual recording of each
panel and motif on paper forms. In addition to these
forms, numerous photographs were taken of both
the panels and motifs, and each panel was surveyed
using a differential GPS. The main problems
identified with this method were:

e A lack of standardisation in attribute recording
and data structure and concomitant problems
for inter-project comparison;

e The time consuming and error-inducing data
entry phase;

e The time consuming and error-inducing process
of manually relating the disparate data types
(photos, GPS, paper form records etc.); and

e Thelack of a centralised facility to house the data.

In view of these problems, the requirements
for the field recording system were to:

e Reduce the need for manual data entry to the
greatest extent possible;

e Provide away to relate GPS data and photographs
directly to their targets at the time of recording;

e Provide a balance between standardisation
of recorded attributes and customisability for

different areas/research questions;

e Ensure that the system is useable by non-
technicians; and

« Ensure a simple and coherent workflow.
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4. The Approach

Much funding and research has focussed on
field based recording systems, but experience shows
that existing solutions are often quickly out-dated
by the rapid pace of technological development.
Initially we considered using a modified version of
a data collection application using ArcPAD running
on Trimble devices as used by the Canning Stock
Route team (between 2008 and 2010). Early on in
the development process, it became evident that for
our purposes this platform had been overtaken by
new developments in smartphone technology, which
now provide a cost-effective, and more functional
and easily accessible platform for data collection.

The field recording system implemented is
based on the software package called Mobile Data
Studio (MDS). This package allows custom digital
recording forms to be developed and deployed to
mobile devices running iOS, Android, or Windows
Mobile operating systems. Data recording forms
designed in MDS were trialled in the field using
various devices including iPhones, iPads, Android
phones and tablet devices. Of these the Samsung
Galaxy Notes smartphone seems to provide the best
all round performance and usability. These devices
are somewhere between the size of an iPhone and
an iPad, are portable, have a large enough screen for
most tasks, have usable cameras and one of the most
accurate inbuilt GPS units in any smartphone on
the market. However, the wide range of supported
devices means that, when necessary, researchers’
and students’ personal smartphones can be used as
additional recording devices in the field. In some
situations (e.g. where the recorder is stationary
recording larger sites, and where sitting down is an
option), the larger screen of a tablet may be useful,

Figure 2. Hierarchy of field recording forms for the
Pilbara Rock Art paperless recording system.
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and the forms can be deployed to iPads or similar
devices. In more mobile recording field situations,
where balancing the tablet in rocky terrain becomes
logistical and a repetitive strain risk, the smaller
devices have been found to be more useful. The setup
time for an additional device is minimal and requires
only basic technical skills. This easy scalability of
the system was seen as a distinct advantage of the
Mobile Data Studio software.

Methods —

5. Field Recording Site

Recording Forms

The field method consists of three components:
site recording, data download and auditing. Site
recording takes place using three separate digital
data entry forms on the mobile device. One form
describes the archaeological site or place where the
art is located; the second form describes the panel
i.e. the surface on which the art is located, and the
third form provides the layout for the information
describing each art motif. This hierarchy of recording
forms is illustrated in Fig. 2.

Each form contains specific fields that are
filled in, either manually using the devices keypad or
from drop down lists containing pre-set values. The
forms are comprehensive. In summary, the site form
includes location information for the site, location
of art within the site, environmental variables,
ethnographic comments and site photographs. There
is also a ‘site condition’ section, where disturbance,
damage and suggested management actions can
be specified. The panel form compiles information
about the art surface. Attributes include type of
panel (on a boulder or in a rock shelter), its location
and size, aspect and dip, surface attributes, geology,
condition, weathering and photographs. The motif
form is used to record individual art motifs. On
this form measurements and orientations are
routinely described and art technique information is
recorded. Up to five photographs and a digital image
of a field sketch can be inserted into the form itself
as thumbnails and visualised in context.

The mostcritical part of the motifformiswhere
motifs are classified according to a class and subject.
The main classes used are Anthropomorphic,
Zoomorphic, Geometric and Spooromorphic
(which relates to animal tracks). Once a class has
been determined for a particular motif, the user is
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promptedtoselectfrom asubset of predefined subject
classifications. For example, Fig. 3 shows screen
grabs of the recording form, showing how the motif
class and subject terminologies are standardised
for each field project with predetermined drop
down selectable lists (such as that shown in part in
Fig. 3). This has obvious benefits within a project
for analysis, but the dropdown lists used may not
transferable across diverse project areas. To this
end the lists are customisable and can be modified
before the beginning of a project, or even during the
project.

On each form there are fields to insert
photographs that can be either populated from the
devices’ inbuilt camera, or from photos sent to the
mobile device over a Wi-Fi connection, using a Wi-
Fienabled camera (see Eye-Fi below). Each form has
a field for GPS coordinates that can be populated by
direct connection to the mobile devices’ inbuilt GPS,
or manually entered from a more accurate surveying
instrument.

At the conclusion of each day, the second
component of the field method takes place. Data is
downloaded by wireless connection to the Mobile
Data Studio database that is housed on the field
laptop. As data is sent to the Mobile Data Studio
server, it is automatically appended to tables within
a Microsoft Access database on the field laptop. The
SQL querying functions in this application are used
to audit the data. At the conclusion of fieldwork this
data is uploaded to the main repository database.
This is then accessible through any web browser by
an authorised user (usually CRARM researchers or
designated Aboriginal community members).

In practise the wireless data transfer works
well, and in over 1000 iterations no errors were
encountered. This part of the workflow is a great
improvement on data entry, and works especially
well if both photographs and GPS data are captured
using the device itself.

6. Eye-Fi Technology

In most rock art recording situations high
quality photographs are necessary for archival and
analytical purposes, and the inbuilt cameras in
mobile devices cannot suffice for all photographic
requirements. Many researchers prefer to take

Figure 3. Screen grabs of the mobile device showing
motif class and subject selection choices.

photographs, especially of the individual motifs, with
full frame dSLRs such as Canon 5Ds and Nikon D3s.
This of course results in an additional dataset (the
digital photo files) that must be related to the digital
recording form for the pictured motif or panel, etc.
In previous workflows, the linking of photographs
to database records (usually through transcription
of manually written photo logs) had been very time
consuming and often introduced errors.

A solution was trialled using wireless photo
transfer direct from the cameras to the mobile
devices in the field. The hardware used for this is
the Eye-Fi card, manufactured by Eye-Fi Inc. The
hardware consists of a Wi-Fi antenna on an SD
card, which can broadcast its own wireless network
over which the photographs can be transferred
to the mobile device. The cards are inserted into
cameras and double as the storage media. While
the Eye-Fi technology is only available on SD cards,
we have successfully used specific SD-Compact
Flash adapters to Wi-Fi enable cameras that use the
Compact Flash format for storage.

In our field-testing, each recording team has a
mobile device, and an Eye-Fi card that is specifically
associated with that device. Recorders can begin
photographing a target (i.e. a Site, Panel, or Motif)
at any stage, and a thumbnail of the relevant photo
will be sent to the paired mobile device as soon
as it is within range (~10m). Thumbnails of these
photos can then be inserted into the recording forms
and visualised within the form itself. Critically, the
original filename of the photo is preserved and stored
in a hidden data field. This means that the original
photo filenames are present in the database record
for each form, which is a significant improvement
in minimising the errors of association that had
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Figure 4. Workflow of the
Pilbara database from
field recording to remote
access.

Figure 5. screen grab showing motif form on background
of Google Earth™ image.

previously been identified as a problem in the
manual production of photo logs.

At the end of each field recording session, the
wireless data download of the recording forms now
includes photo thumbnails and original filenames
that are automatically related to the correct motif
or panel etc. If required, a traditional photo log can
be easily generated from the database using an SQL
query in a matter of seconds. The full versions (often
RAW files) must still be archived directly from the
camera, but as the original filenames are stored in
the database, they are also referenced. We are still
testing the Eye-Fi system, but it appears to work
well at this stage.

7. Connecting to the Database
Once data has been audited and relationships
checked with a series of SQL queries, the data is
uploaded to the server via an FTP connection that
can then be accessed though a web browser (Fig. 4).
The database also contains a series of forms
detailing sites, rock art panels, and motifs, and these
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contain the same fields as are present on the mobile
recording forms. Data transferred from mobile
data collection devices populates these same photo,
site, panel and motif forms. Once data has been
transferred, the database system can be immediately
interrogated using a range of methods, including a
series of search tools or a map containing a range of
satellite images, aerial photographs and topographic
map layers. Users of the system are able to obtain
more information about any entry by selecting
from the map (Fig. 5) or from a search result list.
This takes the user to a detailed page about the
selected entry with a map showing its location and
a summary of all other information that has been
previously related to it.

In addition to accepting data from the mobile
devices, the database can also be used as a portal
for data entry. Forms that contain identical fields to
the mobile devices can be completed and submitted,
and a database entry is created. The database is
structured hierarchically so that one or more rock
art motif(s) entries may be recorded on any given
panel and one or more panel(s) may be recorded
for any given site entry. The database also has the
capacity to accept an extensive range of multimedia
and document formats, all of which may be added
as entries and related to previously recorded sites,
panels or motifs.

The database system can be used to generate
summarised datasets that can be used in other
specialised systems such as a GIS or a statistical
analysis package. Other outputs include tables of
categories and list options (the contents of the drop-
down lists) that are presented on forms. These lists
are used to update the selection list items that are
also presented on the mobile data collection forms.
This ensures that any selections made on data
collection forms in the field correspond exactly to
those contained in the system when it is transferred.



Creating a Paperless Recording System for Pilbara Rock Art
Stafford Smith et al.

8. How Well Did We Meet the Objectives?

Whilst the system is still in the testing phase,
we are well on the way to meeting the objectives
of a standardised mobile recording system that
allows flexibility for different projects. The need for
manual data entry from paper forms has effectively
been removed. This is a clear advantage and means
that evenings in the field can be spent doing some
basic analysis of results and planning the next day’s
approach inan informed manner. However, it should
be noted that the time taken to audit data remains
significant. In the future we hope to partly automate
the data auditing process, by designing database
queries to target and report on inconsistencies,
anomalies and common data entry errors.

The balance between standardisation and
customisability has been difficult to address,
but we have had some success. Drop-down lists
have encouraged standardised nomenclature and
provided a level of comparability not seen in previous
datasets. However, an inherent limitation of drop
down lists (e.g. Fig. 3) is that they do not cover all
possible archaeological scenarios. Fields can be
filled as ‘Other’ and described, but this is not an
elegant solution. Ideally, it would be possible to add
terms to the drop down lists while in the field, which
are then made available to the other mobile devices
in the team wirelessly. When crossing cultural,
geological and geographical boundaries, the set of
descriptive terms used will also vary. This situation
has been handled thus far by enabling customisation
of the drop down lists. Subsets of terms for different
areas are available in the online database, and
these can be downloaded and imported into Mobile
Data Studio at the commencement of each job. It is
expected that the refinement of these lists of drop-
down options is likely to be an ongoing process as
CRARM begins research in other style provinces.
It is difficult to develop a recording system that
satisfies different researchers accustomed to their
own recording methods. Whilst the sets of terms
used to record attributes can be easily modified,
the actual structure of our recording methodology
is relatively inflexible, and cannot be infinitely
expanded. In an effort to accommodate different
methods, we have included the option to record
a wide range of attributes. Researchers can then
choose which attributes they would like to mobilise
in the recording of their different field areas. The

data will then still be comparable across commonly
recorded fields. No attempt at standardisation will
completely satisfy all stakeholders.

The workflow is relatively simple to follow once
people are trained in the system. Most significantly,
the lab workflow has been greatly simplified, with
all data relationships occurring in the field as a
result of the system’s architecture. For example
— all photographs and GPS data pertaining to a
panel are digitally related to the textual information
pertaining that panel at the time of recording.

In evaluating whether the system is faster or
better than previous methods of recording on paper
forms we must also consider accuracy, usability
and flexibility. Once recorders are familiar with
the system it is generally faster than using paper
forms, and significantly faster in regions where
there is stylistic homogeneity. However, the primary
advantages of this system do not lie in reducing the
time taken to record art in the field. Instead, the
advantages are that it encourages standardisation,
it reduces the time taken for data entry, it promotes
ease and reliability of relating the different data
types, and the most important advantage of all is
that it produces greater coherence in the resulting
data.

9. The Future

Once the testing phase is complete, our
immediate goals are to train other potential users of
the system. We have a number of staff, post-graduate
researchers and undergraduates in CRARM who
wish to mobilise this technology in a range of
field areas. We are also working on developing
collaborative research and management projects
with a number of Aboriginal communities in the
Pilbara, Western Desert and Kimberley (e.g., the
Murujuga Rangers and the Birriliburu IPA Rangers
in the Western Desert), and these groups require
training in the field use, management potential and
development of access protocols in their various
rock art sites. Tools to automate the data auditing
process are also a priority, as is data entry of legacy
data directly into the database. The feasibility of
incorporating 3rd party apps into the recording
system for tasks such as sketching will also be
investigated. We also aim to develop integration and
connectivity to external high precision GPS devices
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using the NMEA protocol. However, as mobile
devices begin to incorporate higher quality cameras
and GPS chips, we hope to further simplify our field
recording workflow by having a single device for
recording all characteristics of rock art sites and
motifs.
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Abstract:

During the 2010-2012 campaigns of the Pompeii Archaeological Research Project: Porta Stabia we
implemented an increasingly robust program of digital data collection through the first application of
tablet computers in all aspects of fieldwork. In addition to their positive impact, we have also encountered
unique challenges to the processing and curation of this data. These include an increase in the amount of
interpretation necessary by those managing the collected data, the production of non-standard records,
and the steep learning curve that results from the employment of new technologies. This paper sheds light
on our experiences and reactions to this digital revolution.
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The Pompeii Archaeological Research Project:
Porta Stabia, or PARP:PS, has excavated for eight
consecutive seasons in the southern portion of
Pompeii, in a corner of the city partially bounded by
the Quadriporticus, the theatres, and the city wall.
From 2005-2009, most of the project documentation
and data management was undertaken with
standard practices, such as drawing on mylar (or
semi-opaque tracing paper) and maintaining paper
records. While the creation of born-digital data has
been commonplace in many archaeological field
projects over the years (including PARP:PS) they
have been restricted to limited data types (such as
point location data) or have used an array of task-
specific devices to complete their documentation
(Powlesland and May 2009). While some projects
have created digital workflows for database work or
for site location data with GPS, the authors know of
none that have created an entirely digital workflow
for trench-side data collection (Fee et al. 2013). In

Corresponding author: john.wallrodt@uc.edu

2010, the newly released Apple iPad allowed for
technological advances in project documentation
and data security, leading PARP:PS to develop
the first completely paperless documentation and
data-management system. Since then, it has been
a goal of the PARP:PS team to develop an efficient,
fully digital workflow. The digital workflow itself is
described in much greater detail in the blog Paperless
Archaeology (Paperless Archaeology 2014). There
you can find templates of the database that we use
as well as samples of other document types in their
native formats.

Adopting a paperless recording system
has streamlined data entry and increased access
to digital project data (Pompeii Archaeological
Research Project: Porta Stabia 2011; Ellis and
Wallrodt 2012). These changes brought some
unexpected challenges as the members of our
team, including excavators, trench supervisors,
spatial data technicians, small finds specialists,
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PARP:PS Excavation Data Workflow

Excavation
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CAD model

Data Integration
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Figure 1. Workflow for trenchside recording for PARP: PS.

and environmental archaeologists, adapted to the
new workflow. This paper will not focus on data
collection with tablet computers, but rather on how
a paperless workflow affects the intermediate stages
of the archaeological process, the steps immediately
following excavation and initial documentation.
Here we discuss three main challenges: an increase
in the amount of interpretation necessary by post-
excavation specialists for some types of data, the
production of distorted records, and the steep
learning curve that necessarily results from the
employment of new technologies. Our primary data
collection methods have been described elsewhere
(Wallrodt 2011a). By focusing our discussions on the
needs of the first immediate data consumers rather
than data collection and capture, we aim to explore
solutions for enhancing the utility of data across the
levels of collection, analysis, and dissemination.

1. Transitions and Increased Interpretation
1.1 Finds

Prior to the adoption of tablet computers in
the field in 2010, each supervisor’s paper binder
held detailed descriptions of a given trench’s
stratigraphic units (SUs), related small finds,
and environmental material; matrices were often
informal sketches drawn intermittently. Access
to this data required consultation of the physical
binders, and communication of this information to
specialists was ad hoc at best. Similarly, information
that might be useful in guiding excavation, such as
the latest datable pottery sherds or the significance
of particular coins in an SU was communicated only
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Figure 2. Tablet interface for field recording. Finds
are given Field Serial Numbers by the excavator upon
discovery. They are given Accession Numbers by the
finds specialist upon proper inventory.

Figure 3. Desktop interface for small finds recording.
The small finds specialist has access to the field notes
and within a few hours the small finds details will be
available to the excavator.
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Figure 4. A sample of detailed

ceramic information directly
entered into the database as they are
identified.

through casual conversation between specialists
and excavators, and not delivered in any kind of pro
forma fashion.

In our paperless system, all of the information
about SUs, ceramics, coins, small finds, and
environmental samples is entered onto the tablets
in the field. The tablets are synced with our main
database at midday and in the evening, allowing
all contextual information to be distributed on
a consistent basis. For example, the ceramicists,
usually working on laptops in the storerooms, have
complete access to a current database that describes
each SU. Similarly, the numismatist, using his own
laptop, has access to regularly updated stratigraphic
matrices that are created on the trench tablets.
Trench supervisors using those tablets are easily
able to flag an SU as a priority in the database while
in the field, which encourages specialists to process
that context first. Likewise, trench supervisors can
easily see in the database when the materials from
their priority SUs have been processed.

The various finds specialists can also see each
other’s data quite easily and in a format that they
find the most useful for their own work, whether
working on a tablet or computer. For example, the
numismatist has access to information regarding
pottery that has already been processed by the
members of the ceramics team, and similarly, the
pottery specialists are able to consider any data
already recorded by the numismatist. Overall,
the members of the excavation team who work
with various classes of excavated materials have
immediate access to much more information than
ever before primarily because there is no need to
wait for paper records to be digitised.

1.2 Spatial

Digital data collection has long been a core
component of the spatial data segment of PARP:PS,
with a total station recording 3D data. The plans and
sections drawn by the team were documented using
mylar until the introduction of tablet computers in

Figure 5. Field drawing for PARP:PS
on the tablet.

Figure 6. The zooming interface of TouchDraw (™) on the tablet that
allows drawings to be submitted in 1:1 scale.
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Figure 7. SU57059 data in both tablet view (left) and
desktop view (right) from the same database. Note the
tabbed interface that allows the desktop view to access
additional categories of information. This desktop view is
also available on the tablet, but not by default.

2010. We now draw directly on the tablets in the
field using TouchDraw, a vector drawing app that
requires no limits on canvas size, thus allowing us
to produce drawings without resorting to traditional
1:10 or 1:20 scales as different views can be produced
simply by zooming in or out on the digital canvas.

Perhaps the most unforeseen change in the
responsibilities of processing and managing these
spatial data is the increased precision introduced by
a scale-less drawing technique. There is a changing
interpretive burden on the CAD specialist with
the introduction of these plans to the CAD model.
Overlapping lines and open shapes are just some
examples of situations that require modification
to the primary data by the specialist, forcing
interpretation to be made in the CAD environment,
rather than in the field. Some of these issues can be
corrected by changes in the drawing techniques or
additional training, while some require immediate
communication between the CAD specialist and the
trench artist. In a paper workflow, where items are
drawn and scanned later, these things would have
been adjusted during the tracing or scanning steps.
But now specialists must identify these immediately,
lest errors make their way into the final model.

The speed with which drawings are identified
as complete, processed into the CAD model, and
then made available in the field on the trench
tablets allows for a two directional verification
system. Not only is the dialogue discussed above
able to take place quickly and efficiently, while the
contexts are still fresh in the excavators minds, but
also the field team can recognise computing errors
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or misinterpretations and alert the spatial data
team much more quickly than before. In the past,
they would not have had access to the digital files
for weeks or may not have viewed them at all, but
now they may have features modelled and returned
to their plans within a day. This active verification
of each context leads to a greater dialogue with the
excavation team as errors are identified, and to
a more complete understanding of what is being
modelled by the specialists.

1.3 Field

The project’s trench supervisors engage with
the data in various ways. They are responsible for
their teams’ entry of immediate observations into
the database using the FileMakerGo app on the
tablets in the field. This includes full descriptions of
each SU encountered, quantification of all material
culture, photographs, and drawings. Supervisors
are furthermore the first consumers of data from
specialists which they use to create a phased
narrative of the site’s occupational history.

Because the phased narrative requires the
interpretation of multiple types of data, the trench
supervisor’s greatest benefit is the collation of
all classes of information into a single database.
Previously, when PARP:PS relied on paper
documents, each trench generated many hundreds
of pages of records. These ranged in form from SU
sheets and finds sheets to large rolls of drawings on
mylar. Thus, in order to write the final excavation
report, reams of paper documents were consulted,
a task that quickly became unwieldy. Today, all of
these documents are found in a single source, stored
electronically, and accessible by means of the tablets
in the trenches or laptops back at the dig house. The
increase in data accessibility and portability makes
data interpretation much more clean and organised.

The switch to tablets has fundamentally aided
the supervisors’ dual roles. In the trench, digital
data entry not only accommodates the stringent
methodology of excavation, but furthermore guides
and reinforces that methodology. Throughout the
transition from paper to paperless, excavation
methodology has remained consistent: all
information about a context, including the SU sheet,
small finds and environmental information, photos,
plans, and elevations, must be recorded before
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that context may be closed and removed. When
this information is recorded digitally, the speed at
which it makes it to our specialists for analysis and
interpretation is profoundly faster than it was with
paper records. The open access to the data by any
excavator or specialist and the quick processing of
those data give a certain transparency to the project.

2. Distorted Records

Since the paperless workflow provides
increased access to in-progress work, we must
necessarily protect ourselves from the distortion
of records that may result from the immediate
availability of incomplete data. To a certain extent
the production of distorted records is an inherent
consequence of the archaeological process;
however, the greater confidence that members of
the excavation team place in digital records can
exacerbate this problem.

2.1 Finds

Distorted records can most conspicuously
result from the work of the specialists who process
small finds and ceramics. Although in both the old
and new systems, pottery from a particular context
is not examined by specialists until that specific SU
is completely excavated, the data produced by the
ceramicists are returned to the trench supervisors
and members of the excavation team in almost real-
time as the pottery is processed. For very large SUs,
or for complex ceramic assemblages that require
multiple ceramic specialists for interpretation, this
can produce partial analyses which could influence
interpretation in the field. The ceramicist and
numismatist might also process finds from the same
SU at different times, leading to some question
about the final dating of the SU.

These issues are best overcome by continued
personal communication among various members
of the excavation team. We aid this personal
communication by an audit trail that records all edits
in all of the fields in the database with a description
of the user and machine that recorded the data.
In this way, important details are no longer only
transmitted orally, and changes can all be tracked
and highlighted in the database.

2.2 Spatial

We are able to minimise data distortion in
the field drawings by training the drawing teams in
short sessions to show them how to apply standard
drawing conventions through a new user interface,
the tablet (Tucker and Wallrodt 2013). Since the
drawings are reviewed and added to the CAD model
within hours of being completed in the trench, the
two-way verification discussed earlier can ensure
that the model is an accurate representation of
the site. This process is made even more efficient
through the presence of the spatial technician on
site with the field team, reducing the space and time
needed to further ground-truth the plans. Plans at
the middle or end of the season require very little
touch-up as they have grown organically, with
constant data verification, both from the spatial and
the excavation sides of the team.

2.3 Field

The increased intermediate use of collected
data has furthermore helped to refine the
methodology of the trench teams. Implementing
tablets has encouraged more consistent dialogue
between various specialists and members of the
excavation team. Supervisors now communicate
many times daily with spatial, small finds, ceramic,
and environmental specialists about new details
they have accessed in the database. Supervisors
must focus on, then, not just the trench itself and the
stages of excavation, but also how the information
about the excavation is conveyed to the entire team.
There is a greater accountability to the rest of the
team: drawings must be accurate, small finds and
pottery must be listed and quantified, SU sheets
must be complete to consider a context closed; any
variations quickly impact the productivity of rest of
the team. There are also, however, better safeguards:
if it happens that there is an anomaly or inaccuracy,
it is found and corrected before the end of the field
season.

3. Learning Curve

This project has worked for years under
the idea that team members first using the new
technology would accept it after recognising its
ease of use and usefulness (Davis 1989; Hinds
and Kiesler 1995; Venkatesh et al. 2003) and that
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Figure 8. SU 57142 in both the TouchDraw (™) interface
on the tablet (left) and AutoCAD (™) interface on the
desktop (right).

the technology would become second nature in its
second year. While the most significant instances of
this digital learning curve have revolved around the
entry of primary data into the tablets, development
and growth are also evident in the intermediate
phases of processing.

3.1 Finds

The introduction of a robust series of checks
and balances for finds processing was greatly
enhanced by the transition from paper to paperless.
Before 2009 members of the field team were
responsible for documenting the various materials
excavated only by noting their presence or absence
on the SU forms. This process changed slightly
in 2009 when the field team recorded quantities
of objects that were kept and objects that were
discarded. Small finds and non-bulk ceramics were
assigned a serial number, which was listed at the
bottom of the SU sheet and included on the tags that
accompanied each find. The intention behind this
rather informal process was to provide some sort of
inventory control.

This process of assigning serial numbers was
formalised during the 2010 season with the ability
to have digital access to the database in the trenches.
Each object was and still is assigned a unique Field
Number by means of an automatic script in the
database. This also creates a record in the database
Small Finds table, which can be used by the Registrar
for inventory control and further description. The
database assigns a separate Accession Number to
each object to avoid duplicates, and the Registrar
serves as the intermediary between the field and the
various specialists.

The learning curve for the specialists
themselves is not incredibly great. Most of the
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specialists bring their own schemata to the project,
and we have made every effort to develop a database
that can accommodate their particular templates
and interfaces, whether on tablets or computers,
within our own comprehensive data structure.

3.2 Spatial

Learning how best to use the field plans was
one of the biggest challenges of the conversion to
paperless data collection. For the field team, the
growing pains mostly revolved around learning
how to draw in layers with vector software. For the
CAD specialist, it involved learning new software
and file conversion options, a topic which we have
discussed elsewhere (Wallrodt 2011b). Any tweaks
to the workflow have since been made to make
data documentation by the excavation team as easy
as possible and, when combined with faster data
exchange between the field and the lab, the data
were more accurate and more quickly finalised than
when we employed standard collection techniques.

3.3 Field

As the database grows to incorporate new
analytical techniques, it is necessary also to
increase the amount of training provided to the
trench supervisors to harness those new features.
For example, the assemblages of two separate
contexts can be compared and quantified directly
by the database, allowing the supervisor to quickly
determine if there is a statistical significance to
seemingly comparable contexts. Searches on
specific artefact types are possible: for instance, one
can gather with a simple search a list of contexts in
which a specific pottery class appears. All drawings
are digitised and particular contexts can be found by
means of a query; all of these digital relationships
have been maintained and verified throughout the
season, thus the software is able quite easily to
produce rather straightforward but sophisticated
collations of all data.

4. Conclusions

PARP:PS has benefited greatly from having a
diverse group of scholars to act as immediate first
consumers of the data produced in a paperless
fashion. We have learned that there are some
difficulties creating and digesting digitally produced
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data, but we have maintained that these problems
are not insurmountable. We are learning about
the additional training necessary for the team and
how to best use the immediate access that we have
to our data. We have also seen that the benefits of
consistent data validation and increased project
communication far outweigh the problems that we
have encountered. Methodology does not have to be
changed to a great degree; in fact, we are attempting
to keep things as similar as possible to standard
techniques so that any learning curve, as discussed
above, comes from using a different user interface
rather than a different method.

We are also constantly evaluating the
processing of our data and its consumption. We
can make minor changes through the season and
introduce more major changes during the off-season.
Our next step is to evaluate how the data is further
consumed during periods of intense research as we
transition into study seasons in preparation for our
final reports. We expect this paperless approach
to serve us best in the archival stage after the full
publication of our excavation.

Bibliography

Davis, F. 1989. “Perceived Usefulness, Perceived Ease of
Use, and User Acceptance of Information Technology.”
MIS Quarterly 13 (3):319-340.

Ellis, S., and J. Wallrodt. 2011. “The ‘Paper-less’ Project:
the use of iPads in the Excavations at Pompeii.” Paper
presented at the annual meeting for the Computer
Applications and Quantitative Methods in Archaeology,
Beijing, China, April 13, 2011.

Ellis, S., and J. Wallrodt. 2012. “Pompeii and the iPad:
an update.” Paper presented at the annual meeting for
the Computer Applications and Quantitative Methods in
Archaeology, Southampton, United Kingdom, March 28,
2012.

Fee, S. B., D. K. Pettegrew, and W. R. Caraher. 2013.
“Taking Mobile Computing to the Field.” Near Eastern
Archaeology 76 (1):50-55.

Hinds, P., and S. Kiesler. 1995. “Communication across
Boundaries: Work, Structure, and Use of Communication
Technologies in a Large Organization.” Organizational
Science 6 (4):373—393.

Hopkins, C. 2010. “iPad at Pompeii: Does Tech Really
RevolutionizeHowWe SeekthePast?[Update].”ReadWrite
October 11. Accessed October 27, 2013. http://readwrite.
com/2010/10/11/ipad_at_pompeii_does_tech_really_
revolutionize_how#awesm=~olrTzkyXzzvgsv.

Paperless Archaeology 2014. “About.” Accessed Oct 27,
2013. http://paperlessarchaeology.com/about/.

Pompeii Archaeological Research Project: Porta Stabia
2011. “iPads at Pompeii.” Last modified April 12. http://
classics.uc.edu/pompeii/index.php/news/1- latest/142-
ipads2010.html .

Powlesland, D., and K. May. 2009. “DiglIT: Archaeological
Summary Report and Experiments in Digital Recording
in the Field.” Internet Archaeology 27 (11). Accessed
October 24, 2013. http://dx.doi.org/10.11141/ia.27.2.

Tucker, G., and J. Wallrodt. 2013. “Rethinking CAD Data
Structures — Pompeii Archaeological Research Project:
Porta Stabia.” The CSA Newsletter XXVI (1). Accessed
October 27, 2013. http://csanet.org/newsletter/spring13/
nls1302.html.

Venkatesh, V., M. G. Morris, G. B. Davis, and F. D. Davis.
2003. “User Acceptance of Information Technology:
Toward a Unified View.” MIS Quarterly 27 (3):425—478.

Wallrodt, J. 2011a. “1:1 Drawings Workflow.” Paperless
Archaeology July 10, 2011. Accessed Oct 27, 2013. http://
paperlessarchaeology.com/2011/07/10/11-drawings-
workflow/.

Wallrodt, J. 201lb. *“Syncing Sample.” Paperless
Archaeology May 27, 2011. Accessed October 27, 2013.
http://paperlessarchaeology.com/2011/05/27/syncing-
sample/.

103



Applying Low Budget Equipment and Open Source
Software for High Resolution Documentation
of Archaeological Stratigraphy and Features

Undine Lieberwirth,
Free University Berlin, Germany

Bernhard Fritsch
Humboldt-University of Berlin, Germany

Markus Metz, Markus Neteler
Fondazione Edmund Mach, San Michele all‘Adige, Italy

Kerstin Kuhnle
Dresden University of Applied Sciences, Germany

Abstract:

Available technology and measurement methods currently exceed the requirements of archaeological
documentation at excavation in terms of precision, accuracy and resolution. Hence, archaeologists face
the challenge of deciding not only what and how to document in archaeological terms, but also what
degree of precision, accuracy and resolution are necessary and which tools are the most suitable for their
purposes. This paper discusses controversial opinions and methods to face this challenge. On one hand,
if we are not concerned with price, there is a wide variety of software and hardware technology to meet
requirements far beyond archaeological limits. On the other hand, a growing community supports low
cost developments in this field, and advances have now reached a point where Open Source (0OS) results
can compete with those from proprietary devices. As stated above, results and purposes are strongly
related to aims and means. Documenting archaeological stratigraphy requires different levels of precision
and resolution than documenting architecture, objects or finds. The challenge here is to consider purpose,
possibilities, costs and managing accruing amounts of data. This paper aims to act as a kind of guide for
archaeologists and historians to find the most suitable documentation equipment out of a wide range of
possibilities.

Keywords:
Structure-from-motion, Laser scan, FOSS, Computation, Documentation

1. Introduction scientific research, alternative methods are generally
very welcome.

Technological developments in the field

of archaeological documentation and historical
building research have increased in recent years at
a rapid pace. Survey results will not only result in
higher resolutions and more precise measurements,
but these high-quality documentation procedures
are normally also cost-intensive. Because of the
latter fact, these methods are often beyond the
budget of an archaeological project. Since these
unfortunate constraints often set boundaries to
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An option, which has already been widely
accepted in archaeology, is the application of Open
Source Software under the General Public License
GPL (GNU 2014a). The ideology also meets the
general aims of scientific work by applying the
most transparent, independent research in terms of
methodology and processing.

In this paper we aim to show and prove that
these boundaries can be dissolved by alternative
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low-budget applications which can compete, in
terms of quality, with established methods.

The low-cost equipment of this study consisted
of a digital camera and two different software
solutions for processing (one Open Source software,
one proprietary software). The applied method for
documentation was the so-called “structure-from-
motion” (SfM), which was first successfully used in
archaeological contexts two years ago (Ducke, Score
and Reeves 2011).

The results of the SfM method used in this
study were compared with those terrestrial 3D
laser scanner (TLS) and its proprietary control
and processing software, the use of which has
already been established in archaeology. The first
applications of a 3D laser scanner in archaeological
research and monument management can be traced
back one decade (Doneus, Neubauer and Studnicka
2003; Sachsen.de 2012). Since then, it has proven
its quality beyond any doubt. For this reason, in
this study the results of the TLS method were used
as a reference for estimating the quality of the SfM
outcome.

Both the photogrammetric SfM method and
the TLS produce georeferenced 3D point clouds.
Since these are in the same co-ordinate system they
can be compared precisely in a 3D space.

Thetesttook place inavariety of archaeological
contexts in order to gain experience in practical use
in different conditions and environments.

In this paper we give an overview of the
results of this methodological comparison in terms
of precision, quality, handling and costs from a
user’s perspective. We also discuss the advantages
and disadvantages of the chosen low-budget
methods BundlerTools (BT, Open Source) and
VisualSFM (VSFM, proprietary), and in this context
the newly developed software tools (GRASS GIS
modules) (GRASS Development Team 2012) so that
future users are able to choose the optimal way of
documentation relative to their questions and needs.

1.1 The archaeological research question

Archaeological digital documentation is now
widely understood to result in a digital 3D ground

plan including all features, stratigraphical surface
information, architecture, finds, objects etc.,
expressed as vectors mainly in CAD-based systems.

Approximately 10 years ago colleagues in
Europe (Doneus and Neubauer 2004; Doneus and
Neubauer 2005; Doneus, Neubauer and Studnicka
2003) started to document archaeological surfaces
using 3D laser scanners, thereby producing 3D point
clouds which recreate archaeological 2.5 D surfaces.
This precise documentation of continuous surfaces
represents a great step in archaeology. It completes
the former vector models with a precise and nearly
gapless surface description.

Until then, point clouds generated by lidar
(acronym of Light Detection And Ranging) or total
stations were normally the basis for creating digital
elevation models (DEMS) in Geographic Information
Systems (GIS) in archaeology. With the introduction
of 3D laser scanners, archaeologists got the chance
to model much smaller areas precisely (i.e. the top
and bottom surfaces of archaeological stratigraphy).

However, since 3D laser scanners are
expensive and require proprietary analysis software,
applications of this kind will be restricted to a few
exceptional projects. Therefore, the aim of this study
was to look for alternative methods to document
archaeological, stratigraphic surfaces, architecture,
features, etc., for further processing and/or analysis
in a GIS or other software environment.

For testing the strength of the methodology
in archaeological terms, we used three different
archaeological environments.

Case Study 1

The first case study took place at the Western
Porticus of the Main Forum in Ostia Antica, Italy.
The stratigraphical surfaces we targeted contained
material from the Late Roman Antiquity (100 —
200 CE), and consisted of ceramic objects, stones
and marble slabs, bricks, floor pavement and floor
filling, screed material and sediments. Since some
of the stratigraphical layers were very thin and could
hardly be recognised, precise measurement of the
top surfaces covering the whole area was of great
importance.
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The study trench had an expanse of 2 x 3m
and at its deepest spot approximately 1.3m. The
documentation of one archaeological layer (SE201)
was performed using by aterrestrial 3D laser scanner
(Leica ScanStation 2) and a digital camera (Canon
EOS D60). According to the on-site situation, the
adjusted point cloud resolution for the laser scanner
was 1 x 1cm. Due to the depth and accessibility of
the trench the scanner’s position had to be changed
twice.

In order to execute the SfM methods BT and
VSFM, overlapping pictures of about 20-25 images/
layer were taken with different digital cameras.
The calibration of the cameras in the process of
creating the 3D point cloud is included into the SfM
software. The resulting point count and resolution is
dependent on the quality of the pictures (see 2 and
Strecha et al. 2008). Thus, no extra step is necessary
to prepare the data.

Case Study 2

For the second case study, a very different
environment was chosen: a medieval cellar made
of cobble stones in the Archaeological Park at
Freyenstein, Germany. Again, the aim was to
document the architecture of the preserved cellar
walls in 3D quickly, economically and precisely.
The documentation should be suitable for creating
a construction drawing and generating several
post-excavation analyses, e.g. measuring of details,
creation of vertical and horizontal sections. We used
the same equipment for the TLS, BT and VSFM
methods as in case study 1. In order to execute the
SfM methods BT and VSFM, overlapping pictures
of about 20 images/wall were taken with the digital
camera by a size of 3x5 m.

Case Study 3

Thethird study generateda3D pointcloud ofan
object. The aim was to find a suitable solution for 3D
objects and features we encounter in archaeological
environments. In this example, we chose a full-size
portrait of an Antigue Roman emperor with an
uncertain identity (probably Antigonus Il). The idea
was to compare the digital 3D model of the sculpture
with digital 3D models from other portraits in terms
of physiognomic similarities in order to verify its
identity.
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For a third time, we used the same equipment
for the TLS, BT and VSFM methods as in case study
land 2. In order to execute the SfM methods BT and
VSFM, overlapping pictures of about 30 images of
the complete portrait were taken with the digital
camera.

1.2 The methodological research question

In this contest we were looking not only for the
best digital reconstruction result but also for other
parameters which effect archaeologists’ decisions by
choosing the most suitable method for their special
needs according to the aims of the documentation.
The two alternative SfM methods we compared with
the established 3D TLS method should therefore
fulfil the following methodological requirements.

The methods should be able to compete in
terms of:

e Precision and quality with 3D laser scanner
documentation (Precision & Accuracy);

» Price, which should be affordable within a budget
typical for an archaeological project (Costs);

¢ Method, which should use Open Source Software
because of its ideology to reveal its source code;

e Algorithms used, which are vital for serious
scientific research (Open Source & Open Access,
Learning Curve Hardware & Software);

e Easytotransport equipment since archaeological
sites are often off-road (Equipment Size &
Weight);

e Few working steps for saving time since
excavations, whether for rescue or research, are
always time limited (Working Steps);

e Processing time of the models, which should
be appropriate to execute them on-site for
verification (Processing Time);

e Being appropriate for a wide range of features,
not only restricted to detailed architecture and
not restricted by price to well-funded projects.
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Given that applications in science should
fulfil the requirements of being comprehensible,
verifiable, and repeatable, access to the algorithms
used in software tools as well as their free access for
research meant we were biased in favour of the SfM
method (Rocchini and Neteler 2012).

2. The Documentation Processes

During the tests on different archaeological
sites, the laser scanning results acted as a reference
model since we assumed this well established method
is widely recognised and hence not controversial.

2.1 Method 1. Photogrammetry: BundlerTools (BT)

A couple of years after the introduction of
terrestrial laser scanners in archaeology, the method
of image-based modelling, using a photogrammetric
method to generate 3D point clouds of objects and
architectural features and later called Structure-
from-Motion (SfM), has started to become more
common in the same subjects (e.g. EI-Hakim et al.
2008). Research in this field (e.g. Debrevec, Taylor
and Malik 1996; Pollyfeys et al. 2000; Snavely,
Seitz and Szeliski 2006; 2007) over the past decade
has led to the development of different software
packages and web services. The choice of tools is
still growing and new developments are announced
almost monthly.

After the release of Bundler (Snavely, Seitz
and Szeliski 2006; 2007) under the GNU General
Public License and CMVS/PMVS2 (Furukawa and
Ponce 2010; Furukawa et al. 2010) to create dense
point clouds, usability and/or velocity are constantly
being improved in such programs as VisualSFM
(Wu 2007; Wu et al. 2011; Wu 2014), RunSFM
(Ho 2014), SFMToolkit (Visual Experiment 2014),
APERO-MICMAC (MICMAC 2014) or Phython
Photogrammetry Toolbox (Arc-Team 2014) free
available for academic use.

At the same time, such proprietary software
solutions as Agisoft PhotoScan (Agisoft 2014) or
aSPECT3D (ArcTron 3D 2012) have been developed.
The unusual fact that software has been developed
specifically for archaeological purposes shows
the great attraction of this method in the field of
archaeological data acquisition.

Figure 1. Workflow Method 1, BundlerTools, with
Processing Time (P_Time) and Working Steps within the
different software packages.

Additionally, there are several alternative web
services like ARC3D (ARC3D 2013) and Autodesk
ReCap (2014), which require an internet connection
which is not available on every excavation.

Disregarding the chosen processing software,
the method of Structure-from-Motion requires a set
of unsorted digital images, marked and measured
control points and software to calculate and create
the 3D point cloud model. The process of work
contains five steps (Fig. 1):

e First, taking pictures of the object or
archaeological layer (surface). This requires
nothing more than taking care to shoot a good
image (sharpness, light conditions etc.) with a
minimum overlap of 60%. Control points also
have to be placed in such a way that they are
visible in as many pictures as possible.

e The second step is to measure the ground
control points (GCP). They are vital for the
georeferencing process and to align single layers
and objects.

e The third step is the computation of the 3D
point cloud. As mentioned above, there are a
number of ways to do this. In this study, we
used BundlerTools (BundlerTools 2014), a
script which combines several FOSS modules
like Bundler, CMVS and PMVS2 to create dense
3D point clouds in just one step on a UBUNTU/
FEDORA operating system.

e The post-processing in this study was done
in MeshLab V1.3.0a (MeshLab 2011) and
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CloudCompare 1.0 (Cloud Compare 2011). These
programs offer various and manageable tools for
cleaning the point cloud (MeshLab) and point
picking (CloudCompare) of the control points.

¢ Finally, the georeferencing was done by a new,
especially developed module of Grass GIS 7.

The Structure-from-Motion approach
first produces first of all a 3D point cloud in an
arbitrary coordinate system which needs to be
georeferenced. The purpose of georeferencing is to
convert the arbitrary coordinates into real-world
coordinates, which in turn allows combining the
3D point cloud with other spatial data fur further
analysis. Georeferencing is commonly performed
by using Ground Control Points (GCPs) with known
coordinates in the arbitrary coordinate system and
the real-world coordinate system. In our case, GCPs
were markers on the excavated structures which
could easily be identified in the 3D point cloud and
on the real structure. The arbitrary coordinates of
the markers could be determined by querying digital
point coordinates. The real-world coordinates of the
markers on the real structure were measured using a
total station. This set of GCPs could then be used to
calculate 3D transformation equations.

The part of the georeferencing was done by the
OS GIS software GRASS GIS 7. Unless you want to
keep the point cloud in a GIS environment (see 3.2),
GRASS GIS needs three modules for importing,
transforming and exporting the georeferenced point
cloud.

The application BT and GRASS GIS was tested
on a Linux-based system (x64), CloudCompare and
Meshlab on a MSWindows-based system (x64).

2.2 Method 2. Photogrammetry: Visual SfM

Much has happened in the FOSS community
working in this field since we started documenting
the case studies in 2011. One and a half year can
be enough time to develop the free software which
combines all the steps we had to undertake in the BT
method in just one software product.

Commonly, after creating overlapping

pictures of the structure (we used the same images
we created for the BT method), the free — but ‘closed
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Figure 2. Workflow Method 2, VisualSFM, with
Processing Time (P_Time) and Working Steps within the
different software packages.

and proprietary’ — software VisualSFM (VSFM)
calculates the 3D point cloud and includes an option
to georeference the result. The latter can be modified
in the OS software MeshLab and Cloud Compare.

Step 1 and Step 2 are the same as in the
BundlerTools method.

The third step is the computation of the 3D
point cloud. Although VSFM uses a slightly different
algorithm for camera calibration (Wu 2007) and can
even work without the EXIF-data (metadata) of the
images, the computing steps are very similar to BT:
Matching images -> reconstructing a sparse point
cloud -> reconstructing a dense point cloud.

The georeferencing function is included into
the same software. For the georeferencing, the GCP
values can be attached to the images in a separate
VSFM function. Their values are finally used for
the transformation of the 3D point cloud into a
real-world coordinate system (Fig. 2). The whole
application was tested on an MSWindows-based
system (x64) and runs furthermore on Linux and
Mac OSX.

3. Results
3.1 Model comparison

Case study 1 — Ostia Antica

In summary, three studies of different layers
in one archaeological trench were executed. As an

example to present in this paper, we choose one part
with a size of 50 x 100 cm of the archaeological layer
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Figure 3. Excavation Trench 2, 3D point cloud generated
by BT method, top surface of SE201 and example part,
Ostia Antica/Italy.

Figure 4. 3D point cloud generated by BT method, south
wall of Middle Age cellar No. 2-1 Freyenstein/Germany
and example part.

SE201. It consisted mainly of antique floor filling
with screed material and hence had a highly jointed
topography (Fig. 3).

Case study 2 — Freyenstein

The example in case study 2 was a 50 x 50 cm
part of the upper south wall of the medieval cellar
No. 2-1 in Freyenstein/Germany. The surface we
documented was made of cobble stones of different
sizes with a sedimentological filling in between (Fig.
4). This resulted again in a highly jointed topography
of different 3D shapes. The result is representative
for four case studies we calculated in Freyenstein.

Figure 5. Portrait head of an Antique emperor, top right:
3D point cloud generated by VSFM, middle left: 3D point
cloud generated by VSFM and cleaned in MeshLab,
middle right: 3D point cloud generated by BT, bottom
left: 3D point cloud generated by BT after 90° rotation,
bottom right: 3D point cloud generated by BT after 90°
rotation in blue in comparison with the TLS point cloud
in red and the VSFM point cloud in green.

Case study 3 — Sculpture

The copy of a full-size portrait head of an
Antique emperor made of gypsum was chosen for
the third case study (Fig. 5). The different material
and the filigree surface were very different from case
studies 1 and 2, but represent — in archaeological
terms — a very common object and material.

Comparison
In order to compare the resulting 3D point
clouds of the two SfM methods with the reference

model of the 3D laser scanner in terms of precision,
we investigated the behaviour of the 3D Point clouds
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Figure 6. Case Study 1, sample part of SE201, column 1: Histograms of DEMs, column 2: DEMSs, column 3: 3D point
clouds (enlarged section of sample part), column 4: frequency distribution of 3D point clouds.

Table 2. (iii) Case Study I- significance tests for difference maps, Legend: SW-Test = Shapiro-Wilk test, AD-Test =
Anderson-Darling test.
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Overlapping Overlapping

area =0.05m area =0.01m
TLS - BT 3% 0%
TLS —VSFM 9% 0%
BT - VSFM 99 % 22%

Point Point Mean / STD
Count Resolution
(inter-point
distance)
TLS 5856 0.01294 @2.79 +£0.015
BT 59162 0.00425 @2.71+£0.018
VSFM 54709 0.004454 @2.72+0.012

Table 1. Case Study 1 - Statistics for 3D point clouds;
The inter-point distance was obtained by GRASS GIS 7.0
module v.surf.bspline.

Figure 7. Case Study 1, difference maps displaying the
deviation from each other below and above 0.

(Fig. 6, column 3, 4, and Table 1). Using them as
a basis, we interpolated raster surfaces (digital
elevation models, DEMs (Conolly and Lake 2006,
90-111); Fig. 6, column 1, 2, via the GRASS GIS 7.0
module v.surf.bspline; Table 2.1).

As a third step, we calculated the overlapping
parts between the DEMs (via GRASS GIS 7.0,
module r.mapcalc) in order to measure differences
between the SfM DEMs and the reference model at
certain places.

The resulting raster surfaces (difference
maps Fig. 7), their histograms and plots (Table 2,
column 3, 4) show the difference from o between
the reference, the laser scan DEM (TLS DEM), and
the SfM DEMs as well as the difference between
both SfM DEMSs (BT-VSFM). This is expressed in
the difference from o (the overlapping parts) in
the negative and positive direction with a tolerance
range of -0.08 and 0.05 m. If we accept a difference
tolerance to the reference of £0.01m, which might
be sufficient in certain circumstances, we get the
results of Table 3, column 3.

The results, even in a wider tolerance range of
+0.05m (Table 3, column 2), show clear similarities
of the two SfM methods Bundlertools (BT) and
VisualSfM (VSFM) with an overlap of 99% in the

Table 3. Case Study 1 — difference maps and their
congruent areas according to the given tolerance of
+0.05m and +£0.01m.

Cell Cell Mean / STD
Count | Resolution
TLS—BT 9850 0.007 0,0897 /70,0185
TLS — VSFM 9891 0.007 0,0729/ 0,0157
BT - VSFM 10218 0.007 -0,0165 / 0,0097

Table 4. Case Study 1 - Statistics for difference maps; Cell
Count = amount of the non-null cells, Cell Resolution
= cell size, Mean = mean of absolute values, STD =
standard deviation.

+0.05m tolerance range and of still 22% with
+0.01m. The model created by the laser scanner does
not share any overlapping areas in the acceptable
range.

Considering this result, we looked at the
quality of the DEMs by measuring the root mean
square error (RMSE) of ground control points
(GCPs, see 3.2) for getting an ‘...accurate assessment
how well each cell in the DEM represents the true
elevation.” (Wechsler 2007, 1483) and furthermore
by studying the distribution and behaviour of the
legacy data and their derivatives.

The point count in Table 1 shows a great
difference in the total amount between the TLS and
SfM methods of approx. 50 000. This difference
can be explained by the TLS resolution adjustments
which were chosen according to the topography of
the archaeological surface by 0.0lm x 0.01m with
a devise distance of approx. 3m. The SfM methods,
on the other hand, used approx. 20 photographs for
the automatic generation of the 3D point clouds. As
mentioned later in this paper (see 4), the number of
pictures is responsible for the point cloud resolution
with a strong correlation to the inter-point
distance (Table 1, column 2). A second indicator
for differences is the mean value of the TLS point
cloud which has a difference of max. 0.08m from
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the SfM mean values. This indicates, as a consistent
appearance, that the mean value is located at higher
elevations than for the SfM results. The low spatial
resolution of the TLS point cloud (Table 1, column
2) could therefore not take into account the strong
relief of the surface from case study 1. The low
variance of the STD values supports this fact.

The post-processing TLS-result is a smoothed
surface which explains the differences at certain
places in the deviation calculations (Fig. 7 and Table
4). We hence decided that the TLS measurements
could no longer act as reference in this study, but
were still used as a comparison sample set.

Since a clustered pattern of elevation values of
an artificial surface is evident, one cannot expect a
random distribution of the measurement points. We
therefore dismissed an investigation of statistical
significance of the sample set.

However, the behaviour and distribution of
the difference values in the difference maps was
investigated by statistics to get information about
similarities in the methodologies. For this, three

different graphical plots (Table 2, column 3, 4) and
two non-parametric one-sample tests, the Shapiro-
Wilk-test (SW)

and the Anderson-Darling-test (AD),

which are powerful mathematical procedures
for statistical hypothesis testing against the Null-
hypothesis (H,) for large sample sizes (Razali 2011;
Shapiro and Wilk 1965) were applied.

The difference maps results in Table 2 show
clear clustered results in the graphical plots with
SW and AD p-values < 0.05 (Table 2, column 5).
This result is supported by the high Global Moran’s
Indices very close to +1 for clustered patterns
(Conolly and Lake 2006, 158—160; Moran 1950),

Table 5. (iii) Case Study 2 - significance tests for difference maps,; Legend: SW-Test = Shapiro-Wilk test, AD-Test =

Anderson-Darling test.
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an indicator for spatial auto-correlation
between the value and the topography of the
modelled surface. The high z-scores in combination
with very low p-values (Table 2, column 6) indicate
high significance of the sample sets. Finally, the
result of Table 3 supports the aforesaid assumption
that the greatest differences occur between the laser
scanner and SfM results.

Case study 2

The same procedures described above
have been executed for case study 2 (Table 5) for
obtaining statements about surface similarity of
different measurement methods. Comparing the
results of case study 1 and case study 2 the results
are very similar from a proportional perspective
(Tables 3 and 6).

Table 6 shows nearly no difference between
the two SfM DEMs in the tolerance range of £0.01m
and still ¥4 conformity between the TLS and SfM
maps. This is proportionally similar to the case
study 1 outcome. However, in contrast to the wider
tolerance range (+£0.05m) there is nearly complete
conformity between all maps which was not the case
in case study 1.

Considering the behaviour and distribution
of the point clouds and their corresponding DEMs,
except for the point count and its corresponding
spatial resolution, there is no great difference
between all three point clouds at all. This initial
similarity runs through all subsequent calculations
(Table 7 and 8) and explains the results in Table 6.
We suppose that the reason for this might lie in the
smooth topography of the surface in case study 2.
Such topographies have a greater chance for more
realistic modelling for laser scan measurements
with the same device adjustments as in case study
1. The amount of photographs for the SfM methods
was as well the same.

Finally, the test of normality and auto-
correlation in case study 2 (Table 5) revealed, like
in case study 1, a significant clustered distribution of

Overlapping Overlapping
area +=0.05 area +£0.01
TLS - BT 99 % 25%
TLS —VSFM 99 % 24%
BT - VSFM 99 % 93 %

Table 6. Case Study 2 — difference maps and their
congruent areas according to the given tolerance.

Point Point Mean / STD
Count Resolution
(inter-point
distance)
TLS 2289 0.004229 @ 93.66 + 0.0072
BT 19424 0.001431 @ 93.67 = 0.0069
VSFM 18391 0.001456 @ 93.67 = 0.0085

Table 7. Case Study 2 - Statistics for 3D point clouds;
The inter-point distance was obtained by GRASS GIS 7.0
module v.surf.bspline.

Cell Count Cell Mean / STD
Resolution

TLS—BT 64460 0.0007 -0,0128 /
0,0099

TLS — VSFM 64460 0.0007 -0,0129/
0,0099

BT - VSFM 64826 0.0007 -0,0007/
0,0081

Table 8. Case Study 2 - Statistics for difference maps; Cell
Count = amount of the non-null cells, Cell Resolution
= cell size, Mean = mean of absolute values, STD =
standard deviation.

the difference maps. This result suits to the mean and
STD with very low STD values and the result for the
BT-VSFM difference map with +0.01m tolerance.
Both difference maps in case study 1 and case study
2 of BT minus VSFM show a slight bias towards a
normal distribution whereas the difference maps
involving the TLS results are in both case studies
very similar.

3.2 Georeferencing
The comparative calculation described
above was only possible because we were able to

georeference all models. Since 3D point clouds
in archaeological contexts have to be located in a
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Table 9. Selection of RMS

GCP No. TLS BT VSFM | _
Horz Vert Horz Vert Horz Vert ::é?;?ag%%urr(lgﬁss ugzg
1 0.010 0.015 0.0008 0.0010 0.0005 0.0005 | georeferencing (BT and
2 0.011 0.012 0.0040 0.0045 0.0087 0.0083 | VSFM). The TSL RMSE
3 0.002 0.001 0.0075 0.0083 0.0063 0.0059 measurement  provided
4 0.001 0.001 0.0114 0.0126 0.0091 0.0000 | only three digits after
5 0.002 0.001 0.0071 0.0077 0.0150 0.0132 | ‘comma.
6 0.001 0.001 0.0071 0.0079 0.0098 0.0088

georeferenced environment — otherwise they do not
fit to other documentation — we were interested to
improve the BT software result in this way. This part
in the working steps and function within the different
software is hence very important and is therefore
included in most proprietary and non-proprietary
SfM software packages, like VSFM. However, BT
still lacked this function at the time of the study.
Therefore, for the Open Source GRASS GIS software
package (GRASS Development Team 2012; Neteler
et al. 2012) a new software module ‘v.ply.rectify’
has been developed, sponsored by Topoi, the Berlin
Excellence Cluster at Humboldt-University of Berlin
and Free University Berlin about ‘The Formation
and Transformation of Space and Knowledge in
Ancient Civilisations’ (Topoi 2014). The new GRASS
GIS module performs 3D georectification based on
GCPs and offers different transformation methods.
The 3D transformation method most appropriate
for 3D point clouds produced with the Structure-
from-Motion approach is a Helmert transformation
that preserves angles and proportions. This kind
of transformation is also known as orthogonal
transformation. Commonly used algorithms for
Helmerttransformationarefoundinthereprojection
of spatial 3D data from one real-world coordinate
system into another real-world coordinate system
where the rotation angles are always very small, in
the range of a few arc seconds. These algorithms
are not suitable for georeferencing a 3D point
cloud from an arbitrary coordinate system to a
real-world coordinate system because the rotation

angles can be as large as 180 degrees. Therefore a
generalised version of the Helmert transformation
was implemented, supporting large rotation angles.
In addition, the polynomial 3D transformation
equations of have been estimated. A first-order
polynomial 3D transformation is also known as
affine transformation with shift, scale, and rotation
separately for each dimension. The new module tests
whether the GCPs fulfil the requirements needed
to perform the requested 3D transformation and
provides diagnostics in terms of Root Mean Square
Errors (RMSE) for the GCPs which help to identify
outliers in the GCPs and quantify the accuracy of the
coordinate transformation.

An extraction of the results generated in the
case studies by the new GRASS GIS modules in
comparison to the transformation results by the
proprietary TLS software and VSFM are listed in the
table below. Additional modules were developed for
GRASS GIS to import and export 3D point clouds
in the PLY format commonly used in archaeological
SfM projects. The complete workflow in GRASS GIS
thus consists of:

1. importing a 3D point cloud;

2. identifying and removing potential outliers in
the GCPs based on the RMSE of the selected
transformation method;

3. georeferencing the 3D point cloud with the
selected GCPs and method; and

Method Costs Open Source & Equipment Size & | Steps Time Curve
Open Access Weight
BT camera, notebook, external drive OS & OA hand luggage size, 5 620 min low
€800 - 2500 ca. 1.5kg
VSFM camera, notebook, external drive Proprietary & OA, hand luggage size, 4 1500 min low
€ 800 - 2500 Free download ca. 1.5 kg

Table 10. Parameter comparison of SfM methods.
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4. optionally exporting the georeferenced 3D point
cloud for further analysis in other software.

The precision of the results have been
evaluated by both the deviation from measured
real-world coordinates of the markers and visual
inspection of the georeferenced objects (preserving
angles and proportions). An additional module, to
perform these parts in one step (v.ply.rectify), only
runs in the Linux operating system at the time of
this publication. The case studies were executed at
FEDORA 18, a Unix-based operating system and
GRASS GIS 7. The separate modules v.in.ply, v.out.
ply, v.rectify are also available in the current GRASS
GIS Windows version 7.

3.3 Processing time, effort and resources

According to the methodological research
question, we compared not only the models but also
the parameters (Table 10).

Model precision and quality

The precision of a measurement system (also
called reproducibility or repeatability) is the degree
to which repeated measurements under unchanged
conditions show the same results (Taylor 1999, 128—
129). In the fields of science, engineering, industry,
and statistics, the accuracy (JCGM 200 2012, 21) of
a measurement system is the degree of closeness of
measurements of a quantity to that quantity’s actual
(true) value.

In this study, we dismissed the working
hypothesis in order to refer to the 3D point cloud
generated by the terrestrial laser scanner for
accuracy. However, by comparingthe transformation
results of the RMS errors, we could still use TLS as
a reference since the GCP’s acquisition and their
use for the transformation is decoupled from the
generation of the 3D point cloud. Hence, in both
case studies we got very accurate results.

Costs

Even if some archaeological projects are
very well funded, costs are an important factor in
all projects. Saving costs for technical equipment
releases resources for other important needs (e.g.
professional staff, laboratory examinations etc.).

Costs in the case studies were very low or do not
even occur since the SfM equipment which is needed
belongs on every archaeological project as well as
a total station for measuring the GCPs. However,
since not every archaeologist is able to get low cost
educational licences, we think it is important having
an Open source alternative at hand.

Open source and open access

Processing software in science can be seen
as a breadboard assembly where legacy data are
processed via algorithms in order to transform
them to a new result. Since scientists need to
understand how these processes transform their
raw data, knowledge of the internal procedures (the
breadboard assembly) is vital.

Open Source software which follows the Open
Source Definition (Open Source Initiative 2014) and
is developed under the GPL license (GNU 2014b)
and other related licenses fulfils these requirements.
Since the BT application was tested on a Unix-based
system, this application fulfils these requirements.
The VSFM method was tested in an MSWindows-
based system but its documentation also mentions
a Unix version for Ubuntu. Open Access guaranties
the free access to scientific literature which also
means software documentation through the internet
what we realised for both SfM methods.

Equipment size and weight

Transport and handling of equipment is
a further important factor for archaeological
excavations, which are often off-road. Hence, the
size and weight of the additional equipment was also
of great interest and therefore one study parameter.
Finally, as was the case with the ‘Cost’ parameter,
both SfM methods required no additional
equipment.

Working steps

The detailed working steps of the two methods
are depicted in the two diagrams (Figs 1 and 2).
The BT method required just one step more than
VSFM due to the software change for applying the
georeferencing.
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Processing time

We defined “processing time” in this study
in terms of the time required from starting the
processing of the images until the final georeferenced
3D point cloud since the documentation time
— taking pictures — was the same for both SfM
methods. In the example in Figure 2 we display an
average time for both methods. The VSFM method
in the case studies needed about 10 times more than
the BT method using comparable hardware.

Learning curve

This parameter investigated the effort to learn
the handling of the hardware and working with
the associated software (control software and/or
processing software). Since both methods are very
well documented (see the Project Website), even
untrained users could follow their descriptions
without further reading or workshop attendance.

4. Discussion and Conclusions
4.1. Analysis

The aim of this paper was to examine the
results and the procedure of low budget equipment
and Open Source or free available software for
high resolution documentation of archaeological
stratigraphy and features as alternative to high cost
equipment. The three case studies provide just small
glimpses of archaeological structures which were
chosen in order to generate comparable sample
sets. Although the study cannot give general advice,
we hope that the analysis of the results of three very
different archaeological examples can help support
decisions regarding future applications in this field.

Case Study 1 and 2

Duringthefirst and second case study, it turned
out that the reference we chose was not appropriate
for the purposes of this study. Undoubtedly, the
TLS method produces accurate and precise results.
However, inour working hypothesis we assumed that
both SfM methods cannot compete with its results.
With the background knowledge of being also the
excavators of the sample structures we finally had
to conclude that both SfM methods created much
more realistic models than the laser scanner. The
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reasons for this result have been already described
in detail above. One could hence argue that the laser
scanner was not used to its full extent. This is true at
one hand. On the other hand, the comparison tried
to act within a realistic environment where a higher
resolution adjustment for the laser scanner would
have been too meticulously for the structures we
measured. The precision of the SfM models could be
supported by the RMSE results described in 3.2.

Case Study 3

As a contrast to the sample sets we used in
case study 1 and 2, we applied the three methods to
the challenging material gypsum. The TSL method
produced reasonable results (Fig. 5, bottom right
red point cloud). However, in order to generate a
3D point cloud, VSFM and BT referred more to the
environment (Fig. 5, top right) than to the object
itself. In Fig. 5 (left middle row) the cleaned point
cloud has still many gaps on the object’s surface.
However, by changing the point of view one can
recognise a strip-like order to the points (Fig. 5,
left and bottom right) which do not represent the
object’s surface. In summary, the material seemed
very problematic for the two SfM methods (Fig. 5,
top left and bottom right).

Since SfM is based on feature extraction from
the overlapping images, the colour, shape, material
and roughness of an archaeological surface is vital for
getting excellent results (Ducke, Score and Reeves
2011, 377—380). Objects without texture and a
reflective surface are, according to our experiments,
not suitable for the SfM method.

4.2. Advantages and disadvantages

Since the keywords Open Access and Open
Source policies are nearly already established in
many scientific fields, archaeologists and cultural
scientists are becoming more and more aware of
their potential and sustainability. Hence, this paper
gives an inside in the usefulness of alternative
documentation methods at sufficient precision and
accuracy.

However, answering the question of which
method is more suitable for certain purposes
strongly depends on the scientific objective,
research aims, circumstances, environment, time,
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budget and available hardware. The ideal method
can only be determined on-site and is defined by
the site’s specific conditions since the find spectrum
at archaeological excavations cannot be predicted
precisely. Hence, the challenge of archaeological
documentation is to provide a flexible system. In
consideration of effective data acquisition and
storage possibilities, the methods should follow
an objective data documentation system and take
long-term file storage into account. With the BT
method such a system is now at hand. It is a three-
dimensional documentation method which is easy
to handle, universal in scale and of low cost. Its
advantages are:

* reliable results,

e fast post-processing,

e the 3D point cloud is already in a GIS system, if
needed.

The downsides of this application are:
* manual GCP picking,

« many working steps/software packages,

» the BT software itself runs only on a Unix-based
system.

The negative results in the third case study
showthe limits of the SfM method, which had nothing
to do with the different processing algorithms we
applied with both methods. The reason lies within
the methodology of the generation of the 3D point
cloud itself.

Returning to the ‘Archaeological Research
Question’ we had in mind, neither SfM application is
restricted to detailed architecture or highly funded
projects. It is, on the contrary, open to a wide user
community in archaeology and related disciplines.
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Abstract:

REVEAL is a free software solution that can ensure that excavations are fully documented and that the
record is accurate. Cooperatively developed by Brown University, the University of North Carolina and
the Institute for the Visualization of History (USA), REVEAL has been tested in many archaeological sites
all over the world. Among them, the deserted Roman town of Ammaia (Portugal) has been chosen because
of the peculiarities of the datasets and because the site is the main “open-lab” of the EU funded project
Radio-Past and other projects. This paper aims to present our current experience with REVEAL, discuss

its potential and review possible use of features that have not yet been accessed.

Keywords:

REVEAL Package Software, Data Management in Complex Archaeological Sites, Computer-Vision and

Pattern-Recognition, Roman Townsite of Ammaia

1. The REVEAL Software Package

REVEAL (Reconstruction and Exploratory
Visualization: Engineering meets ArchaeolLogy) is
the product of an on-going four-year US National
Science Foundation-funded project named “lllI-
CXT-Core Computer Vision Research: Promoting
Paradigm Shifts in Archaeology” (Grant #0808718:
NSF 2014; Galor et al. 2010; Gay et al. 2010; Vizin
2014).

REVEAL is being developed by a consortium
of innovators among the Laboratory for Man/
Machine Systems, Brown University’s Division
of Engineering (Providence, Rhode Island, USA),
the Department of Electrical and Computer
Engineering, the University of North Carolina at
Charlotte (North Carolina; USA) and the Institute
for the Visualization of History (Williamstown,
Massachusetts, USA).

Corresponding author: c.corsi@unicas.it
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This project is working toward important
accomplishments in computer-vision and pattern-
recognition (CVPR) research, as well as in digital
archaeology. Its endeavours will offer significant
contributions to core CVPR research and to
archaeological data-collection and visualization
systems. In fact, the project combines computer-
vision, pattern-recognition, and machine-learning
research to augment applications for cultural
heritage and the humanities in general (additional
online resources: Computer Vision @ LEMS 2014;
Sourceforge 2014; Vizin 2014; YouTube 2014).

REVEAL runs on Windows XP 32 bhit,
Windows Vista 32 or 64 bit, Windows 7 32 or 64 bit,
and Windows 8. A stand-alone REVEAL system is
recommended to have an i7 processor, 4 gigabytes of
memory, and at least 40 gigabytes of free disk space.
If processing complex objects from photos to 3D
models, then more memory will speed the process
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Figure 1. REVEAL
software package.
Screenshot of Analyzer
module, which integrates
geo-aligned satellite
photos, geo-aligned plans,
geo-aligned 3D models,
photographs, and tabular
data  (elaboration D.
Sanders).

Figure 2. REVEAL software package. Screenshot of the
Web browser-based forms for texts and tables data entry
(elaboration D. Sanders).

significantly. For instance, an object with 100
photos will run best on 16 gigabytes of memory and
an object with 150 photos will run best on a system
with 32 gigabytes. REVEAL can be configured
for distributed systems with separate database
server, web server, multiple data entry systems,
multiple photo-to-3D servers, and multiple analyser
workstations. For more information about this sort
of configuration, see the REVEAL installation guide.

The consortium of developers devised a
single, all-digital toolkit for acquiring, coordinating,
studying, and presenting archaeological data
that streamlines the excavation documentation

and analysis processes. REVEAL uses: computer
automation tools to speed up data entry tasks
via an open-source Web interface; computer
vision algorithms to replace manual imaging
tasks; and integrated tabular, 2D, and 3D media
resources to enhance querying, comprehension,
and dissemination. Although we began with
archaeological excavations as our focus, the
resulting software can be used for any heritage
documentation project. The REVEAL database is
completely customisable, so any project comprised
of data, photographs, 2D plans, and 3D models can
be supported by a user-configured database.

The initial goals were to enable real-
time hypothesis testing during excavation by
improving data acquisition through automation,
including geolocated position recording, advanced
photomodelling, and full integration of all user
data. REVEAL thus becomes a single repository
for everything about an excavation, or any other
heritage site, with integrated multimedia analysis
functions (including immediate access to tabular,
photo, video, and 3D data) and integrated display
of that data on plans or in spatially geolocated 3D
models of trenches, architecture, or small finds
(Fig. 1). This means that from any single data type
there is direct access to and display of all other
related datasets. REVEAL thus combines multiple
modes of input and data browsing, a database, and a
sophisticated user interface.
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Figure 3. REVEAL software package. Screenshot of the
interface to drag and drop photos from the device into
REVEAL (elaboration D. Sanders).

In the field, the REVEAL data entry process
is made up of two parts. Text is entered onto Web
browser-based (customisable) forms and can
happen via laptops, tablets or smartphones (Fig. 2).
Photographs of all work and contexts (and thus all
information about the site, all records of fieldwork
activity, and even some information that teams
may not realise were captured) can be dragged and
dropped from the device to the REVEAL screen and
can be taken with regular consumer digital cameras
(or handheld device cameras) (Fig. 3). No special
lighting, no camera calibration, and no special
equipment of any kind are needed.

As soon as the photos have been dropped into
and associated with the objects in view, the REVEAL
Sentinel photomodelling process can begin. The
REVEAL photomodelling process moves through
the following steps: (1) find common points in
the photos (called SIFT — Scale Invariant Feature
Transform —); (2) calculate the camera positions
(called bundling — a structure-from-motion system
for unordered image collections —); (3) shoot rays
through each pixel to find, intersect, and define
common points across all images; and (4) create the
3D models from the common points. Photographs
can also be used to geolocate the 3D models.
Overlapping features or specific markers placed in
the scenes are shot at the site level, the building
or trench level, and the artefact level so that a
continuous set of models can be built and the results
geolocated accurately within each succeeding larger-
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Figure 4. REVEAL software package. Screenshot of the
created 3D model of excavated structures and related
geolocated distribution of artefacts viewed in REVEAL
Analyzer (elaboration D. Sanders).

scale model. The models can be viewed in REVEAL
Analyzer (Fig. 4). Analyzer is the REVEAL data
analysis module, which has been designed for non-
technical users. Analyzer's user interface provides
a simple select-and-filter access to the user’s data,
allowing the user to make sophisticated queries to
the database without requiring database skills.

REVEAL Analyzer integrates geo-aligned
satellite photos, geo-aligned plans, geo-aligned 3D
models, photographs, and tabular data in a single
program. The main screen has a persistent and
context-sensitive master information panel and
index at the left edge of the window and, at the right,
space for several individual browser windows that
each display photographs, plans, satellite images,
tabular data, or 3D models. Any object in the
database that is displayed in one of the windows will
automatically link to other data types for that same
object, which can be viewed singly or in conjunction
with contextual information (Fig. 1).

Data analysis, visualisation, and querying
can happen across plans (to view 2D contexts
and assemblages), across data tables (to compare
objects or select custom sets of fields for specific
data retrieval), across sets of photographs (to view
thumbnail sets or high-resolution images), and
interactive models showing (to view 3D contexts
of artefacts, features, and structures). Data are
integrated from any REVEAL browser window to
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any other within the software; all data are internally
linked, and all screens, views, and tools have
context-sensitive help. The package is presented in
asimple interface that allows sophisticated analysis,
hypothesis testing, and visualisation.

REVEAL allows researchers and field teams to
ask new questions of the data, and the visualisations
and data analysis results from REVEAL permit
immediate field-level decision support. During
excavation, archaeologists are, in fact, asked first
to identify the stratigraphic units and then remove
them in the reverse order to that one in which they
formed. For this reason, it is essential to rely upon
an instrument which can help in reconstructing the
“matrix” in real time, meaning the sequence of what
was formed first and what later, making use of the
possibility to visualise stratigraphic units in 3D and
not only in plan or section drawings. Furthermore,
the visualisation of spatial distribution of artefacts
with related database can help in understanding the
function of determined areas in the course of the
excavation. In this way, archaeologists can predict
some results and sketch interpretative models on
the basis of comparative research and experience,
and can therefore limit “destructive” operations like
excavation itself. Anyone using the system at one site
or comparing data across many sites can understand
3D spatial relationships from data collected today,
yesterday, or last month with equal ease, whether
the evidence has been removed or not. Contexts can
be viewed and compared in colour, interactively,
and in 3D simulations of their original contexts of
assemblages and features. These types of inquiries
are simply not possible using traditional methods
or even using most of the current digital methods
individually.

Other packages for recording and management
of archaeological data like Integrated Archaeological
Database (IADB 2011) or comparable systems like
Archaeological Recording Kit (ARK 2014) have not
been tested in any of our “open laboratories”, so it is
impossible for us to give an opinion on it. However,
one comparative example can be found in the use
we made of other multi-view 3D reconstruction
software for image-based 3D modelling. Before
introducing REVEAL, in fact, several teams of
the project used the standard edition of Agisoft
Photoscan (Agisoft 2014), chosen most of all
on the basis of the affordable price for the non-

professional version (around 180 $). By taking
photos from several sides of an object (we worked
mainly on structures and walls), we performed
the aerial and close-range triangulation, the point
cloud generation, the 3D model generation and the
texture mapping. These operations of digitalisation
and photogrammetric geometrisation are possible
without applying markers or circumstantial
measurements. This procedure can be utilised in
case of original artefacts of any size as well as of
aerial vistas and it is in the field of high resolution
aerial photography that the most recent applications
have been done (Verhoeven et al. 2013). Still, this
software covers only the needs for 3D modelling
and does not offer integration with the database.
Furthermore, the image processing is very slow and
requires machines with high performances.

Users of REVEAL can export single or sets
of photos, plans, or 3D models and can filter and
arrange data in a variety of file formats. Thus,
REVEAL supports post-excavation research,
teaching, and publication preparation. For example,
the software allows for 3D contextual visualisations,
viewing artefact distributions over time, drawing
cultural inferences across large sites, and filtering,
organising, and exporting tables, plans and other
images. Further, REVEAL can be loaded in to a
variety of hardware configurations, from standalone
systems using a single computer and camera,
to centralised distributed systems via local wi-fi
connections from laptops and handheld devices and
multiple cameras.

Insummary, datacanbeinputinto REVEAL via
laptops, smartphones, and tablets; photomodelling
can happen using images taken with consumer-
grade cameras without special equipment. REVEAL
has a flexible data configuration system, flexible
system configuration, integrated media and database
explorer windows, and can export to the popular
file formats. The key points can be summarised as
follows:

e« REVEAL allows real-time hypothesis testing as
excavations unfold.

e It allows archaeologists to digitally record,
visualise, and query all aspects of excavation
progress, and it is very useful for creating
publication-ready output. The benefits of a
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three-dimensional view are immediate: the
operation of “dismantling” and removing the
stratigraphic units is easier, and the benefits are
even more evident in the phase of “replacement”
of the dug and removed volumes. Interpretation
is facilitated and therefore it is simpler to
disseminate it in publication, for specialists and
wider public. The software is free and open-
source (Sourceforge 2014).

2. ATest-Site: the Roman Town of Ammaia
in Lusitania (Portugal)

REVEAL has been field tested in many sites
around the world for all sorts of documentation
and recording projects (e.g., Catalhéyuk, Turkey;
Chavin de Huantar, Peru; Tel Eton, Tel es-Safi,
and Apollonia-Arsuf, Israel; Middleborough,
USA,; Surtshellir, Iceland; and for recording and
photomodelling cuneiform objects at Cornell
University). Among them, the site of Ammaia, an
Early Imperial Roman town in central Lusitania
(Portugal), has been chosen because of the
peculiarities of the datasets and because the site is
the main “open-lab” of several international and
national projects. Among them, we can mention:

e The project entitled ‘Geo-archaeological research
of Roman Landscapes in Alentejo’ (Uevora
CIDEHUS, in collaboration with the Belgian
Ghent University and the Italian University of
Cassino);

e ‘Radio-Past’, a European FP7 Marie Curie/People
Action IAPP project, entitled ‘Radiography of the
past. Integrated non-destructive approaches to
understand and valorise complex archaeological
sites’. In this project, four academic partners
(Universities of Evora, Ghent and Ljubljana
and the British School at Rome) and three
SMEs (7Reasons - Austria, Past2Present - the
Netherlands and Eastern Atlas - Germany)
have pooled their resources in order to develop
integrated approaches to studying different
urban sites (mostly Roman) and searching for
effective ways in which to present their results to
a wider public (van Roode et al. 2012);

e ‘The Ammaia project. A concerted action of

archaeology, natural sciences and applied
technologies to place a Roman town in context’
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is financed by the Portuguese National Fund for
Research (FCT). In this project, UEvora’s (here
represented by the research centres CIDEHUS
and HERCULES) main partners are the
Department of Electrical Engineering and the
Institute for Systems and Robotics (ISR) of the
Instituto Superior Técnico (IST) in Lisbon. The
foremost objective of this project is the creation
of opportunities to transfer knowledge and to
validate developments and innovation in the
methodology of archaeological surveys. One of
the priorities of this project is the development
of a new ‘low budget’ system for high-resolution
low altitude lidar scanning. Another priority
is to investigate further possibilities in the
automation of certain types of field survey (such
as geophysics). This project, which will last for
three years, was launched in 2011.

In Ammaia the focus is on the integration
of approaches for understanding and visualising
complex archaeological sites, and excavation is
only a limited part of the research agenda. For this
reason, we were interested in testing the possibilities
of REVEAL to integrate data of different nature.

Starting in 2008, the scientific direction of the
site has been undertaken by Frank Vermeulen and
Cristina Corsi. Recent campaigns (2008-2011) have
encompassed:

e Geoarchaeological survey and geomorphologic
study (Vermeulen et al. 2005; Corsi and
Vermeulen 2009; Vermeulen et al. 2012);

e Production ofaDTMwith DGPS (in collaboration
with the Instituto de Arquelogia de Mérida: Corsi
and Vermeulen 20123, 31-36);

e Geological and pedological analysis, including
coring (Corsi and Vermeulen 2012a, 23-30);

e Systematic artefact collection (Corsi and
Vermeulen 20123, 127-135);
e Aerial photography and remote sensing

operations including study of historical aerial
photos (Corsi and Vermeulen 2008; Verhoeven,
Taelman and Vermeulen 2012);

e Architectural survey and photogrammetry of
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Figure 5. a) 3DGPR data
visualisation in ArcGIS, b)
3D building reconstruction
in ArcScene (elaboration
E. Paliou).

Figure 6. Relational database schema in MS Access
(elaboration E. Paliou).

surviving walls structures (in collaboration with
the Italian University of Tuscia);

e Terrestrial laser scanning (TLS, in collaboration
with The Discovery Programme - Ireland) and
documentation of above ground monuments;

e Extensive geophysical survey with different
techniques and diverse strategies and
methodologies of data capture (Corsi and
Vermeulen 20123, 47-114);

e Stratigraphic and ground-truthing excavations
(Corsi, Johnson and Vermeulen 2012; Corsi and
Vermeulen 2012a, 47—-49, 146—148; Corsi and
Vermeulen 2012b);

e Archaeological materials study and associated
laboratory activities for the analysis and
restoration of finds, and archaeometric analysis.

3. The Data Management

Thereisno need to stress that the datacollected
over 18 years of fieldwork range enormously both
qualitatively and quantitatively.

Given the diversity of the archaeological
datasets collected at Ammaia, two different database
management systems were used: a spatial database
implemented with ArcGIS and a relational database
managed with MS Access. The development
of the GIS database had two main objectives.
Firstly, to produce spatial representations that
sufficiently describe the nature and complexity of
the multidimensional archaeological record of the
Roman site. Secondly, to permit the integration,
exploration and formal analysis of the collected data
in ways that enhance interpretations. Within the
GIS environment both 2D and 3D data integration
was possible. Two-dimensional overlays of
geophysical, topographical and geoarchaeological
datasets proved valuable for the interpretation and
cross-validation of survey results (Paliou 2012). 3D
data integration was also possible using the more
recent 3D visualisation functionalities of ArcGIS.
For example, GPR interpretations and building
reconstructions, were imported as AutoCAD
three-dimensional geometry (3D faces) and were
converted to ArcGIS multipatch objects that were
used for the evaluation of archaeological information
in three dimensions (Fig. 5). Furthermore, data
on excavation units and archaeological artefacts
as well as their photographic documentation were
organised in a relational database which was
implemented using MS Access (Fig. 6). Database
tables were later related to GIS polygon shapefiles
representing excavation units, a process which
permitted the performance of queries on the spatial
associations of archaeological artefacts.
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The above solutions, which are commonly
employed for the management of archaeological
data, were sufficient for meeting many of the needs
of the project. Nonetheless, the use of a single data
management system which can effectively integrate
all the datasets collected at Ammaia over the years
(geophysical, geoarchaeological, topographical,
excavation data, graphic and photographic
documentation), while at the same time offering new
possibilities for data recording and 3D visualisation,
would have many advantages in the context of Radio-
Rast. Like most projects of the 7th Framework of
the European Commission, this project is intended
to develop innovative approaches to research in
different fields. Particularly interesting is this context
of integration between research in humanities and
ICTS. Furthermore, archaeological excavation is
intended in the framework of the Radio-Past project
only as “ground-truthing”, therefore excavation
campaigns are short and include limited areas, with
specific objectives which include the field-check of
what detected via remote sensing and geophysical
survey. In this sense, the test is immediate and
covers aspects of data integration.

4. Conclusions

One of strategic objectives in the development
of REVEAL is undoubtedly the possibility to
capture data in real-time. This approach not only
saves time but also avoids mistakes in recording.
REVALS also aims to obtain a better integration of
the different types of documentation required in an
archaeological excavation. This crucial point was
missed in our project, as when REVEAL was fully
operative, our fieldwork was completed. In any case,
we could not have performed the data input via web-
interface, as in Ammaia we are not connected to wi-
fi and the extension of the archaeological park is too
large to allow the implant of a local network, which
instead is active inside the museum. Furthermore,
while we are equipped with good digital cameras,
we do not have tablets or portable devices. So, we
have to undertake data capture procedures using
“traditional” systems, like paper recording sheets,
and only in a second phase digitise the data.
Unfortunately, this is the “standard” equipment of
an archaeological project, mostly in remote areas of
Southern Europe, where the data entry and the data
processing are activities usually carried out in the
laboratory.
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In this sense, the most important “test” for the
use of REVEAL performed in Ammaia, was about the
possibility to process data from old excavations. The
customisation in this case is more demanding, and
the integration between CPVR and documentation
is less efficient. To summarise, we can say that
integration of “old documentation” with REVEAL is
possible and efficient, but best results are obtained
when additional photographic documentation can
be obtained.

Undoubtedly, the “winning” and dominating
aspect of REVEAL is the computer vision related
one. REVEAL offers significant contributions to the
integration of archaeological data-collection and
visualisation systems. Compared to commercial
software  which  perform  photogrammetric
volumetric geometrisation and 3D reconstruction
on the base of a series of images taken from several
sides of an object or a structure, without applying
markers or circumstantial measurements, REVEAL
appears much faster in the data processing and
much more accurate in the final product, when
compared to the experience achieved in the course of
the last 10 years with other systems and software for
documentation, as above described. Aswe saw above,
a large amount of data in Ammaia is constituted
by georeferenced plotted two-dimensional results
of the geophysical survey. When investigating how
these datasets can be best incorporated and perhaps
analysed in the REVEAL system, we had to conclude
that for this purpose commercial software, even if
not specifically developed for archaeological site
analysis, still proved to be more efficient for spatial
analysis. In our experience, we can therefore say
that REVEAL presents a major paradigm shift in
how archaeologists collect information, but not in
the way they analyse spatial relationships, visualise
artifactual interrelationships, study contexts, and
disseminate research conclusions.

When discussing how REVEAL can make a
difference for presenting and analysing new digitally
recorded datasets and smoothly integrate old types
of documentation and whether any new insight into
artefact distributions resulted, we can stress how
the integration of different datasets was facilitated
and most of all, how the visualisation of results in
3D made the decision-making and interpretation
processes easier and more efficient. Essentially,
how our understanding was enhanced. In fact, when
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“rebuilding” the sequence of events which affected
the area we are excavating, it is very beneficial to
be able to visualise the stratigraphic units, whether
earth layers or structures, in 3D. Dynamics and
events, functions and zooning are better understood
when it is possible to view simultaneously
phenomena connected to space and time.
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Abstract:

The Parnassus Project was set up in 2010 as a multidisciplinary approach to the effects of extreme weather
on cultural heritage involving the Engineering, Hydrography and Archaeology departments at the British
Universities of Bath (now moved to UCL), Bristol and Southampton respectively. As the project nears
completion, this paper is an investigation into the collaboration dedicated to preserving cultural heritage
in the future. The project members from engineering and archaeology have worked closely together,
collecting data, using and developing a range of technologies from each discipline to analyse buildings.
Buildings are three dimensional environments and assessing the effects of climate change has to reflect
this. The pooling of knowledge and equipment has led to the use of a wider range of technologies than
would be in use by either discipline alone. Those technologies includes total station survey on buildings
using AutoCAD and TheolLt to consider stability and proximity to water and 3D AutoCAD models in
AutoDesk’s Algor structural analysis software to model structural integrity during increased flood
risks, remote climate monitoring on/in the walls of chosen buildings together with electrical resistance
tomography (ERT) on the walls to look at difference of structure, water and temperature on the outside
and inside of walls for the impact of driving rain and freeze-thaw action and finally laboratory based
weathering tests analysed using laser scanning and photogrammetry to quantify damage. This paper
assesses the results of the collaboration from the perspective of each task and gives an overview of the
results to demonstrate the possibilities and benefits of the interdisciplinary mixing of ideas, the aims of the
project and technologies involved.
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Figure 1. Location
of study sites.

TheParnassusProjectwassetupin2010aspart
of the Science and Heritage Programme in Britain,
funded to encourage the collaboration of Science
and Humanities researchers and to call on a range
of disciplinary expertise and resources to broaden
the ways in which changes to cultural heritage
and its conservation are understood. The overall
aim of the Parnassus Project was to understand
the effect of climate change on historic buildings
and archaeological sites, primarily the impact of
flooding and driving rain on structural integrity
and material properties, and evaluate resilience
and adaptation measures able to counteract and
prevent adverse effects. Each member of the project
had a separate area of study taking advantage of
their specialisms: UCL: driving rain and climate
monitoring; Southampton: archaeological evidence
for early adaptation during the Little Ice Age; Bristol
Engineering: Freeze-thaw action on materials;
Bristol Hydrography: Predictive modelling of
flooding. A number of key sites were chosen as
worthy of study on the basis of their propensity
to flooding or damp. As the project progressed
it became clear that Engineering at UCL and
Archaeology at Southampton shared many common
goals and that each used methodologies that could
benefit the other partner. This paper discusses the
fruitful collaboration that developed between UCL
Engineering and Southampton Archaeology and
can only give an overview of the results to show the
potential of such interdisciplinary working.
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1. History of Sites in the Study

The Parnassus Project had identified a
number of sites as having problems with climate at
its commencement. Of these, the collaborative team
considered Mill Bank in Tewkesbury, Odda’s Chapel
in Deerhurstand Winchester Cathedral crypt (Fig. 1).
These sites have historically suffered from extreme
weather and flooding problems and have had various
solutions attempted. These sites have great heritage
value and their continued vulnerability to natural
forces makes each site unique and worth studying.

1.1 Tewkesbury Mill and Mill Bank

The town of Tewkesbury was chosen because
it has had a regular history of flooding with frequent
major events (Bennett 1830), and recently suffered
very extensive floods in 2007 and 2012 cutting off
the town. Tewkesbury is sited at the confluences of
the Severn and the Avon, both major British rivers.
In addition, a small river, the Swilgate runs to
the east of the town. An artificial cut was made to
create the Mill Avon, a slower flowing wide channel,
probably by Tewkesbury Abbey, around the time of
its creation in the 12th century although it may have
been based on a smaller artificial channel (Heighway
2003, 1). The economic importance of Tewkesbury,
through most of the town’s history, has resulted
mainly from its proximity to rivers (Elrington
1968). In addition to the collaboration work, Bristol
Hydrography has also concentrated on Tewkesbury
for their flood modelling.

There appears to have been a mill on the Mill
Avon from the 12th century (Heighway 2003, 1),
forming part of a group of buildings servicing and
profiting the Abbey (Elrington 1968), including a
large watermill. The present mill was built in with a
later extension (Fig. 2). In 2004 when the Mill was
converted into flats, the ground floor was converted
into a garage despite usually flooding every winter
(N. Purchase pers. comm.).

No.1 Mill Bank sits opposite the mill. English
Heritage dates the building as late 15th or early 16th
century and it was built originally as two or three
houses and part of a terrace. It is likely to have been
owned with the mill by the Abbey, as they stayed
in ownership together until the 20th century. The
current owners believe that the cottages were built
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Figure 2. Tewkesbury Abbey Mill in Flood, May 2012.
Mill Bank itself has a raised walkway along the east
side of the Mill Avon, on which a range of timber framed
houses sit. The walkway has historic origins but was
refaced in the 19th century in blue engineering bricks,
retaining the original stone steps on Mill Street.

for a corn merchant who was employed by the
Abbey to sell their surplus (P. Purkiss pers. comm.).
The building is timber framed with brick nogging,
and wattle and daub panels. It has a jettied first
floor along Mill Bank and tension bracing (Verey
and Brooks 2002, 734). There are traces of carved
columns on the posts of the ground floor front
elevation. The frame is raised on low foundations
of rough stone, with two high sandstone steps to a
raised floor reducing the flood risk further.

1.2 Odda’s Chapel, Deerhurst

Three miles downstream of Tewkesbury is
the village of Deerhurst, lying on the edge of the
Severn flood plain. There is evidence of Roman
habitation in the village and Deerhurst has both a
surviving Anglo-Saxon parish church dating from c.
8th century (Verey and Brooks 2002, 42, 44), and
Odda’s Chapel, a late Anglo-Saxon chapel (Verey
and Brooks 2002, 45) (Fig. 3).

Odda’s chapel was not discovered until 1885
when it was “disentangled” from Abbot’s Court
farmhouse. The nave was found being used as the
kitchen with a bedroom above (Taylor and Taylor
1965, 210). It can be dated to 1056 thanks to a stone
discovered nearby around 1675 commemorating in
Latin the chapel’'s foundation (Verey and Brooks
2002, 45): “Earl Odda had this royal hall built and

Figure 3. Odda’s Chapel, Deerhurst.

dedicated in honour of the Holy Trinity for the soul
of his brother Aelfric which left the body in this
place”. Odda’s chapel was out of use by 1540 (Currie
1983, 60).

The chapel was a simple nave and chancel
building of two rectangular rooms with a moulded
chancel arch between (Taylor and Taylor 1965, 210),
and two opposing windows and doorways in the
nave (Verey and Brooks 2002, 334). The building
is constructed in a rubble bond of Blue Lias stone
(Elrington 1968), with dressed oolitic stone used for
the arches, imposts and jambs (Butterworth 1887,
106). Abbot’s Court that adjoins the chapel is a part
jettied timber frame building, with timbers dating
from 1591 and 1593/4 (Bridge 2001, 2).

The village has a long history of flooding.
John Leland wrote in the early sixteenth century:
“So that when the Severne much risith the Water
cummith almoste aboute the Towne” (Latimer
1890, 266). The village now has a substantial flood
barrier, raised in 2009 following the inundation of
the village in 2007. The chapel however lies outside
the barrier lying on a slight rise, very rarely flooding
(except in 2007). The building is currently roofed
but open and unheated.

1.3 Winchester Cathedral crypt

Winchester lies in the flood plain of the River
Itchen which cuts through the chalk hills of the South
Downs. The cathedral lies on chalky marl concealing
a layer of peat up to 1m thick, which in turn overlies
a deep layer of waterlogged gravel which slopes
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to the south east of the cathedral (Henderson
and Crook 1984, 14, 21). This caused subsidence
problems during the building of the south transept
and the later retrochoir at the east end (Henderson
and Crook 1984, 22).

The cathedral is around 250m from the river
and was built within a town quarter dedicated to
power and religion, surrounded by the New Minster,
St. Mary’s Abbey (Nunnaminster) and the Bishop’s
Palace of Wolvesey (Henderson and Crook 1984,
14). Water management is a theme throughout
Winchester. When the Romans settled in the river
valley, they culverted parts of the braided streams
(Zant 1991, 13) and possibly moved the rest of the
river east (Zant and Scobie 1991, 13). There are a
substantial number of water channels within close
range of the cathedral and these help to carry water
away.

Much of the crypt is original to the building
of the cathedral in the 11th century, but much of the
cathedral above has been rebuilt. The Lady Chapel,
at the extreme east end of the cathedral was built in
the early 13th century and the floor is approximately
30cm above that of the main crypt (Crook 1989,
19), suggesting there was not a major problem with
flooding when it was built. However, the floor of the
crypt was infilled by more than a metre in the 14th
century, presumably to take the floor level above
the regular winter floods, possibly brought on by
the worsening weather of the Little Ice Age from
€.1300. Most of this infill was dug out in 1886, with
the resultant reoccurrence of flooding (Crook 1989,
5). Currently the crypt floods each year up to a depth
of 60cm (Crook 1989, 5).

Source of the stone for the cathedral is well
documented with land on the Isle of Wight granted
by a charter of King William Rufus for the building
of his church. The quarried stone is Quarr stone,
a very shelly limestone, often called “featherbed
stone” (Tatton-Brown 1993, 37). In the crypt all the
visible Romanesque masonry is Quarr stone except
for the cushion capitals and the drum blocks of
oolite (Tatton-Brown 1993, 38).

The cathedral was built on beech log and
loose stone foundations laid in trenches cut in the
water logged soil and peat (Henderson and Crook
1984, 21). In 1905 wide cracks were observed in the
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Figure 4. 30 year profile of daily rainfall relating to
Tewkesbury and Odda’s Chapel, Gloucestershire.

crypt, south aisle of retrochoir and the north and
south transepts (Henderson and Crook 1984, 38).
The stonework was stabilised by injecting concrete
before progressing to the underpinning (using
divers) (Henderson and Crook 1984, 51-53, 67).

2. Laboratory Analysis

The history and character of the study sites
led into the programme of laboratory analysis at
UCL within the Parnassus Project. The purpose was
to investigate the effect of extreme environmental
conditions on the mechanical properties and
behaviour of traditional UK building materials,
using the study sites as examples. The study of these
materials in controlled situations allows for detailed
characterisation of the relationship between
exposure and response, information which, when
applied to the study of heritage and archaeological
sites, better informs our ability to protect and
prevent decay.

The derivation of climate simulations used
in the laboratory, and the sourcing of materials for
testing have been carried out using information
obtained from the case study sites. Climate data have
been used to profile the typical rainfall conditions
at the sites, which is translated into test conditions.
An example of the long term rainfall data collection
is shown in Fig. 4, applicable to Tewkesbury and
Odda’s Chapel. This shows the total daily rainfall
observed during the last 30 years, which provides
for calibration against average and boundary
conditions.
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Figure 5.
Hydraulic

lime prism
sample during
flex test (top),
Reclaimed
Blue Lias Stone
Block (bottom).

Survey of the case study sites included
considering the prevalence of differing materials
and systems. The choice of construction type and
materials in the laboratory programme reflects
individual conditions at the study sites so that the
results contribute most efficiently to the study of
risk.

Reclaimed historical Blue Lias stone, similar
to that used at Odda’'s Chapel, was sourced for
use in constructing one of the specimen walls in
the laboratory. The lime mortar used was typical
of those used in conservation repair work, and
representative of historical lime mortar mixes. Fig. 5
shows the two material samples. Laboratory analysis
has characterised the porosity of the materials,
and analysed the effect of moisture content on the
mechanical characteristics of the materials. The
work has looked at both materials individually, and
in construction as stone masonry samples.

Fig. 6 shows the absorption profile of the
reclaimed Blue Lias stone and hydraulic lime mortar
used to represent walls at Odda’s Chapel. This is

Figure 6. Absorption profiles of Blue Lias stone sample
(top line) and reproduction hydraulic lime mortar sample
(bottom line).

measured in accordance with BS EN 1015-18:2002,
which provides an absorption coefficient for mortars
for comparison purposes. The test subjects a
material sample to submersion in water up to lcmin
depth for a period of 24 hours. The graph is shown
logarithmically with respect to time to better show
the profile of absorption, as in reality the initial rate
of absorption far exceeds that of the latter portion
of the test.

The test showed the mortar to have a total
absorption of 17%. The absorption of the Blue Lias
in comparison is lower, approximately 14%. This
would suggest that when exposed to moisture either
through wind driven rain or flood, the mortar will
absorb more of the moisture than the stone, which
supports the large amount of repair work visible on
the mortar at Odda’s Chapel.

The compressive strength of the Blue Lias was
found to be 5 MPa, and this remained unchanged
when the material was subjected to wetting. This
is not a surprising discovery, considering the high
strength and stability of the stone. The mortar
does however exhibit a mechanical response to the
wetting, and the effect on strength of the material
is profiled in Table 1. A loss of up to 30% of the
compressive strength of the material is exhibited in
a short time period, which is significant considering
the multi-day nature of many UK flood events.

3. Electrical Resistivity Tomography
As UCL were studying the mechanical effects
from absorption of moisture in structures, Electrical

Resistivity Tomography (ERT) was put forward
as a potential technique to compare laboratory
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Length of Time Compressive Percentage Loss
Wetted Strength (MPa) in Strength
Not Wetted 2.0 0%
4 hours 1.6 20%
24 hours 14 30%

Table 1. Hydraulic Lime Mortar Mechanical Properties.

results with on-site measurements ERT is used for
archaeological prospection to identify changes in the
flow of electricity underground that result from the
presence of buried objects. In this study, it seemed
appropriate to apply this technology to identify and
measure the change in water content in the building
materials that generate change in the flow of the
electrical current.

Conductivity is controlled by certain natural or
spontaneous potentials occurring in the subsurface
that are caused by electrochemical or mechanical
activity (Telford, Geldart and Sheriff 1996, 283).
The controlling factor in all cases is water content.
The porous nature of most stone and brick enables a
certain degree of conductivity (and hence resistivity)
as these pores can become saturated with water,
and become electrolytic conductors. However water
conductivity varies considerably depending upon
the amount and conductivity of dissolved chlorides
and other minerals (Telford, Geldart and Sheriff
1996, 286). The strength of these potentials is
associated with various factors, the weathering of
mineral bodies, variation in rock properties (mineral
content), bioelectric activity of organic material,
corrosion, thermal and pressure gradients in fluids,
and other phenomena of similar nature (Telford,
Geldart and Sheriff 1996, 283).

The sensitivity of electrical measurements
to water content is well known however their
application has been limited in the field of civil
engineering (Kruschwitz 2007, 2—3). The traditional
form of ERT is to use spike probes inserted into the
ground at set intervals to establish galvanic contact
(Tsourlos and Tsokas 2011, 174). Measurements
on historic monuments must be non-destructive
so surface contact electrodes were considered.
Studies of different materials including copper flat-
base electrodes (Cosentino and Martorana 2001) to
conductive gel or bentonite electrodes (Athanasiou
et al 2007, 263—72) have shown that these types
of electrodes can be used successfully in place of
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traditional spike electrodes. In recent years several
non-destructive studies have been conducted using
the ERT technique to assess the moisture content
of historic walls (Colla and Maierhofer 2000, 893—
98; Mol and Preston 2010,1079—-1095; Sass 2005,
359—74; Sass and Viles 2006, 257—63; Tsourlos and
Tsokas 2011, 173—186), and the effects of ionised/
saline water (Kruschwitz 2007) as well as driving
rain demonstrating the validity of this technique.
Consequently it was decided to employ non-
destructive surface contract electrodes, consisting
of a 10mm diameter plate with a raised “cup” which
held Ten20 Conductive gel, a neuro-diagnostic
electrode paste which enables a galvanic contact and
aids in the adhesion of the electrodes to the wall. The
size of these electrodes also allows them to be placed
very close together to allow for a detailed survey.

A series of measurements were taken
throughout 2012 on historic masonry at Odda’s
Chapel and Winchester Cathedral crypt, together
with test walls in laboratory conditions at UCL
to measure moisture levels through changing
resistivity. The ERT survey was undertaken using
a Tigre Ohmega Resistivity meter with t probes
arranged vertically on the walls at an interval of
5cm. Measurements were taken on both interior
and exterior segments of the walls. The survey
parameters were set in ImagerPro 2006 and an
expanding Wenner Array (Loke 1999, 11-12) was
chosen for its strong signal strength and ability to
reduce background noise, however the horizontal
coverage is relatively poor. The data were processed
using Res2Dinv.

3.1 Winchester Cathedral Crypt ERT

Results from the exterior and interior of
the crypt (Fig. 7) show that moisture content
varies significantly between the readings taken
on 22/06/2012, 19/07/2012, 05/09/2012 and
18/10/2012. When the interior ERT profiles at
Winchester are compared to the internal flooding
data (Fig. 8) it appears that the moisture content in
the walls does not correlate with it. This is explored
further in the work at Odda’s Chapel.

3.2 Odda’s Chapel ERT

ERT was undertaken on two dates alongside
environmental monitoring being carried out on
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Figure 7. ERT results from Winchester Cathedral
- Exterior (A), Interior (B) for dates 22/06/2012,
19/07/2012, 05/09/2012 and 18/10/2012. See the online
version of the proceedings for a colour version.

Figure 8. Height of flooding in the main body of
Winchester crypt during ERT surveys.

Figure 9. Location and examples of monitoring sensors
and equipment at Odda’s Chapel.

the same wall by UCL. The combination of these
two data sets gives a valuable insight into how
the historical walls absorb atmospheric moisture.
The monitoring included a number of sensors and
recorders on and in the wall of the building (Fig. 9).
There is an observable lag showing in the monitoring
data (Fig. 10) between the rise in humidity outside
to the corresponding rise in the humidity shown
in the in-wall sensor (no. 2) closest to the exterior.
This sensor also shows a clear inverse relationship
where humidity lowers substantially with higher
temperatures. The interior humidity sensor (no. 1)
also appears to respond to the general temperature
trend rather than the spikes of humidity.

The four ERT profiles demonstrate interesting
comparisons with the monitoring data (Fig. 10).
The first ERT data set was recorded on the 31st July
2012 (Fig. 11) and shows the surface of interior wall
(a) being damp closer to the ground drying out as
the height increased. Within the wall to a “depth” of
10cm the wall is damp but becomes dryer and more
resistant as the current goes deeper (approximately
13cm into the wall). In contrast to this, the exterior
profile (b) shows more uniformity with the spread of
readings generally demonstrating a high resistivity
and consequently a dryer wall.

The monitoring data for the week including
the 31st July (Fig. 10) show the relative humidity
ranges from 39 to 88% with the ground having
been saturated the week before testing, with
humidity between 50 and 80% during the week
before. Despite rain on the day (team observations),
external in-wall humidity was lower than all the
other humidity readings. The temperature was also
cooler but the range during the week before shows
variation from 16—33°C. The effect of solar gain
raises the temperature within the wall in contrast to
the external air.

The ERT profiles recorded on the 8th
November (Fig. 12) show considerable contrast
to those of the 31st July. The interior profile (a) is
wetter than previously with a damper core, though
still maintaining a dry, high resistance patch further
up the wall. The exterior profile (b) shows a much
dryer core but is considerably wetter from the
surface to a depth of 8cm. Monitoring data from
the week around the 8th November (Fig. 10) shows
that the internal relative humidity in November had
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Figure 10. Environmental monitoring data at Odda’s Chapel for the weeks ending 31/07/2012 and 8/11/2012. See the

online version of the proceedings for a colour version.

Figure 11 and 12. Left. Interior (A) and exterior (B) ERT
at Odda’s Chapel on 31/07/2012. Right. on 8/11/2012. See
the online version of the proceedings for a colour version.
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a much smaller, yet higher range from 74 to 96%
but the ground was less than saturated. In general
however the external humidity had been ¢.82—93%
for most of the week before. Temperatures were only
moderate during the week with a range of 1 to 17°C,
the majority of that being observed in the external
wall sensors.

It is observable therefore that longer term
environmental processes are more likely to affect the
historic masonry than short term bursts. Although
it was raining on July 31st, the results from the
exterior of Odda’s chapel show high resistivity close
to the exterior wall surface, as opposed to the data
from November where it was dry on the day but
the results indicate wetter walls both internal and

Figure 13. Test wall of Blue Lias constructed at UCL with
probes attached (left), ERT result (right).
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Figure 14. Photogrammetry of the exterior of Winchester
Cathedral, the ERT study area.

external. The increased moisture in the environment
over the preceding weeks in November is likely to
account for this. The drying effect of wind on the
exterior is noticeable, whereas the interior retains
moisture constantly, despite being open.

The ERT was repeated on the small specimen
wall of weathered Blue Lias constructed at UCL.
The ERT results, with probes set 2.5mm apart,
are very different to the field tests but represent a
fully dry environment with variations apparently
being caused by the conductivity of the materials
themselves (Fig. 13).

The work done so far has indicated that ERT
can be used to monitor the water saturation of
historic masonry and it is hoped that this will become
a useful tool for conservation of historic buildings.
Kruschwitz (2007) has shown in her doctoral thesis
that salt weathering is a potent cause of rock decay
and therefore the changing salinisation needs to
be taken in to account. Intensively monitoring
resistivity together with analysis of the physical
structure, mineral and chemical content of the
materials, as well as monitoring weather conditions,
will allow for a fine-grained analysis into the
movement of ions and saturation of the walls.

Figure 15. Photogrammetry of the exterior of Odda’s
Chapel showing textured and non-textured results
alongside.

4. Photogrammetry

To complement ERT and to study the surfaces
to which it was applied, the use of photogrammetry
was included in the project. Increasingly within
archaeology photogrammetry is being used to
record buildings and produce three dimensional
models. It involves a number of photographs being
taken from a series of different angles, capturing
overlapping features of a given subject from which
a series of depth maps are produced. It is from these
depth maps and overlapping features that the model
is generated, first through a series of points and
subsequently a meshed model. Photogrammetry
was completed during investigations at Winchester
Cathedral and Odda’s Chapel, and on the specimen
walls constructed at UCL's laboratory. The
work completed by Kersten, Acevedo Pardo and
Lindstaedt (2004), Pomaska (1996) and Yilmaz et
al. (2007) provide an insight into the capturing of
photogrammetry data within the study of buildings
and their workflow system has been adopted but
slightly altered within this study.

Photogrammetry was used in this study as a
means of recording the high resolution surface detail
of the areas where the ERT probes were placed. At
both sites a series of models were completed over
time of the interior and exterior areas allowing
for a detailed recording of the surface features,
which could then be used in conjunction with the
ERT and weather monitoring systems. The use of
photogrammetry was a pragmatic decision: there
is no access to power for a laser scanner at Odda’s
chapel. However, photogrammetry has in recent
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Figure 16. Photogrammetry of the Winchester Cathedral
study area with representation of the ERT results located
on the vertical sections of the wall to show the difference
in internal and external results for a single section of
wall.

years developed greatly and the resolution it now
offers is comparable to that of laser scanning and in
some cases it offers greater resolution.

The number of photographs taken at the sites
ranged from 90 to 130, depending on the size of
the area needed to be recorded. A fixed aperture
and focal range with single focus point was used in
order to create a series of photographs that matched
and that had very little error in colour as this would
affect the end result. The images once captured were
imported into Agisoft Photoscan and processed, first
by drawing masks around the areas needed in each
photograph, and then aligning them to create a point
cloud. The point clouds were cleaned to remove any
erroneous data and were then meshed with a face
count of 800,000. These models were then scaled

Figure 17. 3D model of the Mill Avon at Tewkesbury.

by selecting relevant known measurements with a
texture added from the original photographs and
were then exported into a .obj file format. Figs 14
and 15 provide an example of the final results.

As the ERT data have accurate measurements,
images were created and attached to the scaled
photogrammetry model in their correct position as
a way to represent the moisture content within the
walls, allowing for a comparison that bridges their
relative thickness. Fig. 16 represents this with the
placement of the ERT data at Winchester Cathedral.
It highlights the wall thickness and gives an idea of
the possibilities for further work on site with wider
probe spacing to create an overlap of the two data
sets, visualising the core of the wall. Furthermore
having a complete virtual record of these walls over
time would allow for the analysis of the surface
deterioration

5. Finite Element Modelling

Drawing together all the information on
materials provides structural information that can
be both observed and measured. Finite Element
Modelling (FEM) is used in the project to model
large scale structural failure of study buildings. Mill
Bank, Tewkesbury was selected as a study case.
Southampton archaeology carried out a survey of
the river area of Tewkesbury, the Abbey Mill and

Timber (grade D40) Brick masonry Table 2 Materia! properties
Mass density (kg/m3) 800 Mass density (kg/m3) 1700 ngg’el in the finite element
Modulus of elasticity (MPa) 10800 Modulus of elasticity (MPa) 2400
Poisson’s ratio 0.2 Poisson’s ratio 0.2
Yield strength (MPa) 7.5 Cohesion (MPa) 0.5
Angle of friction (rad) 0.7
Tension cut-off coefficient (MPa) 0.1
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Figure 18. Finite Element model of Mill bank showing
the division of the model into adjoining cells.

1 Mill Bank using a Leica TCR 805 connected to
TheoLt which allows the visualisation of the data
in AutoCAD during the survey. A 3D model of the
study buildings and the surrounding context was
created, with the water level recorded both up and
down stream of the mill.

Separate models of each building were made
in AutoCAD, together with an overall model of the
riverbank area (Fig. 17). The CAD drawing of 1 Mill
Bank was converted by UCL into a FEM model (Fig.
18) in Autodesk Simulation, which is one of the most
commonly used commercially available software for
the structural analysis of historical constructions
(e.g. Croci et al. 2010, 779; Paganoni and D’Ayala
2010, 834; Sepe, Speranza and Viskovic 2008,
411; Tsai and D’Ayala 2011, 711). The purpose of
the FEM model was to consider the strength of the
structure of the building, and how it would respond
to any weakness caused by flooding and worsening
weather in the future. The software divides the
model into cells which can act against each other
and deflect according to the modelled pressures
applied. In addition to the geometrical features,
the nonlinearity of material properties were also
attempted to be reflected as closely as possible. To
this end, the timber frame skeleton was modelled
by using Von Mises plasticity option with isotropic
hardening, while Drucker Prager yield criterion

Figure 19. lllustration of hydrostatic Loading diminishing
with height against the front elevation.

was used for the brick masonry infill. The input
parameters used for material properties are shown
in Table 2.

The compressive strength values of brick and
mortar were determined by laboratory tests as 19.5
and 0.6 MPa, respectively. The tensile strength value
used for the evaluation of the results was derived
based as follows:

fk =K . 07 fmo'3 , where

f.- compressive strength of masonry (MPa)

f: compressive strength of brick (MPa)

f - compressive strength of mortar (MPa)

K: constant (assumed to be 0.35 — an average of the

values given by Eurocode 6) (Eurocode 6 2012, 32)
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principal

Figure 21.
Resulting
maximum

stress graph.

Figure 22. Gap formation between timber elements on
the side facades. See the online version of the proceedings
for a colour version.
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Figure 20.
Resulting
displacement
graph.

Therefore, the compressive strength of the
masonry (fk) is 2.4 MPa, and the tensile strength can
be assumed to be 1/10 of the compressive strength
(i.e. Hayen, Van Balen and Van Gemert 2004, 396),
which is equal to 0.24 MPa.

The preliminary analyses were carried out by
using ‘Mechanical Event Simulation’ analysis type.
In addition to first floor live load and roof load
equal to 1.5 kN/m2and 2.0 kN/m, respectively, the
model was also hydrostatically loaded to simulate
flooding for the full height of the ground floor
(approximately 3.3m) at the front facade (Fig. 19).
In order to identify the damage mechanisms, the
contact surfaces between timber frame and masonry
infill were defined as partially bonded on the front
and side facades of the ground floor, while the other
contact surfaces were accepted to be bonded to
decrease computation time.

The results show the brick infill on the frames
which are loaded in the out-of-plane direction tends
to bend under hydrostatic loading (Fig. 20) and
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cracks due to excessive tensile stress formations
(Fig. 21). In addition to this, gap formation between
timber framing and brick infill was also successfully
simulated (Fig. 22). Although these gaps are very
thin (in the range of 1/50 of a millimetre) the
cumulative effect of these openings should be
further investigated.

These preliminary analyses clearly show
that the separation between timber framing and
masonry infill can be simulated by using such an
approach, and that this can be used to understand
the structural problems of heritage buildings in the
future. For a more robust and reliable quantification
future modelling work will include:

e More realistic contact definitions: The contact
definition should reflect weak mortar bonding
between timber frame and brick masonry infill,
and the static and dynamic friction between
these surfaces when the mortar fails.

» Effect of windows and doors: Although windows
and doors are not load-bearing elements, they
should still contribute to a more homogeneous
distribution of hydrostatic loading at the facade.

e Actual boundary conditions: The Mill Bank
building is part of a terrace, i.e. is adjacent to
other structures at both sides.

e« Worst case flooding scenarios: The future
projections indicate the highest water height
would be around 4 metres (Smith et al. 2013).

6. Conclusions

The Parnassus Project has achieved the goals
of the Science and Heritage Project in the successful
collaboration of the participants from separate
disciplines. UCL and Southampton have worked
together in four different areas: laboratory work
specimens, ERT, Photogrammetry and FEM, each
supported by the more traditional historical or
archaeological background of the study buildings.
Data sets were gathered by mixed teams with analysis
being divided by specialisms and work is continuing
with further collaboration on thin sectioning brick,
mortar samples and coring work at Bodiam Castle.

The strength of the Parnassus Project has
been in its interdisciplinary nature. Engineers have
used archaeological knowledge and techniques in
studying the preservation of the fabric of heritage
buildings and to look to their long term future
survival. Archaeology, in counterpart, has used
engineering techniques for analysing the original
construction of these heritage buildings. Together,
valuable information has been acquired on the
mechanisms that lead to past, present and future
damage of historic buildings and archaeological
sites. Beyond the collaboration lies the improved
future of heritage buildings, particularly with
an enhanced understanding of the behaviour of
humidity both in the cores of walls, and on the more
vulnerable external faces. While this paper only
gives an overview of work carried out by the team,
it does demonstrate the potential for further future
partnerships.
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Abstract:

The paper will examine the use of RTI and photogrammetry of the British Museum’s Hoa Hakananai'a
Easter Island statue. The paper will focus on the acquisition and processing of the data and highlight
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1. Introduction

Hoa Hakananai'a, in the care of the British
Museum in London since it was delivered there in
1869, is one of the best known and most admired
individual Easter Island statues. Throughout the
19th and 20th centuries, apart from brief periods
when it was taken into safety during the Second
World War, it was on public display with its back
against a wall, first partially outdoors under the
front atrium of the British Museum, and later inside
the museum’s former ethnology galleries at the
Museum of Mankind in Burlington Gardens.

With the opening of the British Museum’s
Great Court development in 2000, Hoa Hakananai'a
returned to Bloomsbury, raised on a high display
base. For the first time it was possible for the public
to walk around the statue and view its entirety in
good light, initially in the Great Court itself and then
at its present site close by in the Wellcome Gallery.

A surprisingly large number of lectures,
reports, logs and albums were made at the time
by members of HMS Topaze's crew about their
experiences on Easter Island and their discovery and
removal of Hoa Hakananai’a. Several of these were
published, such as Palmer (1870), and manuscript
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material survives around the world in various
archives. The statue has been well represented
in popular culture, inspiring poets and artists,
featuring on a British postage stamp in 2003 and
appearing in museum Director Neil MacGregor’s list
of the 100 objects with which he told the history of
the world on BBC radio (MacGregor 2011, 449-55).
It is popular with visitors, who pose in front of it to
be photographed.

Yet, until recently such public interest faced
near indifference from the academic community.
The first published study devoted to the statue
since the 19th century of which we are aware, was
conducted barely 20 years ago by Jo Anne Van
Tilburg (1992). Since then she has revised and
expanded this report (2006), written a guidebook
(2004) and commissioned a laser scan of the carving
(2007; Van Tilburg and Pakarati 2012).

Van Tilburg's work provides a useful record of
the statue’s historical associations and its journey
from Rapa Nui to England. She is less concerned
with Hoa Hakananai’a’s archaeology; at the time
of writing, her laser study remains unavailable
(see below). Most recently, Horley and Lee (2008)
and Davletshin (2012) have published interesting
analyses of the statue’s petroglyphs based on
study of the carvings and photographs. We felt
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that examination using modern digital technology
would reveal new insights into Hoa Hakananai'a.
Importantly, it would also allow the creation of
imagery that would expand opportunities for others
around the world to study and appreciate the
statue’s details.

2. History of the Statue

Hoa Hakananai'a’s overall form is considered
typical when compared to other Easter Island
statues (Flenley and Bahn 2003, 178; Van Tilburg
2004, 45-7). Its features — heavy brow, blocky face,
prominent nipples, arms down the sides with hands
reaching towards the stomach, long stylised ears
and a ‘girdle’ across the lower back — all fall within
the range of details seen across Easter Island.

Considered among the thousand statues
recorded on the island, however, Hoa Hakananai'a
is otherwise unusual. In 1868 it was found not at the
common locations, standing at and around the main
statue quarry at Rano Raraku, or fallen from coastal
platforms where they once stood in groups, but on
its own, high above a sea cliff, half-buried inside a
stone-roofed house and — unlike any other recorded,
identifiable large statue beyond the Rano Raraku
quarries standing upright without restoration (Van
Tilburg 2006).

The statue itself is also distinctive. It is one of
only fifteen or so known to have been carved from
grey flow lava; most are of softer, yellow-brown
Rano Raraku tuff. For a fully formed, traditional
large statue, at around 2.5m high it is relatively
small. While no full analysis of the island’s statues
has been published, observers agree that typical
examples found away from the quarries (where some
specimens are significantly larger still) are around
3.5—-6m high (Flenley and Bahn 2003, 104—6; Van
Tilburg 1994, 22—-23).

Of particular interest are the petroglyphs on
Hoa Hakananai'a’s back, unmatched on any other
statue. There is general agreement that these were
added at a later date to a finished figure (Van Tilburg
2006). They clearly relate to an extraordinary
complex of petroglyphs carved on the native rock
at the location where the statue stood before its
removal, around a group of stone ‘houses’ known as
‘Orongo village' (Lee 1992; Horley and Lee 2009).

Notably featuring symbols of female genitalia and
bird designs with human attributes, these have been
linked, like the stone houses, to the island’s unique,
historically recorded ‘birdman cult’, traditionally
assumed to have succeeded a cult linked to the
statues (Horley and Lee 2009; Lee 1992). There
has been no scientific excavation at the house that
enclosed the statue, the best description being that
of Katherine Routledge (1920, 435—438).

While highly visible, the carvings on Hoa
Hakananai'a are not easy to study in its gallery
setting. Current lighting, as is to be expected, is fixed,
and determined by a desire to convey atmosphere as
much as clarity. Wear and damage appear to have
eroded parts, though it is sometimes difficult to
distinguish damage from original carving, perhaps
accounting for some of the recent disagreements
about how the petroglyphs should be read as seen
in the papers completed by Davletshin (2012) and
Van Tilburg and Pakarati (2012). Most observers
have seen two large birdmen on the back (Van
Tilburg 1992), but Horley and Lee (2008, 112—14)
suggest a complex reading, with at least two phases,
including as many as four possible birdmen. Near
the top of the head, above the birdmen, Horley and
Lee (2008) have no doubts that female genitalia are
represented, while Van Tilburg (2006, 38) sees a
range of possible interpretations. Some areas of the
carvings seemed to defy analysis completely. Such
issues, impossible to resolve with evidence available
when we began this study, hindered interpretation of
the meanings of the carvings and Hoa Hakananai’a.

3. Methods Used

The statue as it stands is currently in one of the
busiest atria of the British museum and access to it is
restricted by the sheer number of tourists that visit.
It was necessary then to gain access to the museum
after it had closed to enable us to investigate and
record the statue in detail. With access being limited
and the problems associated with viewing lower
resolution photographs, it was agreed that a virtual
model, at a high resolution, needed to be created in
order to analyse the statue and create a record that
could be viewed in detail away from the museum.
Many discussions took place as to how this would
be completed with laser scanning, photogrammetry,
structured light and Reflectance Transformation
Imaging all being suggested. Each of these methods
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Figure 1. Hoa Hakananai’a in its current position in the
Wellcome Gallery (Photo: Hembo Pagi).

allows for the statue to be recorded in a specific
way with all having limitations and benefits within
the capturing and resolution of the final model.
Importantly, Van Tilburg (2007) recorded the statue
using a Z+F UK laser scanner in 2007. The work is
not currently publicly available and in order not to
replicate existing data capture, albeit with a higher
resolution than the Z+F UK offers, it was decided
that it would be inappropriate to use a laser scanner
for this current study.

In addition to Van Tilburg's prior use laser
scanning was also considered impractical given the
time and access constraints. This impractically is
in part due to the area surrounding the statue, as it
limits the space available with which a laser scanner
can be used. The statue (Fig. 1) currently sits on a
platform which is about a meter in height and thus
a scaffolding unit would be needed to accurately
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record the statue fully. This in itself provides a
logistical problem in terms of capturing due to the
positioning that the scanner would have to take. It
could have been placed on a scaffolding unit and
moved around, but generally scaffolding units,
through their stability, would be hard to move and
would in many cases cause gaps in the data due to
the field of view. This impractically is also related to
the positioning of the necessary targets with which
the scan data would be stitched by. The targets
would have to be placed in a position away from
the statue, as the surface was not to be touched,
thus creating larger scan areas which would in turn
increase the file and point size of the model. This
too would increase the time taken to record the
statue, as the scanner would have to be set up to
record the same resolution throughout a 360 degree
view, rather than the specific angle with which the
statue would be in in relation to the scan position.
This field of view is also important in terms of the
differing heights at which the scanner would have to
be placed, as most scanners offer a limited vertical
angle from which they can scan.

Structured light scanning was also considered.
Papers by Stumpfel et al. (2003) and Akca et al.
(2006) suggest that this method could be employed
on objects of similar size to Hoa Hakananai'ain order
to produce a high resolution model comparable
to laser scanning. However, this method suffers
from the same problems in terms of positioning
and movement around the statue. Structured light
works by the recording of a patterned sequence
over the object and depending on the system used,
offers a resolution of microns. To get this level of
detail the statue would have to be recorded several
times at very small increments, in the same way
that a triangulation laser scanner works, through
the stitching of multiple scans through overlapping
features. Again the time available on site made this
impossible. This left two options, photogrammetry
and Reflectance Transformation Imaging. It was
decided that these two methods would be used in
conjunction with one another to record the statue.

Photogrammetry is the process by which
a series of photographs are taken from differing
positions which are then used to create a virtual
model. The process works by creating a series
of photographs that overlap themselves, these
overlapping features are then matched, stitching the
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photographstogether; depthmapsare then produced
from these photographs which are then transformed
into a point cloud which is then processed to create a
meshed model which is explained in detail in White’s
(2013) work. The necessary number of photographic
captures and range of locations is dependent on the
object. Crucially, there is a need to capture enough
overlapping features, from a suitable angle, to
enable the software to produce a sufficiently high
resolution model.

Photogrammetric capture, even for complex
objects, is a quick process. It also makes use of
portable equipment and as such allowed capturing
of areas via a scaffolding tower that would have been
difficult to produce by other means. The photographs
were taken from one angle and the scaffolding could
then be moved to another position within the space
of a few minutes, rather than the time associated
with other methods, creating a complete capture in
less than five hours. The use of photogrammetry in
this case was also supported by the work by Heinz
(2002), loannidis and Tsakiri (2003) and Jazayeri
et al. (2010), who deal with artefacts of comparable
size and detail.

The second method used was Reflectance
Transformation Imaging (RTI), a simple technique
that offers the analysis of subtle changes of surface
morphology. The technology behind it has been
discussed at length in a number of papers such as
Malzbender etal. (2001) and Mudge etal. (2006), but
essentially the technique works under the principle
that any sampled pixel on a surface illuminated
at varying angles has different luminance values.
By capturing a series of photographs from a fixed
position with changing incident light direction
RTI algorithms such as Polynomial Texture Maps
(PTM) are able to represent the view from an
arbitrary position. The technique has the ability
to be used on any sized object from a microscopic
level (Earl et al. 2011) to objects that are larger in
size (Dellepiane et al. 2006). The short RTI capture
time, similar equipment and capture requirements,
and the subtle nature of many of the surface details
made this method appropriate for the study of Hoa
Hakananai'a. The combination of photogrammetry
and Reflectance Transformation Imaging was seen
to provide a sufficient breadth of data to address the
study’s key questions.

Figure 2. Photogrammetry capture using scaffolding
(Photo: Mike Pitts).

4. Capturing and Processing

Having discussed the reasoning why
photogrammetry and Reflectance Transformation
Imaging were used within this investigation, the
following section describes the workflow associated
with each method.

4.1 Photogrammetry

The photogrammetry survey was completed
using a Nikon D3X (Nikon 2013a) and a Nikon
D7000 (Nikon 2013b). A series of photographs was
taken by both sets of cameras creating enough data
that could then be used to produce a virtual model.
In total over five hundred photographs were taken
throughout the recording of the statue. The large
sample was in part a consequence of the limited
time available with sufficient access, and designed
to minimise the chance of significant gaps in the
coverage. The D7000 was used at ground level to
capture enough overall photographs of the statue
and was further employed to capture close up detail
of the petroglyphs, again from the ground. The
D3X was used in conjunction with the scaffolding
unit provided by the British Museum and a series
of photographs were taken at three specific height
levels to create a number of different views (Fig. 2).
After each series of photographs were taken, the
scaffolding unit was then moved and the process
was repeated. Each camera was set at the same
focal length and aperture and a single focus point
was used on the cameras to create an even spread of
similar focused images.
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Figure 4. Photogrammetry masking within AgiSoft
Photoscan (Photo: James Miles).

Figure 3. Photogrammetry model highlighting poor mesh
results (Photo: James Miles).

With over five hundred images recorded the
next stage within the production of the model was
to select relevant images that would then be used. In
the initial test processing, the majority of the images
were used, using up four hundred and fifty hours
of processing time. The resulting model produced
was poor with a number of errors in the mesh (Fig.
3), largely as a consequence of the varying surface
illumination as fixed spotlights were used by the
museum to illuminate the statue, introducing
significant shadowing of some areas and highlights
in others. In the second stage a subset of the capture
datasets was defined that contained one hundred
and fifty images with little or no self-shadowing
and with manually defined masks (Fig. 4). This
masking capability offered by Agisoft PhotoScan
(2013) enables the software to specifically focus on
certain sections of the photographs used, reducing
the time spent on computing the point and mesh
data and on generating erroneous points. The
masked photographs were then processed and
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Figure 5. Photogrammetry camera position and points
within AgiSoft Photoscan (Photo: James Miles).

aligned at a high accuracy setting in order to create
the necessary point cloud, which can be seen in Fig.
5. The processed point cloud within the software
can also be used to identify the varying camera
positions, which in turn highlights the possible
need to use more images if a certain angle was not
covered enough through the initial alignment of
photographs.

Once the point cloud was successfully
produced it was then tidied to remove any remaining
outliers. The model was then meshed, again using a
high accuracy setting, to produce the specified six
hundred thousand faces. Following further cleaning
the model was then textured using the images used
within the processing.

The time taken to produce this model was less
than two days and was produced using two different
resolution images (24.4mpx and 16.2mpx) through
the combination of the two different cameras needed



Photogrammetry and RTI Survey of Hoa Hakananai'a Easter Island Statue
James Miles et al.

Figure 6. Photogrammetry scaling tool within AgiSoft
Photoscan (Photo: James Miles).

within the capturing due to the time constrains
discussed previously. It was initially thought that
the combination of two different resolution images
would affect the end model through the variation
of pixel resolution in the overlapping images and
create errors in the data, as the software relies on
the features at a pixel level being similar and with
multiple resolution images this may not have been
the case. Nonetheless it has been proved that this,
through the correct selection of images, can be
result in a model that is accurate and desirable. The
model was then scaled using measurements taken
from the statue’s platform, by selecting relevant
points in the images (Fig. 6) and defining the length
between them (Fig. 7). With the model being scaled
and textured correctly it was then exported as a .obj
file which could then be used in MeshLab (2013) for
analysis.

4.2 Reflectance Transformation Imaging (RTI)

The capturing of the  Reflectance
Transformation Imaging data was completed
using the Nikon D3x (2013a) used within the
photogrammetry survey. One capture was produced
on the front of the stomach area and four on the back
of Hoa Hakananai'a. The front RTI was stimulated
by Davletshin’s (2012) research which proposed a
birdman on the front, now invisible to the naked eye.
The complex back surface of Hoa Hakananai’a has
been interpreted in a number of different ways. In
order to provide sufficiently detailed light direction
and pixels coverage the back was split into four
overlapping regions. The capturing was completed
by using the scaffolding unit provided, allowing for
precise positioning of the camera in line with areas
of interest. Images were taken via a wireless trigger

Figure 7. Defining measurement between two selected
points to scale the photogrammetry model in AgiSoft
Photoscan (Photo: James Miles).

that connected the camera and the light source, in
this case a Nikon SB—910 speedlight (Nikon 2013c)
as seen in Fig. 8. Using a wireless trigger minimised
the risk of camera movement. Each dataset varied
in the number of photographs taken but in general
ranged from 57 to 87 images. These were then
processed using the RTI builder open source
software (2013). This uses the highlight visible on a
spherical black shiny ball included in each image to

Figure 8. RTI capture of the Hoa Hakananai’a statue
(Photo: Mike Pitts).
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Figure 9. Photogrammetry model on the left and RTI
dataset on the right highlighting the tapering base of the
statue (Photo: James Miles).

Figure 10. Photogrammetry model on the left and RTI
dataset on the right highlighting the two komari on the
top of the statue’s head (Photo: James Miles).

Figure 11. Photogrammetry model on the left and RTI
dataset on the right highlighting the rounded beak of the
right birdman (Photo: James Miles).

define incident light direction. This in turn is used to
process the images via PTM, with the outputs then
displayed in the RTI viewer.
5. Results

Through the combination of photogrammetry
and RTI, we were able to throw new light on a
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Figure 12. Photogrammetry model of the hatchling above
the two birdmen (Photo: James Miles).

number of features. Our research continues, and will
be described in detail in appropriate archaeological
journals. Significant insights include the likelihood
that the statue was not made to stand on a platform
before being moved to the site where it was found in
1868, as has often been suggested. Instead it appears
to have an original tapering base (Fig. 9).

A further insight from our work is that the
carvings on the back at the top of the head resolve
clearly into two komari, the schematic island
designs for female genitalia, carved before the
other petroglyphs (Fig. 10). The later engravings
all appear to be contemporary. We propose
that they constitute a single composition that
narrates the island’s unique birdman ceremony
as recorded in the 19th and early 20th centuries,
an interpretation unexpectedly supported by an
overlooked photograph of the statue taken in Chile
in 1868 (Pitts in press). Our new imagery shows a
rounded beak on the right birdman, in contrast to
all previous modern depictions as pointed (Fig. 11).
This can be read as a sign of female gender (Horley
and Lee 2012, 9), with the corollary that the other
birdman is male; the male figure on the left and the
female on the right are matched on either side by
traditional male and female island symbols. The
small bird between and above the two large figures
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Figure 13. Photogrammetry model on the left and RTI
dataset on the right highlighting the front of the statue
showing damage and evidence of fingers (Photo: James
Miles).

can then be interpreted as a hatchling (Pitts et al. in
press) (Fig. 12).

Onthe front of the statue, we found no evidence
to support the recent interpretation of elusive
grooves as an overlooked birdman (Davletshin
2012). Instead the imaging results suggest that they
are recent damage (Fig. 13). Also on the front we
can see faint indications of fingers around the navel,
which may have formerly been more prominent, but
were later removed (Fig. 13). Hard to see by visual
inspection in the museum, the statue’s buttocks
emerge prominently within the data (Fig. 14).

Another key part of this investigation was
the combination of these two methods and how
the datasets could be used in conjunction with
one another. The results gained provided a fuller
understanding of the statue and the meaning
behind the petroglyphs, but it was decided that
more could be done within the analysis of the
statue. Photogrammetry produces a virtual model
from which a texture is added based on the images
taken and RTI produces a dataset where images
can be saved based on the identification of surface
detail. As the texture for the virtual model is an
image it was logical to add the RTI datasets to the
model directly to strengthen our analysis, in order
to create a direct comparison within the model to
detect surfaces details that were at first ambiguous.
This was completed through the use of 3DReshaper
(2013), as it allowed the RTI images to be digitally
placed onto the photogrammetry model (Fig. 15).
This provided an amalgamation of the raw data that
could be altered depending on the area required for
closer examination. Multiple images of different

Figure 14. Photogrammetry model on the left and RTI
dataset on the right highlighting the statue’s buttocks
(Photo: James Miles).

angled light positions were used within this process
to allow for multiple textures, thus creating a system
for analysis without having to compare the datasets
separately. Further to this, the combination of this
data allows the public, who may not understand the
necessary software, to view the data as a complete
representation rather than as separate parts.
Additionally it allows future researchers, who may
not have access to the statue, to have available
better images from which they can base their own
understanding. Likewise colour was added to the
statue (Fig. 16) to depict the areas that were found

Figure 15. Combination of a RTI dataset on the
photogrammetry model of the statue (Photo: James
Miles).
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Figure 16. Colour added to the photogrammetry model
identifying the areas discussed (Photo: James Miles).

to be of importance and again can be used by future
researchers and public to understand the reasoning
behind the found results.

6. Public Dissemination

Public dissemination was a significant
component of the research. As the work completed
was purely digital it meant that the photogrammetry
model and the RTI datasets could be placed online
and viewed in the same or similar ways to those
employed within the analysis. The photogrammetry
model was uploaded to a website called Grabcad
(2013) in a heavily decimated format. This allows
users the ability to move and control the model in a
virtual environment. Through this viewer the model
can be embedded within any website, including that
of the British Museum, which in turn allows for
the public to view the statue from more angles and
more closely than they are allowed to in the gallery.
Measurements and sections can also be drawn
within the viewer.

Virtual access to the RTI datasets is currently
less well supported, although a wordpress plugin,
created by author Hembo Pagi (2012) and based
on the Material Objects (2013) viewer was used.
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This plugin again allows for the embedding of these
datasets within any website, but is restricted by
the java content enabled on the computers which
are used to view them. As a consequence certain
screenshot images have also been included online
(Miles 2013) where users have the ability to go
from a normal photograph to that of an RTI (more
RTI examples presented this way are available at
University of Southampton 2014). This technique
then allows for a more limited view of the data but
at a high resolution and with varying lighting and
filters. In work currently underway funded by the
AHRC we are producing a new open source viewer
that will resolve all current issues around web
distribution of RTI data, bringing Hoa Hakananai'a
not only more fully to desktop computers but also
to laptops and smartphones, and in a form that will
enable sharing of interpretations.

Since we started to make the project datasets
public, along with an article published in British
Archaeology magazine (Pitts et al. 2013), a number
of questions regarding the work and the meaning
of the petroglyphs have been received. The online
distribution has led to future collaborations focused
on the data and on Hoa Hakananai'a in general.
We also hope to undertake future work on other
Easter Island statues as a development of our trial
methodology.

Despite the digital outputs of this work the
need to see and touch the statue in person remains
powerful. However, access will continue to be
difficult. The proliferation of affordable, high quality
3D printing equipment is thus increasingly relevant.
Work completed by Allard et al. (2005) provides an
insight into the production of a 3D print of a museum
object that is too fragile to be touched, offering a
realistic representation that can be reproduced
many times over. Likewise the work completed by
Celani et al. (2009) highlights the potential that 3D
printing has within museum sculptures following
a similar method of data collection as used within
this study. There are no technological impediments
to sharing the Hoa Hakananai’'a in its digital form
online in order that it could be 3D printed by those
who wish to study the object without the digital
mediation of the computer. The high resolution three
dimensional model that is available would support
high quality, textured and coloured 3D prints. The
sharing of these data and the production of replicas
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remains a complex issue however and one that we
and our partners will continue to evaluate.

7. Conclusions

The work completed highlights the benefits
of combining photogrammetry and RTI within one
research project. The points outlined above provide
new insights into Hoa Hakananai’a and to modes of
capturing and representing such artefacts. The work
completed has demonstrated that multi-resolution
images can be used to produce a highly accurate
photogrammetric model. It likewise demonstrated
the ability to combine two different datasets within
one. The paper has focussed on the technological
impact that the study has had within the
understanding of Hoa Hakananai’a and it provides
a basis from which further work can be continued,
both in the British Museum and elsewhere.
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Abstract:

The paper presents some methodological considerations collected in the framework of the EU-funded project
“Radio-Past” (2009 — 2013). The core aim of this project was to develop well integrated non-destructive
approaches for understanding, interpreting and visualising new and old research results on large and
complex abandoned archaeological sites. As coordinators of this successful collaboration we address here
issues of integration between remote sensing operations, geophysical and geo-archaeological survey,
surface collection and “ground truthing”. This is illustrated with some results from case studies within the
project, where approaches have been tuned according to diverse ecological and cultural scenarios. These
sites, considered as “open labs” for the experimentation and development of new strategies, allowed also
the creation of innovative VR (Virtual Reality) reconstructions whose potential and limits can now be
probed. The methodological suggestions presented here can be considered as good practice and will be of

use in future archaeological projects integrating wide-scale survey and digital reconstructions.

Keywords:

Archaeological Survey, Geophysical Prospection, Methodological Guidelines, VR Reconstruction

1. Introduction

In this paper we present the research
experience gained within the framework of the EU-
funded project “Radiography of the Past” (Radio-
Past) whose main objective was to develop integrated
non-destructive approaches for understanding
complex and large archaeological sites, which today
are located in agricultural territories. This project
(Corsiand Vermeulen 2012, 3; van Roode et al. 2012)
has in the course of the last four years (2009 — 2013)
seen the collaboration of seven European teams from
the academic and the commercial world. They are
the archaeological departments of the universities of
Evora (P), Ghent (B) and Ljubljana (SI), the British
school at Rome (UK) and the small enterprises
7Reasons (A), Eastern Atlas (D) and Past2Present
(NL). In the framework of this and some other
national and international associated projects,
researchers coming from very different fields
(archaeology, geophysics, geology, geomorphology,
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ICT, virtual reality imaging, cultural heritage
management, chemistry, archaeometry, etc.) have
collaborated in producing a “radiography” of what is
still buried under ground on a number of large and
complex archaeological sites. Beside completing
new and exciting archaeological fieldwork in several
European countries, the project has created also
a good forum for reflection on methodologies for
data integration, interpretation, visualisation and
valorisation of large sets of archaeological records
from complex sites. The main activity carried out
by this consortium of researchers with different
backgrounds was the setting up of several “open
laboratories”. They are a series of complex and
large archaeological sites spread over continental
and especially Mediterranean Europe. Although
situated in the most diverse landscapes they are
all deserted multi-period classical towns where old
and new fieldwork could be integrated and used for
advancing methodological approaches. They include
the abandoned Roman towns sites of Ammaia (P)
and Mariana (F), a series of classical town sites in
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the middle Adriatic Potenza valley (I) and central
Boeotia (G), the complex Roman imperial urban
port site at Ostia-Portus (I) and the Roman town of
Carnuntum on the Danube (A).

In most of these large sites, with an ancient
urban character and a long settlement history,
the Radio-Past team integrated different types of
research methodologies such as remote sensing,
geophysical survey, geomatics, geo-archaeological
survey, surface artefact collection and “ground
truthing”. Combining available old survey data
with results from new and (often) total coverage
prospections allowed the research team to establish
a scheme for “good practice in archaeological
diagnostics”, which promotes the application of all
these different approaches as much and as fully as
possible. Consequently, it is of essence to create
workflows when one starts to tackle large sites with
such a battery of non-invasive operations. A single
and unique workflow for fieldwork, to be applied to
all types of sites, is not an option nor a goal, as each
site offers its own unique possibilities for fieldwork.
Yet, it is good to have a specific sequence of possible
operations in mind when a large scale project is
being developed.

Among the objectives of the project Radio-
Past is the definition of guidelines for good practice
in archaeological diagnostics. We achieved this
ambitious goal by including not only the researchers
of the project but also internationally renowned
experts who substantially contributed to the success
of the project. They participated in all the events and
training initiatives organised in the last four years
(Corsi, SlapSak and Vermeulen 2013).

We will illustrate most of the methodological
insights presented here by way of the very recent
results from fieldwork on these sites. Especially
the common field operations by the whole Radio-
Past team on the abandoned Roman town site of
Ammaia in Portugal served as real field laboratories
(Corsi and Vermeulen 2012). One important aspect
needs however to be stressed: all archaeological
sites studied in the project were known to different
degrees before we started our research program and
all had seen some fieldwork before. In most cases,
however, these were poorly documented traditional
excavations giving insight in only a few “windows” of
the whole site. In other cases, such as at Carnuntum,

in Ostia/Portus and on some deserted town sites in
Boeotia (Tanagra, Thespiae, etc.), there was already
a long tradition of intensive survey approaches
before the start of Radio-Past, as we can see in most
projects of so-called “urban survey” in action today
(Johnson and Millett 2012; Vermeulen et al. 2012).

2. Desktop Research

This availability of existing research data,
often called legacy data, requires us to stress one
point in particular. The need for taking good care of
all existing documentation, in whichever language
and form it has been produced, is quintessential for
any archaeological project involving new fieldwork
and surveys. This means including an obvious
intensive phase of “desktop”-research, preferably
at the very beginning of data collection. However,
as nowadays we are too often confronted with so-
called “exceptional” discoveries through ever more
sophisticated geophysics or remote sensing, the
urge to see what is already available from earlier
observations, pieced together long before by former,
more traditional research achieved with much less
expensive investments of time and resources, and
the need for such screening and insertion of legacy
data, must not be taken lightly.

Contemporary remote sensing and
geophysical surveys demonstrate increasingly
refined technological approaches and more reliable
results, and the speed of data acquisition and
analysis is achieving unprecedented quality and
unparalleled resolution. Yet, it is also true that
research methodologies cannot be inspired only by
the objectives of “maximisation of data collection
across as broad an area as possible” (Millett 2012,
26), and that historical criticism and the distinction
between data acquisition and the elaboration of new
knowledge have to always be kept in mind.

We believe that historical cartography is a
distinct field where huge amounts of data can now
be collected and well integrated with new survey
approaches by means of GIS processing. Several
examples of this kind were well tested recently.
One comes from the lower Potenza Valley in Italy
(Corsi, De Dapper and Vermeulen 2009). Here,
the integrated elaboration of the mid-nineteenth
century cadastre and historical aerial photography
has made it possible to reconstruct several phases
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Figure 1. The use within GIS of digitised cartographic
data from 19th century cadastral maps and historical
aerial photography (RAF, 1945) allowed the partial
reconstruction of systems of Roman land division near the
colony of Potentia in central-Adriatic Italy (elaboration
C. Corsi).

of Roman land division, only partially known from
earlier research (Fig. 1).

On-going intensive surveys carried out here
by a team from Ghent University, especially in and
around the Roman colony of Potentia, at the mouth
of the river, gives some insights into the complexity
of the archaeological landscape between circa 200
B.C.and A.D. 600. The interdisciplinary approaches
used here includes low altitude aerial photography,
systematic archaeological field walking, artefact
studies, re-examination of excavated evidence,
detailed geomorphologic field mapping, geophysical
surveys and detailed topographic mapping. Thanks
especially to oblique and vertical aerial photography,
geomorphologic fieldwork and coring it is now
possible to reconstruct a complete sequence of the
important changes that have affected the river bed
during the last two millennia, including its impact
on the Roman town during and after its lifespan.
Newly found archival documents of the 18th and
19th centuries can now shed light on the exact
chronology of the river bed'’s shifts, providing detail
on the events of the last centuries when human
interference was much more consistent, as several
artificial channels were dug to divert the river bed
north of the old settlement. The georeferencing of
these cadastre mapsin the Geographical Information
System (GIS) of the survey-project now offers
the possibility of dating several palaeo-channels
detected in the aerial imagery, along with the help
of intensive and integrated geomorphologic surveys.
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Figure 2. A high resolution DTM obtained by way
of DGPS measurements on the Roman town-site of
Ammaia (Portugal) was crucial for the mapping and
interpretation of geophysics data (elaboration E. Paliou
and V. Mayoral).

Comparable work was done recently on another
Radio-Past test site, in Mariana in Corsica (Corsi,
Roblin-Jouve and Vermeulen 2009). Both examples
underscore that intensive use of historical aerial
photography and cartography in addition to such
contemporary methods as large scale geophysics
can show the unexpected complexity of sites and
their wider landscape background.

3. Geomatics and Geo-archaeology

Special attention must be given to a series of
geomatic surveys from the onset of most projects on
abandoned sites. They are among the field operations
we judge to be crucial inalmost all projects with large
scale non-invasive field operations. The importance
of a high-resolution Digital Terrain Model (DTM)
of the investigated area cannot be overemphasised.
One is needed to not only contextualise better the
underground features detected by geophysical
surveys, but also to better understand the
“phenomenology” of complex sites and landscapes.
The DTM is needed to support volumetric and 3D
reconstructions, and to allow spatial analysis with a
full understanding of post-depositional processes.
DTMs can also play a role when studying the
effects of processes affecting the representativeness
and conservation of the archaeological record. A
powerful way to explore the temporal dimension can
be the evaluation of different models derived from
photogrammetric restitutions of historical flights.
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Certain mathematical procedures can be used to
estimate topographical changes quantitatively.
These results may be very useful to assess the
reliability of the results of surface surveys and the
preservation of archaeological deposits (Martinez
del Pozo and Mayoral Herrera 2013, 5-6).

In our project we experimented with
traditional topographic surveys using total stations,
as well as with higher resolution differential global
positioning systems (DGPS) to build terrain models

(Fig. 2).

We also found that when historical vertical
aerial photographs and the know-how to use them
are available, the production of photogrammetric
DTM's is even of higher value. Of course, the latest
developments in lidar technologies offer new
potential for refined DTMs, but these data are not yet
available in many European countries (especially in
Southern Europe) and commercial high resolution
lidar is still a costly enterprise (Doneus et al. 2007).
Experiments with low altitude and flexible data
collection of surface relief at high resolution using
lasers and aerial photography may be the future,
as some of our teamwork in Portugal and Italy has
proven (Verhoeven et al. 2009; 2012).0f the same
order of importance, but still somewhat undervalued
in many field projects, is the insertion of a series
of geo-archaeological field operations. Coring,
landscape evaluations, erosion modelling of certain
sites and their landscape background, and other
techniques can all be of use and need most of all to
be inserted well in the whole program and strategy
of field operations, enabling a constant dialogue
between the geo-scientists and archaeologists in the
field. The need for geo-archaeological approaches
is relevant if we want to deal with the sometimes
high stratigraphic complexity of the surveyed sites
and the dynamic landscapes they are part of. In-
site geo-archaeological analysis first and foremost
focuses on the genesis of the archaeological sites,
that is the formation processes on the scale of
the sites themselves, and on the factors leading
to the fossilisation, preservation or reworking of
the archaeological remains (Rapp and Hill 1998).
Such approaches are thus complementary to the
purely archaeological, traditional stratigraphic
approach. They allow to establish the origin of
the archaeological sediments and their evolution
by highlighting linkages with anthropogenic and

Figure 3. Ortho-rectification procedures on new oblique
aerial photographs allowed the mapping of most of
the Roman street and building infrastructure of the
abandoned Italian urban site of Trea (elaboration G.
Verhoeven and F. Vermeulen).

bio-pedological processes as well as geological
depositional (sedimentary) and/or post-depositional
factors (Vermeulen and De Dapper 2000).

4. Remote Sensing and Geophysics

Today, the major developments in non-
invasive survey projects on large greenfield sites
(meaning deserted settlements with no or almost
no-continuity of occupation) with a complex
history are centred on intensive remote sensing and
geophysical prospections. When the methodological
framework of large scale and systematic surveys
on abandoned ancient urban sites was formulated
during the late 1980s (Bintliff and Snodgrass
1988) the systematic collection of artefacts at
the surface was stressed as the main approach. A
series of developments, especially in the fields of
geophysics, active aerial photography, multispectral
remote sensing and GlS-analysis, has generated an
upsurge in non-destructive surveys of such sites
(Johnson and Millett 2012; Vermeulen et al. 2012).
Recently, the role of geophysical surveys has been
emphasised, but aerial surveys also may claim their
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Figure 4. High resolution GPR survey of an intra-mural
area in the abandoned Roman town-site of Mariana,
Corsicaallowed exceptionally detailed 3D-interpretations
of the buried evidence (elaboration L. Verdonck).

crucial role today (Ceraudo 2013). It is impressive
how non-invasive surveys using aerial photography
and large-scale geophysics exponentially explode
the data record, and thereby change our views of the
past. Sometimes they also make us aware that we
need to move from the comfort zone of the site-scale
to the much more daring landscape scale (Fig. 3).

Yet, the experience carried out in Portugal
showed how “flexible” the fieldwork methodology
and data capture strategies have to be in order to
overcome the difficulties that inevitably arise when
dealing with different geographical and historical
contexts. At the site of Ammaia, for instance, the
available historical, vertical aerial photography
is poor, because of the remoteness and isolation
of the region, which lacks strategic, economic and
communications interest. There, our trials to obtain
additional high resolution imagery with devices
which elsewhere proved to be very efficient for
remote sensing (the helikite developed at Ghent
University and the zeppelin in use at the Instituto
de Arquelogia de Mérida) were frustrated by the
meteorological (too windy) or ecological (tree
canopy) conditions.

At the same time, experimental research
carried out in collaboration with the Instituto
Superior Tecnico of the Politecnico — University
of Lisbon, to develop a “low-cost” device for lidar
data capture has not given, after two years of tests,
good results. Therefore the data integration did not
encompass all the possibilities which are nowadays
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available in the field of archaeological diagnostics.
This resulted in a certain stress on geophysical
survey, which gave in Ammaia excellent results

(Fig. 4).

Yet, we wish to underline how essential is
the deployment of all possible approaches and
techniques. In other “reference sites” of the project
Radio-Past, in fact, the integration between remote
sensing and geophysical survey led to the observation
of how different is the information that can be
obtained with the two different systems, especially
when discussing the issue of the scale (Vermeulen,
Slapsak and D. MlekuZz 2012; Corsi in press).

Whatever the case, indeed, when planning
data capture procedures, especially with geophysics,
scale is of the essence (in general, for guidelines in
geophysical survey in archaeology see: Schmidt and
Ernenwein 2013). Correct choices need to be made
and surveys of too small areas have often resulted
in completely incomprehensible results or false
interpretations. Wise advice is to plan an extensive
prospection as the “patterning in geophysical
anomalies only becomes fully evident once a large
area has been surveyed” (Millett 2012, 28).

A debate on what is more useful, “geophysics”
or “aerial photography”, is meaningless. Both
have their merits and complement each other.
Additionally, within both domains we need to use
all relevant material and approaches as much as
possible. It makes no sense to discuss whether
“vertical” or “oblique” photographs are better, or
to choose only geomagnetic surveys when earth
resistance or georadar surveys are available.
Most researchers increasingly agree that applying
different survey techniques to the same site increases
substantially the completeness of the picture that
can be reconstructed. And we should focus more
on how different subsoil features appear according
to the type of survey we are applying. As surveys in
the future will be increasingly multi-method, we will
have to integrate our data as best as possible while
maintaining detail. Although they are the subject of
improvingsophisticated technological developments
and yield more reliable results, remote sensing and
geophysical surveys in archaeology have for a long
time followed separate paths. It is only recently that
the infinite possibilities for meaningful integration
have been tested and more varied combinations
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Figure 5. Data-fusion and archaeological interpretation
of GPR data overlying earth resistance data from a large
domus surveyed in the Roman town-site of Ammaia
(elaboration L. Verdonck).

with other survey methods have been introduced
(Johnson and Millett 2012; Vermeulen et al. 2012).

The integration of these datasets to achieve a
real fusion of raw data is to be preferred over the
simple integration of interpreted data. This can
be more objective and often allows for new and
more transparent approaches to the evidence. The
example of the abandoned Roman town of Trea in
the Italian Potenza valley (Vermeulen, SlapSak and
D. Mlekuz 2012), where we fused earth resistance
imagery with magnetic data, helped considerably in
deciphering the structures of the monumental town
centre. From several other examples within Radio-
Past, such as in the Roman town centres of Mariana
(Verdonck 2012) and Ammaia (Verdonck and
Taelman 2012; Vermeulen, Corsi and De Dapper
2012), we learned that it is sometimes imperative
to go to higher resolutions with certain surveys. To
appreciate the details of a Roman house and not
just understand the size and position of a housing
block, means that high resolution GPR and earth
resistance need to join efforts in a well-chosen and
smaller survey area. Subsequently, this can produce

interpretations with the power of extrapolation to
other areas of the site where only lower resolution
was possible (Fig. 5).

In some cases, the speed of the process of data
acquisition and analysis has yielded unprecedented
quality and unparalleled resolution. This has
led researchers to automatic interpretations and
perhaps even too hasty reconstructions where
methodological frameworks and historical criticisms
have not been elaborated. In the application of
intensive geophysical surveys should we just use
“the technique of firstly mapping the geophysical
anomalies by physically tracing around them
in a software package and then discussing their
interpretation”? (Millett 2012, 29). In this way, by
keeping only information about their shapes, do
not we lose information about their qualities (such
as their magnitudes)? Here, the power of high
resolution georadar survey and its capacity to reveal
depth and depth relationships has taken us beyond
conventional boundaries on several occasions.
When soils, time and land use permit the application
of high resolution radar, this technique needs to get
the priority it rightfully deserves.

5. Not to be Forgotten: Archiving and
Ground Truthing

All of the foregoing brings about much more
data to archive, and even if most of us do not
like to archive — it is just too much work and not
immediately rewarding — we absolutely need to do
this carefully (Schmiedt 2013). A good plan and
a correct use of GIS technology is essential here
and well-organised data need to constantly be the
subject of control and if needed adaptation to new
digital realities. Distribution via the Internet and
open access can also play a role in this. One of the
advantages of good archiving is that it allows us
to better monitor changes within sites, especially
when our sources and field data are collected at
different moments in time. This is not important to
better grasp the meaning of many features that are
photographed or scanned over longer time periods,
and it is also of essence for the cultural resource
management of sites and their monitoring to halt
possible degradations.

The application of a strategy to check seriously
the data obtained via large scale non-invasive
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Figure 6. The process of 3D-based virtual archaeology
model building (with Unity-software) as applied to the full
coverage geophysics survey data in Ammaia (elaboration
M. Klein).

operationsisequally important. Apart from checking
our geophysical survey data by cross-referencing
them with different subsurface techniques or
through aerial photography, so-called ground-
truthing can also be obtained by small interventions
into the soil. In certain projects researchers have
combined survey with intensive trial excavation,
such as in recent years at Ostia and Amiternum
(Bauer et al. 1999; Heinzelmann et al. 2010). Yet,
some researchers are very “sceptical about putting
too much weight on the evidence of very small trial
trenches when investigating very large features or
very complex urban stratigraphy” (Millett 2012,
31). It can indeed be questioned how representative
these trenches are of the complexity of urban
stratigraphy and how significant these sequences
are of different sectors, between public and private
buildings, or between areas of the most diverse
social classes in an urban settlement. If well-chosen,
these trenches, and sometimes the full excavation
of a particular window into the site, can be of great
value in solving certain interpretative problems.
For example, they might aid in the identification
of particular architectural structures or help in the
understanding of ill-defined results from particular
geophysical prospections. Their most important
contribution of course lies in establishing a relative
or absolute chronology of certain building phases in
the complex settlement history. If we stick to a non-
invasive philosophy such field checks or a better
appreciation of the chronological sequences can
also be obtained by certain well controlled artefact
collections or by well-designed and well-executed
coring operations.
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Figure 7. Screenshot of the virtual archaeology film
based on the integrated survey and reconstruction of the
Roman town of Ammaia (elaboration M. Klein).

6. Data Visualisation and Reconstructions

The Radio-Past project made the effort toreach
not only a scientific public but also a wider audience
by way of 3D reconstructions of our archaeological
interpretations. In these contexts it is imperative
that we seek ways to show our different views and
hypotheses and to create a clear link between the
interpreted data and the obtained reconstructions
or imaginative visualisations. Let us illustrate these
points with the main topic of the Radio-Past field
operations: deserted classical towns. During the
past decade much progress has been achieved in
integrated non-invasive surveys of Roman towns
in the Mediterranean. This has first of all promoted
Roman urbanism studies in a dramatic way, by
inserting the wide variety of now almost fully mapped
towns into the debate. Secondly this evolution has
made us think about new ways of representing and
virtually reconstructing these Roman towns in view
of further discussion among scholars, but most of all
to inform and involve the wider public. It represents
a shift from past research with a significant impact on
how the material culture relating to such cityscapes
is documented and understood. No more do we
make extrapolations based on too little information
about one or two windows looking into the site via
(often old) excavations. Reconstructions are now
based on intensive total site surveys integrated
with all available evidence from excavations, geo-
approaches, legacy finds and comparative research.

We realised that the time for nice, but very
static, artists’ impressions of Roman towns should
be over when they are not upgraded from knowledge
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of old excavations to a more holistic view of the
ancient city that permits analysing its space and the
movement of its inhabitants,. This is especially true
in the case study of the Romano-Lusitanian town
Ammaia (Fig. 6 and 7), but also in our on-going
work at Portus and the Potenza valley towns in Italy.
In these places trials have been completed to probe
the limits of VR.

We can observe that the preliminary results
are well worth viewing and that the obtained VR
reconstructions of these Roman settlements are
the result of much interactive work and discussion
among team specialists of different fields, using a
wide array of local, regional and supra-regional data.
Yet, we must be aware that these reconstructions
are tentative and experimental. It is even more
important to understand that the spatial perception
and analysis of the new maps, the reconstructed
spaces, and the architecture requires caution. Much
of the data remains non-stratigraphic in nature
and some of the interpretations cannot disentangle
the complexity of many centuries of settlement
development.

We also stress here that the mostly two-
dimensional mapping output from a GIS, based
essentially on non-invasive survey data, is often
not enough to represent landscape complexity and
dynamics. The reconstruction of ancient cityscapes
is a challenging research activity implying the
management of a high level of uncertainty.
Furthermore, as the archaeological landscape that
we can observe today is the result of a long process
of transformation, it is very important to store
diachronic relationships describing how the site and
its environment changed over time and to propose
a reliable interpretation of the whole ecological
context. We should, therefore, design digital models
that convey uncertainty and propose different
hypotheses of how buildings were constructed,
decorated or used. “Since the level of uncertainty is
a challenge, transparency is essential to understand
and build research hypotheses and conclusions,
particularly in areas where data is questionable,
incomplete or conflicting” (Cerato and Pescarin
2013). This transparency here means that digital
reconstructions should offer the possibility to
check the basic data and the whole reconstruction
process, with possibilities of constant evaluation.
A full presentation of metadata is nhow accepted

as a practical way to follow this approach. This
can be added to the creation of a (web-based) tool
that allows interactive visualisation and queries of
multi-resolution 3D models (Humer et al. 2011).
Important for educational aspects and the wider
public are the presence of links from each digital
model, or relevant parts thereof, to the body of
archaeological and documentary evidence (Cerato
and Pescarin 2013).

7. Conclusions

Partly as a result of increasing sophistication
in the technology of remote sensing and geophysical
survey, but also to cope with the fast development of
our landscape environment under human pressure,
teams of archaeologists in Europe and beyond are
more and more inclined to uses sets of non-invasive
survey in their field strategies. The extraordinary
nature of results from wide survey applications on
large and complex sites urges us to clearly state
the principles behind the new approaches and to
design carefully methodological frameworks based
on good practice. It is of utmost importance to take
into account not only successful experience, but
also failures, as it is also from the “worst of times
in survey” that we are able to learn (Millett 2012,
26-27). We cannot emphasise enough that there is
a need for very smart strategies for the processing,
interpretation and archiving of the many types and
quantities of field data and some of the examples
from the Radio Past project might well be of help
to others in the future. While designing strategies
we need also to keep an eye on the many matters
of scale and resolution that we have to deal with
when surveying large and multi-period sites.
Real understanding of the complexity of such
sites, like gradually abandoned ancient towns,
demands constant confrontation with the results,
identification of visibility or interpretation problems
and most of all a lively debate based on bringing
together experiences from different environments
and landscapes. Sometimes, also, we must be fully
aware that we do not always need the latest or most
expensive technology, but that we just have to ask
the right questions.
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Pickering, North Yorkshire, UK
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Abstract:

When called to conduct a short rescue excavation ahead of sand extraction at a small quarry in Eastern
Yorkshire in 1977 I had no idea that I would ultimately undertake a barely-funded project (in what at first
glance was one of the bleakest places | had ever visited) or that | would still be working there 35 years
later. | certainly had no idea that less than 5 years later a large van would pull up outside the 12th Century
house (hovel) that I lived in and deliver the many boxes that made up a Wang 2000 computer with 8K
of in-box memory. That computer, which like so many of its successors joined the techno-scrapheap in
an annoyingly small time, was the instrument that I first learned to program and which triggered the
idea that this ‘new’ technology might have something to offer field archaeology. During the early years
of applied computing in archaeology our work as archaeologists was constrained by the limitations and
need to make it fit’ the available technology. However, in the last few years this situation has become
completely reversed and now we have the freedom to ‘bend the technology to our will’. In my case that has
been the search for the ‘real archaeology’, how much stuff is out there, and when is enough, enough? What
do we actually need to know before we can even think of asking or better answering difficult questions,
and how do we secure the knowledge infrastructure required to process the archaeological ‘theory’ that
now seemingly ‘dominates’ our much maligned field discipline? This paper will examine not so much the
toys and software but the process of discovery and delivery of landscape-scale data from the individual
grave to a complete landscape in 3D and 4D, and the urgency with which we must work if it is not all to
be a waste of time. Along the way it will reflect upon aspects of past, current and future research and the
role of applied computing in improving and enhancing rather than simply replacing the observational,
recording and delivery infrastructure which has for so long been the subject of site-hut and bar-room
discussion.

Keywords:
Landscape Archaeology, Digital Data Recording, Hand-held Devices, Remote Sensing, Geophysics, Vale
of Pickering

1. Inthe Beginning setting for the development of one of the longest

programs of archaeological landscape research in

Archaeological excavations begun at Cook’s
Quarry, West Heslerton in the Vale of Pickering,
North Yorkshire, during 1978, following the
chance discovery of Early Anglo-Saxon burials
during mineral extraction. These excavations, still
continuing today on a bi-annual basis, provided the

Corresponding author: d.powlesland@btinternet.com

Britain (Powlesland, Haughton and Hanson 1986).

By 1980 it was realised that the ad-hock
arrangements for short summer season rescue
excavations managed remotely from Manchester
were inappropriate for what was clearly a project
that would need to cover many hectares of
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excavation over a number of years. In 1980 the
Landscape Research Centre (LRC) was founded as
an educational research Trust and a research design
prepared in order to define a valid research context
for the on-going excavations at Cook’s Quarry and
forward looking objectives for the Trust (Powlesland
1980). At the same time, it quickly became clear that
the recording needs of potentially many hectares
of excavation could generate a life-challenging and
chaotic mountain of disorganised paperwork that
would hinder rather than help us to understand
the Mesolithic to Medieval archaeology that would
subsequently be destroyed by sand quarrying. For
much of the previous decade discussions regarding
excavation and recording methodologies were
a major focus of the end of day pub/campsite
discussions that were a feature of the new world
of Rescue Archaeology. The increasing size and
limited timescales associated with rescue excavation
projects in general required an increasingly
formalised approach to recording. In response, a
whole raft of different pro-forma recording forms
were generated by field archaeologists throughout
Britain. In contrast with diaries, daybooks and the
backs of cigarette packets which may have served as
repositories of measurements and descriptions in
the past, the pro- forma sheets with clearly labelled
boxes in which to record information offered the
potential to generate a fairly standardised and
structured record. The pro-forma sheets provided
a structured framework for the record intended
to prompt the recorder to ensure that no required
information was omitted. At this time there was a
somewhat illusory — or even delusional — obsession
with the search for greater objectivity in the record
and that somehow a structured record would help
this.

At around this time what remains the
most significant contribution of computing
to archaeology— that of the word-processor —
emerged to change the face of both writing and
publishing forever. Over a period of 18 months word
processors were used to design recording forms
that had been the subject of months of discussion
regarding the list and nature of the data fields to be
recorded. These discussions, involving both the field
excavation team and the developing local authority
archaeological service at North Yorkshire County
Council, formed the basis of what was to emerge as
one of the first computerised Sites and Monuments
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Records in Britain. Our recording system for these
early excavations was designed to form a component
of this emerging database and was intended to be
generic rather than site-specific and capable of
recording in a standard format archaeological sites
of any period and material of any type.

The transition from pro-forma records to
computerised database was both inevitable and
essential. The long phase of debate and discussion
regarding the content of the record, undertaken—
critically — without direct interaction with a
computer, was designed not so much in terms of
what to include in the form but what we might wish
to get out of the record; this is elementary, but it has
meant that the structure as originally developed has
continued to serve well for nearly 35 years with only
minimal changes.

The design process was not constrained by
any awareness of the limitations inherent in the
primitive computers of the early 1980s. It was
ambitiously targeted towards transforming our
ability to use the information — both physical and
documentary — generated by excavation to ask
and identify increasingly complex questions rather
than simply hope that by collecting vast amounts
of unstructured data the past would conveniently
offer up the answers to questions never asked or
identified. At the time the ambitious questions posed
and the desire to see the results output in elaborate
and detailed graphical form were beyond the
capabilities of the technology available. The reality
was that we had a single text-only data entry screen
linked through a somewhat fragile connection to a
mainframe computer more than 50 miles away and
with no local printing facility. Forms completed on
site were later dispatched to the post-dissolution
farm house attached to the ruins of a former
nunnery, which served as the somewhat cold and
damp home-office. The data was then typed into the
terminal, which was prone to line failures, regular
power-cuts and system crashes of the mainframe
computer; the upshot meant that large numbers of
records had to be re-entered multiple times. With
excavations always oversized and undermanned, the
opportunity to enter records whilst the excavation
was progressing were limited so that the majority of
the records had to be entered after the excavation
was complete, and therefore too late to rectify — by
observation on site — any inconsistencies identified
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at this late stage that could compromise later
analysis.

The advantages in having an offsite
computerised archive stored on the County Council
mainframe were somewhat offset by the fact that we
had no local printer and a monochrome text- only
monitor. Whilst it was easy, if frustrating, to enter
the data, we had to travel 50 miles each way to
get anything back out, or wait several days for the
postman to deliver a primitive dot-matrix print-out.
Our very limited programming skills meant that on
one highly embarrassing occasion, when we had
intended to generate a relatively simple list of a few
thousand finds, a programming error resulted in the
data search effectively locking up the mainframe for
several hours, in addition to setting all the printers
in county hall printing in unison - not the best way
to gain friends in the County Council computing
services department. Remarkable as it seems today,
even given the ‘huge’ capacity of the mainframe
computer, which by today’s standards was tiny,
most of the fields of information gathered were
of necessity entered using alphanumeric codes to
facilitate storage if not ease of comprehension. The
creation of an acceptable data structure utilising the
most rudimentary computing skills may have been
significant as the objectives were determined not so
much by what was possible at the time as by what we
might wish to ultimately retrieve from the database
regardless of computing limitations.

It seems somewhat absurd to look back and
realise the degree to which the donation at about
the same time of an IBM golf-ball typewriter, albeit
one with the keyboard attached to a Wang 2000
computer, revolutionised our work. This computer,
that a few years before had cost rather more than one
seasons excavation budget, had 8K of memory and
used an intelligent cassette drive to store programs
and data. Eight-inch floppy disks had a capacity
of no more than 128K , and programming was
achieved using a hardcoded version of the BASIC
programming language. The printer produced far
better and faster output than an existing electric
typewriter but, far more importantly, could be used
as a plotter. Besides taking up more than two cubic
metres of my home, the computer that was required
just to type on the keyboardless golf-ball printer
offered the potential to develop a simple database
designed to help organise the several thousand

lecture slides that were regularly trawled through
on the basis that the same set should never be
used twice, thereby avoiding rote performances. A
fortune was spent on phone calls to a surprisingly
patient father and skilled programmer who dictated
lines of code down the phone — some ten years or
so later this position was reversed. After many
hours of filling the rudimentary database it was
suddenly realised that the relevant information
could be quickly retrieved in response to a simple
query. That Eureka moment marked the end of the
lecture slide database project with the realisation
that far more useful and interesting tasks could now
be attempted, particularly with the printer serving
as a plotter. Shortly afterwards, this trusty pioneer
of a computer reached the end of its life — it began
to lose its memory, something demonstrated most
dramatically and terminally when it was turned on
one morning and, instead of displaying the expected
>>READY on the screen, it simply stated >>VEED.

2. A Computer in the Hand...

The steep learning curve associated with the
development of the coded and detailed structures
of the archaeological record and with learning to
program in BASIC on the 8K Wang mini-computer
was to be of great benefit. It soon became apparent
that in order to gain a serious advantage over the
paper record by utilising the data management
and search-ability provided by a computer-based
recording system then this should be implemented
on site while the excavation was in progress.
Today, when people carry mobile phones that are
many times more powerful and with vast capacity
compared with the Wang mini-computer, it is
difficult for many to appreciate how much things
have progressed. | remain unsure as to whether it
was 1982 or 1983 when we got hold of our first Sharp
PC-1500 hand-held computer. With the same 8K
capacity as the Wang minicomputer and a version of
the BASIC programming language incorporated in
a package smaller than most paperback books, this
robust little device had peripherals including a four
pen colour printer-plotter which used small till rolls.
Its greatest limitation was the single-line screen;
this was seen as a critical problem by many other
archaeologists, commented on particularly by those
yet to contemplate the transition from recording via
a site diary and related note books to a structured
and computerised record.
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The absurdity of this criticism is highlighted
today by the fashionable use of Twitter, reflected in
a recent Web crawl that showed that universities
are now offering courses in ‘Social Media for
Archaeologists’ — surely an opportunity for an
alternative, but arguably less productive, distraction
to the accumulated pleasure of scanning the
landscape for days on end using Google Earth. The
coded recording system originally developed for use
with the mainframe was adapted and programmed
into the tiny handhelds which employed very
reliable CMOS memory. By 1984 all textual
recording on site was undertaken in the field using
the Sharp handhelds; this was made possible when
Sharp Electronics accepted our request for support
through the donation of the necessary hardware. The
keyboards survived the harsh sandy environment of
the excavations and, even after one of the handhelds
was dropped in a bucket of water, we discovered that
after a thorough drying out the programs and data
remained uncorrupted. We continued to use the
PC1500’s and upgraded versions for more than ten
years, the only significant problem being that after
many tens of thousands of finds had been recorded
the letters wore off the keys and had to be re-applied
every few weeks with an indelible marker.

At the 2013 Perth CAA conference | was
privileged to hear a number of papers extolling the
value of using mobile phones for recording, with
an emphasis on the fact that this ‘speeded up the
recording process.” Speed archaeology has been
wonderfully characterised by the British comedian
Eddie lIzzard in a video clip which can be viewed
on YouTube (YouTube 2014). After more than 30
years using hand-held recording devices in the field
I remain unconvinced that the approach necessarily
speeds up the recording process, although it is
abundantly clear that direct digital recording in
the field can increase the uniformity of the record
and, more importantly, radically enhance data-
management and data analysis during the post-
excavation stage.

The first attempts to transfer the original
pro-forma/mainframe recording system onto a
handheld device set out to assist the user with a
sequence of prompts which in turn responded to
the data as entered. The result, whilst a potentially
powerful teaching aid, was in reality unusable since
it required the recording process to be conducted in
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a linear fashion with each field completed in a fixed
sequence. This approach failed to take into account
the flexibility necessary to support the complexity of
the excavation and recording process as encountered
in a large rescue project with vast numbers of
contexts being excavated simultaneously, in some
cases over a considerable period of time. The small
capacity and power of early handhelds, and for that
matter the first PCs, was such that if they were to be
of any use at all then approaches to recording had
to be adapted — without compromising the basic
structure — to fit the computer; extensive use of both
numericandalphanumeric codes notonly minimised
the memory required for record storage but also
improved search and sort times for data retrieval
purposes. The use of coded data fields, implemented
a few years later using pull-down menus of key
terms, was not only computationally efficient but
also introduced a high degree of standardisation in
the record. Printed Reference Code lists, sealed in
plastic against the dirt and weather were found to
be flexible, with new terms being added to the lists
as necessary.

However data is recorded, whether on paper
or computer, the resulting records are of limited use
if incomplete. A singular advantage of computerised
data collection procedures is the facility for
automated record checking to determine whether
the necessary fields in each record are correctly
filled in. The practicalities of excavation are such
that a simple software scan of the fields in a record
cannot serve as a valid check of completeness in
the face of the realities of excavation in which some
data may simply not be available or, in the case
of features, which for good reason may only have
been partially excavated. Rather than use software
simply to validate whether the fields in any record
were ‘filled’, and therefore theoretically complete,
a single Yes/No field was introduced in which the
recorder logged when they considered the record to
be complete. This approach encouraged the users
to check their records for completeness and to be
aware of the importance of making sure the records
were as complete as the situation would allow. A
feature of the download software written to transfer
records from the handheld computers to the PC
was that, while all the records were saved to the PC,
those flagged as ‘incomplete’ were also sent back
to the handheld device. When the storage capacity
of the handheld was reached no new records could
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be created until space was made available through
the download of ‘completed’ records; this approach
encouraged users both to limit the number of
contexts being excavated at any one time and to take
responsibility for managing their own recording
process.

The record was divided between those fields
that were seen as entirely descriptive such as
dimensions, location, form, deposit makeup and
stratigraphy, and those that were interpretive such
as the feature type and description. There was
widespread debate throughout the late 1970s and
1980s regarding the degree to which recording
was objective rather than subjective, the reality
being that the whole process of excavation is highly
subjective and to split hairs about interpretation of
features created by the intervention of the trowel was
taking things too far. The idea that excavation can
be totally objective without any interpretation in the
field seems to me to diminish what we as excavators
do. It is easy for someone remote from the day to
day task of trying to understand evidence in the
ground, which not only dictates how the process of
discovery develops, but also provides the underlying
interpretive framework, to argue that to interpret a
context is not objective but many would disagree.
The interpretive process engages the excavator in a
questioning process without which bigger questions
pertaining to the nature of collective features — such
as post-hole structures — can be addressed in the field
rather than assembled from the archive during the
post-excavation process. Post-hole based structures
in difficult excavation environments can be far from
obvious, with the subtle remains of small post-holes
difficult to see or feel, and thus extra effort can be
required to isolate them. The separation between
the purely empirical and the interpretative provided
a structure that facilitated computer based analysis
to compare the factual records relating to particular
interpretations.

The accumulated context records provided a
remarkable environment for retrospective analysis
of the content of the record; the recording of soil
colour, for example, is notoriously susceptible to
problems of differing perception and description,
and yet the ‘objective’ approach based on the use of
a Munsell Colour Chart is seen by many as complex
or confusing and also susceptible to different
interpretations. A significant feature of the Cook’s

Quarry excavations at West Heslerton is that the
site has been buried by a deposit of aeolian sands
which have been mobile since at least the Early
Mesolithic period. Those aeolian sands, which
appear to have originated as a type of loess blowing
off the glaciers that formerly surrounded the Vale
of Pickering on three sides, are iron enriched and
ochre in colour. This material, which remains
mobile today, has in some areas accumulated over
time affording a high degree of physical protection
to the buried archaeological deposits. Excavation
has shown that buried Neolithic old ground surfaces
here are almost black in colour and that over time
the addition of the blown sands has changed the
colour of the soil by the increasing inclusion of the
reddish sands. An analysis of the recorded Munsell
colours when compared with the site chronology
revealed what in our experience is a unique degree
of correlation between soil colour and date spanning
the chronological range from the later Neolithic to
Early Medieval periods. Similarly, an analysis of
the recorded features comparing form and size with
recorded interpretation correlated directly with
the interpretations by the excavators of post-holes
or pits. The limitation imposed by the allocation of
only 128 characters for additional notes was less
restrictive than first appearance since the scale,
location, form, soils and basic interpretation were all
defined in the coded fields. The primary objectives
in developing a computerised recording system,
applied in the field during the excavation process,
was not to expedite the process but to improve
uniformity, reliability and analytical potential of
the record during the post excavation phase, which
needed to be set against the realities of conducting
rescue excavations with a volunteer workforce in
which those recording in the field were unlikely to
be in easy contact following the excavation season.

Having worked for many years in urban
archaeology, the large, open and relatively
unstratified rural excavations at Cook’s Quarry
seemed, in abstract, to offer the potential for much
more ‘simple’ archaeology, a concept that was of
course as far from the truth as possible. The deeply
stratified urban deposits with highly differentiated
layers, clear cut-lines and structures with hard
building materials and mortared joints was in stark
contrast to the subtlety of the rural deposits where
texture was so often the defining characteristic in
deposits which appeared otherwise identical, and
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frequently were exceptionally difficult to define.
The shallow ditches, gullies, truncated post-holes
and graves were far from easy to define; often, the
backfilled graves were almost impossible to define
and whole surfaces had to be reduced to ensure that
burials had not been missed.

At the same time as the computerised context
record was being developed the linked artefact
record was designed. This employed similar
techniques, with many coded fields to facilitate
recording of material as processed on site, and was
very much focussed upon the individual recording
of each artefact. By treating all artefacts and indeed
ecofacts as individual items, recorded in detail,
extensive analysis could be undertaken by computer
without overemphasis on some aspects of the
record. The distributions of material, particularly in
the buried soils, could be studied in detail through
plots generated during the excavation process.

3. Integrating the Record Contexts, Objects
and Space

By the mid 1980’'s the introduction of the
Electronic Distance Meter (EDM), the forerunner
of the total-stations so familiar on excavations
today, enabled all finds to be easily and individually
plotted with simple software and working strategies
designed to combine the 3D locational data with the
detailed object records. The combination of on-site
recording of context and finds data allowed us to
change what were unnecessarily complex excavation
strategies that unnecessarily expanded the record.
Linear features, such as ditches, which extended
over several hundred metres, had by convention
been divided up into uniform segments of defined
length, each of which was allocated its own context
numbers, substantially because this allowed the
rough location of bulk collected finds to be isolated.
With individual 3D recording of each object this
approach was unnecessary and long linear features,
which frequently appeared to have the ‘same’ filling
characteristics and deposits extending for very long
distances, could be allocated contexts only on the
basis of the deposits themselves without irrelevant
subdivision. True distributions could be plotted and
variability of material distribution within very long
features could be examined without the compromise
introduced by segment based recording. The
field recording system at a relatively early stages
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is presented in Philip Barker’s ‘Understanding
Archaeological Excavation’ (1986, 113-117, Figs
47a—47i) and a little later in the third edition of his
‘Techniques of Archaeological Excavation’ (1995,
187—-192, Figs 57—61); a more recent assessment can
be read in Internet Archaeology 27 (Powlesland and
May 2010).

In contrast with the rapid adoption of
Electronic Distance Meters, followed by Total
Stations (TSt) with built in data loggers for on-site
survey, hand-held datalogging of excavation data has
been conspicuous by its absence on archaeological
excavations almost everywhere, although now, after
more than 30 years, the concept of recording using
mobile phones or tablet computers is just beginning
to see widespread adoption. In Britain, the work of
Dr. Nick Ryan and associates from the computing
department of the University of Kent also pioneered
a number of applications using a variety of different
instruments; similarly, this work had too little effect
upon mainstream fieldwork (Morse, Ryan and
Pascoe 1998; Pascoe, Morse and Ryan 1998).

The adoption of the TSt for use on site provided
the basis for improved accuracy in field survey and
may well have increased the speed of survey; at the
same time, it provided an opportunity to develop
practices that, for all the speed and ‘accuracy’,
actually compromised the record. | remember with
horror, having introduced the potential for the use
of the TSt for finds recording and survey during
excavation to a team in Scandinavia during the mid
1980’s, I returned to visit a year later to find that
the principle use of the TSt was to record the centre
points of post holes which were mapped only by
plotting a circle around the logged centre-point; any
evidence about the form or shape of the post-hole
that might give an insight into understanding the
structural elements beyond a simple plan were thus
excluded from the record.

The use of the TSt for pre-excavation planning
of large features during and after the removal of
top-soil on large open-area excavations can be very
useful; however, if one is to use the TSt to plan
features during or after excavation, one has to be
aware of the impact of taking occasional points
around a feature or deposit and then ‘joining
the dots’, which does not equate with a carefully
observed and drawn large scale plan. The primary
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Figure 1. Plan showing a number of Early Anglo-Saxon graves and their contents generated directly from the digitised
site plan and object database. Only minimal additional work is needed to re-position the key of plotted objects for

publication purposes.

concern in recording is to observe and document
and to engage with the subtleties that result from
the site formation, de-formation and excavation
processes, whilst remembering that excavation is a
one-off experiment and that one cannot return to
re-examine contexts once they have been destroyed.
Our objectives with regard to digital recording in
the field were never focussed upon the speed of
recording but on the recorders’ engagement with the
excavation and recording process in response to the
questions raised by having to complete each field in
the structured context record.

As someone who had spent a number of years
drawing highly detailed, full-colour, multi-context
site plans of excavations in Winchester, and funding
my way through university through the creation of
publication drawings for other people’s excavation
reports or books, the computerised record was of
only limited interest without some sort of plotting
and digital mapping facility. Having developed
software to handle the recording of the contexts and
objects using handheld computers in the field, it

was realised that there was no suitable or affordable
software for visually managing and plotting the
data being collected. At this stage, for instance,
AutoCAD was just one of many CAD programmes
and ArcInfo, besides being totally unaffordable to
independent rescue archaeologists like ourselves,
required computing resources far beyond those
available and was exceptionally difficult to use even
to produce simple distribution maps. From the point
of the writer’s personal sanity, the decision to write
the software necessary for plotting and mapping the
excavations in progress may not have been the best
choice, but it was more a case of one thing leading to
another and so, as soon as one problem was resolved
or a solution found, another was identified and
things went on for more than three decades.

Thousands of evening hours were invested in
the development of tailor-made software, G-Sys,
that remains the primary data management and
integration tool used by the LRC in all its fieldwork.
Although classed as a GIS, the software’s focus
is upon integration, management, supporting
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Figure 2. Plot of recorded
archaeological evidence
in the vicinity of West
Heslerton in the mid-1970s.
A picture reflecting apparent
emptiness  rather  than
intensive human activity.

publication and providing 3D and 4D functions
not found in other software (Fig. 1). The strategic
engagement with computerised recording that has
characterised the work of the LRC owes much to the
simple fact that, as director of the Trust, | was able
to make the application of computing a key part of
the archaeological process.

At the same time, as our attention was focussed
upon the increasing integration of computing
within the excavation and recording strategy, we
also reviewed other ‘standard techniques’ used
in publication and started to use pencil for all our
pottery drawings and in the case of glass beads,
watercolours which in both cases were far more
subtle mediums than the conventional inked line
drawings (for examples see Powlesland, Haughton
and Hanson 1986, and Haughton and Powlesland
1999).

The primary drive to identify ways in which
we could adapt our work practices to fit with the
computing resources available was directed towards
the excavation process; the computing hardware
and software was merely another tool used to
develop consistent and integrated approaches to
data gathering and resource management.

As the excavations progressed at increasing
scales it became very clear that we needed not
to stand on the edge and look in, but to stand in
the middle and look out in order to understand
the complex archaeology and context of our tiny
excavations which, even when they covered as
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much as 4Ha in a single excavation season, were, in
landscape terms, microscopic.

4. Looking into the Landscape

The multi-period and multitude of different
activities, including domestic  settlement,
burial, agriculture and ritual, represented in
the archaeological record encountered during
excavation demanded a more comprehensive
approach to the landscape as a whole than could be
achieved through excavation alone. As early as 1980
a regular programme of air photography was begun
to examine the hinterland of the primary excavation
area centred around the Cook’s Quarry site in
West Heslerton. When work began here, the ‘site’
was situated in a distributional blank like a barely
started canvas, with one or two known ‘sites’ that
had been recorded in the 1950s and 1960s. The Vale
of Pickering had been considered a large wetland
area not suitable for later prehistoric to early
medieval settlement and other activity. A number of
exceptions apply including Star Carr, Staple Howe,
the Roman fort and associated settlements at Malton
and its immediate hinterland, and a number of early
church, monastic and castle sites situated around
the periphery of the Vale. Formerly the Vale had
been the setting for the largest inland body of open
water in Britain, which may have encouraged the
acceptance of the desperately small level of known
archaeological evidence compared to the wealth of
evidence known about, for example, the Yorkshire
Wolds, a landscape which during the 19th century
was dominated by a vast collection of upstanding
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Figure 3. Plot of crop-mark features and earthwork
features (in green) around West Heslerton as mapped in
the 1990s. The vast number of features identified reflects
the returns of more than 25 years of airborne observation
and should be compared with the plot in Fig. 2.

earthen monuments in the form of Barrows and
Linear Earthworks (Fig. 2). The status of the Wolds
in the tradition of British Archaeology, as second
only to Wessex in the literature pertaining to the
Neolithic and Bronze Age, was established through
the work of great antiquarians including Canon
Greenwell, withwhom ‘the General’, Augustus Lane-
Fox Pitt- Rivers worked, and, most importantly, J.
R. Mortimer, who between them not only emptied
the contents of hundreds of burial mounds but also
began to excavate scientifically and to record the
excavation process (Greenwell and Rolleston 1877;
Mortimer 1905).

Air photographic research by the LRC was
principally targeted towards a primary research
area of 8 x 10km, centred upon West Heslerton and
later expanded to 20 x 10km. This was the focus
of regular and repeated low level air-photography
undertaken through many short flights in a Cessna
lightaircraft made possible through the generosity of
a local farmer and pilot. This work transformed our
impression of the isolated evidence at Cook’s Quarry
and indicated that the extraordinary archaeology
being excavated had lain substantially unobserved
because of the presence of the blown sand which

had buried the earthen monuments so visible on
the Wolds, and which had for the most part such
poor agricultural value that it was rarely used for
intensive cereal crops, which generate the most
prolific crop- marks (Fig. 3). At the time the land
to the east and west of the Cook’s Quarry site was
described by a land agent as ‘virtually worthless’;
it is with great regret that we did not consider
buying land at that point in order to secure the
future of the buried archaeology, but the evidence
of archaeological presence and the realisation that
the next three decades would see developments in
industrialised agriculture that would threaten the
fragile but exceptionally well preserved deposits,
could not have been anticipated.

A fundamental component of the air
photography programme was the fact that the
results of each flight could easily be integrated
within the mapping and documentation system
developed for the excavation data in a seamless
environment that combined point, plan and image
data in a single user environment. It is difficult to
determine the degree to which the research into the
wider landscape carried out through conventional
oblique air-photography, and later using airborne
multi-spectral imaging systems, was made possible
on account of the extant data management systems,
but it is unlikely that this strand of research would
have developed in the direction it did without it.

5. Revisiting Old Landscapes to Increase
the View

We had dabbled in geophysical survey during
the very early 1980s, but the response had been poor
and the technique was not revisited until nearly a
decade had passed and we experimented with
the use of geophysical survey to assist excavation
strategy development by integrating survey within
the excavation programme.

Surveys undertaken on our behalf by English
Heritage as part of the massive research excavation
programme on an Early Anglo-Saxon or Anglian
settlement site at West Heslerton, sponsored by
English Heritage, indicated that, in contrast with
our earlier tests at Cook’s Quarry, exceptional
results could be secured on the sandy and chalky
soils occupied by the settlement. New experiments
were conducted in which high resolution survey on a
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.25 x .25m grid were conducted over the excavation
area after the ploughsoil, which acts as a magnetic
filter, had been removed (Powlesland 2009). The
returns were both detailed and very clear, revealing
even small features in areas where visibility on the
stripped surface was poor on account of the difficult
to read soils. The benefit of being able to survey the
excavation areas as work continued, and to overlay
finds plots and plans on a daily basis, meant that
we were alerted to the presence of features that
could not easily be seen on the ground, as well as
identifying the best positions to place sections or
open transects on features which, though poorly
defined at the surface, could be clearly delimited in
the geophysical surveys. This careful comparison
with the distribution of the individual finds and
the geophysical surveys revealed that in areas of
the excavation linear features had clearly been
cut through the buried soils at a position many
centimetres above the point at which the features
become visible enough to excavate; this had a
tremendous bearing on the interpretation of the site
stratigraphy. It is certain that this situation is not
unique to West Heslerton and we need to be very
aware that often during excavation we are unable to
see the boundaries of features clearly until we have
ourselves truncated them.

The exceptional results gained from the
gradiometer surveys undertaken during the
excavation coincided with a fall-off in the return from
the air photographic programme. It appeared that
we had reached saturation point in the returns from
airborne remote sensing, an impression that once
again was far from the truth, but reflected ground
conditions in a way that was not to become obvious
for a number of years. Although the impression that
had emerged from many years of air photography
indicated a landscape with a considerable resource
of prehistoric and later archaeology, it was equally
interspersed with gaps, gaps thatseemed illogical and
potentially a reflection of conditions for crop- or soil-
mark formation rather than of human behaviour in
the landscape. As the large excavations on the Anglo-
Saxon settlement drew to a close in the 1996/7, new
experiments were conducted using gradiometers to
investigate both the areas of recorded crop-marks
and the ‘empty’ gaps in the overall picture. The
settlement excavation, the first of its kind and scale
in the North of England, was based on the principle
that 100% of the site should be observed and
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then an appropriate sampling strategy, involving
excavation of no less than 50% of any recognised
feature or deposit, should be adopted. In developing
a landscape-scale approach to geophysical survey
it was considered that 100% of the area of interest
should be investigated even if this included fields,
paddocks and, on occasion, garden areas. The results
of the airborne surveys transformed our view of a
previously ‘empty’ landscape into one dominated by
barrows, hengiform monuments and linear, albeit
interrupted, ‘ladder settlements’— described as such
on account of linear arrangements of rectangular
enclosures following trackways for many miles
with the appearance of ladders laid out across the
landscape, a characteristic settlement form of the
Late Iron Age and continuing in this area through
the Roman period (Derych 2012). In contrast with
geomagnetic survey, which either returns a result or
does not, determined by a limited range of variables
which exclude climatic conditions, air-borne remote
sensing is sensitive to the varied response over time
to a wealth of different environmental conditions
coupled with the nature of the subsoils, ground
conditions, the crops being grown and the climatic
conditions throughout the growing season, as well
as the position of the viewer or recorder in the air.

The geophysical survey results, derived
from single surveys rather than years of repeat
observations, further transformed the picture that
had emerged through the airborne remote sensing
programme in a completely unanticipated fashion,
returning results that challenged almost all our
preconceptions whether concerned with the scale
of the population from the Neolithic onwards, the
distribution, density and extent of cemeteries or
domestic activity from later prehistory to the late
Anglo-Saxon period (3500 BCE to 950 CE) (Lyall
and Powlesland 1986). Once again it can legitimately
be claimed that the vast scale of the fieldwork
conducted in the Vale of Pickering, whether the
30+Ha of open area excavations, 1250Ha of high
resolution geomagnetic survey and 200 sq km
of repeat air photography, could not have been
implemented without the underpinning provided by
a computer based infrastructure in which the variety
of data could be integrated, viewed and managed
(Powlesland 2009; 2011).

The research strategy that evolved with
the constantly changing results from these
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collective data collection sessions was triggered
by an overwhelming dissatisfaction with so-called
‘theoretical archaeology’, which had emerged as a
major ‘research field’ in academic institutions firstly
in America and then in Britain and other parts of
Europe. A blissful ignorance of what the so called
‘new archaeology’ was meant that for some years
we were under the totally false impression that this
was about scientific excavation coupled with better
and more durable recording systems. If we are to
develop or at least test archaeological theories then
we need an appropriate data resource, and what
we hopelessly lack in most locations is a resource
that could be used for intelligent query. Even more
problematic is the fact that in most environments
we have absolutely no idea of how much archaeology
there is; in theoretical terms if we are to base theories
on no data at all then some of us would argue that the
theory is entirely worthless faced with an absence of
evidence or proof testing. How can we hope to start
building pictures of the past if they are based only
upon the chance discovery of objects, landscape
features or crop-marks and, at best, represent only
a sample of unknown size from a population of
evidence that is, similarly, of unknown size.

The research objectives of the LRC developed
not so much out of any interest in any particular
period or aspect of archaeology in the landscape
but out of desire to find out how much archaeology
exists in a particular piece of landscape and how
this contrasts with other landscape areas within and
beyond the vicinity. One of the by-products of the
increase in the scale of ‘commercially supported or
developer funded excavations’ has been a perceived
need to adopt standardised and easily costed
sampling programmes; however, how can you
sensibly sample a completely unknown population.

6. Changing the Past

Having started in a landscape with apparently
no archaeological evidence, the results of many years
of research had demonstrated a landscape that was
effectively full of activity, a landscape that revealed
the characteristics of settlement patterns that not
only gave new insights into the late prehistoric
to medieval occupation and use of the landscape,
but also contrasted with established views to a
degree which implied the need for reassessment
of almost every chronological period. This is not a

situation entirely unique to the Vale of Pickering
and is increasingly reflected in the results secured
through excavations associated with very large scale
infrastructure developments.

Being able to assemble and manage a vast
chronological and spatial dataset using computing
networks and software enables the users to ask
questions that could not affordably be addressed
using manual records and mapping systems. It is
debatable, however, that the application of GIS
has generated many ‘new’ discoveries resulting
from automated analysis as some would argue. Too
often we have heard enthusiastic papers delivered
at meetings which refer to the creation of nearness-
to-water buffers following rivers, which may or may
not reveal previously unidentified settlement foci;
how often would the same have been immediately
obvious when examined by eye using a paper map?
The most powerful analytical tools we are able to
use are our eyes and our brains and we must accept
that what we get out of our computing systems is as
much defined by how and what we put into them as
the questions that curiosity impels us to ask.

Developments in computing and internet
platforms have led us to a position where we no
longer have to shoe-horn our data collection,
management and display strategies around the
available computing power as we did 30 years
ago. Advances in computing, particularly game
computing, have supported the development of
new applications that offer the potential to radically
enhance the archaeological record, whilst the
development of internet delivery systems means
that we are able to deliver high density and quality
data in a way that is scale independent anywhere
in the world. The fact that we can now approach
archaeological computing without the constraints
that dictated how we worked in the past means that
we can concentrate our efforts upon collecting richer
data, asking better informed and more responsive
questions and delivering better or more complete
stories, the computers and software taking their
proper place as everyday parts of the archaeological
toolkit.

7. The Publication Challenge

The publication programme for the excavated
Anglian Settlement Excavation at West Heslerton
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Figure 4. West Heslerton
Anglian Settlement
excavation archive
viewed using the Google
Earth plug-in with linked
pages visible.

has, for many good reasons often beyond our control,
taken far longer than it should have. However, the
work devoted to designing record structures and
identifying the sort of queries we should wish to ask,
and in creating a Web-CD based archive means that
the archive for this excavation is, to quote a number
of colleagues, more accessible than for any other
excavation of this scale in the world. The Web-CD, a
concept designed for the distribution of archive data
on CD Rom, employed simple web pages to manage
the archived information and a full list of all the
contexts that could be simply searched using a web
browser.

Duringthe post-excavation stage itwasrealised
that many of the specialists were less familiar with
the use of conventional databases than we might
have assumed and, in order to support external
specialists, the primary archive was exported in
Web-CD format, designed to provide the bulk of
the primary data in a form that could be examined
merely by typing in the key-id of any context. The
structure is explained in a paper published in the
fifth edition of Internet Archaeology during 1998, at
atime when the archive was incomplete (Powlesland,
Clemence and Lyall 1998). Subsequently the Web-
CD archive was completed and placed within the
LRC webspace as an online archive. The archive
comprises more than 25,000 contexts and includes
the field drawings, digitised plans and sections, and
finds lists covering more than 150,000 objects.

The Web-CD archiving process evolved over

time such that later entries include not only URL
links from the plans to the sections, but also active
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stratigraphic diagrams which allow you to travel
through the record following the stratigraphic
relationships. The searchability of this archive is
based entirely upon the key-id structure adopted at
the very beginning of the computerisation process;
by employing a key-id that combines the site code,
area code, and context number, any full context
number may be searched for and found using
Google (for an example, try typing 012AC09507
into Google and it should take you to the archive
page for a single Grubenhaus). Interestingly, when
the format was designed and defined the Google
search engine did not exist. Clearly the potential of
cloud based archives employing search engines to
search through structured data has the potential to
further transform our archiving and dissemination
approaches employing off-site and open access
storage facilities. The same data-set can also be
examined through the visual interface provided by
Google Earth, the volume of data in this case may
challenge older computers with limited memory
(LRC 2014a) (Fig. 4).

If online storage of archives in hyperlinked
html files provides a powerful mechanism for the
dissemination of the excavation data, coupled, of
course, with the free distribution of the primary and
complete databases in simple formats for those that
wish to undertake their own searches and further
research and analysis, the distribution and open
management of the landscape data is both different
and more problematic.

In contrast with excavation data, which
is generated through the disassembly of the
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archaeological deposits under study, remote
sensing — whether from the air or the ground — is
primarily non-destructive, providing a method of
observation without contact, with the acknowledged
limitation of lack of verification. Certain types of
intervention such as plough soil sieving or surface
collection, which do not impact the buried and
undisturbed stratigraphy, might be similarly classed
as the primary resource is left intact. The combined
excavations undertaken around West Heslerton have
included the examination and recording of some
30,000 contexts; the remote sensing programme—
combining airborne imaging and ground based
geophysical surveys — have revealed a further
30,000 landscape features. In contrast with the
excavations, the remote sensing programme lacks
the interpretative precision possible in excavation
or the supporting material culture evidence that can
provide a precise chronological record.

More than anything else, the landscape based
research shows that the term ‘site’, which is inward
looking and tinged with myopia, is for the most part
inappropriate and that much of the terminology
that has developed based upon a site-centric view of
landscapes is similarly inappropriate. We have used
a number of different paradigms to encapsulate our
views of landscape which have tended to rely upon a
concept of multiple ‘sites’ swimming in a landscape
of emptiness in which there is no control sample to
give any idea of what happens between the ‘sites’.

We have also tended to use the term
‘Palimpsest’ with regard to the evolution of the
settled landscape, indicating — it would seem—
a belief in discontinuity in the landscape — to
take palimpsest literally, it refers to the re-use of
vellum after earlier texts have been erased. With
the exception of the introduction of Rig & Furrow
field systems, when large tracts of landscape are
re-written excluding the major boundaries, the
evidence points to the settled landscape reflecting
a continuum with each evolution building upon
and incorporating preceding facets of the human
landscape rather than their complete removal and
over-writing. Re-organisation of aspects of the later
Prehistoric and Roman landscapes in part of Britain
may have changed the overall view of the landscape
but primarily absorbed or even embraced what was
already in place rather than completely removing it.

Arguably the most significant feature of the
research in the Vale of Pickering has been the pro-
activeapproachtoseek or discover the archaeological
resource in a landscape otherwise seemingly empty.
In this search for the past of a landscape we have had
to address issues that do not necessarily arise in re-
active research. Taking the evidence as documented
in the mid 1970s we could have undertaken analysis
of the distribution of Late Neolithic and Bronze
Age burial complexes in the area, in which the
Vale of Pickering was a total distributional blank
situated between the active burial and indeed ritual
environments of the Yorkshire Wolds and North
York Moors. Our interpretations and any theory
building derived from our analysis would have been
fundamentally flawed on the basis of absence of
evidence rather than the evidence of absence.

8. Questions of Scale and Time

The large-scale landscape survey in the Vale
was triggered by the desire to identify the context for
the exceptional archaeology that emerged through
the excavations at Cook’s Quarry, the Anglian
Cemetery and then the associated settlement. Each
of these excavations raised questions that countered
our perceptions, whether it be the presence of
an extensive group of Late Neolithic and Bronze
Age burial mounds or Barrows in the base of the
Vale — where such monuments, to quote a visitor
to the excavations in 1980, ‘should not exist'—
or the extensive open settlement and associated
burial complex from the Late Bronze to Early Iron
Age contemporary with the excavated palisaded
enclosures at Staple Howe and Devil’s Hill, both
situated on the scarp slope of the Yorkshire Wolds
immediately to the south. In the case of the Anglian
cemetery, and perhaps more so in the case of
the Anglian settlement, they pointed to higher
populations and more structured settlements at
a much greater scale than had previously been
considered possible.

In trying to identify the context of the
archaeology under excavation the landscape surveys
have returned far more than was anticipated. Why
this should be the case more than anything reflects
upon our very limited understanding of rural
space and the ‘site’ based paradigms that underpin
most archaeological interpretation of landscape.
What the landscape level surveys reveal is that the
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Figure 5. 8cm resolution air photograph showing crop-
marks of Iron Age/Roman enclosures in ripening barley.

unanticipated nature, density and chronological
depth exposed in the excavations at West Heslerton
are in no way exceptional. More significantly, they do
truly represent a small sample of a general picture,
a picture in which almost every square metre of
the ‘useable’ landscape is utilised from a very early
period, with the remarkable and arguably deliberate
exclusion of some ‘empty’ areas. It should, of course,
surprise us if this is not the case.

The challenges of investigating landscapes
are quite different from those encountered during
excavation and expose the weaknesses in which we,
as archaeologists, have expressed time, the more so
since we started using computers which allow us
to unthinkingly generate snapshot images of space
at any particular time, phase or period. We can
perceive time as a collection of static points or as a
continuum, but in reality the landscape of today —
and indeed at any time in the past — is a product
of natural events and agencies overlain by human
interference, all of which are linked to multiple
time spaces, each changing at different and often
variable rates. Since one of our tasks in research
is to secure the preservation of potential data for
future researchers and, to some degree, to defend
the past from casual threats of development and
industrialised agriculture, then it is critical that we
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Figure 6. 8cm resolution air photograph showing crop-
marks in linseed of an enclosure crossing a dry valley
(date unknown).

develop mechanisms that articulate the combined
parameters of time and space in ways that inform
the heritage management process.

In the past, GIS applications, which might
be used to manage and display landscape scale
data, were constrained by the extraordinarily high
licensing fees charged for digital map data. In the
work in the Vale of Pickering a working relationship
with the local authority, North Yorkshire County
Council, whose heritage management infrastructure
has been greatly enhanced as a product of the
research undertaken, provided the LRC with
access to digital map data for shared projects.
High resolution air-photographic and land surface
modelling data from airborne radar survey was
affordable when purchased from GetMapping and
NextMAP under the LRCs charitable and academic
research status. For our purposes these resources
provided a better basemap for data integration than
could be achieved using Ordnance Survey digital
map data.

Much higher resolution (8cm) vertical
photography and Lidar data covering the core
research area was secured through two research
grants from the Natural Environment Research



Reflections Upon 30+ Years of Computing and Field Archaeology in the Vale of Pickering, North Yorkshire UK
Dominic Powlesland

Figure 7. Detailed view showing ¢.3 km of contiguous geophysical survey to the east of West Heslerton showing
sections of ‘ladder settlement’following the edge of former wetlands with evidence of Roman flood defences comprising
massive drainage ditches marking the northern boundary of the linear settlement complex.

Council in 1992 and 2005 as part of data grants for
research on the application of multi-spectral imaging
in particular (Powlesland, Lyall and Donoghue
1997) (see Figs 5 and 6). The returns from these two
imaging projects exposed the limits of single flight
air survey, with the first survey returning visible
crop-marks covering more than 50% of all the crop-
marks recorded in the area over the previous 15
years. The second flight did secure Lidar coverage
but only a handful of crop-mark sites were visible.
The multi-spectral projects were constrained by
the relatively low resolution (1.5—2m) of the multi-
and hyper-spectral instruments used and the
target size of the archaeological features we were
hoping to map. Serious enthusiasm for the method
after the first flight resulted from the flight being
undertaken at effectively exactly the right time in
a year with high crop-mark visibility. Whilst the
second project tempered some of that enthusiasm,
it did confirm that, once we have multi-spectral
sensors with recording resolutions in the range
of 10-25cm, conventional air photography could
arguably become redundant for some aspects of
aerial research. Whilst technically this may become
possible, in reality the eyes in the plane have a huge
role in securing an understanding of the nature and
interpretation of crop-marks which could otherwise
easily be overlooked or hopelessly misunderstood.
As with the field recording process it is critical
once again with regard to multi-spectral surveys to
appreciate that, no matter how exceptional is the
available software, it is the eyes and brains of the
operator that are able to identify and comprehend
the archaeological content of these resources.

As mentioned above, the decision to undertake
large area geophysics was made in response to the
reduction in returns from airborne survey and the
need to determine the degree to which the picture
that had emerged from many years of airborne

survey were a complete or incomplete reflection
of the archaeological picture. It was critical to
determine whether apparent gaps in the record were
genuine gaps or simply locations where no evidence
had been identified because of differing ground, crop
or environmental conditions that had precluded the
formation of crop or even soil marks.

The approach to mapping the results of the
airborne and ground based surveys closely matched
that developed for generating the digital archive
for the excavations, with each individual feature
digitised using a digitising tablet tracing over high
resolution prints of the geo-referenced data-sets.
The generation of digitised drawings by tracing
the unedited field drawings produced high quality
drawings that could be used for publication without
any re-working. This approach is perhaps more time
consuming than to use on-screen digitising, but
the results are preferable in multi-scalar data sets
that are viewed and output at any scale (see Fig. 10
below). The digitised vector results and supporting
database support interrogation and plotting on the
basis of a variety of criteria, but the scale of the data-
set proved particularly challenging.

For daily use the geophysical imagery overlaid
upon rectified air-photographs, with facilities to
vary the transparency and order of the various
image data sources, could happily be managed on
a reasonably powerful desktop computer. Panning
along the full 1lkm by 2km area that forms the
primary geophysical survey zone is easy and a little
mind blowing on a computer but difficult to output
at any useful scale. That said, for more than a decade
the LRC ‘wallpaper’, or rather a number of copies,
have been viewed at conferences and meetings
around the world, printed at scales of 1:2,000 or
1:1000, for smaller parts, on paper rolls measuring
4—6m in length (see Figs 7 and 8).
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Figure 8. A view of part of the ‘wallpaper’ showing many kilometres of contiguous geomagnetic survey, in this case
showing a vast spread of Late Neolithic and Bronze Age monuments including a small hengiform monument and a
large number of round and other barrows in what excavations indicate must have been a maintained monumental

landscape.

Clearly this approach is impractical as a
publication strategy and, although a synthetic
discussion of the results of this work is in process on
paper, it is simply not possible to ‘read’ a sufficiently
large area of ground at any time. The fact that all the
data has been generated within a GIS environment
made it ideal for distribution over the internet; this
may seem simple to achieve, but there are inherent
problems in publishing on the Web which are less
critical with regard to publication on paper. The
publication of complex multi-faceted datasets on the
Web can be impacted by copyright issues covering
underlying map or image data, whilst for very large
and detailed surveys, such as that undertaken in the
Vale of Pickering, one has to be aware of the potential
impact upon landowners, who have generously
given permission for survey to take place, and from
treasure hunters searching for material in the fields
over cemeteries or even domestic areas.

9. Goggling at Google

The Landscape Research Centre Digital Atlas
of the Archaeology of the Vale of Pickering (LRC
2014b) was created to provide a mechanism for the
general and academic public toaccess the interpreted
results of the air and ground based surveys (LRC
2014c). The choice of the Google Earth plugin as the
development platform was both logical and free. It
provides the underlying air-photographic mapping
and 3D model free of charge and an interface that
is easy for anyone to use to observe the data at any
scale in 2D or 3D, an interface that the majority of
the computer using public can use. The delivery
of large volumes of image and vector data at any
scale on slow internet connections is difficult, but
is at the core of the Google Earth toolkit. Perhaps
the most significant feature is the facility to support
4D data, i.e. 3D data with a time component,
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which is one of the more significant challenges for
the archaeologist. Dr. lan Johnson (University of
Sydney) was a pioneer in developing dedicated
software that addressed methods of articulating time
in archaeological datasets through his TimeMap
project (Johnson 2004; Johnson and Wilson 2003).
The Google Earth plugin supports the use of time
based information with reference both to imagery
and to vector coverages. This function is most easily
demonstrated by using Google Earth, zooming
to a preferred location, and clicking on the small
clock icon on the icon bar; where the Google image
coverage has been updated, the user can use a small
slider at the top left hand part of the screen to view a
sequence of different images taken at different times
over the same area. It is worth noting that the dates
reported for the imagery in the lower centre of the
screen seem not to be particularly accurate.

In the LRC Digital Atlas the digitised polygons
outlining features identified in airborne and
geophysical images are linked database records
that include three time fields, one to indicate an
assumed start date for the feature, a second to
indicate when the feature ceases to be actively in
use, and a third to indicate when the feature ceases
to be a component of the landscape (Fig. 9). For
example, a late Neolithic Barrow may have been
constructed at 2200BC, continued to serve as a
burial monument until 1800BC, but continue to be
visible as a landscape feature until AD1740. By using
the clock function in animation mode, the atlas
presents feature data colour-coded according to the
start date, and then shows features in grey until they
are considered no longer to be a part of the visible
landscape. The dates used are, of course, estimates
based on interpretations, which may in some cases
be best guesses, but if at any time in the future the
precisionisincreased the data-set can be regenerated
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Figure 9. Screen dump of
The Landscape Research
Centre Digital Atlas of
the archaeology of the
Vale of Pickering: this
view incorporates an
underlying digital terrain
model, a map covering
part of the area showing
the depth of protective
layers of blown sands and
the archaeological features
reflecting the time-span
from the later Prehistoric
to Late-Medieval periods.

to reflect the updated database. The flexibility and
simplicity provided by the Google Earth interface is
ideally suited for presenting 4D spatial data, data
that of course can also be interrogated by clicking
on any feature with the mouse to report the basic
feature details.

By using a freely available and easily used
interface to the landscape survey data rather than
a complex GIS platform, users from school children
to the interested retired, heritage managers to
developers, have access to a huge resource which
should drive efforts to secure the future sustainability
of an internationally significant archaeological
resource. The digital Atlas has been compiled in two
versions; the public access version incorporates a
solid-model of the underlying topography beneath
the feature plots, while a second research version
excludes the underlying model which reveals the
air-photographic map imagery as well as including
the individual geophysical survey images and 8cm
resolution air photography.

The funding secured from English Heritage to
enable us to carry out the large scale surveys during
the last fifteen years was granted in the context of
heritage sustainability and the risk from mineral
extraction, and in order to secure a representative
picture of the scale, density and range of the buried
resource and determine how large an individual but
comparable landscape chunk needs to be in order
to develop appropriate assessment strategies. The
collated data precisely satisfies the research designs
under which it was collected but, more significantly,

completely transforms our comprehension of the
evolving landscape. Smaller pieces of work have
provided a degree of environmental background to a
landscape that now appears, on the basis of density
and scale of activity, to be unique, but of course is
not. Two features are perhaps unique — the scale,
intensity and duration within which the same chunk
of landscape has been under investigation, and the
presence over a large part of the area of a late and
post-glacial body of Aeolian sand, which has buried
archaeological deposits in a way very rarely found in
Britain, at depths between a few centimetres and, in
places, more than two metres, preserving occupation
surfaces and completely burying monuments, such
as round barrows, in a landscape that at the surface
is effectively featureless.

10. Bringing it All Together

A single representative example brings
together the results of the excavations and landscape
survey work where it concerns the archaeology of
the Early Medieval or Early to Middle Saxon period.
The discovery of the Anglian Cemetery during sand
extraction in 1977 was followed by a small excavation
which, at the time, was thought to have completely
uncovered a small cemetery considered to be of
only 35 graves (Powlesland, Haughton and Hanson
1986). Had it not been for the decision to investigate
other areas which were due to be quarried, and a
misunderstanding by English Heritage, the grant-
awarding body, that the cemetery was actually
another site in Cambridgeshire (thought to be
highly worthy of funding from central government),
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Figure 10. The combined results of recorded crop-marks and geophysical anomalies over an 7.5x1.5km area showing
the distribution of late Iron Age and Roman ‘barrowlets’ - Red dots, thought to be cremation burial sites and Early-
Middle Saxon Grubenhduser (cavity floor Buildings - Blue dots) indicating high population densities within land-use
patterns that arguably reflect high degrees of continuity from the Late Iron Age to Early Medieval periods.

nothing more might have happened and it is
likely that the South Eastern quadrant of the Vale
of Pickering may have remained substantially a
distributional blank. Whilst excavation to the north
of the Cemetery revealed an exceptional area of
later prehistoric activity, including domestic, burial
and monumental activity, the discovery of more
burials in the cemetery led to further excavation
which revealed a total cemetery size estimated to
contain more that 350 burials in addition to the
excavation of nearly 10Ha of other prehistoric
activity (Haughton and Powlesland 1999). The rapid
adoption of field based computerised recording was
driven by the combined complexities of the scale
and multi-period nature of the archaeology, and
the fact that investigation was on a seasonal basis
with a substantially volunteer workforce, without
the sort of infrastructure present in the large urban
rescue excavation units such as that of the Museum
of London.

The discovery of the Anglian settlement at
West Heslerton in 1984 during the later phases
of the excavation of the cemetery resulted from a
search in a logical location for which there was no
convincing crop mark evidence; a proactive rather
than chance discovery. In keeping with the academic
view of the time and to some extent supported by the
distribution of the trial trenches, it was estimated
that the settlement might cover about 10Ha. As
subsequent excavation was to prove, the full extent of
the Anglian settlement was nearly 25Ha (Powlesland
1997; Powlesland et al. 1998). More significantly, its
layout and development appeared not to conform
to the received wisdom of the time, developed with
reference to the settlements at Mucking, Essex and
West Stow, Suffolk, where a model of development

186

was based upon gradually shifting and short lived
farmsteads rather than a substantial proto-village
as in the case of West Heslerton (Jones 1973; 1974;
1979; 1980; West 1985). The suggestion that Early
to Middle Saxon West Heslerton is an anomaly has
been argued by some, and without the landscape
survey this view could perhaps have been sustained
(Wickham 2005).

Early Anglo-Saxon settlements incorporate
two primary structural forms: highly uniform
rectangular timber framed structures based on
small post-settings, and Grubenhiuser, cavity floor
buildings incorporating a large sub-floor pit that is
generally filled with refuse after the buildings are
dismantled and abandoned (Tipper 2004). These
large pits, which can be over a metre deep and up
to 8 x 6m in plan, generate a highly distinctive
response when surveyed using magnetometers or
gradiometers and, as long as the resolution of the
survey is high enough, are easily interpreted in
contrast with the post holes, which are only visible
in magnetic surveys undertaken after removal of the
plough-soil and even then infrequently (Fig. 10). The
geophysical surveys to the East and West of West
Heslerton have demonstrated the presence of more
than 1,300 Grubenhéuser in 13 different clusters,
two of which, at the present day villages of East
Heslerton and Sherburn, indicate larger settlements
than that at West Heslerton, the latter example being
twice the size. Smaller clusters of these structures
at ¢.800m intervals indicate a hierarchy in these
settlements as a whole but, most of all, rather than a
landscape with widely distributed small farmsteads
with a small population eking out a living, we have a
fully active landscape supporting a large population
utilising all available space, a situation that other
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evidence indicates was already the case from the
Bronze Age onwards.

It is critically important that we should not be
complacent about the results of this research and
realise that this is the result of more than 30 years of
continuous focus upon a single landscape applying
every technique that was available to us. It indicates,
however, not that the Vale of Pickering is unique,
but that we should assume that it is representative
of river valley settings throughout lowland eastern
England. Sadly, the scale of discovery is such that
there is no mechanism within current legislation
that would allow for long-term preservation or
funded sustainability of this resource.

11. Crisis Point and the Future of the Past

Although at the outset of this paper it was
argued that the need for speed should not drive
archaeological research, and particularly the choice
of recording and data collection approach, 35 years
is far too long. While there are very good arguments
with regard to the major landscape survey that
nearly 35 years of repeat air photography or over
a decade of large scale geophysical survey has
produced a stunning return, we cannot afford to use
the same approach if we are to secure a future for the
undiscovered resources of our past. At the same time
as this research was taking place, the very resource
being studied was being compromised; the blown
sand that had protected exceptional deposits from
damage for thousands of years continues to move,
particularly when deeper ploughing brings it to the
surface. Industrialised agriculture, the extensive use
of chemical fertilisers and irrigation systems, have
transformed the least productive sandy soils to make
them ideal for the production of root crops, which
are grown using increasingly massive tractors, and
other plant, ploughing to depths that cut through
the blown sands to the softer archaeological
deposits beneath. Industrial farming has also had a
devastating effect on the chalk Wolds, which contain
the eastern end of the Vale of Pickering on the
southern side; the ploughed landscape has turned
white, owing to the very high quantities of broken
chalk bedrock incorporated in the very thin ‘plough-
soil’. The top-soils have migrated into the dry valleys
leaving most of the land in conditions that were last
present at the end of the last glaciation.

If the research in the Vale is not to have been a
waste of time we need to apply the lessons learned,
mostly from anecdotal observation, and approach
other landscapes using greater efficiency. We have
learned that changes in the nature of the crops
grown, together with climate change, and combined
with the truncation of buried features, means that
we see crop-marks forming at different times than
35 years ago and that they are increasingly visible
using vertical photography rather than the oblique
approach that has dominated air photographic
reconnaissance over the last 50 years. The use of
multi-rotor photographic platforms or small drones
offers the potential for repeatable GPS-controlled
fly-overs of large areas and for generating images
which modern hardware and software can rectify
in 3D space, in a way not possible a few years ago.
Ground based geophysical surveys need no longer
be undertaken by walking backwards and forwards,
covering hundreds of kilometres at metre intervals.
Cart-based systems employing multiple closely
based sensors and pulled behind quad bikes can
generate high density accurate data logged under
GPS control at ten times the rate possible on foot, so
that 500Ha could be surveyed in couple of months
rather than over a whole year (Gaffney et al. 2012;
Trinks et al. 2010). In both of the above cases the
quality and potential of the data returned is in noway
diminished and, although collected and processed at
rates we could not have imagined a decade ago, still
require the same degree of attention with regard to
interpretation, but even this is enhanced by having
large areas of data to interpret at the same time.

12. Back to the Drawing Board - Digital
Photography Comes of Age

During the last six years the LRC has been re-
engaging in looking at the field recording process
which, regardless of any views of what is ‘the right
way to do anything’, has been impacted by the
economicsofdeveloper funded excavation. Pressures
on time, in particular, have had a tremendous effect
on the drawn record both for plans and sections.
The huge improvements in digital cameras and
computer hardware, particularly computer games
technology, coupled with new instruments such as
3D scanners or software employing Structure From
Motion, have provided new ways to enhance the
documentation both of landscapes and excavations
(Powlesland in press; Verhoeven 2011). Critically,
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Figure 11. 3Di model of an excavated section through
the ditch and surviving rampart of the Late Bronze Age
Hillfort at Roulston Scar, North Yorkshire: the precision
and viewing options of the model compare favourably with
conventional 2D drawings, but should be accompanied
by drawings indicating the excavators’ interpretation.

these techniques neither ‘preserve the site’ nor
replace the conventional approaches to recording as
some would argue. Both approaches generate vast
quantities of data, and there is increasingly a strong
argument that 3D Scanning can far more cheaply be
replaced by 3D Imaging (3Di) from photography in
the majority of excavation contexts (Figs 11 and 12).

We should be concerned about the volumes of
data that we gather and its long term preservation.
The advent of effective resolution digital
photography will almost certainly lead to a vast
amount of record loss in the future, and it is likely
that high resolution archival prints, which need not
be very large, might provide the best secure medium
for long term preservation of the digital imagery.

In the case of 3D point-clouds and 3Di we
may have to contemplate storing only the primary
data and metafiles, which document the sequence
of steps that transformed that data to models
which may be used for publication and published
online at a reduced scale, on the basis that the
metafiles can be used to automatically re-produce
the finished results at any time without the need to
store all the resulting data. What is very certain is
that photographic textured 3D images can greatly
enhance the black and white line drawings that are
conventionally drawn in the field in a way that is
far greater than single photographs which cannot
record texture in the same way as a 3D Image. As
such, the use of 3Di will transform our records and
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Figure 12. Detail view of the section seen in Fig. 11,
showing how the 3Di model excels in being able to
show the textural as well as colour variations in the
stratigraphy. The texture recorded in this way, which
can be enhanced through virtual lighting, is difficult if
not impossible to document in conventional monochrome
section drawings.

hopefully will give the field archaeologist more time
to touch, feel and engage with the ‘sites’ that we
destroy through excavation.

13. Conclusions

It would be entirely wrong to conclude on
a negative point, and if one of the by-products of
running a 35 year research project on the same
small block of land in the rural North of England—
described recently by a conservative Peer, Lord
Howell, as ‘the desolate north’ with reference to its
suitability for fracking for gas — is the realisation
that had we known in the beginning what we know
now, then we would either not have started the
research at all or done something entirely different.
The fact is that this research has ‘changed the past’,
or at least our knowledge of it.

It is also a fact that the work could not have
been done without the computing infrastructure and
software that has supported the scale and diversity of
the work. The information gathered, combined and
distributed on the web through the West Heslerton
Settlement Excavation Archive and the Digital Atlas
combines detailed and precise evidence from more
than 35Ha of excavation and thousands of hectares
of geophysical and airborne evidence.

However, the rapid destruction of the well-
preserved buried resource, sadly unnoticed for
the first 30 years, highlights the need for strategic
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thinking if we are to identify and curate in a
sustainable fashion other equivalent landscape
samples, not just in Britain but all over the globe. The
research raises important issues about the term ‘site’
on the one hand, and the fences that ‘contain’, for
instance, World Heritage Sites — or at least the bits
of them that we know about. The research highlights
the need for proactive investigation to identify the
capacity of any portion of landscape for the many
archaeologies that it may contain and to develop an
intellectual resource that could underpin real theory
building and testing. It also highlights the need for
long term strategies; it must be appreciated that
whilst there are numerous long running projects
around the globe, a regular summer digging season
undertaken for a few weeks every year is not the
same as ongoing projects that run for years for 52
weeks a year.

There is clearly a need to develop entirely
new approaches to securing the future of landscape
archaeology, which are not based on the ‘sites’
discovered by chance, by the casual recovery of
material culture evidence, or chance observation
of a crop-mark. We need to remain alert to the fact
that there has been a rapid increase in the number
and clarity of crop-mark sites, not because they have
gone unnoticed by the many keen air-photographers,
but because truncation of the subsoil has increased
the contrast between the archaeological features
and the natural subsoil within which they were set.
It is not always easy when we see a ‘stunning’ crop-
mark to appreciate that its quality more than likely
reflects the degree of recent plough damage, and we
should focus our attention on the fields next door
where at present nothing is visible.

We also need to acknowledge the joy that can
be had from undertaking fieldwork, and from sharing
the results with the new generations to whom will be
bequeathed our torn and damaged landscapes — not
by giving the odd lecture about ‘the fun stuff’, or a
couple of weeks spent digging with a few moments
of shovelling, trowelling, digitising etc., but by the
regular challenge of on-landscape engagement.

We mustalso be aware thatevery nowand then,
when we think the buried soils and floor deposits that
will rewrite the lives of our predecessors have been
completely stuffed, we not only discover a fragment
still intact but also a farmer or landowner who is

willing to change their landscape by converting
arable land to grazing land, thus limiting the plough
damage which is having such a devastating and
invisible effect on our rural archaeology. This has
recently become a reality thanks to European Union
Agricultural Subsidies covering about 100Ha of the
most intensive areas of identified but unexamined
archaeology in West and East Heslerton.

Finally, we must remember also to engage
with emptiness — those places within a landscape
full of past peoples in which we can see nothing. Just
because we cannot see any sign of past activity it
does not mean that nothing happened there; it may
simply be somewhere that something very important
happened without leaving the sort of archaeological
grammar in the form of cut or built features that we
seek to find through remote sensing, and this will
require yet another approach to discover the secret
of why a perfectly useful piece of land appears to
us to have not been used — one of the most difficult
things to explain to heritage managers in local
authority development control.

Dominic Powlesland

From the middle of the Vale of Pickering,
just past midsummer.
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Abstract:

Competition for resources can be considered a major driving force for social and cultural change in
human societies. Here, we suggest two directly observable measures of competition at the individual and
group levels: 1) the percentage of individuals within a group that do not meet their resource requirements
and 2) the percentage of groups within a population in which at least one individual does not meet his/
her resource requirements. We use these measures within an agent-based simulation framework to
investigate the potential influence of patterns of resource distribution and social rules on the intensity of
competition among human individuals and among social groups. We then relate competition intensity to
cultural developments in prehistoric populations and make suggestions how measures of competition can

be incorporated into archaeological and anthropological research.

Keywords:

Competition, Culture Change, Complex Systems Simulation

1. Introduction

Culture is one of the most important means
by which humans adapt to their environment and
create their own ecological niche (Odling-Smee et
al. 2003). As such cultural traits and entire cultural
systems are subject to natural selection. In this
paper we investigate how competition can drive the
natural selection of cultural adaptations. We ask
how competition among individuals and groups
affects the levels of cultural complexity in different
human populations under different environmental
circumstances. For this purpose, we design a
spatially explicit agent-based simulation model
that allows us to test a humber of hypotheses on
environmental attributes, the social characteristics
of a population, the ensuing intensity of competition
and its effect on cultural complexity. We use agent-
based modelling because it is an intuitive way of
analysing human populations and their behaviour
in a specified environmental context. Moreover,
evolutionary outcomes are always the product of
adaptive as well as historical factors. Both of these
can be easily incorporated into agent-based models
as individuals are modelled independently and can
store information of past events.

Corresponding author: cv275@cam.ac.uk
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1.1 Culture and selection

According to Darwin’s theory of natural
selection, there are four conditions for evolution
by natural selection: reproduction, variance,
inheritance and competition (Darwin 1859). We can
find all these conditions in the context of human
culture. While culture may have many meanings,
from an information-theoretical perspective culture
can be defined as socially acquired information that
governs behaviour. Individual items of information
or cultural traits are passed on from one individual
to another more or less faithfully (reproduction and
inheritance), and different individuals may express
different variants of a cultural trait (variation).

Consequently, we can hypothesise that
competition and selection may also play a role
in cultural evolution. However, when we talk
about culture we have to distinguish between two
different — if not entirely separate — modes of
selection: cultural selection and natural selection.
The differential survival of cultural traits in human
populations is called cultural selection (Boyd and
Richerson 1985; Cavalli-Sforza and Feldman 1981).
The mechanisms of cultural selection and evolution
have been comprehensively discussed elsewhere
(e.g. Mesoudi 2011). Here we are interested in how
human-environment interactions can give rise to
competition among human individuals and groups.
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1.2 Competition

Competition for resources occurs when the
amount of resources is restricted and there are
more individuals than resources. Theoretically we
can distinguish between two types of competition,
scramble and contest competition. Scramble
competition occurs when all individuals have
equal access to resources. Individuals lose access
to resources if others find and use them first.
In contrast, contest competition occurs when
individuals or groups of individuals can exclude
others from access to resources (Boone 2002; Sterck
etal. 1997). In practice these types of competition are
not mutually exclusive and occur along a continuum.
Which type of competition predominates depends
on the “defendability” and hence the nature and
distribution of resources. The resources of hunting-
and-gathering societies are typically less defendable
than those of agricultural societies. Therefore, we
can assume that scramble competition may have
been relatively more important in pre-agricultural
than in agricultural societies (Bowles and Choi
2013).

Competition is difficult to measure in nature
and can only be assessed indirectly by the effect it
has on individuals or groups. Most competition
models in the biological sciences do not measure
competition directly but refer to its consequences,
for example population extinction or stable co-
existence. A popular technique of modelling
competition in biology is the Gause-Lotka-Volterra
equation system which has also been applied to
language competition (e.g. Kandler and Steele
2008; May and Leonard 1975; Rozdilsky and Stone
2001). In this model system, the negative effect
of competition by one population on the growth
rate of another is proportional to the sizes of both
populations. The proportionality constant indicates
the strength of competition.

For the purpose of our analysis, we want
to measure competition directly. We define two
measures of competition among individuals
and groups that can be directly observed in our
simulation framework. Thus, we define within-
group competition as the percentage of individuals
within a group that do not meet their resource
requirements. Similarly, we define between-group
competition as the percentage of groups within a

population in which at least one individual does
not meet his/her resource requirements. We also
measure the total competition as the percentage
of all individuals within the total population that
cannot meet their resource requirements.

1.3 Hypotheses

Based on these definitions, we investigate
the effect of environmental resource distribution,
social interaction and resource pressure on
cultural complexity. We formulate the following
hypotheses. 1) Competition levels within and among
groups will be higher in patchy environments
than in environments with a continuous resource
distribution. The reason is that individuals will
aggregate inside resource patches and cannot easily
mitigate increasing competition by moving to nearby
patches. 2) Greater distances between resource
patches will result in higher between-group and
within-group competition levels, as greater distances
prove a bigger obstacle to migration. 3) Bigger patch
sizes will decrease competition both within and
among groups, because groups can distribute freely
within patches. 4) Social contacts among groups
will increase competition within and among groups.
In our model social contacts among groups include
finding mating partners in other groups and learning
cultural traits from members of other groups.
Consequently, intergroup contacts may increase the
number of potential mating partners and therefore
the reproductive rate. Note that here we do not
consider resource sharing which has the potential
of decreasing competition among individuals and
groups (e.g. Premo 2005). 5) Higher resource
pressure will increase competition within and
among groups. 6) If fertility and thus the population
growth rate are linked to resource availability,
higher resource availability will increase within-
and between-group competition. 7) According to
our definition between-group competition will rise
faster than within-group competition, but will be
less sensitive to small changes in environmental
conditions.

2. Methods
(For full model descriptions according to the
standard protocol for agent-based models following

Grimm et al. 2006, see Appendix B. Please email the
corresponding author to obtain the source code.)
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2.1 Model 1: Resource distribution and intergroup
contact

We propose an agent-based simulation model
in which the behaviour of low-level entities, agents
as representations of human individuals, gives rise
to properties on higher organisational levels. We
consider three organisational levels: individuals,
groups of individuals, and the total population. Each
individual is a member of a group, and all groups
together constitute the total population. Individuals
can be male or female and reproduce sexually. For
simplicity groups are not internally structured in
this set of analyses.

The model environment consists of a grid of
50 x 50 squares. Squares within resource patches
contain the same amount of one generalised
resource. Squares outside of resource patches
contain zero resource units. One group can occupy
one square. As individuals consume resources
within their group’s square at a fixed rate, group size
is limited by resource availability. If individuals fail
to meet their minimum resource requirements they
can migrate to a neighbouring square (see Appendix
B for details). To keep environmental conditions
constant, all resources are replenished at the
beginning of each new time step. Individuals need
to have a minimum age of fifteen time steps and a
minimum energy value of six resource units before
they can reproduce. Partners are chosen at random.

We analysed within-group and between-
group competition levels in patchy environments
for different sizes of resource patches (1, 2 x 2, 3 x
3 squares) and distances between resource patches
(1, 2, 3, 4 squares), and in the absence or presence
of contact between groups (see Appendix B, Fig. 1
for example figures of patch configurations). We
changed the amount of resource per square to 50,
100, or 500 resource units. Additionally, we ran
the same simulations for a uniform distribution
of resources. Each run starts with a group of fifty
individuals. The simulation runs for 1000 time
steps. For this analysis we measured within-group
competition and between-group competition at
the end of each simulation run. We compare the
results of ten independent simulation runs for each
scenario using Wilcoxon-rank-sum tests (Wilcoxon
1945). We did not consider cultural traits or varying
resource pressures in this set of analyses.
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2.2 Model 2: Resource pressure

Model 2 is an extension of model 1 in which
we consider the effect of resource pressure on
competition among groups and individuals and
on cultural complexity. There is no one definition
of cultural complexity that would fit all purposes.
Cultural complexity may be represented by the
number of different cultural traits in a population, for
example, a population’s tool-kit size or the number
of different techno-units (Oswalt 1976). Cultural
complexity may be evident in the number of layers of
stratification or social heterogeneity of a population
(McGuire 1983). Additionally, complexity can be
identified in the number of different relationships
among different cultural traits (Enquist et al. 2011).
For the purpose of our study, we define cultural
complexity operationally as the number of different
cultural traits per individual in a population. This
means we measure cultural complexity by the size of
atrait list (represented by a vector in our simulation
model).

Model 2 differs from model 1 as follows. The
environment consists of a grid of 10 x 10 squares.
Each group occupies one square. Each square
contains equal amounts of ten different resources.
We start each simulation with a group of fifty
individuals. Individuals store their cultural traits
in a vector. All individuals first have the same
basic proficiency at the same cultural trait that
enables them to exploit one specified environmental
resource. Cultural traits correspond to a specified
position in the cultural trait vector. The position
of a trait in the vector determines which resource
it can be applied to. The variants of each cultural
trait are represented by integer values in the range
of one to ten. The numerical value of each variant
can be converted into the efficiency at extracting a
particular resource by the following equation:

consumption rate = basic rate + (trait value - 1) x
selection differential

The consumption rate corresponds to the
resource extraction efficiency. The basic rate is the
consumption rate if the cultural trait variant has a
value of one. The selection differential is a key model
parameter that determines the level of competition
for resources and thereby the strength of selection. It
can be interpreted, according to Lande and Arnold’s
(1983) original definition, as an estimate of the
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total selection on a trait, including both direct and
indirect selection via selection on other correlated
traits. Note, however, that for the sake of simplicity
all traits in our model are uncorrelated.

If an individual does not meet the minimum
resource requirements, he/she randomly chooses
another individual as a model and copies the cultural
traits of the model. This means that individuals
only invest in the acquisition of new or improved
cultural skills if they are under resource stress. With
a probability of five per cent the learner gets the
trait wrong (copy error rate), so that the copied trait
is either one unit higher or lower than the original
trait variant of the cultural model (see Appendix B
for details).

Once an individual has reached the highest
possible value that a variant of a cultural trait can
reach in our simulation, he/she is able to invent an
independent new cultural trait that will enable him/
her to exploit a new resource. This trait fills the next
position in the trait vector. Thus, we assume that a
sufficient proficiency and experience at previously
existing technology is necessary to invent new
technology. Inventing a new trait comes at a cost
that is subtracted from the individual’s energy score.
If individuals do not have enough stored energy,
they cannot invent new traits (see Appendix B).

Immediately after invention, a new trait is
always present with a value of one. By modification
during learning more efficient variants can be
invented. A trait can be lost again, if it is reset to zero.
Duringeachtimestep, eachindividual onlyconsumes
one resource, unless one resource is not enough to
meet the minimum resource requirements. In this
case, the individual tries to complement the missing
resource units by consuming other resources.
Resource energy is added to the individual’s energy
score. The energy score cannot exceed 50 units. Since
resources are always consumed in the same order
they are effectively ranked according to preference.

Simulations run for 1000 time steps. At theend
of the simulation we measure the average number
of cultural traits per individual, and within-group,
between-group and total competition as defined
in the introduction. We compare the results of ten
independent simulation runs for each scenario using
Wilcoxon-rank-sum tests (Wilcoxon 1945).

3. Results

All descriptive statements of the results section
refer to the model results and not automatically to
reality. We will discuss the results as they refer to
our hypotheses stated in the introduction. Please see
Appendix A for tabulated values and statistics. One
of our central findings is that no factor influencing
competition (e.g. patch size, resource density,
resource pressure, etc.) acts independently of other
factors. This means that the impact and sometimes
even the direction of one of these factors on
competition are modulated by other factors. As we
will argue in the discussion, therefore, considering
individual factors in a complex system in isolation
from other factors may lead to a distorted and
incomplete assessment of their actual effects.

3.1 Competition levels within and among groups
will be higher in patchy environments than
in environments with a continuous resource
distribution

As predicted, within-group competition is
higher in environments with a patchy resource
distribution than in environments with a continuous
resource distribution. The difference is especially
marked if the resource density within patches is
high (Figs 1 and 2). Consequently, we may expect
that social rules which mitigate within-group
competition are most likely to arise in patchy
environments. Examples for competition-mitigating
behaviours are food-sharing, culturally mediated
choices on birth spacing, and territoriality (Premo
2005; Read and LeBlanc 2003).

Between-group competition is not always
higher in patchy than in continuous resource
distributions. In fact, the highest levels of
between-group competition occur in continuous
resource distributions with high resource densities
(Appendix A, Table 1). As proposed in hypothesis
7, between-group competition tends to be generally
high regardless of resource distribution. Therefore,
we can hypothesise that differences in selection
pressure between continuous and patchy resource
distributions are mainly due to differences in within-
group competition levels.
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Figure 1. Between- and within-group competition levels in different resource distributions and in the absence or
presence of contact among groups. a-d: patch size 1x1; e-h: patch size 2x2; i-l: patch size 3x3; a, e, i: between-group
competition, no contact between different groups; b, f, j: between-group competition, contact between different groups;
¢, g, k: within-group competition, no contact between different groups; d, h, I: within-group competition, contact
between different groups; y-axis: competition levels; x-axis: patch distance; the number of resource units per square

in resource patches is indicated in grey scales (legend).

3.2 Greater distances between resource patches
will result in higher competition levels

We find that both between-group and within-
group competition levels grow stronger as the
distance between patches increases. However,
this statement needs to be qualified. The effect of
distance — as we pointed out earlier — is modulated
by other variables. Thus, the effect of distance on
competition levels becomes stronger as patches grow
larger, more resource-dense, and in the absence
of contact among groups (Appendix A, Tables 3
and 7). At lower resource densities and for smaller
patches only big differences in distance significantly
increase competition among or within groups.
This is intuitive if we consider that populations
in large patches with abundant resources can
maintain higher reproductive rates. Therefore,
these populations will be affected more severely by
distance as an obstacle to migration once they have
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reached their habitat’'s resource limit. While both
between-group and within-group competition grow
larger with increasing distance between patches,
within-group competition is more sensitive to
distance at low resource-densities.

3.3 Bigger patch sizes will decrease competition
within and among groups

The prediction holds for both between-
and within-group competition, but only under
certain circumstances. The effect of patch size is
much weaker than that of patch distance, and is
modulated by other variables (Appendix A, Tables
4 and 8). Patch size has the strongest influence on
competition levels if the distance between patches
is small and the resource density within patches
high. Therefore, we would expect patch size only to
be important in habitats that are relatively resource-
abundant and not too fragmented in the first place.
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Figure 2. Between- and within-groups competition levels
in environment with uniform resource distribution. a:
between-group competition levels in isolated groups and
groups in contact with other groups. b: within-group
competition levels in isolated groups and groups in
contact with other groups; the number of resource units
per square in resource patches is indicated in grey scales
(legend).

3.4 Social contacts among groups will increase
between- and within-group competition

Social contacts among groups, which in model
1 correspond to mating contacts, indeed increase
competition with similar strength among and within
groups (Appendix A, Tables 5 and 9). However,
social contacts do not increase competition in
high-resource-density patches, because under
these conditions groups are already so large that
further contacts outside one’s own group become
insignificant. Unsurprisingly, if great distances
between patches prevent contact among patches,
social rules that allow contact among groups become
negligible.

3.5 Higher resource pressure will increase
competition within and among groups

When we consider the results of model 2, we
have to distinguish between two different cases.
When there is no contact among groups (neither for
mating nor for cultural transmission) between- and
within-group competition and total competition
increase linearly with resource pressure (Fig. 3;
Appendix A, Tables 12, 13, 17, 20, 23). However,
when there is contact among groups, within-group
competition and total competition have a non-linear
relationship with resource pressure. They increase
up to a point, but further increases in resource
pressure lead to a decrease in within-group and
total competition. This effect is mediated by the
interaction of resource pressure and population

size. Very high resource pressure can reduce the
population size which in turn reduces competition
within the population and within groups.

At the same time, almost all groups are in
competition with each other. So between-group
competition is always near its maximum, and
increasing resource pressure has little effect on
between-group competition. Only differences at the
very low end or the very high end of the resource
pressure range cause significant differences in
between-group competition. Consequently, the
possibility for technological intensification and
extensification in combination with resource
pressure leads to a high intensity of competition
among human groups.

Concerning the number of cultural traits per
individual, our measure for cultural complexity, we
find that increasing resource pressure is associated
with higher cultural complexity of a population (Fig.
3; Appendix A, Tables 11 and 14). Resource pressure
may act on populations via its effect on total and
within-group competition. In addition, cultural
complexity is also influenced by population size (see
3.6.).

3.6 If population growth is linked to resource

availability, higher resource availability
will increase between- and within-group
competition

Our results for model 1 indicate that resource
availability has the strongest and most consistent
effect on competition of all factors examined
(Appendix A, Tables 6 and 10). The explanation is
that in the absence of innovation and the possibility
to increase one’s efficiency at a subsistence-related
trait, higher resource availability is the only way to
increase an individual’s fertility. A higher birth rate
increases within- and between-group competition.

Ifin addition innovation and intensification are
considered (model 2), higher resource availability
can increase the competition among groups
(Appendix A, Table 21). Contrarily, higher resource
availability tends to decrease the competition
within groups and within the population as a whole
(Appendix A, Tables 18 and 24). This means thateven
though higher resource abundance can decrease
the number of starving individuals within each
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Figure 3. Mean number of cultural traits and competition intensity in populations under different levels of resource
pressure and in the absence or presence of contact among groups. a, e: Mean number of cultural traits per individual;
b, f: total competition; ¢, g: between-group competition; d, h: within-group competition; a-d: no contact between
different groups; e-h: contact between different groups; x-axis: selection differential; the number of resource units per

square is indicated in grey scales (legend).

group, the number of groups in which at least one
individual suffers resource shortfalls increases. The
reason is that in our model individuals and groups
exhibit almost perfect scramble competition. Others
cannot be excluded from resources, unless one uses
them first. The results resemble the equilibrium
expected under perfect competition in an economic
market (Vickers 1995).

Under certain circumstances higher resource
abundance correlates with higher cultural
complexity (Appendix A, Table 15). This may be
explained by the resulting higher demographic
growth rate and the consequent higher number of
learners and cultural models (Henrich 2004; Powell
et al. 2009). Population size itself, however, is a
consequence of resource pressure and the ability of
a population to utilise environmental resources, this
means its adaptive cultural traits.

3.7 According to our definition, between-group
competition will rise faster than within-group
competition, but will be less sensitive to small
changes in environmental conditions

From the results discussed above, we see
that between-group competition is higher than
within-group competition in environments with
a continuous resource distribution and when we
consider innovation and intensification in our model
(Figs 2, 3). For patchy resource distributions, within-
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group competition is somewhat more sensitive to
small changes in variables, but overall follows the
same pattern as between-group competition. This
does not mean that group selection would outweigh
individual selection. In fact, as between-group
competition seems to be less sensitive to changes
in environmental conditions, it may be less relevant
for driving behavioural adaptations. However,
constantly high levels of between-group competition
could explain the evolution of parochial altruism in
human groups and may be a driving force of cultural
diversification (Bowles 2006; Bowles 2009; Foley
2004).

4. Discussion

In our simulation model we consider human
populations in their environment as complex
adaptive systems. This means that human
cultural behaviour is not only governed by social
rules and demographic structure, but is also an
adaptive response to environmental challenges.
Conventional models of biological or cultural
competition primarily aim to find conditions under
which competing populations go extinct or coexist.
In contrast, we use our model as an experimental
test box to directly measure competition under
various environmental and social circumstances,
and to assess the effect of competition on the
cultural attributes of human populations. Starting
from the simulation results we can make a number
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of predictions about the archaeological record and
past human cultural behaviour.

Our results suggest that competition among
individuals and groups may be a non-negligible
force in human cultural evolution. Competition
can occur among individuals within groups and
among groups within a population. In our model,
competition mainly corresponds to scramble
competition as found in egalitarian hunter-gatherer
societies (Boone 2002). The resource density within
patches and the distance between patches have the
biggest effects on both within-group and between-
group competition in patchy environments.

Increased  competition  within  human
populations in our model provides a potential
driving force for cultural change, for example, if
climate change leads to habitat fragmentation and
patchy environmental resource distributions. In the
context of archaeological cultures our results suggest
that a moderate degree of resource patchiness or
habitat fragmentation, as measured by the ratio of
patch size to patch distance, may be associated with
high levels of competition both within and among
groups (Fahrig 2003). In addition, high resource
abundance within patches markedly increases both
within- and between-group competition.

One important resource for which human
groups compete is water (Birdsell 1953; Bretzke et
al. 2012). If we accept that resource competition
may be a potent driver of culture change, this could
explain why the earliest complex cultures developed
in the Afro-Asiatic monsoon belt during a period of
increased aridity following global environmental
deterioration (Brooks 2006). Similar environmental
conditions may be associated with more complex
material culture in the South African Middle
Stone Age (McCall 2007) and the European Upper
Palaeolithic (Bocquet-Appel and Demars 2000).

However, the simulation results do not imply
that environmental deterioration in itself would lead
to more complex culture, or that competition is the
main factor influencing cultural evolution. Rather,
competition levels depend on relative resource
availability and distribution, and on demographic
developments. As such competition can actually be
higher in environments in which resources are more
abundant, but their distribution is clustered. The

explanation is that the importance of competition
relative to other limiting factors may be more
important in abundant environments (Dhondt
2010).

In our second simulation model cultural
complexity was influenced by both resource
pressure (pressure to innovate new traits mediated
by competition for resources) and population size
(higher number of potential innovators). This
means that there may not be one pre-defined set of
social and environmental circumstances that allows
for or drives the evolution of cultural complexity.
The innovation of new traits to avoid competition
due to resource pressure is known as extensification.
The improvement by modification of existing
resource-extraction technologies to gain a relative
competitive advantage is called intensification
(Boserup 1964). Both are implemented in our model.
The simultaneous occurrence of intensification and
extensification has been observed and studied in
detail in Californian forager populations (Beaton
1991).

Interestingly, extensification at the population
level has also been observed in biological
experiments with stickleback populations. Svanbéck
and Bolnik (2007) showed that intraspecific
competition can drive diversity in resource use
in natural populations. In sticklebacks, however,
diversification at the population level is accompanied
by increased specialisation and disruptive selection
at the individual level (Bolnik 2004; Svanbéack and
Bolnik 2005). This is what we can also observe
in complex human societies (Henrich and Boyd
2008; Wahl 2002). Our model does not address the
question of individual specialisation but could easily
be extended. The empirical data suggest that social
and economic “complexification” is mainly driven by
within-group competition, but also by competitive
interactions with other groups (Bolnik et al. 2010).
Therefore, a better understanding of the causes
and consequences of competition at the individual
and group levels is necessary to understand the
diverse evolutionary trajectories of different human
cultures.

According to our definitions of within- and
between-group competition, the latter is usually
higher. We repeat that this does not mean that
group selection would be stronger than selection
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at the individual level. It shows, however, that
competition does not have to be equally distributed
among individuals and groups. In our simulation
model, we observe that in most circumstances many
groups will have a few individuals who cannot meet
their resource requirements. Conversely, we never
observed that there were only a few groups in which
most individuals could not meet their resource
requirements at any given time. Presumably such
groups would go extinct quickly if they cannot find a
solution to counteract resource shortage (migration,
exploitation of new resources etc.). The extinction
of Neanderthals in Europe following the arrival
of modern humans might be a possible example
(Banks et al. 2006).

In terms of practical research, our definitions
of within- and between-group competition can
be more easily applied to living populations, for
example by assessing the nutritional status or
income of individuals. Quantifying competition in
the archaeological record may be more difficult.
Skeletal material can be studied to reconstruct the
demographic development and health status of
prehistoric human populations, as has been done
for a comparison of pre-agricultural and early
agricultural societies (Eshed et al. 2004; Lambert
2009). The prevalence of interpersonal violence and
warfare between groups may also be inferred from
skeletal records (Bowles 2009). However, the degree
to which direct evidence for interpersonal violence
reflects competition levels is contentious (Jurmain
et al. 2009). In the absence of an extensive skeletal
record, the intensity of competition can usually only
be estimated indirectly. For instance, the study of
faunal assemblages may provide indirect estimates
for the type, intensity and causes of competition
(Marin Arroyo 2009; Phoca-Cosmetatou 2009;
Stiner et al. 1999). Further, environmental
reconstructions and estimates of past population
sizes could be used to estimate competition and how
it may have been distributed among individuals and
groups.

For this purpose we need to understand how
individuals and groups adapt socially and culturally
to specific sets of environmental conditions. As we
have seen in the results section, environmental
factors do not act in isolation. Their effect on
human behaviour depends markedly on the state of
other environmental factors and the existing social

200

and cultural organisation of a human population.
Consequently, a thorough understanding of human
cultural systems in their environmental context
requires an analytical approach that can integrate
the multiplicity of environmental and social factors
that influence human behaviour and may in turn be
affected by human actions. Agent-based simulation
modelling is a useful experimental toolbox to test
hypotheses on human-environment interactions
in the past. As such it can help us to elucidate the
cultural and behavioural processes that have given
rise to patterns in the archaeological record.
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Abstract:

SHEEP (Simulating Hominin Expansion in the Early Pleistocene) is an Agent-based model (ABM) of
the first Out of Africa hominin dispersal, designed to explore the spatial pattern of Lower Palaeolithic
site distribution in Europe. The SHEEP model uses a deterministic environmental approach to evaluate
potential routes into Europe and their impact on the pattern of site distribution in the eastern and western
parts of the continent. The model consists of three main simulated elements: 1) population growth, 2) a
spatial spreading process and 3) the friction map, which includes both environmental and topographic
information. The impact of different geographical projections on the outcome of the model has been
evaluated. The results show that we are unable to reproduce the null hypothesis and observed spatial
pattern of European sites is not a result of differences in dispersal routes. This case study showcases the
use of ABM as a simple and efficient tool for hypotheses testing with a high potential for archaeological

applications.

Keywords:

Agent-based Modelling, Lower Palaeolithic, ‘Out of Africa’ Dispersal

1. Introduction

SHEEP (Simulating Hominin Expansion in
the Early Pleistocene) is an Agent-based Model
(ABM) designed to test the hypothesis that the
low density of Early and Middle Pleistocene
(1.8—-0.3 Ma) sites in Central and Eastern Europe
results from a specific dispersal pattern into the
continent. Dispersal routes into new regions have
the potential to shape the pattern of population
density on the meso- and macro- scales. However,
apart from conceptual models no quantitative
research method has ever been used to investigate
their potential impact on population density and its
archaeological manifestation — the distribution of
archaeological sites. ABM constitutes an alternative
approach to one of the challenges that conventional
archaeological methods are confronted with: the
static nature of what is often referred to as the ‘dots-
on-a-map’ method where site distribution maps are
used to infer the causal relationship between certain
processes (such as land use, settlement patterns, or
environmental conditioning) and site locations (see
for example Grove 2012; Alcock and Rempel 2006
for other takes on the problem). The main strength
of ABM comes from its ability to test hypotheses

Corresponding author: I.Romanowska@soton.ac.uk

using a dynamic process rather than a static ‘snap
shot’ approach of spatial statistics followed by
interpretational conceptual modelling.

The research questions will be introduced in
the first section of this paper, followed by a review of
the ABM methodology, its strengths and limitations.
The subsequent sections will give the model
description in an adapted ODD (Overview, Design
Concepts, Details) format (Grimm et al. 2006; 2010;
for an archaeological application see: Scherjon
2013). Finally, the results of the experiment and a
few general conclusions are given.

1.1 The pattern: spatial dichotomy between east
and west

The dichotomy between the density of Early
and Middle Pleistocene sites east and west of the
Rhine constitutes a robust spatio-temporal pattern.
The Lower Palaeolithic sites in Central Europe are
few and far between compared to the record in
Western Europe (Fig. 1). Over 130 stratified Lower
Palaeolithic sites are known from Western Europe
(estimate based on literature review in Romanowska
2009), not including surface finds which can be
counted in the thousands (see for example Wymer
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Figure 1. The distribution of Lower Palaeolithic sites in
Europe.

1999 or Roe 1981 for the English record). In Central
and Eastern Europe even a very generous count
including surface finds, possible geofacts or very
small assemblages such as Stranska Skala, Gajtan,
Konczyce, Kudaro or Garasimovka (Doronichev and
Golovanova 2010; Roebroeks and Kolfschoten 1995;
Runnels 1995) brings the total number of sites to no
more than 40.

Considering that Central and Eastern Europe
constitute about two thirds of the continent this
represents a robust pattern that has not incited
much research so far. It has been mentioned in
passing by various authors (Bosinski 2006; Darlas
1995; Dennell and Roebroeks 1996; Gamble 1999;
Hopkinson 2007) but little academic effort has been
invested into understanding this phenomenon.
Therefore, it is not clear if it represents a real past
pattern, i.e. demographic disparity between different
parts of the continent as suggested by Doronichev
and Golovanova (2010), or a modern research bias.

So far only three scenarios have been put
forward in order to explain this dichotomy:

e State of the research (Doronichev 2011; Moncel
2010);

e Climate (Hopkinson 2007; Martos 1994; Moncel
2010);

< Dispersal routes and demography (Bar-Yosef and

Belfer-Cohen 2011; Rolland 1995; Tourloukis
2010; Villa 2001).
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Figure 2. Potential dispersal routes into Europe.

This paper is concerned with testing the last
hypothesis.

1.2 Dispersal routes

Geographically, Europe is surrounded
by substantial water bodies from the west and
the south which, to the best of our knowledge
regarding Palaeolithic seafaring (Bednarik 1999),
would constitute significant barriers for the Early
and Middle Pleistocene hominin dispersal events.
Therefore, only four to five possible routes into
Europe can be seriously considered, via land bridges
or minor bodies of water such as straits (Fig. 2)
(Harvati et al. 2008; Rolland 1995; Sanchez 2006;
Tourloukis 2010; Villa 2001).

The eastern (via Ukraine) and south-eastern
(via the Balkans) routes are generally accepted
as plausible dispersal corridors into Europe. The
western routes (via Giblartar and via Sicily) involve
crossing a significant stretch of water and therefore
it has been intensely debated (Bednarik 1999; de
los Terreros 2000; Derricourt 2005). The current
consensus seems to be that the Gibraltar route is
plausible while the Sicily route is not (Villa 2001).
However, some authors (Carbonell and Rodriguez
2006) pointed out the lack of animal migration
via Gibraltar at that time, which may be a good
indicator of the relative difficulty of the crossing.
In the SHEEP both sea (Giblartar) and land routes
(Balkan, Ukraine) were tested in the same way.
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2. Why Modelling?

The conventional methodology in archaeology
for the study of the first dispersal is largely based
on qualitative considerations, where arguments are
being debated without quantitative validation or
explicitly stating the assumptions (for example Bar-
Yosefand Belfer-Cohen 2001; Carabonell et al. 2010;
Derricourt 2006; Moncel 2010; Palombo 2013 to
name just a few). | believe that the discussion could
benefit from a tool which allows for quantitatively
assessing of the proposed scenarios.

Simulation and geographical analysis are
probably the only two quantitative approaches that
have already been applied to this issue (Field et al.
2007; Holmes 2007a, b; Mithen and Reed 2002;
Nikita and Nikitas 2005; Steele 2009). However,
geographical analysis has limitations for the study of
a dynamic process such as dispersal. | would argue
that a combination of geographical and simulation
approaches would be more fruitful as it allows for
an integration and confrontation of the actual
archaeological data with potential processes which
led to the creation of the archaeological record in a
tightly controlled manner.

2.1 Agent-based Modelling (ABM) — modelling as a
controlled environment lab

Agent-based  Modelling (ABM) is a
computational technique used in a number of
disciplinesincluding ecology, planning and the social
sciences (for a full overview see Niazi and Hussain
2011). Contrary to equation-based modelling (EBM)
where the modelled individuals are assumed to
be homogenous and well mixed, it uses individual
software entities (called agents) which can interact
with the environment and with each other (Kowarik
et al. 2008; Nguyen 2010; Parunak et al. 1998).
ABM has been used in archaeology for over a decade.
One of the first applications of ABM — the iconic
model of the rise and collapse of Anasazi (Axtell et
al. 2002; Dean et al. 2000, but see Janssen 2009)
— established the technique more strongly in social
sciences and humanities and soon a number of
applications followed (including Bentley et al. 2005;
Graham 2006; Graham and Steiner 2008; Griffin
and Stanish 2007; contributions in Kohler and
Gumerman 2000; Kowarik et al. 2008; Mesoudi
and O’Brien 2008; Premo 2006 among others.

For an overwiev of the history of simulations in
archaeology see Costopoulos and Lake 2010; Kohler
2012; Lake 2001; 2014).

ABM provides a unique platform for testing
hypotheses (Axtell et al. 2002; Epstein 2007; 2008;
Macal and North 2010; Premo 2006; 2010) and
highlighting inconsistencies in the initial hypothesis;
it allows researchers to build models independent
from the data, thus creating a virtual benchmark of
how the data would be expected to look given the
initial set of assumptions and processes modelled.
It therefore helps “to eliminate plausible scenarios
that are nevertheless unlikely to have occurred”
(Premo 2006, 108). This technique has been
repeatedly used to model movement patterns on
different scales, be it human expansion into new
lands, traffic modelling or animal migration (Castle
and Crooks 2006; O’Sullivan 2008; O’Sullivan and
Haklay 2000).

3. Model Description
3.1 Purpose

The strengths of ABM introduced in the
previous section make this method highly suitable
for addressing the issue this paper is concerned with,
namely evaluating the impact of dispersal routes
on site distribution in Europe during the Lower
Palaeolithic. Previous attempts to use modelling for
human dispersal studies — the ‘Stepping out’ model
(Hughes et al. 2007; Mithen and Reeds 2002) and
the unnamed model of Nikita and Nikitas (2005)
— were focused largely on determining the likely
arrival date of hominins at a given location (see also
Steele 2009 for an overview of EBM case studies).
The SHEEP model has been developed to answer
more general research questions:

e Could the expansion into Central and Eastern
Europe be delayed because one of the routes into
Europe was unavailable to hominins?

e Are there any parameter sets that would hinder
or prevent dispersal through Central and Eastern
Europe?

e Under what configuration of the dispersal routes

could the peopling of Central and Eastern Europe
be delayed compared to Western Europe?
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3.2 Model entities and scales

The model consists of two entities: the agents
representing the hominin population and the
friction map in the form of a square grid (‘patches’)
representing the environment over which the agents
are dispersing.

The agents

Each agent represents a Boolean value (yes/
no) of ‘human presence’ rather than individuals or
human groups. In that sense the model is similar to
cellular automata models used before for modelling
the general patterns of Pleistocene dispersals (for
example Mithen and Reeds 2002). The reasons
for the spatial expansion of hominin groups were
not modelled explicitly (apart from population
growth) as it falls outside of the research aims of the
simulation.

The environment

Climate, relief and vegetation distribution
are often quoted as crucial factors influencing
large-scale human movement (King and Bailey
2006; Rolland 1995; van der Made 2011; van der
Made and Mateos 2010). This notion is particularly
relevant for the first ‘Out of Africa’ dispersal (ca.
1.8 Ma) and it has been argued that this dispersal
should be regarded as a home-range expansion
of a large land mammalian species rather than a
socially-driven human invasion of new territories
(Holmes 2007a and references therein). The SHEEP
model therefore uses a deterministic climate/relief
approach to evaluate the impact of dispersal routes
on the pattern of site distribution.

The scale

The SHEEP model uses a relative time scale,
i.e. it does not generate exact arrival dates (such
as in Mithen and Reed 2002 or Nikita and Nikitas
2005), but explores the process, i.e. the rates of
dispersal into different parts of Europe.

3.3 Submodels
The model consists of three standard elements

used for dispersal simulations (Steele 2009): 1)
population growth, 2) a spatial spreading process
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Figure 3. The friction map.

and 3) the terrain. The model was created and run
using the ABM software platform NetLogo and
its GIS extension (Railsback and Grimm 2011;
Wilensky 1999); the terrain maps were prepared
using ArcMap 10.1.

Population growth

The agents in this model reproduce according
to two variables: ‘Fertility’ and ‘Mortality’. Their
values were generated from averaged fertility rates
of modern hunter gatherers (Pennington 2001)
recalculated to show ‘chance of producing a child in
agiven year’ (rather than the real fertility rate which
describes an average number of children per female)
and doubled to speed up the simulation.

Terrain

The friction map (Fig. 3) was generated as a
raster map (x, y and vegetation values) based on
the data of the Pliocene Research Interpretation
and Synoptic Mapping project (PRISM 3) (Holmes
2007a, b; Hughes et al. 2007; van der Made and
Mateos 2010; Salzmann et al. 2008a, b). NetCDF
files with the vegetation and topography rasters were
obtained from the project’s website (USGS 2010) .
The PRISM datais currently the mostcomprehensive
global reconstruction for any warm period prior to
the current conditions (Salzmann et al. 2008a). It
is also a dataset that is the closest chronologically
to the modelled system and is publicly available.
Nevertheless, the PRISM dataset is a simulation in
itself and therefore cannot be regarded as ‘empirical
data’. It is also a reconstruction of a Pliocene not
Pleistocene environment. More global circulation
models of higher resolution tested against the
available paleoenvironmental data are needed if
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Figure 4. The template used to compare the results of
the runs.

we aim to develop finer dispersal models. However,
given the continental rather than regional scale of
the research questions of this model the PRISM
dataset was deemed sufficient.

Four projections have been tested to check
if they impact the results: Robinson, Mercator,
Azimuthal-Equidistant and Plate Carrée Projections.
The simulation was run 10 times for each projection.
Each 10 runs used the same seeds therefore limiting
the influence of the model’s stochasticity. The
results were analised in the same way as the general
model output (see section 3.4). A one-way analysis
of variance showed an overall highly significant
effect of the projection type on the results of the
simulation (F,,=6.103, p<0.00089). However,
multiple comparisons (Tukey’s HSD, overall alpha
level 0.05) indicated that the only significant two-
way contrast was between the Plate Carrée (which
is the default setting between ArcGIS and NetLogo)
and the remaining projections. This means that
the differences in the simulation results for the
Azimuthal Equidistant, Mercator and Robinson
projections were negligible whilst the Plate Carrée
projection produced results significantly dissimilar
to the other three.

Spatial spreading process

With each discrete time step the agents can
disperse to new cells on the terrain map within the
radiusspecifiedbythedispersal rate of therastercells.
Dispersal rates for each type of vegetation cover are
informed by our current understanding of hominin
adaptations to the environment (Dennell 2004). The

vegetation raster file was reclassified and each class
was attributed the following values for the vegetation
parameter (meaning: “the difficulty of crossing”):

* water =200,

e ice =100,

e boreal forest = 50,

e desert=10,

e tropical, temperate forest = 5,
e savannah and grassland = 1.

The vegetation parameter describes the
difficulty of crossing an area by hominins.
These numbers are chosen arbitrarily but they
closely mirror our current understanding of
hominin adaptations. For example the grassland
environments were given a very low parameter
value because hominin preference for grasslands
and mosaic environments have been noted many
times (see Dennel and Roebroeks 2005 for the
discussion in the context of dispersal). The very
high value of the vegetation parameter attributed to
cold boreal forest is supported by the virtual lack of
sites in the cold zones of Europe and Asia probably
related to only sporadic use of fire (if any) at that
time (de Lumley 2006; Roebroeks and Villa 2011).
For the temperate and tropical forests the issue
is not so clear cut, as both environments are not
favourable for the preservation of bones and perhaps
sometimes overlooked by archaeologists. However,
a small number of fairly late sites were located in
forested environments, such as Beeches Pit, UK and
Vértesszolés, Hungary (Kretzoi and Dobosi 1990;
Preece et al. 2006). Therefore it has been given the
benefit of the doubt, i.e. a relatively low value for
its vegetation parameter. Finally, the value of the
vegetation parameter for deserts was double that of
temperate/tropical forest but much lower than the
cold, boreal zone. The main reason for this is our
poor understanding of the extent and conditions in
the Sahara at that time (Holmes 2007a). Numerous
researchers postulated the so-called ‘green Sahara’
(Claussen et al. 1998; Drake et al. 2011; Foley et

Start Location East Africa
Starting Population 20

Fertility Rate 0.1

Mortality Rate 0.42

Table 1. Parameter values used in the model initialisation.
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All Routes No Bosphorus No Caucasus No Gibraltar
Balkans 48 96% 13 26% 50 100% 50 100%
South East 50 100% 50 100% 10 20% 50 100%
Ukraine 50 100% 50 100% 30 60% 50 100%
South Central 33 66% 20 40% 35 70% 50 100%
North Central 9 18% 2 4% 0 0% 50 100%
West East 23 46% 38 76% 2 4% 50 100%
East East 43 86% 46 92% 2 4% 50 100%

Table 2. Results of the simulation. The first column of each tested scenario indicates in how many of the runs the agents
reached that particular area (see Fig. 4), the second gives the same number as a percentage.

al. 2003) and more controversially ‘green Arabia’
hypotheses — short humid phases during which
green corridors would allow for hominin dispersal
even if the general conditions were inhospitable.

3.4 Initialisation, process overview and
observation

Table 1 gives an overview of the parameter
values used for the initialisation of the model. The
starting point for all agents is located on a single
raster cell in Eastern Africa.

With each turn of the model all the agents
have a chance to reproduce or die according to the
birth and death rates (see section 3.3 Population
Growth). Every newly created agent is placed on
an empty cell located in a radius determined by
the vegetation parameter (see section 3.3 Spatial
Spreading Process). This produces a regular wave
of advance spreading in a concentric pattern from
the starting point, slowing down and speeding up in
different environmental zones.

The model stops when an agent appears on
one of the two ‘stopping raster cells’ — the Western
Europe cell located on the border between Spain
and Southern France or the Central European cell
located in Northern Germany.

In order to test the hypothesis the model was

Figure 5. The final visualisations of the most typical
results of the simulation runs: a) all routes available; b)
no Balkan route; ¢) no Caucasus route; d) no Gibraltar
route. Light colour indicates human presence and the
front of dispersal can be seen as black band. Please see
the colour version of the proceedings for clearer figures.
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iterated 50 times for each of the following alternative
scenarios: a) all dispersal routes into Europe are
available for hominins (Fig. 5a); b) the Balkan route
is blocked (Fig. 5b); c) the Eastern route via the
Caucasus is blocked (Fig. 5¢); d) the Gibraltar route
is blocked (Fig. 5d); After each run, the view of the
final result was exported and visually compared with
the template (Fig. 4) to assess how far the dispersal
reached in each case.

4. Results

As discussed in detail in section 3.1, the null
hypothesis states that the availability of certain
dispersal routes could have impacted the pattern
of hominin dispersal into Europe, which is, in
turn, reflected in the observed pattern of Lower
Palaeolithic site distribution. If, under the conditions
imposed by the parameter values, no tested scenario
produced such a pattern (hominin arrival in Central
and Eastern Europe significantly delayed in respect
to Western Europe) then the null hypothesis will be
conditionally rejected.

This model shows that under the conditions
described above the dispersal into Central and
Eastern Europe could not be affected by the dispersal
routes to such an extent that no occupation at all
occurred during the Lower Palaeolithic (Table 2
and visualisations of the most typical runs: Fig. 5).
If all the possible routes were passable, hominin
expansion should reach the Balkans and Ukraine at
a similar time as Spain and southern France (Fig.
5a). A similar pattern occurs if one of the eastern
routes is blocked out — the agents reach modern
day Ukraine or the Balkans at the same time as
they reach Spain and Southern France (Figs 5b
and 5c¢). Thus, the null hypothesis (i.e. that the
spatial distribution of known Early and Middle
Pleistocene sites in Europe is a result of a particular
configuration of dispersal routes) can be rejected
under the conditions imposed by the processes and
parameter values used in the simulation.

In almost all cases, Eastern Europe (and
especially the Ukrainian steppes) is peopled before
the Balkans. Also, even if the route via Turkey and
the Balkans is the only eastern route available, the
expansion very often reaches modern day Ukraine
before hominins arrive in Spain and Southern
France (Fig. 5c). This indicates that the Ukrainian

steppes hold a very high potential for early sites,
only a fraction of which have been found so far
(Stepanchuk et al. 2010).

If the Gibraltar route was not available for
dispersal, the final pattern closely resembles the
archaeological record, showing a quick spread of
hominins into the southern and south-eastern part
of Asia (Dennell 2004; Swisher et al. 1994) and a
substantial delay in the appearance of hominins in
Europe (Fig. 5d). This is a strong indication that the
environmental structure of the Early Pleistocene
world alone may explain the fast spread through
South Asia making other, more complicated
scenarios redundant.

5. Conclusions

As mentioned before ABM is often used for
testing hypotheses and highlighting inconsistencies
in the initial hypothesis. This study used that
strength to provide a quantitative evaluation of
the hypothesis that the pattern of European Lower
Palaeolithic site distribution is caused by dispersal
routes. The results show that it is highly unlikely
that dispersal routes caused the observed spatio-
temporal pattern of site distribution and we should
therefore turn our attention to other possible
explanations (for an overview of other hypotheses,
see Romanowska 2012; 2013).

However, it has to be noted that the observed
patterns are very sensitive to small changes in the
underlying friction map. This highlights the need for
more fine-grained palaeoenvironmental mapping
if more detailed results are required. ‘Prism 3’ is
currently the most accurate paleoenvironmental
mapping of that time period (Salzman et al. 2008a;
2008b) and hopes are high that better quality
environmental data can be collated in the near
future given the rapid development of sophisticated
global circulation models. This would allow for
more detailed simulations, perhaps looking at
smaller scale, regional case studies and producing
exact arrival dates which can then be compared
to the archaeological record to validate the
simulations. Such models would require even more
clever treatment of the spatial component, with the
topographic data matching the resolution of the
vegetation data and a better handling of the spatial
spreading process. However, until then only very
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coarse grained research questions such as the one
asked at the beginning of the paper can be reliably
modelled using agent-based simulations.
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Abstract:

Humans have been traversing the world’s oceans for at least 50,000 years. For archaeologists interested
in prehistoric seafaring, computer simulation has proven a useful method for investigating the challenges
and strategies used in the past. However, a number of barriers have inhibited wider adoption of the
simulation approach. We present a prototype for a flexible voyaging simulation to model prehistoric
seafaring. Combining freeware technologies in GIS, statistics, and agent-based modelling with open
source datasets, our simulation is capable of testing hypotheses ranging from drift to directed voyaging
across the globe, at comparable or higher resolution than previous studies. A case study from the Pacific is
offered which demonstrates some of the capabilities of the system. In time, we hope to introduce this as a
tool for researchers worldwide to explore questions of prehistoric oceanic voyaging.

Keywords:
Seafaring, Voyaging, Simulation, Agent-based Modelling, Maritime Archaeology

1. Background on performance characteristics of the modelled

vessel and/or strategy employed by the modelled

Humans have been traversing the worlds’
oceans for at least the last 50,000 years (Hiscock
2008); according to some, this behaviour may even
extend to other members of the genus Homo (Ruxton
and Wilkinson 2012). Many hypotheses pertaining
to the human diaspora rest on an understanding
of the capabilities of prehistoric seafarers and
the conditions they may have encountered (Allen
and O’Connell 2011; Birdsell 1977; Kirch 2010;
Surovell 2003; Westley and Dix 2008). However,
archaeological traces of seafaring technology are few
and most of the events which led people to take to
the seas are beyond the scope of written accounts or
oral traditions.

Since the ground breaking work of Levinson,
Ward, and Webb (1973), there have been humerous
applications of computer simulation to prehistoric
oceanic voyaging (e.g. Callaghan 2001; Fitzpatrick
and Callaghan 2011; Irwin, Bickler and Quirke.1990;
Montenegro et al. 2006). Almost all of these are
structurally similar to that original study: virtual
“boats” are sent out from one terrestrial location,
interacting with the winds and/or currents based

Corresponding author: b.davies@auckland.ac.nz

navigator, until the boat comes into contact with
a different parcel of land or exceeds a time or area
limit (presumably meeting a grisly fate).

A comparison of some of the published
simulations is shown in Table 1. Despite having very
similar goals, they exhibit a number of differences
in terms of structure and exhibit some or all of the
following limitations:

e Restricted spatial extent;
e Limited to contemporary shorelines;

« Dependence on licensed or otherwise difficult to
access software and datasets;

* Probabilistic or deterministic environmental
inputs;

< Limited to drift or directed voyages;

e Restricted range of vessel and navigational
options.

Most early simulations were built to deal with
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Year | Authors Region Wind Data Res. Current Res. Elevation Type of
Data Data movement
2008 Evans Pacific SSM/1 with 2.5°x2°,6 n/a n/a Coastal outline, Directed
ECMWEF blended hourly sighting radii
by NASA (DAO)
2008 | Fitzpatrick Indian Marine Climatic 10 Marine 10 Marine Climatic Drift
& Ocean Atlas of the Climatic Atlas Atlas of the
Callaghan World, U.S. of the World, World, U.S.
Navy, 1995 U.S. Navy, Navy , 1995
1995
2013 | Fitzpatrick Pacific Marine Climatic 1° Marine 1° Marine Climatic Directed
& (Western) Atlas of the Climatic Atlas Atlas of the
Callaghan World, U.S. of the World, World, U.S.
Navy, 1995 U.S. Navy, Navy , 1995
1995
2013 Davies & Global NOAA Blended 0.25° NOAA Ocean 0.33° General Directed,
Bickler Sea Winds Surface Bathymetric Drift
(Zhang et al Currents Chart of the
2006) Analyses - Oceans, British
Real time Oceanographic
(OSCAR) Data Centre

Table 1. Comparison of existing voyaging simulations used in archaeological literature (cont. from previous page).

a specific problem which constrained the extent
to a particular sea or quadrant of an ocean. This
often reflected technical limitations of available
computing rather than strictly project definition;
however, this restricted the applicability of the
results outside the geographic area for which the
simulation was originally developed.

These constraints extended to the input data
relating to landforms, winds, and currents. Very
few simulations explicitly account for changes
in shorelines (see Wild 1986), but advances in
the available bathymetric data greatly increase
the possibilities and potential for refinement.
Additionally, many of the original climatological
datasets were obtained through cooperation with
meteorological or astronomical agencies. While
much of the data used in these simulations came at
no financial cost, some of it is difficult to obtain or
comes in an obsolete digital format.

The wind and current data used in the earlier
simulations relied on probabilistic models that
average speed and direction, selecting conditions
randomly from the regionalised distributions (e.g.
Irwin, Bickler and Quirke. 1990; Levinson, Ward and
Webb 1973). While this creates the right frequency

of conditions, it ignores the spatial and temporal
autocorrelation of winds and currents. Some
simulations therefore used deterministic methods,
which sampled real time series data to generate
winds and currents (e.g. Evans 2008; Montenegro
2006). While managing the autocorrelation
problem, the ability of this method to capture the
potential variability in conditions outside of the
measured (modern) period has not been tested.

Vessel performance has also been relatively
limited with a focus on either pure drift voyages
relating to accidental colonisation or those which
are directed under sail. Some questions might
involve combinations of drifting and sailing, while
others might warrant comparisons between the two.
Modelling the range of vessels capable of different
levels of drifting and sailing, and the strategies
employed by and purposes of the sailors using them
is what drives the archaeological research.

Despite these limitations, many of which
represent technical constraints rather than
conceptual ones, the success of the previous
simulations listed in Table 1 has been in providing
systematic testing of important archaeological
questions. In the Pacific, for example, the work of
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Figure 1. Simulation structure.

simulators is foundational to prevailing hypotheses
of Polynesian migration and origins (Irwin et al.
1990; Levinson, Ward and Webb 1973), but also
provide relevant challenges to prevailing models
(e.g. Montenegro et al. 2008; Wyatt 2004).

We want to provoke a change in thinking
about the role of simulation in archaeological
research. With the advent of object-oriented
programming (Kohler and van der Leeuw 2007),
easy to learn programming platforms (Robertson
2005), and the rise of “Big Data” (Boyd and
Crawford 2012), simulations and datasets are
more accessible and more flexible than they have
been in the past. Simulations no longer have to
be constructed painstakingly as part of a limited
research programme; instead, they can be used as
tools to think with (Epstein 2008; O’Sullivan and
Perry 2013), helping archaeologists develop more
comprehensive hypotheses and explore ideas to
inform future field work and analyses.

To this end, our task was to design a
simulation system flexible enough to be used to
answer questions pertaining to seafaring at relating
to different time periods and different places, using
freely available software and freely available, high
resolution sources of data.

2. System Structure and Input Data

The simulation is comprised of four main
software components (Fig. 1): NetLogo, R,
OPeNDAP, and Google Earth. Simulations are
controlled using NetLogo, an agent-based modelling
platform made available through Northwestern
University (Wilensky 1999). Data manipulation and
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some statistical functions are conducted in R via
Thiele and Grimm’s (2010) NetLogo-R extension.
Some data (elevation, legacy datasets) are kept local,
while open source data is obtained and subset in
NetCDF format via an OPeNDAP server, processed
in R using the netcdf library, and fed into the
NetLogo GIS extension as an ASCII file. Spatial data
from the simulation is sent to R to be parsed and
converted into Keyhole Markup Language (KML)
using the sp and rgdal libraries, and output as a file
readable by Google Earth.

Global raster datasets for bathymetry, windand
currents are subset, re-projected, and re-sampled
for the area around the vessel as it moves in order
to reduce the amount of data being utilised at one
time. The use of other relevant climatalogical data
can also be added as required. Vessel performance
characteristics have been derived from a number
of different sources including ethnographic and
ethnohistoric research (e.g. Evans 2008; Lauer
1976), experimental voyaging and reconstructions
e.g. Doran 1981; Englert 2012; Finney 1977; Horvath
and Finney 1976), as well as modern engineering
analysis (e.g. Jacobs 2003; Marchaj 1979).

2.1 Bathymetry

Coastlines used in the experiments described
here were determined using 30-arc second digital
elevation data, specifically the General Bathymetric
Chart of the Oceans (GEBCO) dataset available from
the British Oceanographic Data Centre (GEBCO
2013). Like previous work, this simulation utilises
the notion of ‘sighting radii’ which determines the
visibility of islands (e.g., Irwin, Bickler and Quirke
1990). Some studies have used incremental radii
dependent on the relative size or elevation of a
given landmass. The present study makes use of the
equation for visibility for objects above the horizon
(Eq. 1) to determine the visibility of any point on the
map from sea:

D~3.57(vh,+vh,) o)

Where is the height of the observer and is the
height of the observed object or landmass, both in
metres above sea level. This provides islands with
visibility buffers which more accurately reflect the
shape of the landform. Since the GEBCO dataset is
bathymetric, the simulated sea level can be tuned
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parametrically relative to modern levels. The
difference between modern sea level and sea levels
during the Last Glacial Maximum in Southeast Asia,
for example, is displayed in Fig. 2.

2.2 Winds and currents

While previous simulations used either
stochastic or deterministic environmental data
for wind data, either can be chosen in the current
model. For the stochastic version, the data used are
effectively the same as that used by Levinson, Ward,
and Webb (1973): compass roses of average wind
directions expressed across the entire Pacific Ocean
at 5° intervals. These roses provide the relative
frequency and average speed of wind for all points
of the compass. Where 16-point data was available
it was used, otherwise wind directions were cardinal
and ordinal points only. In these models, wind
speeds can either be generated using a local random
distribution, or set to a fixed speed related to craft
performance. Additional compass rose data is
available from the Marine Atlas of the World (U.S.
Navy 1995) was acquired, although manipulation
of this dataset is required for modern operating
systems.

The default setting for the simulation is
based on deterministic data, using gridded, multi-
component wind and current data obtained from the
National Oceanic and Atmospheric Administration
(NOAA). Winds are part of the Blended Sea Winds
dataset (Zhang et al. 2006). Global current data
comes from the NOAA Ocean Surface Current
Analyses — Real time (OSCAR) dataset (National
Oceanic and Atmospheric Administration 2013).
Each cell within a grid contains both a U and V
numerical component, from which direction and
speed (m/s) can be extracted. Wind data is available
at 6-hourly readings at a resolution of 0.25° for years
1987 to present; surface current data is available
as 5-day averages at a resolution of 0.33° for years
1992 to present. Grids are cycled through at a rate
consistent with the resolution of the dataset.

2.4 Performance characteristics

Performance combines here two different
dimensions: the capabilities of the vessels being
studied and those of the navigators that sailed
them. Vessel capability encapsulates the available

Figure 2. Output from simulation user interface, showing
coastlines at present (A) and coastlines during the last
glacial maximum (B). Light blue shading indicates
sighting radii.

technology including rafting, sailing and potentially
even powered cruising. The crucial elements relating
to vessel performance are associated with movement
as affected by surface sea currents and surface winds
(Marchaj 1979). For sailed vessels, performance is
derived primarily from polar diagrams, which are
often used to represent vessel speed as a proportion
of the wind speed relative to the angle of the vessel’s
course. The progress of drifting vessels is determined
by the USCG Leeward Drift Equation (United States
Coast Guard 2013; see also Montenegro et al. 2006),
which calculates the combined effects of currents
and leeward wind propulsion on drifting vessels
relative to the size and shape of the vessel. Although
only rarely modelled, vessel capacity and durability
is another area of research that can be important for
answering archaeological research questions.

Navigation  performance relates more
specifically to the choices made by navigators in
response to the different environmental conditions.
This is usually encapsulated simply by the choice
of direction a vessel tries to sail in, but factors such
as position estimation, target choice and available
knowledge and technology greater influence that
choice. We allow navigators access to different
concepts such as rhumb line sailing, latitude sailing,
dead reckoning, tacking, and so on. Drifting vessels
may or may not have the capacity to paddle, deploy
a sea anchor, or set up a rudimentary sail for
downwind movement.

3. Model Case Study
The current simulation is still in its early

stages but it is possible to test out its performance
using a literature-derived case study. The scenario
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Figure 3. East Polynesia, with areas discussed in the text
highlighted.

discussed below focuses on the Pacific region where
the authors have greater familiarity. For more
information on the settings used in these models,
please see the ODD in Appendix A.

3.1 “The Road to Tahiti”

The case study is drawn from Hawaiian
ethnographic literature pertaining to pre-European
voyages between the Hawaiian archipelago and
Tahiti (Kirch, Ruggles and Sharp 2013). The
waters off the western coast of Kaho‘olawe are
known as Ke Ala | Kahiki (literally, “The Way to
Foreign Lands”, but often translated as “The Road
to Tahiti™). According to tradition, a bearing taken
off a promontory on Kaho‘olawe (Ka Lae O Ke Ala I
Kahiki) from within those waters will lead to Tahiti
(Pukui et al. 1974). These toponyms, combined with
oral traditions and archaeological evidence in the

form of stone artefact provenance (Collerson and
Weisler 2007), suggest that contact between these
island groups in opposing hemispheres may have
taken place with some frequency. The question we
sought to address was whether voyages taken from
Ke Ala | Kahiki reliably made landfall at Tahiti or
nearby islands (Fig. 3).

In the simulation, navigators were given the
ability to follow a rhumb along a given bearing, to
tack in the face of adverse winds, and awareness
of latitude; abilities often attributed to Pacific
Island navigators (Irwin 1992; Lewis 1964).
Boats were positioned just off the west coast of
Kaho'olawe, bearings were taken from the point,
and ten boats were set off each day of the year 2000
(chosen because it did not exhibit strong ENSO
characteristics). If a boat travelled within sighting
range of a given landmass, it turned toward that
location and proceeded until landfall was made.
If a boat travelled beyond 22°S, it picks a random
heading within 90° either side of true north. Voyages
longer than 45 days were considered lost and the
simulation was halted. The frequencies of landfalls
at locations reached were tabulated.

The results of this experiment, illustrated
in Figs 4 and 5, show a wide variety of resultant
paths for voyages departing from a single point in
Ke Ala | Kahiki channel. However, landfall rates
were very high. While a few did land at Tahiti, most
fell to the east, arriving at atolls in the Tuamotu
chain. This “screen of islands” has been cited as
presenting a large target for traditional navigators,

Figure 4. Frequency of successful landings from Ke Ala |
Kahiki Point by month.
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Figure 5. Spatial distribution of monthly simulations.
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so the number of landings there should come as little
surprise, and groups landing there could use local
“island-hopping” voyages to transit to Tahiti (Lewis
1964). For the year under study, the likelihood of
landing to the west at Tahiti or other islands in the
Society group increased particularly in the southern
hemisphere spring. Failed voyages, determined by
sailing beyond a limit of 45 days, were few. Failure
rates on real voyages were likely to be higher
as changing visibility and storm conditions are
factored in, let alone issues of crew sustenance. A
more thorough treatment on this particular topic is
clearly warranted. However, despite being limited in
scope, the performance of the simulation to model
directed sailing voyages was successful.

4. Discussion

Thecurrentsimulationisstill initsearly testing
stages, but has already been shown to incorporate
the abilities of many of the previous simulations
as well as being capable of using multiple sources
of climatological data. A number of areas, some
identified earlier in the text, provide opportunities
for improvement.

The simulation currently uses only stochastic
and deterministic environmental datasets for input,
but using real time series data to generate artificial
time series data by means of stochastic weather
generation algorithms (Wilks and Wilby 1999) is
being investigated as an alternative. Producing
geospatial coverages that are autocorrelated would
be computationally intensive, and such a caveat
speaks to one of the core tenets of modelling, which
is to simplify processes in order to emphasise core
processes (Epstein 2008). However, this method (or
something like it) would add a good deal of realism
to models which might require it, and circumvent
the issues of determinism and autocorrelation.

Incorporating modelled data is a priority
for the next phase of development. Palaeoclimate
data, for instance the CLIMAP dataset or its PMIP
replacements (Braconnot et al. 2007), would allow
for more informed interpretations of prehistoric
winds and currents, especially in fine scale
experiments in areas such as Wallacea where they
may have played a crucial role in the colonisation
of Australia. Likewise, tidal forcing models like the
Princeton Ocean Model (Blumberg and Mellor 1987)

would permit more detailed investigations of near-
shore activity and shorter crossings between island
gaps. Integrating coastal models which respect
changes to landforms and glaciers would also
provide opportunities to examine hypotheses where
coastal geomorphology is paramount (Westley and
Dix 2008; Wyatt 2004).

Finally, the influence of the navigator in
voyaging choices is another area requiring further
investigation. Currently, the simulation allows for
knowledge of some basic tenets of sailing. Historical
and ethnohistorical data can be used to augment
decision-making rules for simulated navigators
under various conditions. In terms of input data,
we have yet to include knowledge of marine and
shore ecosystems for guiding boats to shore (Lewis
1964). However, simulations focused on testing
out different objectives of the sailors, from voyages
of exploration, colonisation, resource extraction
or warfare may be useful in understanding the
presence or absence of archaeological remains in
different places at different times. By emphasising
navigators as problem-solvers, simulations can be
used to evaluate the role of individual agency in
human maritime migration and mobility.
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Abstract:

This paper explores the heuristic value of a palaeo-agrarian methodology and GIS modelling through the
use of a well-studied archaeological landscape located in the western Mediterranean region. Taking the
theoretical framework of the Aguas Project as a reference, a research design is developed for this specific
case study. In particular, we apply the new modelling procedure to the settlement site data of the island of
Menorca (Balearic Islands, Spain), in combination with a substantial volume of palaeo-economic studies
and historical information. The results of this study are presented in the form of territorial maps showing
the hypothetical areas of dry land cultivation over a long-term chronology and across the entire island.
This investigation aims to contribute to the discussion on the relevance of archaeological and palaeo-
ecological data for our understanding of the present day landscapes and their sustainable development
in the future.
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1. Introduction well as palaeo-agrarian analysis are some of the
main methodological issues highlighted by these
projects that revealed complex long-term territorial
dynamics for Mediterranean landscapes over the

last millennia.

GIS modelling is a powerful tool to explore
the socio-economic sphere of past societies. Recent
interdisciplinary approaches coupled with GIS
analyses have demonstrated that the investigation

of socio-economic aspects of past Mediterranean
communities can provide specific historical
knowledge. Until now, the Aguas, Archaeomedes
and Archaedyn projects (Castro et al. 1998; 2002;
Gandini, Favory and Nuninger 2012; van der
Leeuw 1998) represent important studies that
have offered a complete reference framework for
modelling Mediterranean socio-natural systems.
Reconstructions of human dynamics, settlement
and production patterns, practices of land use as
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In this paper, we show the potential of a palaeo-
agrarian analysis in GIS modelling using the case
study of the Mediterranean island of Menorca. In
particular, we focus our attention on reconstructing
agricultural territories of dry land -cultivation
from Naviform times (ca. 1600 cal BCE) until the
Andalusian period (ca. 1200 CE). The research
design of this study has been developed on the basis
of the theoretical framework of the above mentioned
Aguas Project, carried out in the southeast of
Spain during the late 1990s. In particular, we have
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followed the palaeo-agrarian analysis used in the
Aguas valley in order to determine the long term
effect of local agricultural strategies on Menorca’s
environment and socio-economic situation. In view
of the exceptionally dense archaeological settlement
record and high population numbers documented
for certain historical timeframes, one important
question which emerges is whether the island had
sufficient resources to allow such a development, or
if it became dependent on supplies from overseas
beyond a certain ecological, social or political
threshold (e.g. from Mallorca or the continent).
By answering this question, we approach the
underlining structure of socio-natural interactions
on a rather limited territory, its resilience in light of
different social and political situations, and we attach
a specific meaning to the concept of “sustainability”
which is relevant to the future development of the
island. The obtained results, expressed in the form
of maps illustrating the hypothetical agricultural
territories through time, provide insights into
particular short-term situations as well as into the
long-lasting strategies of dry land cultivation in
Menorca. The results confirm the potential of such
palaeo-agrarian approaches in archaeology, and
demonstrate how similar GIS modelling techniques
can be efficiently re-implemented in different
archaeological contexts (Miller 2003; El-Kassem
and Mudaller 2003)). Finally, the present paper
illustrates the development and socioecological
behaviour of one of the most important features of
human subsistence — agricultural production — over
ca. 2800 years on the island of Menorca by means
of GIS modelling. This investigation represents the
first attempt to apply a palaeo-agrarian analysis on
Menorca based on archaeological spatial data and
GIS modelling.

2. Study Area

The island of Menorca is located at the
easternmost point of the Balearic Island archipelago,
in the centre of the western Mediterranean Basin.
With a relatively limited surface of ca. 700 km? and
a 216 km coastline, Menorca represents the most
remote island from the Iberian Peninsula. Often
defined as an “invisible” island due to its overall
flat topography and a maximum elevation of only
357 m ASL (El Toro), Menorca presents a variety of
landscapes. Its two main geographical settings are
related togeology: the northernregion, Tramuntana,

Figure 1. The island of Menorca (Balearic Islands,
Spain). Digital Elevation Model, courtesy of Ordenaci6
de Territori Department- CIM Menorca, Spain.

with a rugged topography and geological material
from the Paleozoic and Mesozoic, and the southern
region, Migjorn, which mainly forms a flat terrain
with calcarenitic materials from the Miocene.
Furthermore, the central area of the Migjorn, known
as the Barrancs (ravines), is associated to temporal
streams entrenched in small gorges, which follow an
N-S orientation running towards the southern coast
(Cardona, Juaneda and de Pablo 1999; Didac 1997;
Fornés, Obrador and Rossell6 2004) (Fig. 1).

Human occupation in Menorca commenced at
the end of the 3rd millennium BCE, documented by
funerary sites. From 1600—1500 cal BCE onwards,
the first firm evidence of domestic features appeared
in the form of boat-shaped stone buildings, the so-
called naviformes. In the 9th century cal BCE, a
settlement pattern organised around monumental
towers, known as talaiots, was established across
the entire island. During the final years of the 6th
century BCE at the outset of the Post-talaiotic
period, the termination of the previous Talaiotic
settlements occurs (Micé 2005; 2006). In 123 BCE,
Menorca became part of the Roman Empire. After
the fall of the Roman Empire, Vandals, Byzantines
and Andalusians successively dominated the
political fate of the island (Casasnovas 2007, 165—
195).

In 1993 Menorca was declared a reserve
biosphere by the UNESCO (Vidal-Hernandez and
Comas 2010). The overall equilibrium between
demography, economy, and territory over the
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last centuries has guaranteed the extraordinary
conservation of the natural environment together
with the preservation of the historical countryside
across the island (Vidal-Bendito 1989, 31). Signs
of rural architecture are still visible, such as typical
agrarian household structures from the 19th
century, for example, the Llocs (Jordi and Taltavull
1979, 255).

The economy of Menorca has retained an
agriculturalemphasisuntilrecenttimes. Thepresence
of dry land farming and cereals as an agricultural
strategy is also documented from Prehistory until
Andalusian times through carbonised seeds and
historical sources. Cereals, mainly wheat and barley,
were the principal products of Menorcan fields
until the 1960s (Casasnovas 2006, 283). Moreover,
the mechanisation of Menorcan agriculture only
commenced around the 1970s (Bisson 2007, 3),
whereas traditional practices of cultivation were
maintained on the island for centuries. Thus, dry
land farming has always been perceived by the local
population as being of primary importance (Mari i
Pons, Florit and Pons 1991, 129), with first written
accounts dating back to 1293 (Casasnovas 2000,
26). Abundant records on agricultural practices,
crop harvesting, and yield productivity are available
(e.g. Bonet 1988).

An exceptional array of data is also provided
for the demography of Menorca. Early knowledge
about the population living on the Insulae Baliares
was already noted by Greek and Latin authors (Zucca
1998; Casasnovas 2006). Medieval chronicles
and vassalage acts provide us with information
regarding the human aspects of Andalusian
influence on Menorca (Rossell6 1980; Serra et al.
1977; Vidal-Bendito 1969, 12—15). Furthermore, the
demographic development from the 14th until the
19th century is well-known thanks to accountant and
fiscal reports, sacramental books, land registries,
and census data (Vidal-Bendito, Dubon and Gomila
1979).

3. Methodological Framework
3.1 Research design
The  theoretical and methodological

background of the palaeo-agrarian analysis of the
Aguas Project was the initial starting point from
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which we developed our methodology (Castro
et al. 1998, 20-30, 68—84). In particular, this
investigation allowed the researchers to model
prehistoric and historic land use strategies and their
environmental impact during the last 6000 years
based on an assessment of the agricultural potential
and the palaeo-demographic trajectory of the Aguas
Valley.

A specific research layout was developed for
the present case study, while all the necessary data
available for Menorca were compiled, including
its precise archaeological, historical, and socio-
economic background. For our investigation, we
adopted a chronological scale similar to the Aguas
Project, ranging from prehistory (ca. 1600 cal BCE)
to the Andalusian period (ca. 903—-1287 CE), and
we essentially aimed to achieve an analogous result
in the form of interpretative maps, which illustrate
the long-term palaeo-agrarian trajectory of the
island. But, in contrast to the Aguas Project, which
considered several forms of land use, we based
our research on a distinct eco-agrarian focus by
exclusively modelling the hypothetical areas of dry
land cultivation, which has always been the economic
base of the island’s population, as previously noted.

The preliminary stage of this research
included a discussion on the specific variables to
be implemented in the agricultural modelling. The
second stage of our investigation was dedicated
to data collection and organisation. As usual, the
accuracy of the final results relies on the relevance
of the initially selected variables deployed in the
model, as well as on the quality of the available
data. As highlighted for the case of the Aguas Valley,
researchers had to take several variables into account
in order to obtain an accurate output of past agrarian
patterns. Land use types, geology, topography, and
the dietary needs of a given population were the
main variables included in the modelling procedure
(Castro et al. 1998, 28—30; 2002; Verhagen et al.
2007, 173). For the case of Menorca, ethnographic
studies on modern rural settlements (Llocs) have
highlighted a clear connection between topography,
soil quality, and the degree of rural occupation (Vidal-
Bendito 1973, 54). In fact, the agrarian structure of
the Llocs mainly seems to have developed in areas
that guaranteed maximum advantages in terms of
economy and salubriousness. Moreover, recent
studies have also highlighted that the prehistoric



Agricultural Territories and GIS Modelling: the Long-Term Case Study of Menorca
Monica De Cet et al.

Figure 2. Outline illustrating the research design
followed in this paper.

occupations on the island were close neighbours
of the Llocs, suggesting that similar criteria in
deciding where to settle prevailed through time (De
Cet et al. in press). Considering the importance of
the variables of the Aguas project together with the
specific condition of the Menorcan Llocs, we decided
to record settlement site data, the estimated amount
of dry land farming needed per time period, available
dry farming areas, and topographical accessibility as
the most likely factors that could have intervened in
the determination of the locations of agricultural
territories on Menorca. We did not initially consider
the geological base, as today both the pre-Neogene
northern area and the southern Miocene plateau
present a high agricultural potential. By means
of the mentioned factors, we aimed to achieve
a comprehensive integration of archaeological,
demographical, natural landscape, and agricultural
factors in order to reach the highest possible degree
of accuracy for the modelled territories.

Finally, these variables were geographically
modelled, creating maps representing the most
probable agricultural territories of each established
socio-historical context. The final output raised
further, new questions that dialectically led us back
to re-think the applied research design structure
and the initial historical questions concerning the
meaning of the concept of “sustainability” and socio-
natural interaction in the context of a Mediterranean
island (Fig. 2).

3.2 Description of the variables and modelling
procedures

Settlement sites (Variable 1)

The settlement site data involved in our
investigation has been obtained from a broader
research database (De Cet 2014). This database
categorised each site according to its degree of

chronological resolution, architectural evidence, as
well as pottery, lithic, and other recorded artefacts.
We imported the data and successively organised
the settlement record into separate text files per
time period, in which site codes and geographic
coordinates have been specified. The total number
of settlement sites (702 domestic records) involved
in this paper cover a broad chronological span
from Prehistory to Andalusian times, specifically
for the following time periods: Naviform (ca.
1600—-1100/1000 cal BCE), Talaiotic (ca. 850—550
cal BCE), Post-talaiotic (ca. 550—123 cal BCE),
Roman-Republican (ca. 123 cal BCE—27 BCE),
Early Roman Empire (ca. 27 BCE—284 CE), Late
Antiquity and the “Dark-Ages” (ca. 425—903 CE),
and Andalusian times (ca. 903—-1287 CE). The
remarkable number of radiocarbon dates (ca. 800)
enabled the establishment of this solid chronology
for the prehistory of Menorca (for a recent overview
Lull et al. 2008: 12-36), which we have adopted as
the chronological framework of this paper.

Required dry land farming per time period
(Variable 2)

As previously noted, dry farming has been
of primary economic importance in Menorca from
prehistoric until recent times. All societies seem
to have based their subsistence on this activity, as
verified by archaeological and historical evidence.
In fact, the presence of cereals since the Naviform
period is attested by analyses of macro-remains
that indicate the existence of species related to the
family of Triticum wheat, mainly as T. monococcum
Einkorn wheat, T. dicoccum Emmer wheat, and
Hordeum Vulgare barley in the burial deposit of
Es Carritx (Stika 1999, 527, table 1), in Hipogeo 3
of S'Alblegall (Arnau, Gornés and Stika 2003, 122,
table 1), and in a storage vessel from Torralba d’en
Salord (Fernandez 1991, 40; Moffet 1992, 89, table
1). Moreover, the trace element analysis in human
bones from Es Carritx (Peréz-Peréz, Fernandez
and Turbdén 1999, 559) and later studies on stable
isotopes on human collagen (Van Strydonck,
Boudin and Ervynck 2002, 189) seem to indicate
that the island population had a mixed diet based on
subsistence farming and husbandry.

The significant consumption of cereals

among prehistoric communities is also attested in
the following Talaiotic and Post-talaiotic periods,
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from which vegetal inclusions in building materials
(Arnau, Gornés and Stika 2003, 128) and macro-
remains from House 2 (Casa 2) of Torre d'en
Gaumes (Pérez-Juez et al. 2007, 64) indicate the
presence of cereal species belonging to the Triticum
and Hordeum families. Cereal farming is also
confirmed in Balearic communities during Roman
times by the author Pliny the Elder (I BCE) in
Naturalis Historia, which narrates the devastation
of cereal crops by hares (PLIN. Nat. 111, 11, 78) and
refers to the presence of good quality wheat and
the production of military bread for the Balearic
slingers (PLIN. Nat. XVIII 13, 67; PLIN. Nat. XIV
71). Moreover, in Bibliotheca Historica (DIOD. V,
16) by Diodorus Siculus (ca. 90—27 BCE) and in
Geographica (STR. Ill, 5, 1) by Strabo (ca. 63—64
BCE— ca. 24 CE) the agricultural soils of Menorca
are described as fertile and very productive (Zucca
1998, 174, 24; Casasnovas 2006, 18, 25). Later,
records about vassal taxes point out that Andalusian
authorities had to donate a notable quantity of
wheat to King Jaime | (Vidal-Bendito 1969, 15).
In addition, the Muslim historian Al-Zuhri (AH
124/741-2) refers in his manuscripts to the fertility
and copious products that could be obtained from
Menorcan fields during Roman times (Casasnovas
2006, 35).

Demography is the prime determinant of
the extension of the agricultural territories, if the
population lived on local resources. Therefore, in
order to approach agricultural land as a variable
in our model, it was necessary to hypothesise the
dietary needs for each time period considered in the
investigation. In particular, we decided to calculate
the approximate required amount of resources,
combining specific demographic and subsistence
parameters.

First, we estimated the demographic
development in terms of population numbers
for each time-period of the investigation. The
earliest direct information on the demography
of Menorca is provided by Diodorus Siculus (ca.
90-27 BCE) in his Bibliotheca Historica (DIOD.
V, 17), which mentions 30.000 inhabitants on
Menorca for the Post-talaiotic time period before
the Roman conquest (Zucca 1998, 37). According
to the archaeological database, 449 Post-talaiotic
settlements can be identified on the island. Given the
excellent preservation of the archaeological heritage
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of Menorca, including the current total of 1806 sites
or ca. 2.5 sites per km?(Gornés and Gual 2012a), the
monumentality of its prehistoric architecture, and
the radiocarbon dating research carried out during
the last decades that indicates 1 dated site every 12.3
km?2 (Micé 2005, 11), this number probably comes
close to the real number of habitation sites existing
before the Roman conquest. The exceptional
archaeological record is partly due to the merit of
Mascaro- Pasarius, who exhaustively catalogued
settlement and funerary structures during the last
century (Mascaro- Pasarius 1958; Mascaro-Pasarius
and de Nicolds 1982) and carried out enquiries
with locals. Moreover, from the late 1990s the
archaeological service CIM Heritage Department
has given primary importance to an update of
this archaeological cartography by a special team
in charge of supervising building activities and
monitoring the archaeological sites (Gornés 2008;
Gornés and Gual 2002; 2012b). By combining both
values, we would reach an average number of ca.
66.7 inhabitants per settlement during the Post-
talaiotic time period. Notably, if we undertake
palaeo-demographic calculations based on the
archaeological evidence concerning Post-talaiotic
settlement size, a very similar figure is obtained:
applying the parameters proposed by Renfrew
(1972) and Schreiber and Kintigh (1996) the average
population per settlement would be pinpointed
within a range of ca. 86—50 inhabitants. Overall,
the real demographic development on Menorca
from the 14th to the 16th century CE (Vidal-Bendito,
Dubon and Gomila 1979, 15) and from the 17th—
19th century (Salvator 1982; Casasnovas 2011; INE
2013; Murillo 2008; Riudavets i Tuduri 1885; Vidal
1989), including growths and fluctuations, never
exceeded 40.000 inhabitants, which corresponds
to ca. 57 inhabitants/km?2. By this correspondence
between census data and archaeological records,
together with the geo-ecological uniformity that this
island represents (see section 2), and with the aim
to obtain a rough estimation of the total number
of inhabitants for each time period, we propose to
take the average number of 66.7 inhabitants per
site as a constant value for all the periods of this
research investigation (variable 1). As most of the
702 archaeological sites of our database are multi-
period settlements, it was impossible to establish
their individual sizes during each of the different
moments of occupation. However, given that
the maximum extension of settlement remains
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generally corresponds to the Post-talaiotic/Roman
Republican period, this value would correspond
to the average, maximum number of inhabitants
per site. This decision also takes into account that
urbanism only experienced a limited development
during the Roman Imperial and the Andalusian
periods, while a more or less dispersed rural
population always formed the dominant settlement
pattern.

Second, we assessed a reference amount of dry
farming land per person on the basis of ethnographic
records. As mentioned above, aconsiderable number
of documents on cereal productivity and historical
land use practices are available for Menorca. These
sources help us to identify the value that could
have possibly been associated to the dietary needs
of past communities on the island. If, for example,
the diverse records from the year 1818 CE are used
as a reference that considered a wheat productivity
of 357 kg/hectares, a total population of 37.114
inhabitants, and a total extension of dry farming on
the island measuring 35.021 hectares, we reach the
approximate value of 0.94 hectares as the quantity
of required dry farming land to sustain each person
at that particular time on the island (Casashovas
2006, 208, 308; Méndez 2007, 396). Taking
into account the non-industrial nature of these
agricultural records as well as the general economic
uniformity, commonly based on cereal cultivation
over centuries (see section 2), we considered this
value to be transferable to the conditions of past
societies on Menorca.

As a last step, we combined the hypothetical
demographic trajectory with the reference value
of 0.94 needed hectares of land per person. This
provides us with an outline of the total hectares of
agricultural land needed to satisfy the communities
of each time period of this investigation (variable
2). The total amount has been equally distributed
among all sites, as it is impossible to establish the
size or population of 702 recorded settlements in
each of its occupation phases. As a starting premise,
we also assume that all the sites had equal access to
agricultural resources.

Available dry land farming area (Variable 3)

After having estimated the amount of required
hectares of dry land farming per each time period

of this investigation (variable 2), we assessed the
scope of geographical space where this specific
estimated amount of hectares could have been
located. In particular, we needed to define the
expansion of required hectares where past Menorcan
communities could have found available areas for
dry land cultivation. As we have already mentioned,
traditional agriculture was preserved in Menorca
until recent times. Moreover, the late mechanisation
of fields, especially for cereal cultivation, has allowed
the retention of sustainable agricultural practices
until the 1970s.

Therefore, the dry farming area in the land
use map of 1956 (courtesy of the Department of
Territory, Consell Insular de Menorca) represents
a reasonable starting point, since it illustrates the
most probable areas of land use taking conditions
of non-industrialisation into account. The total area
of available dry land farming in 1956 amounted
to 43.540 hectares, and it is mainly associated
with Miocene geology and low erodible materials
(Martinez and Espinal 2005, 32- 33). Moreover, it
is composed almost completely of cambisol soils, a
type of soil that is extremely fertile and suitable for
cereal cultivation (IUSS Working Group WRB 2007,
75). Finally, the dry land farming area in the land
use map of 1956 was exported to ArcGIS and GRASS
GIS in polygon shapefiles as the actual mask where
our hypothetical territories could be pinpointed.

Accessibility of terrain (Variable 4)

Following the definition of needed dry farming
hectares for each time period (variables 1-2) and the
potential agricultural space of the island (variable
3), we needed to consider the actual accessibility
of terrains from the point of view of settlement
locations (variable 4). In particular, the basic
assumption we wanted to consider in our model was
related to the fact that past communities could have
sought potential land at minimum distances from
their settlements.

The accessibility of terrain was therefore
assessed by the creation of a single cost-distance map
for each settlement involved in this paper. Each cost-
distance map has been clipped with the actual extent
of the available mask for dry land farming cultivation
(variable 3). Ultimately, we gained a total of 702
cost-distance maps that quantify the accessibility of
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Figure 3. Outline showing the logic path followed by the
script in the modelling procedure.

terrain within the available dry land farming area
for each particular site. The cost-distance maps were
obtained from the digital elevation model (5x5 m
spatial resolution DEM courtesy of the Department
of Territory, Consell Insular de Menorca) and slope
maps through standardised tools in ArcGIS and
Grass GIS. The use of least-cost path (LCP) analysis
in the reconstruction of prehistoric routes through
case studies (e.g. Ejstrud 2005; Gietl et al. 2008;
Herzog 2013; Llobera 2000; Llobera and Sluckin
2007; Verhagen 2013; Zaksek et al. 2008) is still
very much debated. However, experimentation with
different LCP algorithms is beyond the scope of this
study. The cost-distance maps were constructed on
the basis of the popular Tobler’s hiking equation

v=6 exp { -3.5* abs (S+ 0.05)}

(Tobler 1993) that specifies the velocity of
traversing each grid cell on foot, depending on the
steepness of slope and the direction of movement
(uphill or downhill). The equation can easily be
converted to provide an output that assigns to each
pixel a cost value of the time needed to cross it. The
resolution of the DEM is not sufficient to correctly
identify steep ravines (barrancs). They were
therefore manually digitised and received a special
cost-distance value, amounting to 10 minutes
crossing time.

3.3 The modelling procedure

Subsequent to the processing steps for the
variables, we designed the script for the modelling
procedure. At the moment, there are no available
tools in common GIS software that can entirely
compute the model we wanted to run for the aims we
intended to achieve in our investigation. Therefore,
on the basis of the Aguas modelling procedure (see
Castro et al. 1998, 29; Verhagen et al. 2007, 173),
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we designed a script for the particular case study of
Menorca that involves the selected variables (supra,
variables 1-2-3-4) that we wanted to employ in our
model.

Technically, the script has been realised in the
Python language and was implemented in a Grass
GIS interface. Fig. 3 3 illustrates the logic path that
the script follows to determine the location of the
agricultural territories of dry land farming of each
time period. First, the script imports the settlement
site array of a specific time period in the format of
text files (variable 1). In particular, each time period
has been put to run separately, in order to produce
a separate output. Afterwards, the script runs
through the site array to determine the agricultural
territories of every particular site. In the process of
determining the territories, the script considers that
it has to look for the locations of the total amount of
needed dry land farming per time period (variable
2) in the dry land farming mask (variable 3), and
by occupying before the pixels around the sites
with minimum cost-distance values (variable 4),
therefore fulfilling the assumption of potential land
at minimum cost-distances.

Each settlement has its own territory. These
respective pixels will no longer be available for
the construction of the other contemporaneous
territories. Finally, the script produces maps in the
form of single raster maps on which the hypothetical
territories of dry land cultivation are visible for
each time period. Afterwards, the output can be
easily exported to a different GIS interface for its
elaboration or for further processing, for example, to
create a cumulative map of territories that combines
all the obtained maps (see next section).

4. Results and Discussion

The resulting output of obtained modelled
territories represents a significant extent of the
geographical regions, in terms of temporal and
spatial characteristics. In fact, the maps provide —
for a deep time span — the dry farming trajectory
of the entire island of Menorca. Moreover, thanks
to the well-defined settlement site data used in this
research, we reached a considerable accuracy for the
modelled territories. The territories are concretised
in the form of single maps and one cumulative map
as described below.
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4.1 Single maps of modelled territories

The single maps of the modelled territories
show the hypothetical dry land cultivation areas for
each time period of this investigation. Based on a
constant value of demography per settlement and
dietary needs, the seven obtained maps cover the
prehistoric timeframe of the Naviform, the Talaiotic
and Post-talaiotic periods, as well as the historical

a d
b e
c Figure 4. Modelled agricultural territories of dry land

farming based on a constant demographic value of
inhabitants per site and dietary needs. a) Naviform period
(ca. 1600-1100/1000 cal BCE); b) Talaiotic period (ca.
850-550/500 cal BCE); c) Post-talaiotic period (ca.
550/500 -123 cal BCE); d) Roman-Republican period
(123 cal BCE- 27 BCE); e) Andalusian times (c. 903-
1287 CE).

time periods of the Roman-Republic, the Early
Roman Empire, Late Antiquity and the Dark Ages
up to the Andalusian period.

Our maps show a fluctuation in the extension
of the territories, together with a change in the
geographical focus over time. As visible in Fig. 4,
the Naviform territories present a disperse pattern
and are mostly located on the western part of the
island. In the following Talaiotic period, although
a preference for the western area is still visible, we
observe an increase of the agricultural territories
over the southern-central area. The subsequent
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Post-talaiotic period illustrates an expansion of
the cultivated areas: the western and southern-
central areas across the dry farming mask are
completely filled. The modelled territories during
Roman-Republican times still maintain a dense
orientation across the northwest and southern-
central areas. In addition, a decrease of agricultural
territories with respect to the previous periods
begins and lasts through the Early-Roman Empire
and Late Antiquity until Andalusian times. The
Andalusian regions appear rather sparse on the
territory, although a denser concentration of such
territories on the central area of the island, known
as the Barrancs, can be observed. Obviously, in
this period we also need to take into account the
presence of a peasant population in the urban
centres of Ma6 (Magun) in the eastern area of the
island and Ciutadella (Medina- Menurka) in the
western area. The population surely cultivated the
rich agricultural areas around these towns, which
we cannot grasp with the present model focused on
rural occupations.

Overall, the territorial development shown in
our resulting maps finds comparisons with previous
studies based on spatial analysis that highlighted
changes in site density. Recent investigations
have in fact indicated a considerable increase in
the number and density of settlements from the
Naviform to the Post-talaiotic period, together
with a significant break in population development
from Roman-Republican times onwards. Moreover,
in terms of the geographical focus researchers
suggested a denser occupation of the western and
southern-central areas of the island from prehistory
until Andalusian times (De Cet et al. in press, 397—
399). The complex location pattern of cultivation
areas revealed by our modelled territories can
be associated with the archaeological record and
additional analyses. For instance, the modelled
territories of the Post-talaiotic period show a notable
expansion of their cultivation extent across the
island. The same expansion coincides with pollen
diagrams and charcoal analyses from the Balearic
Iron Age, during which an increase of herbaceous
communities seems to indicate the intensification
of cereal production (Mariscal 1996, 204; Piqué and
Noguera 2002, 296;YIl et al. 1997, 346). Moreover,
a considerable presence of mill tools, amolons,
across the island (Risch 2003, 308), with phytolith
remains referring to the grass family Poaceae,
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Figure 5. Cumulative map of modelled agricultural
territories of dry land farming from Naviform (ca. 1600-
1100/1000 cal BCE) to Andalusian times (ca. 903-1287
CE).

mainly Festucoideae (Pérez-Juez et al. 2007, 64), is
also observed for this particular period.

4.2 Cumulative map of territories

The cumulative map of the territories
illustrates the sum of all modelled territories from
Naviform to Andalusian times. The result is a map
(Fig. 5) that shows the most recurrent areas of
hypothetical dry farming cultivation over a long time
span. The legend symbolises the different territorial
weight counts; in fact, the numbers from 1 to 7 refer
to the number of periods that a specific area recurs
in our modelled territories of cultivation. Therefore,
areas with value 1 correspond to locations that are
exclusively present in one time period, whereas areas
with values higher than 1 and up to 7 represent areas
that are displayed in more than one period until the

Figure 6. Histogram with percentages of association
between the cumulative territories (weight counts) and

geology.
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Figure 7.  Cultivated
fields  (ruled lines) in
Menorca during the year
1770 (Museum of Mahdn,
Menorca). Fountain pen
reproduction by D. Bisson
2007, 12.

maximum of seven periods as the total number of
periods of this investigation.

Overall, the cumulative territories, which are
intensively spread over the western and southern-
central areas, are mainly associated with Miocene
geology. In fact, as indicated in the previous
section, the same dry farming mask (variable
3) that represented the optimum extent for the
location of our modelled territories, presented a
significant correlation with Miocene materials.
Fig. 6 shows the histogram with the percentages of
association between the different territorial weight
counts, from 1 to 7, and the geology. An interesting
observation is the gradual increase, up to 30%, of
the territorial weights 1 to 7 on Miocene geology.
These figures indicate that the most recurrent areas
of hypothetical cultivation of dry land farming
reveal a large preference for the Miocene. In fact,
areas with a territorial weight of 7 are almost totally
(88.9%) displayed on Miocene materials. The
Miocene platform, representing the most apt area
for cultivation, seems to have been important for
agricultural purposes over time. In fact, in contrast to
the northern-eastern area of Tramuntana, this area
features the most-suitable soil for cereal production
(Vidal-Bendito, Dubon and Gomila 1979, 8) in
terms of fertility, water drainage, and topographical
accessibility (Florit, Pons and Mari 1990, 17-18).
Further confirmation of a continual preference for
the Miocene platform also exists from historic times,
for example, a map from 1770 shows how cultivated
fields are preferentially located along the Miocene
platform (Fig. 7). In contrast, the distribution of the
19th century farm houses — the Llocs — also covers
the Pre-Neogene Tramuntana district, indicating a
clear difference between contemporary agricultural

landscape and settlement patterns and the situation
modelled for prehistoric, ancient, medieval and
even modern times.

Moreover, we can interestingly see in our
cumulative map that the most recurrent areas of
hypothetical cultivation (in Fig. 5, legend values 6-7)
correspond to areas of the lowland Barranc-ravines.
In particular, the ecological literature defines the
Barrancs as one of the most favourable areas on
the island in terms of abundance and availability
of resources. The lowland Barrancs represent areas
rich in biotypes, flora, and fauna (Cardona Florit
1980, 35), including high-quality fields for cereal
and other crop harvesting, a favourable eco-climate,
and abundant water (Martinez 2005, 15; Orfila
1985, 21). The continued preference for this area
visible in our modelled territories together with the
significant occupation during Andalusian times,
leads us to assume that the Barrancs were probably
recognised over time for the benefits they provided.
These territories could have represented one of the
areas, where cultivation practices were continuously
carried out in the course of time.

The results of the spatial modelling have
further  socio-historical and  environmental
implications, which cannot be addressed in this
methodological paper. The combination of our
modelling with other archaeological variables, such
as the botanical, faunal and macro-lithic records,
imported commodities (such as Punic and Roman
amphorae) or architectonic data, allow us to obtain
a more detailed view of the economic and social
context in which these agricultural territories were
generated.
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5. Conclusions

Menorca has proven to be an ideal framework
in order to test a research design that allows
the reconstruction of hypothetical agricultural
territories of dry farming cultivation on a long-term
perspective. The significant results obtained through
the modelling procedure enable us to reconsider the
old-fashioned concept of an island as a “laboratory
(J. Evans)” (Patton 1996, 2). According to the
author, an island represents —due to its geographical
borders — an ideal framework for archaeologists
to study the manner in which communities have
adapted to their natural environments. In fact, our
resulting maps of the modelled territories show
us how the communities on Menorca may have
possibly adapted to the agrarian resources on the
island, where the agrarian areas could have been
located over time, and the hypothetical geographical
extent of these areas.

Beyond the general socio-economic
interpretation of these territorial maps, it is of
primary importance to highlight that we have
demonstrated the efficiency of palaeo-agrarian
analysis in archaeology through this investigation.
The research design structure of this paper
suggests that such a modelling procedure can be
re-implemented in other contexts, exclusively if
two a priori conditions are satisfied. First, the
archaeological sites implied in the model should
exhibit a good degree of chronological resolution
in order to be classified into specific time periods.
Second, the selected case study should have
access to a variety of sources about agriculture,
demography, history, and environment to create
a valid interpretative framework. Once satisfied,
both conditions enable an investigation of the long-
term effects of an agricultural trajectory, and also
facilitate the accuracy in the modelled maps.

As highlighted for the Aguas Project, the
maps with the agricultural territories set up
different scenarios, possibly comparable to the
archaeological reality. Moreover, the resulting
output represents the starting point for long-term
interpretations, for example, for the examination
of long-term carrying capacities. Researchers often
have described Menorca as an island with a limited
range of available resources, and highlighted that
from the first occupation of the island onwards
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communities probably made use of the fields with
the best qualities in order to obtain major profits
from the landscape (Benjami 2000, 42—43). In fact,
in our territorial maps we observe a recurrence of
hypothetical agricultural occupation in the area
of the Barrancs, not surprisingly considered as
one of the best ecological niches of the island.
This evidence leads us to consider that perhaps
particular “preferenced” agricultural areas were
used continuously over time. The spatial modelling
has shown that an agricultural production restricted
only to the Miocene Migjorn region enabled a
demographic trajectory and the rise of diverse
socio-political systems since the first occupation of
Menorca until the 18th century CE, reaching up to
30.000 inhabitants at certain times, without the
need to import basic subsistence resources from
outside sources. Even the extension of agricultural
land into the Tramuntana area did not allow the
support of significantly larger population numbers
in the 19th or 20th centuries. Instead, in all previous
times the northern part of the island seems to
have represented a true economic and ecological
“reservoir”, where alternative resources could be
obtained, for example in times of agricultural failure.

In conclusion, we confirm the potential of
the palaeo-agrarian methodology of this paper
as a promising tool of socio-archaeological
and palaeoenvironmental research. Landscape
development and environmental policy making
would profit from the implementation of such
interdisciplinary research projects in many regions,
as they provide a deeper insight into the structure
of long-term social dynamics, environmental
response, and the existence of critical resources or
degradation strategies.
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Abstract:

On-going collaboration between archaeologists and geographers has given rise to notable advances in
the study of cities at intra- and inter-urban levels. This work is based on the transfer of methods and
models from geographical sciences to historical sciences, with specific emphasis on the systemic approach.
From this theoretical approach, we argue that cities at different times and on different spatial scales
resemble systems. Case studies of the city of Tours and of the territories of the ancient city of Nimes and
of the Languedoc (southern France) are used to describe and visualise the spatial organisation of these

territories.
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1. Introduction

The systemic approach has proven fruitful
for studying objects at different scales, in both
archaeology and geography. Indeed, a city can be
considered as a system in itself or as part of a system
of cities. However, this systemic approach of intra-
and inter-urban space is understood differently in
geography and archaeology: different temporalities
involve different perspectives on sustainability and
transitions from one system to another. Geographic
and archaeological approaches and models are used
separately and jointly to study the dynamics of urban
space. In geography, this involves adapting concepts
of spatial analysis to take into account large time
spans, during which semantic changes may operate
in the entities under study. The historical sciences
take a modelling approach to the appropriation
of space in order to shift from recording elements
of the historical topography in space and time as
simple supports to studying transformations in
space and over time.

Collaboration between archaeologists and
geographers has led to notable advances in the
analysis of local networks of ancient settlements, at

Corresponding author: xavier.rodier@univ-tours.fr

both the intra- and inter-urban levels. At the intra-
urban level, this concerns the way the city system
is understood, notably by observing long-term
urban transformations. At the inter-urban level, the
analysis focuses on spatial patterns of settlements
and the relationships between ancient cities
(Durand-Dastes et al. 1998; Garmy et al. 2005a).

This work is based on the transfer of methods
and models from geographical sciences to historical
sciences. Whatever the temporality (ancient or
modern city) and scale (city or local networks), the
approach is systemic, even if not always explicitly
so (Galinié, Rodier and Saligny 2004; Garmy
2012; Kaddouri 2004; Rodier, Galinié and Brunet
2010). This approach is essential for understanding
organisations and spatial structures from the city
to systems of cities (Berry 1964; Durand-Dastés et
al. 1998; Garmy 2012; Garmy et al. 2005a; 2005b;
Garmy and Kaddouri 2013; Nuninger and Sanders
2006). Although not specific to geographical
studies, the central concept of spatial interaction,
which was developed and formalised in the 1960s in
the Systems of Cities theory (Berry 1964; Nystuen
and Dacey 1961; Pred 1973), was transferred to
archaeology within a diachronic perspective of
characterisation and transformation of settlement
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networks to highlight population dynamics
(Durand-Dastes et al. 1998; Gandini, Favory and
Nuninger 2012; Garmy et al. 2005b; Nuninger and
Sanders 2006).

In the first section, we describe the principles
and concepts linked to this approach, and the
transfer of this approach to archaeology using three
examples, one intra-urban and the other two inter-
urban. In the second section, we aim to show the
possible studies related to these three cases, which
open up encouraging perspectives for understanding
the spatial dynamics of these urban systems.

2. City Systems and Systems of Cities

The systemic approach was adopted in
geography in the 1970s, but its application in
archaeology occurred later. This timing difference
can partly be explained by the difficulty of
transferring models due to a significant difference
between historical objects and geographic objects.
In this section, we describe first the systemic
approach and then the similarities and differences
between geographic and historical objects. Finally,
we show how the transfer was made possible in our
case studies in the ancient city of Tours, and in the
network of settlements in the territories of the city of
Nimes and Languedoc.

2.1 The systemic approach

The systemic approach was developed
essentially in the USA in the 1940s, although some
earlier references to it can be found. The aim is to
develop a scientific framework to understand and
model the world taking into account its complexity.
L. von Bertalanffy (1976) was the first to formalise
this approach in his reference book General Theory
of Systems. In France, two books in particular
popularised the approach: Limits to growth (Halte
alacroissance) by the Club of Rome (Meadows et al.
1972) and Le Macroscope (de Rosnhay 1975). Since
then, many developments have occurred, leading
to a large number of definitions of the concept of
system. Different schools have emerged, each one
developing specific points taken from the general
approach (Durand-Dastés 1992; Pumain, Sanders
and Saint-Julien 1989).
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As observed by Roger Brunet (1979), all
geographers consciously or unconsciously use a
systemic approach when seeking to understand how
human societies planned and organised space, and
the effects and constraints of space and organisation
on these human societies (Brunet and Dollfus 1990).
It is on account of these actions and interactions
between space and society that geography relies
explicitly on the systemic approach (Baudelle and
Pinchemel 1986), defined below.

General principles

Unlike the analytical approach, which is
based on the principles of evidence, reductionism,
causality, and exhaustiveness, the systemic
approach relies on principles of relevance, holism
and purpose. With regard to systems of cities, the
aim is to produce a model explaining their survival
and resilience and how their different components
combine to form an interrelated whole.

Concepts

The systemic approach is based on five main
concepts. First, interaction or interdependence,
resulting from the reciprocal influence of two
elements. This is a dual action, and not a simple
matter of cause and effect. One specific form of this
interaction is the feedback loop. The second concept
is holism. In contrast to the Cartesian approach
which views phenomena as the sum of their parts,
the systemic approach looks at phenomena as a
whole in order to grasp their complexity. In the
words of the French philosopher Pascal “It is
impossible to know the parts without knowing the
whole, nor to know the whole without knowing
the parts”. Holism involves looking not only at the
internal order of systems but also at the conditions
outside the system that impact on it. The third
concept is system organisation, formed by the state
and process of the system. This involves not just
the action but the result of that action. The fourth
concept involves the notion of the goal or purpose
of the system. The fifth concept, system complexity,
concerns first the number of elements making up
the system and their interrelationships, secondly,
uncertainty and contingency factors, and thirdly the
relationship between chance and determinism.
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This approach requires taking a stance from
both a theoretical perspective, by complying with
the principles and concepts described above, and,
empirically, by adopting the method of systemic
triangulation which involves looking at structural,
functional and historical aspects. With regard to
structural aspects, these include first the boundaries
of the system. Systems that have relationships with
the external environment are called open systems
and form part of a meta-system — a system of
systems. Within the boundaries of a system, the
internal environment and its interactions give rise
to sub-systems. By contrast, closed systems are
only theoretical or experimental. Another structural
aspect concerns items or entities that can be
counted, identified and classified. In geography, this
includes people, buildings, and amenities. A third
aspect concerns networks; for example, transport
and communication networks that distribute liquid,
solids, energy, information, etc. Finally, structural
aspects include facilities for storing the energy of
the system.

The functional aspect includes flows of various
kinds, decision centres that receive information
and turn them into action, feedback loops, and
response times. The historical aspect (genetic or
dynamic) is related to the evolutionary nature of
the system, with a memory and a project capable of
self-organisation. Frequently, it is only the history
of the system that can account for some aspects of
its operation. For social systems, it is appropriate to
start the observation with this aspect.

2.2 Geographical vs historical objects

A system is a construct. Objects, whether they
are historical or geographic, can be modelled using
this approach provided the concept of systemic
triangulation is respected. In many archaeological
studies, settlements (historical objects) are likened
to towns (geographical objects) and networks of
settlements to systems of towns (Garmy et al. 2005a;
2005b). However, the objects differin nature, leading
to certain difficulties in validating the transfer of the
approach or of systemic models, particularly with
regard to their temporal dimension.

When investigating spatial dynamics, we
try to explain how objects are different or similar
depending on whether they are geographical or

Figure 1. Geographical object vs historical object.

historical (Rodier and Kaddouri 2012). Differences
may arise from the variety of archaeological
sources used to construct a historical object or from
different views of the life and genealogy of objects
in different disciplines. Similarities between objects
concern dimensional aspects — thematic, spatial
and temporal —, or relate to the fact that they are
or can be localised, while differing in nature and
temporality.

In geography (Fig. 1, right), information about
objects is generally considered to come from the
same source, so that comparable sets of objects can
be produced over time. By contrast, in archaeology
(Fig. 1, left), the sources are heterogeneous (written,
material, iconographic, etc.), so sets of historical
objects can be constructed that are more or less
incomplete because their dates may not all be known.
The former provides homogeneous successive
snapshots, while in the latter, the snapshots are
discontinuous and thus less comparable. Transfer
can occur when 