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PART 1

ETHICS, EDUCATION
AND THE LIFE
SCIENCES






Introduction: Education as...

BRIAN RAPPERT

The history of modern science and technology is a story that cannot be told
without attending to the military, destructive, and violent purposes motivating
the search for new knowledge and devices.' At certain times, the pace or novelty
of developments have been seen as demanding social debate. The construction
of atomic and nuclear weapons is perhaps the exemplary case where pause and
concern has been evident about what the capabilities of some mean for the many.

At the start of the twenty-first century, warnings have been raised in some
quarters about how — by intent or by mishap — advances in biotechnology
and related fields could aid the spread of disease. Science academies, medical
organisations, government commissions and security analysts, as well as
individual researchers, are among those that have sought to engender pause and
concern.” While varied in the terms and tones of their messages, each has raised
a weighty question: Might the life sciences be the death of us?

The forewarning by Serguei Popov provides an illustrative example. As a
leading scientist in the extensive Soviet biological-weapons programme until
the early 1990s, he contributed to attempts to genetically enhance classic
biowarfare agents as well as devise novel ones. Looking into the future on the
basis of this past, in an article for Technology Review titled ‘The Knowledge',3

1 For instance, see Rappert, B., Balmer, B. and Stone, J. 2008, ‘Science, technology and the military:
Priorities, preoccupations and possibilities’, in The handbook of science and technology studies, London: MIT
Press; James, A. 2007, ‘Science & technology policy and international security’, in Rappert B. (ed.), Technology
& security: Governing threats in the new millennium, London: Palgrave.

2 For instance, see Lentzos, F. 2008, ‘Countering misuse of life sciences through regulatory multiplicity’,
Science and Public Policy, vol. 35(1), pp. 55-64; Commission on the Intelligence Capabilities of the United States
Regarding Weapons of Mass Destruction 2005, Report of commission on the intelligence capabilities of the United
States regarding weapons of mass destruction, Washington, DC, available: http://govinfo.library.unt.edu/wmd/
report/wmd_report.pdf [viewed 1 November 2009]; Fidler, D. and Gostin, L. 2008, Biosecurity in a global age,
Stanford: Stanford University Press; Institute of Medicine and National Research Council 2006, Globalization,
biosecurity and the future of the life sciences, Washington, DC: NRC; InterAcademy Panel 2005, IAP statement
on biosecurity, 7 November, Trieste: IAP, available: http://www.nationalacademies.org/morenews/includes/
IAP_Biosecurity.pdf [viewed 1 November 2009]; National Research Council 2004, Biotechnology research in
an age of terrorism, Washington, DC: National Academies Press; NSABB 2007, Proposed framework for the
oversight of dual-use life sciences research, Bethesda, MD: NSABB; World Health Organization 2006, Biorisk
management: Laboratory biosecurity guidance, September, Geneva: WHO.

3 Williams, M. 2006, ‘The Knowledge’, Technology Review, March/April.
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Popov outlined a number of accomplishments and possibilities in the Soviet
programme that were becoming within reach of far-less-well resourced efforts.
This was due to the growth in understanding of basic life processes and the
accessibility of sophisticated technologies. Among the many prospects outlined
included increasing the virulence of pathogens, synthesising viruses from
common laboratory materials, modifying bacteria to induce debilitating diseases
(including multiple sclerosis), as well as using pathogens to interfere with
specific cellular targets in order to alter cognition, behaviour, and perception.

In the article, as typically happens elsewhere, such dire claims were accompanied
by questions of a sceptical bent: would novel bioagents make for effective
weapons in practice? Are sub-state groups or deranged individuals really in
a position to produce them? Could the claims of former weapon developer
be taken at face value? If it is relatively easy to deliberately spread disease,
why have there not been more instances of bioattacks? Would controls on the
conduct of research and the spread of technology make us safer or place us in
greater danger?

‘The Knowledge’ concluded with a bleak assessment that: ‘I don't know what
kind of or scientific or political measures would guarantee that the new biology
won't hurt us.” But the vital first step, Popov said, was for scientists to overcome
their reluctance to discuss biological weapons. ‘Public awareness is very
important. I can’t say it’s a solution to this problem. Frankly, I don't see any
solution right now. Yet first we have to be aware.’

Awareness and Education: Disagreement in
Unanimity

Arguably these sentiments do not just represent the thinking of one man, but
rather characterise the state of international thinking today regarding ‘what
must be done and by whom?’* As examined in the next section, a diverse array
of assessments have been put forward about what dangers are associated with the
life sciences and what should happen as a result. Calls for increased education
of some kind have figured in recommendations across a range of concerns —
from ensuring the physical safety of labs, to vetting experiment proposals, to
tackling diseases that undermine economic development and thereby collective

4 See Rappert, B. and Gould, C. (eds) 2009, Biosecurity: Origins, transformations and practices, London:
Palgrave.
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well-being.” Education is envisioned as necessary in both those responses that
call for informal self-governance by science communities as well as those that
demand formal regulations.

However, as I have argued elsewhere, once one moves from such general calls
to specific actions, a number of difficult choices must be addressed.® Initial
indications of these are given in Box 1. It lists some basic questions that arise in
considering what should be done.

Claims of what is appropriate biosecurity education are potentially contentious
because they are bound up with the exercise of authority and expertise. For
instance, with regard to concerns about purpose mentioned in Box 1, some types
of education focus on transmitting authoritative knowledge or values. However,
particularly in relation to matters of ethics, resistance can be intense when some
try to tell others what they should think. Alternative types of education instead
stress the need to nurture individuals’ own reasoning so as to enable them to
think through ethical problems on their own. Still other types are not focused
on individuals, but seek to further the ability of people to work together in
joint deliberations.” Not only are these different approaches associated with
alternative learning techniques and opportunities for questioning, they also
suggest various ways of resolving what should be done.

5 Asasample of such calls, see Report of Royal Society and Wellcome Trust Meeting 2004, ‘Do no harm —
Reducing the potential for the misuse of life-science research’, 7 October; World Medical Association 2002,
Declaration of Washington on biological weapons, Washington, DC: WMA; National Research Council 2003,
Biotechnology research in and age of terrorism, Washington, DC: National Academies Press; British Medical
Association 1999, Biotechnology, weapons and humanity, London: Harwood Academic Publishers; United
Nations 2005, Report of the meeting of States Parties to the Convention on the Prohibition of the Development,
Production and Stockpiling of Bacteriological (Biological) and Toxin Weapons and on their Destruction, BWC/
MSP/2005/3 14, Geneva: UN, available: http://www.opbw.org [viewed 1 November 2009]; National Science
Advisory Board for Biosecurity 2008, Strategic plan for outreach and education on dual use research, 10 December,
available: http://oba.od.nih.gov/biosecurity/PDF/FinaNSABBReportonOutreachandEducationDec102008.pdf
[viewed 1 November 2009].

6 Rappert, B. 2007a, ‘Education for the life sciences’ in Rappert, B. and McLeish, C. (eds) A Web of
prevention: Biological weapons, life sciences and the future governance of research, London: Earthscan,
pp- 51-65. Available: http://people.exeter.ac.uk/br201/Research/Publications/Chapter %203.pdf [viewed 1
November 2009].

7 See Pasinen, R. 2007, ‘International education as an ethical issue’ in Hayden, M., Levy, J. and Thompson,
J. (eds) Research in international education, London: Sage, pp. 57-78.
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Box 1: The Who, What, and How of Education

What should education entail by way of subject matter?

Should it include the characteristics of diseases from expected
dangerous agents, the physical and biological security otf laboratories,
the history of offensive programmes by states, or the potential of
civilian research to further the spread of disease?

Who needs to be educated?
Should they be pathogen investigators, bioscientists as a whole, those
associated with life sciences in general, or the public?

What is the purpose of education?

Should it seek to ‘implant” knowledge or ‘elicit” understanding?

Who is the educator?

In other words, who is expert?

How can audiences of practising scientists or other practitioners
be reached?

How can their attention and active engagement be secured?

This volume examines a variety of attempts to bring greater awareness to
security concerns associated with the life sciences. It identifies lessons from
practical initiatives across a wide range of national contexts as well as more
generic reflections about education and ethics. In offering their assessment about
what must be done and by whom, each of the contributors addresses a host of
challenging practical and conceptual questions. As a result, the volume will be
of interest to those planning and undertaking activities elsewhere. In asking
how education and ethics matter in an emerging area of unease, it will also be
of interest to those with more general concerns about professional conduct and
social problems.

Security and Biology: Dilemmas at Intersection

Before exploring the issues associated with education in more detail and
introducing the chapters, this section continues focusing on the security
implications of the life sciences. As will be argued, determining what to do by
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way of education is not only challenging because of the choices available in how
to foster learning, but also because of the stubborn dilemmas, ambiguities and
uncertainties associated with understanding the issues at stake. While it might
seem plausible that growing knowledge and capabilities equate with growing
agency for hostile actions, much scope for contest is also evident in conception
of the issues at stake. The manner in which this is done has implications for
what kind of education should be pursued, with whom, and how.

Consider, then, a number of contentious areas:

Running Faster

While in recent years some commentators have forwarded concerns about how
developments in science and technology might aid the deliberate spread of
disease, in practical terms, overwhelmingly research has been looked at as a
way of countering identified threats. This is most marked in the US. Here a
substantial expansion has taken place in biodefence and biodefence research.
While in the financial year 2001 the US civilian biodefence funding totalled
$569 million, in 2008 it was more than $5.3 billion.® Research has been a core
component of this expansion, with funding in excess of $3 billion per year
since 2004, much of it led by the National Institutes of Health.’ In other words,
the technologically sophisticated nightmares often envisioned have justified a
similarly sophisticated response.

With the emphasis placed on staying ahead of threats through more research,
worries have been expressed whether the shift in funding has established
inappropriate priorities, blurred the boundary between internationally
permissible defensive work, or created dangers regarding the accidental or
intentional release of pathogens.10 With regard to the latter, the substantial
expansion of biodefence funding has resulted in a corresponding increase in
the number of individuals and facilities working with pathogenic agents. Given
the conclusion of the FBI that the perpetrator of the anthrax attacks in 2001
was an American working within the US Army Medical Research Institute of
Infectious Diseases,'' the question has been posed more than once as to whether
the multi-billion-dollar increase in biodefence has resulted in a proliferation
of dangerous knowledge, skills and materials. At the time of writing, intense

8 Franco, C. 2009, ‘Billions for biodefence’, Biosecurity and Bioterrorism, vol. 7(3): pp. 291-309.

9 See Center for Arms Control and Non-proliferation 2008, Federal funding for biological weapons prevention
and defense, Fiscal years 2001 to 2008, Washington, DC: Center for Arms Control and Non-proliferation.

10 See Enserink, M. and Kaiser, J. 2005, ‘Has biodefense gone overboard?’, Science, vol. 307(5714), pp.
1396-98; Leitenberg, M., Leonard, J. and Spertzel, R. 2004, ‘Biodefense crossing the line’, Politics and the
Life Sciences, vol. 22(2), pp. 1-2; Klotz, L. and Sylvester, E. 2009, Breeding bioinsecurity, Chicago: Chicago
University Press.

11 Bhattacharjee, Y. 2009, ‘The danger within’, Science, 6 March, pp. 1282-83.
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political debate is taking place in the US and elsewhere regarding what sort of
screening and oversight of individuals should occur and who should control
it. The underlying question of how much and what kind of defensive work is
prudent remain topics on which governments and commentators have offered
wildly opposing views.

In part, the question of what is appropriate defensive research is disputable
because the ultimate ends served by that work are debatable. Much of the
original increased funding in the US was designated for traditional ‘Category A
agents (for example, anthrax, smallpox, plague). To some extent, in response to
criticism about how this was establishing inappropriate research priorities, many
of the funding programmes broadened their mission over time beyond a narrow
conception of biodefence.'? However, owing to the multiple dimensions in which
goals can be mutually co-opted in the researcher—funder relation, determining
the significance of official priorities has meant agendas and outcomes require a
fine-grained analysis.

Everywhere and Nowhere

One aspect of increased research scrutiny that has animated much debate is
the suggestion that work carried out in universities or other traditionally
open organisations might be inappropriate to conduct or communicate. Unlike
questions about the safety or physical security of labs, this does not so much relate
to how research is conducted, but rather to its so-called dual-use dimensions.
This usage of the term refers to the potential use of knowledge and techniques
for beneficial and hostile purposes. Therefore, since 2003 a number of funders,
publishers and organisations (in the West) have introduced oversight processes
to assess the risks and benefits of individual instances of research to determine
whether they need to be modified or withdrawn."

It is notable that such procedures rarely conclude that manuscripts, grant
applications or experiment proposals should not be undertaken or restricted.
For instance, in 2003 a group of 32 science journals agreed general guidelines
for modifying, and perhaps rejecting, manuscripts where ‘the potential harm
of publication outweighs the potential societal benefits’.!'* However, it would
seem no manuscript has ever been rejected on security grounds."” As far as is
known to the author, the same could be said of the funders that have established

12 See Franco 2009, op cit.

13 Rappert, B. 2008a, ‘The benefits, risks, and threats of biotechnology’, Science & Public Policy, vol. 35(1),
pp- 37-44.

14 Journal Editors and Authors Group 2003, PNAS, vol. 100(4), p. 1464.

15 Van Aken, J. and Hunger, I. 2009, ‘Biosecurity policies at international life-science journals’, Biosecurity
and Bioterrorism, vol. 7(1), pp. 61-72.
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submission-oversight systems.'® Perhaps even more notable with these review
processes is the infrequency with which they have identified items ‘of concern’
in the first place."”

While data on research controls within government departments (especially
defence-related ones) is not readily available, in relation to universities and
other publicly funded agencies it seems justifiable to conclude that — barring
dramatic changes — oversight processes will identify little research as posing
security concerns and will stop next to nothing. This situation raises questions
about the ultimate purposes and prospects of formal oversight procedures as
well as who is conducting assessments and how (see below).

Formal Policies and Informal Practices

While many recently introduced formal dual-use procedures intended to weigh
the perceived societal benefits and security risks of civilian research have not
ruled any work should be halted, evidence suggests individual scientists might
be acting otherwise. In 2007 the National Research Council and the American
Association for the Advancement of Science (AAAS) conducted a survey of
10,000 AAAS members. The 2009 report of that survey indicated that one in
six respondents had made some changes in what research they did, how it was
communicated, or who it was done with."®

The small response size (16 per cent for completed surveys and 20 per cent
for partially completed ones) means it is not possible to treat the findings as
representative of any grouping. However, even without making generalised
claims, disparities between the reported practices and the outcomes of recently
introduced review processes are notable."

While some have taken the survey findings to indicate scientists are already
acting responsibly to reduce risks,” it seems more justified to ask further
questions. One obvious question would be: why is there such inconsistency
between the willingness of researchers to report forgoing aspects of their work
with dual-use potential and the inability of formal process to do the same (or

16 These include the UK Biotechnology and Biological Sciences Research Council, the UK Medical Research
Council, the Wellcome Trust, the Center for Disease Control, and the Southeast Center of Regional Excellence
for Emerging Infectious Diseases and Biodefence.

17 So across all the journals in the Nature Publishing Group, roughly 15 papers were subjected to a special
security review in 2005 and 2006. For further figures, see Rappert 2008a, op cit.

18 National Research Council and the American Association for the Advancement of Science 2009, A survey
of attitudes and actions on dual-use research in the life sciences, Washington, DC: NRC and AAAS.

19 Though in this regard, 25 per cent of respondents to the survey indicated they had worked with ‘select
agents’ in the past, therefore suggesting a possible reason for both the changes made to research practices and
the awareness of dual-use concerns.

20 National Academies 2009, Survey samples life scientists” views on ‘dual use’ research and bioterrorism,
Press Release 9 February.
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even find any aspects of concern)? Within organisational sociology, the disparity
between formal procedures and informal practices is a long-standing topic of
commentary. Such a situation is not necessarily an occasion for arguing who has
made the right decisions, but rather one for asking how alternative assumptions
about proper working practices are informing conduct.

In relation to the themes of education central to this book, the disparity also
raises the issue of how practitioners communicate concerns. Particularly in
light of the lack of dual-use educational provisions as part of university degree
programmes and the absence of professional attention to this topic in recent
decades, how the scientists surveyed became concerned by hostile applications
is an important matter that could signal pathways for educational interventions,
such as seeking to make explicit practices that were previously implicit.*'

Individual versus Cumulative Developments

It seems reasonable to argue that one reason why dual-use risk-benefit review
processes have not halted grant applications, manuscripts, and experiment
applications is the difficulty of establishing the possible hazards associated
with single-research inputs against the backdrop of pre-existing knowledge
and capabilities. Despite ongoing attempts,22 making risk determinations is
highly problematic. Even if reasonably robust assessment procedures could be
devised, it is not clear that threats derive from discrete projects, so much as how
cumulative developments in knowledge, know-how, and technologies enable
additional possibilities for action. Just how that is happening is essential to
understanding what is possible (see below).

Therefore, rather than focusing on whether particular experiments should
go ahead, it seems more fruitful to ask what directions should be funded in
the first place.”” Some of the lines of biodefence undertaken in the US and
elsewhere (particularly those associated with characterising threats) might be
questionable in terms of their necessity. Positively, directions of work that might
enhance security by fostering international collaboration and development, as
suggested in the DNA for Peace initiative, could be supported.* This ‘macro’
attention towards research directions is not without problems too, such as how

21 For a discussion of this as a prevalent form of ethical training, see Halpren, S. 2004, Lesser harms,
Chicago: Chicago University Press.

22 Royal Society 2009, New approaches to biological risk assessment,29 July, London: Royal Society.

23 Johnson, D. 1999, ‘Reframing the question of forbidden knowledge for modern science’, Science and
Engineering Ethics, vol. 5(4), pp. 445—61.

24 DNA for peace: Reconciling biodevelopment and biosecurity,available: http://www.utoronto.ca/jcb/home/
documents/DNA_Peace.pdf [viewed 1 November 2009].
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to anticipate research results. However, what is clear is that attention to date
on dual-use issues has been directed at individual elements of research at the
expense of other approaches.

‘Dual Use’ is... ‘X" is...

In the paragraphs above, ‘dual use’ refers to the potential for knowledge and
techniques to serve beneficial and hostile purposes. In doing so, it is roughly
in line with the highly influential report by the US National Academies,
Biotechnology Research in an Age of Terrorism.” However, like other terms with a
rising currency of late — such as ‘biosecurity’* or ‘codes of conduct’?’ — ‘dual
use’ has its own history. It is often taken to mean different things by different
people. That ambiguity has no doubt been part of its attraction.

This indistinctness brings certain hazards too. One is a lack of clarity and
corresponding misunderstanding in what is being argued about the relation
between science and security. For instance, Atlas and Dando have offered a
distinction between three dual-use aspects of the life sciences to avoid conflations.
They distinguish between: 1) how notionally civilian facilities can be used to
develop biological weapons; 2) how agents and equipment intended for peaceful
purposes can be used in the production of bioweapons; and 3) how knowledge
generated through science can aid those seeking to produce weapons.*® They
argue each is associated with its own conundrums and require specific types
of responses — mandatory international inspections and transparency in the
case of facilities; balanced export controls and domestic oversight in the case of
agents and equipment; and a culture of responsibility in relation to knowledge.

Other matters are at stake in our use of terminology and concepts than possible
misunderstanding. As McLeish argues, questionable assumptions can often
underlie reference to the dual-use presumptions that rarely get scrutinised
because of the ready labelling of science and technology as such. As she argues,
much of the security analysis relies on an outdated linear model of innovation
wherein science is applied to produce new technologies. In addition, the locus
of concern with dual-use issues in many commentaries often shifts in an uneasy
and unacknowledged manner between the transfer of materials, the intention
of users of knowledge and technology, and the physical characteristics of
technology itself.

25 National Research Council 2004, Biotechnology research in an age of terrorism, Washington, DC: National
Academies Press.

26 See Rappert and Gould (eds) 2009, op. cit.

27 Rappert, B. 2007b, ‘Codes of conduct and biological weapons’, Biosecurity & Bioterrorism, vol. 5(2), pp.
145-54.

28 Atlas, R. and Dando, M. 2006, ‘The dual-use dilemma for the life sciences: Perspectives, conundrums,
and global solutions’, Biosecurity and Bioterrorism, vol. 4(3), pp. 1-11.
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For such reasons, the language adopted to characterise the security dimensions
of science and technology can also cloud understanding.”

What are Biological Weapons?

Greatly aiding efforts to prevent the deliberate spread of disease is the widespread
denunciation of any such act. As opposed to other fields, such as nuclear science,
weaponising the latest research findings is generally seen as inappropriate in the
life sciences. Within customary and international law, as well as the rhetoric of
states, ‘biological weapons’ are set apart from other weapons in that they are
treated as a distinct category.”

In some ways this has only displaced controversy to the question of what counts
as a biological weapon in the first place.” This is most evident in debates about
the appropriateness of biochemical compounds as instruments of force.”” The
use by Russian security forces of a fentenyl gas (an opium-based narcotic)
during the Moscow theatre siege in 2002 provides one example of the types of
options being pursued by states for law enforcement and military operations
that might be designated ‘biological’. Additionally, governments such as the US
have examined more sophisticated biochemical choices to alter consciousness,
behaviour and emotions.”> The acceptability and permissibility of such
biochemical agents is fought out, in part, through terminology. Proponents make
use of labels such as ‘calmatives’, ‘incapacitants’ and (misleadingly) ‘non-lethal
weapons’.** Should such developments lead to a legitimate role for bioagents
as a means of force, the implications for the current stigmatisation of biological
weapons would likely be substantial.

What are ‘Effective’ Biological Weapons?

As a final area of contention, much disagreement is evident today regarding the
extent of biothreats. Some of this stems from underlining presumptions about

29 It should be kept in mind though that ambiguity in meaning is often highly valuable in building shared
agendas.

30 This in contrast to the suggestion by many of those involved in offensive programmes that biological
weapons are not different from others. See Domaradskil, I. and Orent, W. 2003, Biowarrior: Inside the Soviet/
Russian biological war machine, Amherst, NY: Prometheus, p. 150; Balmer, B. 2002, ‘Killing “without” the
distressing preliminaries’, Minerva, vol. 40(1), pp. 57-75.

31 See Rappert, B. 2006, Controlling the weapons of war: Politics, persuasion and the prohibition of inhumanity,
London: Routledge, Chapter 6.

32 For an overview, see Pearson, A., Chevrier, M. and Wheelis, M. (eds) 2007, Incapacitating biochemical
weapons: Promise or peril?, Lanham, MA: Lexington Books.

33 Dando, M. 2009, ‘Biologists napping while work militarized’, Nature, vol. 460, p. 950; British Medical
Association 2007, Drugs as weapons, London: BMA House.

34 See Rappert, B. 2003, Non-lethal weapons as legitimizing forces?: Technology, politics and the management
of conflict, London: Frank Cass.
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what counts as a concern. Certainly within the West, much emphasis is with
sub-state groups. The limited number of bioterror attacks in the past and the
difficulties experienced by even well-funded groups using classic pathogens
(for instance, the Japanese Aum Shinrikyo cult®) suggest a low likelihood of
mass casualties by terrorist groups acting alone.*® Therefore, the possibility that
such groups could or would want to make use of today’s cutting-edge science is
even more remote, at least anytime ‘soon’.

However, the situation is more complex than this. Even if it is accepted that
inflicting mass casualties requires a well-resourced state programme, concerns
can derive from the fear and disruption caused by deliberate spread of disease.
As illustrated in the case of the 2001 anthrax letters, attacks need not inflict
mass casualties to be highly consequential. “Weapons of mass disruption’ rather
than ‘weapons of mass destruction” sums up a contrast.

Concern can intensify when the basis for disruption is analysed. Fundamental
to the international prohibition of bioweapons today is the view that these
weapons are especially abhorrent. That orientation is expressed in international
accords such as the Biological Weapons Convention. The continuing promotion
of such agreements and related rules, in turn, reinforces this negative standing.
Indeed, it is the manner in which biological weapons are treated as distinctly
repugnant that would likely contribute to significant fear and disruption in the
case of an attack.

Education as...

The previous section posed some major weaknesses in thinking about the life
sciences—security relation. When this is understood to involve uncertainties
and unknowns where much scope exists for disagreement, the question of what
should happen by way of education becomes less straightforward than it might
initially appear.

This section adds further density to the picture. While some of the who's, what’s,
and how’s of education were noted above, this section examines the multiple
roles, functions, and standing sought for education. The goal is not to consider
the details of what teaching efforts should include, but how education in general

35 See Furukawa, K. 2009, ‘Dealing with the dual-use aspects of life science activities in Japan’, in Rappert
and Gould (eds), op. cit.

36 As argued in Ouagrham-Gormley, S and Vogel, K. 2010, ‘The social context shaping bioweapons (non)
proliferation’, Biosecurity & Bioterrorism, Volume 8(1) and Leitenberg, M. 2001, Biological weapons in the
twentieth century: A review and analysis, Washington, DC: FAS, available: http://www.fas.org/bwc/papers/
bw20th.htm [viewed 1 November 2009]. For a critical response to the claims in this chapter by Popov, see
Macfarlane, A. 2006, ‘Assessing the threat’, Technology Review, March/April.
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is positioned within debates about the science—security relation. By considering
the many things education can be understood as, this section will help position
the practical initiatives and proposals summarised in the next section. As will
be apparent, the issues at stake extend well beyond what individuals sitting at
benches know or think.

...Prerequisite

Education can be treated as necessary for other security-related activities to
be undertaken. For instance, much store has been placed in professional codes
of conduct since 2001.”” Such options have been said by many to be a way of
promoting self-governance. The circulation of codes would foster a culture of
responsibility by making scientists more aware and providing ethical guidance.
However, efforts to devise meaningful codes have largely floundered. In no
small part, this has been due to the lack of prior awareness and attention by
researchers as well as science organisations to the destructive applications of the
life sciences.” Before codes can help teach, education is needed.

Also, consider the dual-use reviews noted in the previous section. The Wellcome
Trust, the British Biological Sciences Research Council and the British Medical
Research Council are among those funders that have established grant-review
procedures. Each relies on applicants to self-identify cases where work could
generate outcomes open to misuse for harmful purposes. In light of the limited
professional attention to this possibility in recent decades, it seems quite likely
that a lower identification rate is taking place than would be the case with a
highly dual-use-aware community of applicants.

The US National Science Advisory Board for Biosecurity (NSABB) was established
to advise the federal government how to respond to the dual-use potential of the
life sciences. It similarly advocates a system for the oversight of experiments
that relies on lead investigators to undertake the initial determination of
whether their work is ‘of concern’.”” In recognition of the need for those making
such assessments to be cognisant of security threats though, as well as other
provisions it recommends that: ‘All federal agencies involved in the conduct
and support of life sciences research [...] should require that their employees,
contractors, and institutional grantees train all research staff in the identification
and management of dual-use research of concern.*

37 Rappert, B. 2009, Experimental secrets: International security, codes, and the future of research, New York:
University Press of America.

38 Rappert 2007b, op. cit.

39 NSABB 2007, Proposed framework for the oversight of dual-use life sciences research: Strategies for
minimizing the potential misuse of research information, Bethesda, MD: NSABB.

40 NSABB 2008, Strategic plan for outreach and education on dual-use research issues, Bethesda, MD: NSABB.
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Some have argued this goes far enough. An alternative model for oversight
proposed by a group at the University of Maryland advocates independent peer
reviewers should carry out the identification of what is of concern. In part, this
was justified by citing the likely limits on the security expertise of researchers,
even if they had undergone some formal training.*'

...Deficiency Correcting

Much of the current analysis of what practising researchers know — be that
regarding laboratory physical security** or wider ethical/arms-control issues —
posits a deficiency model.*’ That is to say, they note a lack of knowledge held
by certain groups. Education is advocated as a way to correct that ignorance.
Knowledge is taken to be good: more knowledge leads to better decisions.
Depending on the size of the hole perceived and the value attached to additional
knowledge, a call is made for voluntary or mandatory measures, often through
formal teaching.*

The particulars of how deficiency is portrayed are highly consequential in
framing what kinds of problems exist and how they can be addressed. Take
the case of the NSABB Working Group on Communication.”” In line with the
review processes adopted by certain journals, the NSABB Charter required it
to ‘advise on national policies governing publication, public communication,
and dissemination of dual-use research methodologies and results’. At the first
public meeting of the NSABB in late 2005, the Communication Working Group
stated it would:

¢ Identify concerns and examine options and strategies for addressing
issues related to the communication of dual-use research information.

* Develop draft recommendations for the NSABB that will facilitate
the consistent application of well-considered principles to decisions
about communication of information with biosecurity implications.*

41 Harris, E. 2007, ‘Dual-use biotechnology research: The case for protective oversight’, in Rappert and
McLeish (eds) op. cit.

42 For a range of analyses of what is known by researchers around the world on this matter, see the
publications of the International Biological Threat Reduction Group and Sandia National Laboratories at
http://www.biosecurity.sandia.gov/main.html?subpages/documents.html.

43 For a further discussion of this model within discussions about science, see Bush, J., Moffatt, S. and
Dunn, C. 2001, ‘Keeping the public informed?’, Public Understanding of Science, vol. 10, pp. 213-29.

44  For an instance of the latter, see Rappert, B. and Davidson, M. 2008, ‘Improving oversight: development
of an educational module on dual-use research in the West’, Conference Proceeding for Promoting Biosafety
and Biosecurity within the Life Sciences: An International Workshop in East Africa, 11 March, Kampala:
Ugandan Academy of Sciences.

45 For a further analysis of this example, see Rappert, B. 2008b, ‘Defining the emerging concern with
biosecurity’, Japan Journal for Science, Technology and Society, vol. 17, pp. 95-116.

46 Kiem, P. 2005, “Working group on communication of dual-use research results, methods, and technologies’,
Meeting of National Science Advisory Board for Biosecurity, 21 November, Bethesda, MD.
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As such, ‘the problem’” was to reduce the prospect that otherwise benignly
intended findings might aid development of bioweapons. This framing
shifted quite quickly. By July 2006 ‘the public’ assumed a prominent position
within deliberations of the working group. Because of an acknowledged lack
of understanding of science, the fear repeatedly expressed was that future
media reports could spur the public to demand (inappropriate) dissemination
restrictions. In response, the Communication Working Group’s main charges
deriving from the NSABB Charter were modified to:

e TFacilitate consistent and well-considered decisions about communication of
information with biosecurity implications.

* Demonstrate to the public that scientists recognise, and are being responsive
to, concerns about the security implications of their work.*

With the latter requiring the public to be properly informed about the dangers
posed from open publishing (manageable, relatively limited, etc.). This re-
specification was in line with a wider movement within the NSABB deliberations
to focus on the ‘threats from science’ (and thus the need for new polices and
oversight measures) while also considering the ‘threats to science’ (from new
polices and oversight measures). In this way, alternative notions of who is
deficient suggest other problems and solutions.

Following on from this, more knowledge is not always seen as good, at least
not entirely. While it might regularly be advocated that researchers should be
more cognisant of the dual-use potential of science and technology, the same
cannot be said of ‘the public’. Much debate is evident about just how loudly
security concerns should be made known to the population at large.*® Scant
efforts made prior to 2001 (and even since) by scientists to popularise how their
work might aid the production of bioweapons indicate the historical pattern of
not seeking to foster wider debate and awareness. So while many have dismissed
the security concerns associated with the publication of certain experiments —
such as the IL-4 mousepox and the synthetic creation of poliovirus — because
their findings were already well known among specialists,* the question can be
asked why such possibilities were not more widely mooted before.

This last point also raises the prospect that without more engagement
from practising researchers, policy and security analysts might be forming
inappropriate threat assessments because of the haphazard way certain concerns
have received a wide airing.

47 Kiem, P. 2006, “Working group on communication of dual-use research results, methods, and technologies’,
Meeting of National Science Advisory Board for Biosecurity, 13 July, Bethesda, MD.

48 For a discussion of this, see Rappert, B. 2007¢c, Biotechnology, security and the search for limits: An inquiry
into research and methods, London: Palgrave, Chapter 5.

49 Asin Block, S. 2002, ‘A Not-so-cheap Stunt’, Science, vol. 297(5582), pp. 769-70.
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...Irrelevant

Another way to question the treatment of education is simply to question
its utility. A fundamental tenet in social research is that behaviour is more
influenced by situational conditions than personal dispositions. In other words,
what people do is highly dependent on the situations in which they find
themselves and the pressures they experience. As such, it is little wonder so
many doctors, biologists, engineers and others in the Soviet Union were willing
to take part in its offensive programme. While it is unclear how many involved
knew about the international prohibition enshrined in the Biological Weapons
Convention, it does seem clear that familiarity with the text would have done
little to alter their participation.

Besides such coercive environments, it can be said that standards of ethics and
practice are intertwined with the imperatives under which individuals operate.
For instance, how those in hospitals deal with the confounding choices about life
and death experienced on a daily basis must be understood as being indebted to
the social organisation of the hospital itself.”® In these settings, mundane issues
such as the relative power of nurses, doctors and administrators are highly
pertinent in what decisions are made. Therefore, it would not be enough for
nurses to receive instruction about ethical principles for them to act in a way
they would regard as right. Similarly, in the case of laboratory researchers, the
cultures and reward structures of labs (for example, “publish or perish’) can
reduce the prospects of individuals acting in a way they judge as proper, or can
work against the recognition of ethical problem in the first place.”* This can take
place whatever individuals believe should be the case.

Thus in any discussion about education, it is necessary to ask where it can be
made to matter and what weight it can be expected to bear.

...a Social Problem

While the extensive participation of experts in offensive bioweapons
programmes during the twentieth century suggests limitations to education,
this history also indicates the potential for it to contribute to hostile activities.
When ethics instruction is conceived as the dissemination of values, just what
those values are is central in evaluating the benefits of what is learnt. If duty to

50 Chambliss, D. 1996, Beyond caring: Hospitals, nurses and the social organization of ethics, London:
University of Chicago Press.

51 National Research Council 2009, Ethics education and scientific and engineering research: What’s been
learned? What should be done?, Washington, DC: NRC, Chapter 6. For a wider examination of this, see Vaughan,
D. 1996, The Challenger launch decision, Chicago: Chicago University Press.
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one’s country’® is taught to be the paramount concern, then it easy to envision
how education might not always be a ‘force for good”.”> The method of education
can foster relations of subordination too that are contrary to maintaining peace.

More widely, efforts to instruct always come with commitments and assumptions.
These can mean that education functions to maintain existing inequalities.”* So
while the unacceptability of biological weaponsis generally unquestioned within
diplomatic circles today, that does not necessarily make for a non-problematic
common pedagogical message. As Richard Falk suggested, the recent regime
restricting bioweapons must be seen in its political context. Writing in 2001,
he suggested this context was one in which the US was trying to divert public
attention away from existing US nuclear capabilities. It was against this selective
prioritisation that he asked whether:

The ongoing process that supports CW [chemical warfare] and BW
[biological warfare] regimes, as well as the nuclear non-proliferation
treaty regimes, [should] be re-evaluated and possibly rejected? From the
perspective of the equality of states, a fundamental norm in international
law, are these regimes embodiments of the hegemonic structure of world
politics that controls and deforms diplomatic practice?>

Herein, what is good and why must always be understood ‘in context’, though
what counts as the right context is the stuff of political debate. Any education
message is going to contest competing notions about what is right. When
approached in this way, it is not hard to see how others could interpret efforts
taken in one country to promote security mindedness as imperialistic.

Somewhat less critical, certain types of education can be thought to take time
and energy away from dealing with causes of problems. For instance, abstract
and hypothetical instruction about ethical problem-solving that is removed
from the real experiences of individuals can do more harm than good. To the
extent that ethics is taught without reference to power relations that give rise
to practical conflicts and dilemmas, it can mask the sources of tension and
perpetuate inaction.”®

52 Or group difference, see Nelles, W. (ed.) 2004, Comparative education, terrorism and human security,
London: Palgrave.

53 Moving outside a consideration of biological weapons, it can be noted that the education system in a
wide range of countries does little to dissuade individuals from using their knowledge and skills to perfect
forms of killing.

54 Saltman, K. and Gabbard, D. (eds) 2003, Education as enforcement: the militarization and corporatization
of schools, London: Routledge; Apple, M. 2000, Official knowledge: democratic knowledge in a conservative age,
London: Routledge; and Harber, C. 2004, Schooling as violence: how schools harm pupils and societies, London:
Routledge.

55 Falk, R. 2001, ‘The challenges of biological weaponry’, in Wright, S. (ed.), Biological warfare and
disarmament, London: Rowman & Littlefield, p. 29.

56 For an analysis of this, see Chambliss 1996, op cit., Chapter 4.
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...a Diversion

Consider another concern, that of treating education as distraction. This does not
pertain to those being educated, but to those talking about the need to educate
others. For instance, in recent years the awareness and training of scientists has
been a topic of international consideration within the States Parties meetings
of the Biological and Toxin Weapons Convention (BTWC). Since the failure in
2001-02 to agree a legally binding verification measure for the convention,
yearly meetings have been structured through an intersessional process. In
this, governments engage in non-binding discussions about selected topics. The
education of scientists figured as a significant theme within the 2003, 2005 and
2008 meetings.

However, from its inception, questions have been raised about the value of the
intersessional process. At least one reason is that it distracts delegates from
attempts to agree verification instruments or other compulsory measures.”’
Worse still, over time it might establish low expectations. Even if one concludes
the BTWC intersessional process has been useful, how long ‘mere” discussion
should go on is open to debate. Comparing biosecurity education against other
possibilities for action (or even more generic education possibilities) shows how
the worth of any activity can be queried.

...Guardianship

Alternatively, and more positively, the education of scientists could be seen as
a way of ensuring conventions and agreements — such as the BTWC — remain
meaningful. This is because further awareness of the security implications of
science and of the international instruments for the prohibition of bioweapons
leads to more engaged scientific communities. By taking greater notice of
and participation in the relevant activities, practitioners could help ensure
governments are aware of their own commitments and labour to undertake
effectual actions. By extending the range of those working to eliminate
bioweapons, this could also reinforce the stigma against the deliberate spread
of disease.’®

57 See Chevrier, M. 2002/03, “Waiting for Godot or saving the show? The BWC Review Conference reaches
modest agreement’, Disarmament Diplomacy, No. 68, available: http://www.acronym.org.uk/dd/dd68/68bwc.
htm [viewed 1 November 2009].

58 For a further argument of these points, see Revill, J. and Dando, M. 2008, ‘Life scientists and the need for
a culture of responsibility: After education...what?’ Science and Public Policy, vol. 35(1), pp. 29-36.
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...Catalyst

Additionally, the widespread concord regarding the value of awareness and
education could be utilised as a stepping-stone for moving ahead on other
matters. Within the recent meetings of the BTWC a number of issues, such as
promoting international co-operation and verification measures, have proven
highly contentious. Likewise, proposals for oversight and dual-use reviews
of research can generate heated debate. However, awareness and education
are matters on which those from security, scientific, diplomatic, and other
backgrounds can reach general consensus. Therefore, achieving understanding
and progress here could help secure advancement in relation to more overtly
problematic areas. It might also help indicate how to establish progress. In
relation to the BTWC, the discussion-only terms set for the intersessional process
since 2003 have led to an absence of the international targets and metrics. As a
comparatively approachable topic, setting international standards for education
could be agreed as a way of opening peoples’ imaginations to the possibility of
setting other measurable goals.”

...Enrolment

The last two sub-sections, in particular, questioned whether education is
orientated towards being an end itself or a preliminary step towards another,
secondary, end. As has happened in relation to codes of conduct, contrasting
assumptions can underlie similar calls for action. In the case of codes, those
(often implicit) assumptions related to whether their adoption would placate the
need for additional oversight measures or whether they were part of a stepwise
movement towards comprehensive systems of control (for instance, the licensing
of scientists).*

This suggests the need to interpret calls for education as part of enrolment
processes. Through setting agendas, framing problems, and establishing
interested networks, what is being done today is helping to form possibilities
for future action. Whether through purposeful direction or unintended
preoccupation, the choices made about what kind of education should be
pursued or how it is being discussed are shaping directions for the future.
Just how much this is taking place and in which directions are important
considerations.

59 For a discussion of possible international goals, see Dando, M. 2008, ‘Acting to educate life scientists’,
Bulletin of the Atomic Scientists, 31 October, available: http://www.thebulletin.org/web-edition/columnists/
malcolm-dando/acting-to-educate-life-scientists [viewed 1 November 2009].

60 Rappert 2009, op cit.



Introduction: Education as...
The Chapters

The previous section suggested the range of possibilities that can be sought from
education as well as talk of education. The remaining chapters demonstrate that
variety by describing diverse efforts to educate scientists and others about the
life science—security relation.

The chapters in Part One begin by extending the analysis of education presented
in this introduction to questions of ethics. Selgelid examines the intersection
of ethics and dual-use concerns. His goal is not only to outline the ethical
dimensions of the multiple uses of research, but also to ask why bioethics has
had so little to say until recently about this topic. In Chapter 2, Sture analyses
what lessons past developments in medical and business ethics hold.

Part Two recounts national experiences to promote awareness and institute
educational measures. In doing so, the chapters detail the current attention paid
to biosecurity and dual-use issues in the countries under consideration. As will
be evident, different countries are in very varied situations with regards to
their past engagement and to their basis for moving forward. In describing their
experiences, Garraux, Friedman, Minehata and Shinomiya, Barr and Zhang,
Connell and McCluskey, as well as Enemark, provide many entry points and
models for promoting education.

Part Three moves on from national activities to reflect on international
possibilities. Mancini and Revill review their efforts to establish a collaborative
Biosecurity Education Network. Part of that entailed the presentation of tailored
educational material to life-science students. In Chapter 10, Whitby and Dando
consider the rationale for the Biosecurity Education Module Resource noted
by Mancini and Revill, including how it could figure within the work of civil
organisations as well as the BTWC. Johnson then asks how ethics training about
security issues could be made professionally relevant for scientists, in particular,
by advocating the potential of role-playing exercises." In the Conclusion,
Bezuidenhout and I draw together strains from these chapters in an effort to
point the way for future action and research.

61 For a further consideration of role-playing exercises for biological weapons, see Rappert, B., Chevrier, M.
and Dando, M. 2006, In-Depth Implementation Publications of the BTWC: Education and Outreach Bradford
Review Conference Paper No. 18, available: http://www.brad.ac.uk/acad/sbtwc/briefing/RCP_18.pdf [viewed
1 November 2009].






Chapter 1: Ethics Engagement of
the Dual-Use Dilemma: Progress and
Potential

MICHAEL J. SELGELID

Introduction

During the past decade, the problem of dual-use research, science, and
technology has been one of the most debated issues in discourse surrounding
biological weapons and the bioterrorist threat, and a particularly controversial
topic regarding science policy. The expression ‘dual use” was historically used
to refer to technology, equipment, and facilities that could be used for both
civilian and military purposes. Conceived this way, dual-use technology is not
necessarily something to worry about. To the contrary, this kind of technology
was sometimes considered desirable from the standpoint of policymakers —
a way of killing two birds with one stone. Policymakers were nonetheless
concerned about exporting such technologies to adversary countries.

In contemporary discourse the expression ‘dual use’ is usually used to refer
to research, science and technology that can be used for both good and bad
purposes. While almost anything can have multiple functions, current debates
have been primarily concerned with bad purposes involving weapons — and,
most commonly, weapons of mass destruction in particular (that is, where the
consequences of malevolent use would be most severe). Of specific concern
is the possibility that recent developments in the life sciences may enable
development of a new generation of especially dangerous bioweapons.'

Such concerns are illustrated by a number of controversial experiments
published during the past decade, such as the genetic engineering of a
superstrain of vaccine-resistant mousepox,” the artificial synthesis of a live polio

1 National Research Council 2004, Biotechnology research in an age of terrorism, Washington, DC: National
Academies Press.

2 Jackson, R.J., Ramsay, A. J., Christensen, C. D., Beaton, S., Hull, D. F. and Ramshaw, I. A. 2001, ‘Expression
of mouse interleukin-4 by a recombinant ectromelia virus suppresses cytolytic lymphocyte responses and
overcomes genetic resistance to mousepox’, Journal of Virology, vol. 75, pp. 1205-10.
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virus from scratch,’ and the reconstruction of the 1918 Spanish Flu virus;* and
the general phenomenon of converging technologies, such as synthetic biology
and bionanotechnology.” Given these and other developments, life scientists are
currently in a situation very similar to that faced by atomic physicists early
in the twentieth century, when key discoveries that enabled production (and
use) of the first atomic bombs were made. Like nuclear technology, powerful
technologies made possible by the rapid progress of the life sciences may have
great benefits for humankind, but they could also have disastrous consequences
if employed by those bent on causing destruction.

The dual-use phenomenon raises important questions about the responsibilities
of scientists, research institutions, the scientific community, publishers, and
policymakers. Responsible actors at each of these levels should aim to promote
the progress of science insofar as such progress will benefit humanity; but
they should aim to avoid outcomes where developments ultimately result in
more harm than good. One popular idea in recent debates about the dual-use
problem is that we should aim for policy that strikes a balance between the goal
to promote scientific progress (and the good things thereby enabled) and the
goal to protect security.®

While that sounds plausible, open questions remain: What, for example, would
be an appropriate balance between scientific progress and security; and how
could such a balance be attained in practice? Should we rely on voluntary
self-governance, or is more governmental oversight called for? Perhaps
unsurprisingly, the scientific community is strongly in favour of ‘bottom-up’
solutions to dual-use research governance (that is, voluntary self-governance).
It is commonly held that new codes of conduct addressing responsibilities
related to dual-use research should be adopted, and that scientists should be
further educated about the potential dual-use implications of their work; but
scientists generally resist the idea that solutions to problems raised by the dual-
use phenomenon should involve increased governmental control over scientific
enterprise. Among other things, they argue that autonomy is essential to science
progress and that governmental interference would be both counterproductive
(unnecessarily stifling important and beneficial research) and violate the right
to freedom of inquiry (academic freedom) and (in the case of governmental
censorship of dangerous discoveries) freedom of speech.

3 Cello, J., Paul, A. V. and Wimmer, E. 2002, ‘Chemical synthesis of poliovirus cDNA: Generation of an
infectious virus in the absence of natural template’, Science, vol. 9, pp. 1016-18.

4 Tumpey, T. M., Basler, C. F,, Aguilar, P. V., Zeng, H., Solérzano, A., Swayne, D. E., Cox, N. J,, Katz, J. M.,
Taubenberger, J. K., Palese, P. and Garcia-Sastre, A. 2005, ‘Characterization of the reconstructed 1918 Spanish
influenza pandemic virus’, Science, vol. 310, pp. 77-80.

5 Institute of Medicine and National Research Council 2006, Globalization, biosecurity and the future of the
life sciences, Washington, DC: National Academies Press.

6 National Research Council 2004, op cit.



Chapter 1: Ethics Engagement of the Dual-Use Dilemma
Bioethics’ Neglect of Dual-Use Discourse

The main parties to debates about the responsibilities of scientists and other
actors — and relevant debates about the governance of dual-use research —
have, to date, mainly been scientists and security experts. With the exception
of a small and recently emerging literature, notably absent from such debates
has been the voice of (bio)ethicists in particular. This is unfortunate partly
because the dual-use dilemma is, by its very nature, an ethical one. Talk about
‘beneficial and malevolent” or ‘good and bad’ uses of science and technology,
the ‘promotion of benefits and the avoidance of harms’, and the ‘responsibilities’
of actors all fall squarely within the realm of ethics: the discipline explicitly
concerned with issues of good and bad, right and wrong, and the duties and
responsibilities of human beings.

Above, I'indicated that a plausible and popular notion is that we should aim for
policy that strikes a balance between the goal to promote security and the goal
to promote scientific progress; the idea being that heavy regulation of science
might promote security at too high a price with regard to scientific progress and
that too little oversight might facilitate science progress at too high a price with
regard to security. This raises questions about the (nature of the) value of security
and the (nature of the) value of scientific progress — and questions about how
such values should be balanced against one another in cases of conflict. For
example, should security be considered to be merely of instrumental value —
something that should be valued only insofar as it promotes (other) things that
are considered to be intrinsically valuable (that is, valued for their own sake)?
Or is security itself intrinsically valuable? These are all ethical questions.

Questions about norms, values and what social policy should be are precisely
the kinds of things that ethics is concerned with. While science is concerned
with what is the case; ethics, by definition, is concerned with what should or
ought to be the case. Although their contribution to debates about dual use is
(for obvious reasons) absolutely essential, scientists and security experts have
no special expertise for analysis of normative questions such as these, and so
more input from ethicists is crucial. A broader, more interdisciplinary discussion
about the dual-use problem is wanted.

Given that bioethicists have had so much to say about research ethics in general
and the social implications of genetic research and science in particular, it
is surprising that they have not been more actively engaged in discussions
about dual-use life-science research. Discourse surrounding research ethics
has traditionally focused on the protection of human and animal subjects
rather than dangers associated with the potential malevolent use of research
findings. Recent decades have witnessed enormous attention from bioethicists

25



26

Education and Ethics in the Life Sciences

to ‘ethical, legal, and social implications” (ELSI) of the genetics revolution. In
the early days of DNA recombinant technology, environmental safety was a
focus of bioethics discussion regarding genetics research. More recently ELSI
discourse surrounding genetics has focused on the (clinical) safety of genetic
therapy (or research pertaining thereto), genetic determinism, genetic testing,
genetic discrimination, genetic enhancement, selective reproduction (that is,
eugenics), cloning, stem-cell research, DNA fingerprinting, and the patenting
of genetic sequences. That these have, to date, undeniably been the standard
topics of ELSI discourse is quickly revealed by examination of titles, abstracts,
tables of contents, and indexes of texts concerned with ELSI issues surrounding
genetics. Though concern regarding dual-use life-science research largely relates
to genetics in particular, and although the weapons implications of genetics
may turn out to be the most serious (ethical and social) consequence of the
genetics revolution, those concerned with the ethical implications of genetics
have traditionally (and until only very recently, and in exceptional cases) been
almost entirely silent about the potential weapons implications of genetics.

The lack of bioethics’ attention to this topic is partly revealed by Robert
Cooke-Deegan’s canonical history of the Human Genome Project, The Gene
Wars.” Cooke-Deegan’s volume explicitly includes coverage of the politics and
ethical debate surrounding the new genetics, and it even includes a chapter
entitled ‘Genes and the Bomb’. Despite the links it draws between genetics
and atomic weapons, however, the volume never mentions the biological-
weapons implications of genetics. This is odd partly because (as Cooke-Deegan
demonstrates) important origins of the Human Genome Project are found in
the US Department of Energy and the Los Alamos laboratories where the first
atomic bombs were made. Such organisations were interested in genetics partly
because they wanted to learn about radiation’s effects on genetic material. Given
these organisations’ explicit concern with (albeit nuclear) weapons of mass
destruction, not to mention their governmental and military affiliations, one
expects that those involved would have recognised and considered the weapons
potential of the genetics revolution very early on. Therefore, it is surprising
that discussion of such issues is not included in Cooke-Deegan’s commentary on
debates surrounding socially controversial aspects of genetics.

It is commonly said in ELSI discourse that the power of genetics is comparable to
the power of atomic physics, and that we thus need more ethical discussion and
reflection about the former than the latter received when the first atomic bombs
were made and used — so that more socially responsible decisions about science
can be made in genetics than were made regarding nuclear energy. However,
the usual topics of ELSI discourse reveal that weapons development is not what

7 Cooke-Deegan, R. 1994, The gene wars: Science, politics, and the human genome, New York: Norton. The
discussion that follows is not meant to be a critique of Cooke-Deegan.
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those concerned with the ethics of genetics have had in mind. At the time of
writing (in early 2010), an enormous number of journal articles and books on
ethics and genetics have been written; but, aside from a few recent exceptions,
explicitly ethical literature (authored by ethicists and in books and journals
primarily concerned with ethics) includes little if any discussion of genetics’
potential role in weapons making.

This raises interesting historical and sociological questions about the discipline
of bioethics. How, for example, should bioethics’ long-term failure to address
the weapons implications of genetics be explained? One possibility is that
bioethicists were, for a long time anyway, simply unaware of the weapons
potential of genetics. However, if this is correct, why didn’t scientists and
policymakers bring such issues to the attention of bioethicists working on ELSI
issues? If bioethicists (who are not usually scientists) were not aware of the
reality and seriousness of the weapons potential of genetics, this is presumably
at least partly because no one made them aware. Part of the explanation why
such dangers were not highlighted earlier may be that the spectre of biological
weapons was largely overshadowed (in the minds of scientists, other academics,
and policymakers) by the nuclear threat during the Cold War.® Be that as it
may, this would not imply that the biological weapons threat should have been
considered less far-fetched and worthy of discussion than many of the (often
largely science-fiction) issues that bioethicists have focused on’ and which
one might also have expected to be overshadowed by more pressing concerns.
Another reason may be that most scientists have themselves been largely unaware
of the dual-use phenomenon. Such lack of awareness has been demonstrated by
empirical research.'’ (One would have thought, however, that enough scientists
would have been conscious of the weapons potential of genetics to alert
bioethicists to potential dangers. As indicated above, at least those involved in
the Department of Energy and Los Alamos laboratories should have been aware
of the possibility, so why would they not have brought the issue to the attention
of those concerned with ethical issues associated with genetics?)

A disturbing possibility is that a conscious decision was made by leading
scientists not to raise the issue of biological weapons at the Asilomar conference
during the 1970s" and that a conspiratorial silence on the part of scientists
remained long afterwards. If this really is an important part of the explanation

8 Malcolm Dando, personal communication.

9 Such as much of the recent literature regarding human enhancement (for example, radical life extension).
10 Dando, M. R. and Rappert, B. 2005, ‘Codes of conduct for the life sciences: Some insights from UK
academia’, Briefing Paper No. 16, Department of Peace Studies, University of Bradford, available: http://www.
brad.ac.uk/acad/sbtwc/briefing/BP_16_2ndseries.pdf [viewed 18 October 2009].

11 Rogers, M. 1975, ‘The Pandora’s box congress’, Rolling Stone (19 June), p. 37, cited in Garfinkel, M.
S., Endy, D. and Epstein, G. L. 2007, Synthetic genomics: Options for governance, available: http://www.jcvi.
org/cms/fileadmin/site/research/projects/synthetic-genomics-report/synthetic-genomics-report.pdf [viewed 5
April 2010].
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of bioethics’ neglect of dual-use issues, we should perhaps be wary about calls
for voluntary self-governance by scientists. That is, we might be reluctant to
trust scientists if they previously failed to disclose potential dangers of their
work and, as a result, an important public debate about a crucial ELSI genetics
topic was delayed by a decade or more.

Public debate about ELSI implications of genetics was in full force during
the 1990s largely as a result of attention raised by bioethicists. However,
public debate regarding dual-use implications of the life sciences did not gain
prominence until early in the twenty-first century. Furthermore, this was
arguably primarily due to the events of 11 September 2001 and the anthrax
attacks that followed. For the most part, bioethicists neither played a major
role in bringing to prominence, nor contributing to, the debates that have since
ensued.

Thus, a remaining puzzle about bioethicists’ lack of attention to the dual-
use dilemma is why they have not further engaged in discussion of weapons
implications of science since the time they most probably became aware of them.
For example, the controversial experiments mentioned at the start of this chapter
received a great deal of media attention, so bioethicists presumably would have
heard about them. An important part of the explanation of neglect may thus
be bioethicists” lack of familiarity and engagement with security issues — as
opposed to clinical or medical matters — in general. The significance of the dual-
use problem provides one reason why bioethicists should, in the future, become
more engaged with issues pertaining to security. The security implications of
infectious diseases in general provide another. Those concerned about dual-use
research often advocate increased education of scientists regarding the dual-use
potential of their work. However, in the aim to achieve a more informed ethical
debate about research we should perhaps also advocate increased education
of bioethicists regarding security. Security raises crucial bioethical issues, but
bioethicists have devoted alarmingly little attention to such matters.

Ethics Discourse to Date

Despite the long lamentation above, the good news is that there have recently
been at least a few exceptions to the rule that ethics literature has neglected
the problem of dual-use research. There is now an emerging, growing body of
explicitly ethical literature on this topic, and this is hopefully in the process
of reaching a critical mass."”> Much of the relevant literature has focused on

12 See Resnik, D. and Shamoo, A. E. 2005, ‘Bioterrorism and the responsible conduct of biomedical research’,
Drug Development Research, vol. 63, pp.121-33; Green, S. K. et al. 2006, ‘Guidelines to prevent malevolent
use of biomedical research’, Cambridge Quarterly of Healthcare Ethics, vol. 15, pp. 432-47; Selgelid, M. J.
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questions about the ethical responsibilities of scientists in particular. For
example, to what extent would scientists be responsible for adverse outcomes
that might result from the malevolent use of their research by other actors and
to what degree are they obligated to prevent misuse — perhaps by refraining
from engaging in potentially dangerous research or publication when potentially
dangerous discoveries are made?

Such discussion of social responsibility is important, especially given the
history of scientific culture.”” At various times in history, to a greater or lesser
degree, science has been characterised as neutral, apolitical, and/or values-free.
Common ideas among scientists (and others) have been that science involves an
impartial pursuit of knowledge and/or that scientific knowledge is inherently
good." Another frequently heard idea, especially in debates about the social
responsibility of scientists in the context of nuclear weapons, is that knowledge,
technology and other fruits of science are neither good nor bad — but, to the
contrary, it is the uses to which they are applied that are good or bad. Last
but not least, it was argued that although the prevention of harmful uses of
knowledge and technology may be important, scientists themselves do not
have the responsibility, expertise or power to prevent malevolent applications
of their work from occurring.” Rather than an obligation of scientists, the
argument goes, the obligation to prevent harmful applications of knowledge
falls on policymakers (who have — or, at least, should have — the requisite
responsibility, expertise and power). If scientists do not produce anything
that is inherently bad, and these other ideas are correct, one might think that
scientists engaged in legitimate research are not responsible for harmful outcomes
resulting from their morally neutral pursuits and products. Those who employ
knowledge in a malign manner, and policymakers who fail to prevent them from
doing so, would be responsible for bad outcomes; and scientists would remain
innocent.

2007, ‘A tale of two studies: Ethics, bioterrorism, and the censorship of science’, HastingsCenter Report,
vol. 37(3), pp. 35-43; Jones, N. 2007, ‘A code of ethics for the life sciences’, Science and Engineering Ethics,
vol. 4, pp. 25-43; Miller, S. and Selgelid, M. J. 2008, Ethical and philosophical consideration of the dual-
use dilemma in the biological sciences, Dordrecht, NE: Springer; Ehni, H. J. 2008, ‘Dual use and the ethical
responsibility of scientists’, Archivum Immunologiae et Therapiae Experimentalis, vol. 56, pp.147-52; Kuhlau,
E., Eriksson, S., Evers, K. and Hoglund, A. T. 2008, ‘Taking due care: Moral obligations in dual-use research’,
Bioethics, vol. 22(9), pp. 477-87; Dando, M. 2009, ‘Bioethicists enter the dual-use debate’, Bulletin of the
Atomic Scientists, 26 April, available: http://www.thebulletin.org/web-edition/columnists/malcolm-dando/
bioethicists-enter-the-dual-use-debate [viewed 20 January 2010]; Kuhlau, F., Hoglund, A. T., Evers, K. and
Eriksson, S. 2009, ‘A precautionary principle for dual-use research in the life sciences’, Bioethics (online prior
to printing: doi:10.1111/j.1467-8519.2009.01740.x); Special Issue Section on The Advancement of Science and
the Dilemma of Dual Use (2010), Science and Engineering Ethics, vol. 16(1).

13 Jones 2007, op. cit.

14  Kitcher, P. 2001, Science, truth, and democracy, New York: Oxford University Press.

15 Bridgeman, P. W. 1947, ‘Scientists and social responsibility’, The Scientific Monthly, vol. 65(2), August,
pp- 148-54.

29



30

Education and Ethics in the Life Sciences

However, the idea that scientists should be fully divorced from responsibility
for consequences of their well-intentioned research is not that tenable. If one
foresees that his work is likely to be used in ways that cause more harm than
good and proceeds regardless (without doing anything to forestall the harm
in question), then he will be implicated in the bad consequences that ensue.
If T knowingly enable a malevolent actor to cause harm, I am at least partly
responsible for harm that results. We should go farther by saying that scientists
have a duty to consider the uses to which their work will be applied, and that
they bear significant responsibility for harmful outcomes that are foreseeable
whether or not they are foreseen by the scientists in question. The point here
is that scientists have a responsibility to be aware and reflect on the ways in
which their work will be used. The failure to reflect or foresee the foreseeable
should be considered negligence. In the context of weapons of mass destruction,
such negligence could cause grave harm. If a scientist carelessly conducts and
publishes dangerous research in an environment where adequate policies to
prevent misuse are not in place, and a malevolent actor uses this research to
cause great harm, it would be reasonable to conclude that the scientist, relevant
policymakers, and (of course) the malevolent actor, are all partly responsible for
damage done.

Avirtue of much of the emerging dual-use ethics literature is that it takes seriously
the idea that individual scientists have significant responsibilities regarding the
prevention of harm resulting from malevolent use of their research. However,
it might be argued that at least some authors have not taken a sufficiently clear
and/or strong stand on such issues. For example, while questioning the specific
obligations of scientists in the context of dual-use research, Kuhlau et al. (in the
first paper on dual use in the journal Bioethics, published in 2008) argue that
scientists have a duty to ‘consider negative implications of research’ and ‘to
consider whether to refrain from publishing or sharing sensitive information
when the information is of such a character that it could invite misuse’.'®
They do not, however, go further by saying how one should act on his or her
deliberations. The mere duty to consider the consequences of one’s actions is
presumably too weak if one is not further obligated to refrain from the actions
in question if certain expectations result from the consideration in question. Not
only do they fail to say how a scientist is obligated to act based on consideration
of the results of a potential research project or publication, they do not clearly
hold that scientists have any obligation beyond the act of consideration itself.
One might have expected, for example, that scientists have obligations to
consider the implications of their research and publications and obligations to
refrain from the research or publication when harms are (reasonably) expected

16 Kuhlau et al. 2008, op. cit., pp. 484-5.
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to outweigh benefits, or something like that. In the context of research, at least,
perhaps this is what these authors have in mind, but it is odd they do not say
so more explicitly.

In the context of publication, in any case, Kuhlau et al. offer resistance to the
idea that scientists clearly have a strong obligation to refrain from publishing
dual-use discoveries with dangerous implications, but their analysis here
conflates separate issues:

[W]e need to recognise such values as publishers’ freedom of press
and scientists’ legal right to publish. It is therefore controversial to
propose an obligation inflicting too many restrictions. Restrictions on
publications have several implications, for example, for scientists’ need
to be able to replicate results in order to conduct further research, build
upon the results of others, and develop and maintain a scientific record
and reputation."”’

The problem is that this kind of concern confuses the question of what a
researcher has a moral obligation to refrain from doing with the question of what
aresearcher should be legally prevented from doing. Whether or not censorship
by government of dual-use research would ever be called for is an important
question. However, one could consistently believe there are cases where
scientists would have a moral obligation to refrain from publication without
thinking the obligation should be enforced by law or governmental censorship.
The legal right to freedom to publish is not incompatible with a moral obligation
not to publish because not all obligations are (or should be) enforced by law.
What one is morally required to do and what one is legally required to do are
distinct but related questions that should be treated separately. I might think I
clearly have a strong moral obligation to walk my dog twice a day and say my
prayers before I go to bed at night, but this would not imply that I think the law
should require me or anyone else to do such things. Proposing that scientists
have obligations to refrain from publication in problematic cases simply does
not entail support of censorship, as is suggested by Kuhlau et al.'®

17  Ibid.

18 Kuhlau et al. conclude (p. 485) that ‘the duty not to publish or share sensitive information” is ‘potentially
reasonable, although phrased too much in the negative’. Given this, and their final suggestion that censorship
by government might on occasion be called for after all, it is not entirely clear what specific duty beyond
the ‘duty to consider whether to refrain from publication’ they are arguing for. Rather than defending or
establishing a stronger specific duty of scientists in the context of publication, their argument appears to be
more focused on defending self-governance of scientists, at least in most cases.
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The Way Forward

Two things remain to be said about the apparent focus of much of the emerging
ethical literature on the duties and responsibilities of individual scientists.
First, although the dual-use phenomenon undoubtedly raises crucial ethical
questions about the duties and responsibilities of individual scientists, it is
by no means an ethical issue for scientists alone. The phenomenon of dual-
use research, science, and technology also calls for important ethical decision-
making by actors (with duties and responsibilities) at other levels. Research
institutions (insofar as they are at liberty) must decide how to oversee activities
within their confines and whether or not to provide (and perhaps require)
relevant education. Scientific associations need to decide whether or not and/
or how to address dual-use research in codes of conduct; and they must decide
whether or not and/or how to enforce such codes on members. Publishers need
to decide what to publish and/or what screening mechanisms to put into place.
And governments must decide whether or not and/or how to impose restrictions
on dual-use research and technology. Governmental regulations could, among
other things, potentially call for mandatory reporting of dual-use research to
committees for clearance before experiments are conducted or published and/
or compulsory education of researchers about the dual-use phenomenon and/or
ethics. Finally, funders of scientific research must decide what research to fund;
and they must decide whether or not relevant education, adherence to codes of
conduct and/or reporting of dual-use research to committees before experiments
are conducted or published should be conditions of individual researchers’ or
research institutions’ eligibility for funding. The dual-use phenomenon raises
ethical issues for decision-makers at each of these levels, because they all face the
ethical question about how to strike a balance between the protection of security
and the promotion of academic freedom and/or scientific progress (assuming
these things will sometimes come into conflict'). More detailed ethical analysis
of the responsibilities of these other actors is therefore important.

Although governmental regulation of research is controversial for reasons
considered at the beginning of this paper, it may be imprudent to rely too
heavily on voluntary governance of scientists or the scientific community —
even if we gain more clarity about the social responsibilities of scientists. One
reason that mandatory measures might be called for is that scientists may not
always have sufficient expertise for judging the security dangers that might
result from their research and/or publications. Responsible decision-making
requires assessment of the security risks and social benefits likely to arise from
any given experiment or publication. Scientists, however, usually lack training
in security studies and thus have no special expertise for assessing security risks

19 Some might argue that free or open science would provide the best means to maximisation of security.
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in particular. In some cases they are systematically denied access to information
crucial to risk assessment. For example, in the case of the mousepox study a
primary concern was the possibility of proliferation of smallpox from former
Soviet weapons stockpiles of the virus — that is, because bioweaponeers would
need access to the virus in order to apply the mousepox genetic engineering
technique to it in the hope of producing a vaccine-resistant strain of smallpox.
However, any detailed information about smallpox proliferation is classified
information to which the vast majority of scientists would not have access.
Thus, in this important case, which has been a paradigm example of dual-use
research of concern, ordinary scientists would be unable to make an informed
assessment of the risks of publication.

An additional reason not to rely too heavily on voluntary self-governance is
that conflicts of interest may often come into play. For example, given that
career advancement in science is largely determined by publication record, a
researcher may often have self-interested reasons for publishing potentially
dangerous findings even when this might not be in society’s best interests, all
things considered.*

A second reason why ethical analysis of dual-use research should not focus
too heavily on social responsibilities of scientists is that their duties (regarding
whether or not to pursue a particular path of research or publication) cannot be
determined in a vacuum. What exactly an individual should or should not do
partly depends on actions taken by other actors at other levels in the science
governance hierarchy.

Given the ultimate aim to avoid the malevolent use of dual-use technologies,
it is important to recognise various stages in the ‘dual-use pipeline’ where
preventative activities might take place, or regulations might operate. First,
there is the conduct of research that leads to dual-use discoveries. One way to
prevent malevolent use is thus to prevent the most worrisome experiments from
taking place to begin with. A second way to prevent malevolent use would be
to prevent dissemination of dangerous discoveries after they are made — that
is, by not publishing them oneself (self-censorship), or by stopping others from
publishing them (censorship). A third way would be to prevent malevolent use
by limiting who has access to dual-use technologies and materials such as ‘select
agents’ or potentially dangerous DNA sequences, requiring licensing of those
using such technologies and materials, registration of relevant equipment, and
so forth. A fourth way would be to strengthen the Biological and Toxin Weapons

20 Selgelid, M. J. 2007, ‘A tale of two studies: Ethics, bioterrorism, and the censorship of science’,
HastingsCenter Report, vol. 37(3), pp. 35-43.
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Convention via the addition of verification measures. This would at least help
prevent state actors from using legitimate science for the promotion of offensive
biological-weapons programmes.

The point here is that the question of whether or not a researcher has a duty
to refrain from pursuing a particular project or publishing a particular study
partly depends on what preventative mechanisms are in place further down
the ‘dual-use pipeline’. For example, if one discovers how to synthesise a
particularly contagious and/or virulent pathogen, the propriety of publishing
this partly depends on whether regulatory measures that would prevent this
finding from being employed by malevolent actors have been implemented. For
instance, if there were stronger controls over access to the technologies and
materials (for example, DNA sequences) required by others to reproduce such a
pathogen and/or if the BTWC was strengthened by the addition of verification
measures, the dangers of malevolent use arising from such a publication would
be lower than otherwise. Thus, whether or not a researcher would have a duty
not to publish in such a scenario, assuming they were at liberty to do so, at least
partly depends on whether or not policymakers have fulfilled their duties to put
adequate preventative measures in place.

In addition to further expanding discussion beyond the responsibilities of
individual scientists, there are additional fruits to hope for when ethicists
more actively engage with the dual-use problem. There are obvious ways in
which it raises issues similar to (or overlapping with) those discussed in ethical
debates about the doctrine of double effect and the precautionary principle.
Whether or not either of these is plausible or correct, the well-developed
discourse surrounding them would presumably shed light on the ethics of dual-
use research. Rational decision theory and discourse about ‘acts and omissions’
likewise address relevant issues. The point is that a long, rich history of ethical
debate in these and other areas might fruitfully be brought to bear on the
dual-use problem if those with expertise in these and other areas of ethics only
applied their minds to it. To date, it is safe to say, rigorous ethical analysis of the
dual-use dilemma has only scratched the surface.



Chapter 2: Educating Scientists about
Biosecurity: Lessons from Medicine
and Business

JUDI STURE

When looking at the intersection of ethics and biosecurity, we are generally
concerned about how we may highlight ethical issues and solutions as a means
of mitigating the risks of biotechnology being used for malign purposes. This
chapter sets out to discover what we may learn for this endeavour from attempts
to teach and develop ethical practice and awareness in the fields of medicine and
business.

These two areas have paid considerable attention to the teaching and
development of ethics in practice while also addressing social, professional and
national cultures, which is a key factor in the recognition and interpretation of
ethical issues. Because these sectors are engaged on a daily basis with two of
the most accountable areas of human experience — health and money — they
are probably the focus of the highest degree of ethically related litigation and
risk of incurred costs around the world. No doubt this is at least part of the
reason behind their increased attention to ethics in recent times. However, some
situations go far beyond the issue of economics and law, at least in theory and
aspiration, and grow out of global concerns that focus on a common, shared
humanity and the goal of human safety and security. By reviewing work from
these areas, the aim is to present several recommendations as to how bioethics
education around issues of biosecurity in the life sciences may be most effectively
addressed alongside existing ethics education courses within life-science degree
programmes.
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Experiences with Ethics

It is important to recognise that life scientists already work in an atmosphere
of ethical awareness and accountability. However, recent research' in Europe
shows that while ethics and biosecurity are a part of some university-based
education and training in the life sciences, they are typically only a very small
part, often viewed as a ‘bolt-on’ concept rather than an integral part of the
professional identity of the individual scientist. It is against this background
that we can make the claim that there is currently insufficient recognition among
scientists of the potential risks of the destructive use of life-science research and
we should recognise that this may be a significant barrier to addressing this
problem.

From my own communications with colleagues teaching ethics and working
on the development of ethics approval and monitoring processes in the UK,
it appears to be commonly believed among scientists and others working in
academia that society’s ever-increasing concerns about ethics and responsible
research have been adequately, if not too heavily, addressed by the rise in the
prevalence of instruments of control or guidance in these areas. Antagonism
among researchers in the UK to a perceived increase in ethical-approval processes
appears widespread in my experience. Typically, however, this antipathy is
generally hidden from public expression. Yet, it is my estimation that there
remains substantial resistance to the requirements of ethics accommodation and
approval at the grassroots level, and this is probably due, amongst other things,
to a failure of those driving the policies to adequately engage with professionals
in the various disciplines to explain and situate the issues effectively. In the
past two decades codes of practice, ethical policies and standards of ethics have
proliferated in professional associations, universities, research laboratories,
and in the public and private commercial sectors. But I would argue that these
instruments are insufficient to address the growing risks of dual use in the global
security arena. The existence of codes of ethics does not preclude the need for
effective enhanced education in ethics on dual use and other biosecurity risks,
as evidence shows that their existence does not equate to full or even partial
compliance with them.?

1 Mancini, G. and Revill, J. 2008, Fostering the biosecurity norm: Biosecurity education for the next generation
of life scientists, report by the Landau Network-Centro Volta and Bradford Disarmament Research Centre;
Dando, M. and Revill, J. 2010, ‘Building international educational resources’, this volume.

2 Kaptein, M. and Wempe, J. 1998, ‘Twelve gordian knots when developing an organizational code of
ethics’, Journal of Business Ethics, vol. 17(8), pp. 853-869; Schwartz, M. 2001, ‘The nature of the relationship
between corporate codes of ethics and behaviour’, Journal of Business Ethics, vol. 32(3), pp. 247-62; Schwartz,
M. 2002. ‘A code of ethics for corporate code of ethics’, Journal of Business Ethics, vol. 41(1-2), pp. 27-43;
Schwartz, M. 2004. ‘Effective Corporate codes of ethics: Perceptions of code users’, Journal of Business Ethics,
vol. 55(4), pp. 321-41.
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Most educated people with whom I work and interact in the UK and beyond
(including researchers, tutors and students from around the world) operate
on the assumption that they already ‘know what ethics are’ and know how
to ‘act ethically’ in their work. However, when asked to name a few ethical
principles, to describe and locate themselves within the framework of any
theory of ethics in research, most fall silent. What people really mean is that
they know they already have a value-set. The confusion arises because they
are typically referring to their private value-set rather than their professional
ethical standards. Unsurprisingly, people become defensive when they feel
challenged about their ethical principles, but they mistake the challenge for
an assault on, or a questioning of, their private values. Resentment against the
teaching of ethics to students and professionals is largely a result of the failure
of ethicists to explain clearly what it is they are really referring to. Ethics seems
to be one of those unusual subject areas in which most people believe they do
not need to be educated because they already understand ‘it’. Clearly, this is
not always the case. I would argue that the current burgeoning of codes and
guidelines can actually blind people into thinking that ethical awareness can
be reduced to a tick-box activity rather than being an element of professional
identity, character and responsibility. It is too often viewed as an added extra,
or something to consider in case of audit.

I would make a case that as well as limited engagement with professional
ethics in the context of biosecurity within the life sciences, there is insufficient
recognition among scientists in general of the role of private ethical values in the
personal uptake (the ‘buy-in’) of professional ethical ideals and views.’ We are
all shaped by the culturally derived and expressed standards that governed our
upbringing but we seem to forget that these varying value-sets may not always
align with professionally required or assumed principles. Einstein apparently
said that common sense is the collection of prejudices we have acquired by the
age of 18, but this tends to be overlooked as we pat ourselves on the back for
our educated and objective outlook as scientists. There is arguably too much
emphasis and reliance on the notion that scientists are a breed apart from all
cultures, shaped by and sharing in a set of values that are neutral, truth-pursuing
and non-judgemental, as if being a scientist somehow confers on a consenting
individual a new set of cultural values that supersede all those previously held.
This is patently nonsensical, and cannot possibly be true unless the education of
scientists somehow produces humans who have never been, and are no longer,
subject to the forces of human nature, along with prevailing and past cultural
pressures.

3 Sture, J. 2010, ‘Private morals and public ethics: cultural aspects of ethical development and ethical
learning in the scientific context’, Paper presented at the ‘Promoting Dual-Use Ethics” Workshop, Australian
National University, Canberra, 28-29 January 2010.
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Nevertheless, it is surprising how such a view persists and appears to be held
dear by scientists themselves around the world in relation to their day-to-day
work. In practice, this view is often a confusion between impartiality and
neutrality® or, at the very least, an attempt to secure value-free ‘safe’ knowledge
that does not ‘tread upon the sensitive ground of politics or ethics’.” To question
this sacred truth is seen to challenge the very nature of the scientific endeavour,
rather akin to any attempt to question the right to free speech or academic
freedom. However, concerns about the destructive use of the life sciences
need to be addressed. If this involves challenging some long-held but perhaps
mistaken notions, then so be it.

The emergent appreciation of the risks of biosecurity and biotechnology
research was highlighted by the United Nations in December 2008 when the
Meeting of States Parties to the Biological and Toxin Weapons Convention
(BTWC) called for investigation into and development of the education of life
scientists and relevant stakeholders.® If concern is being raised at this level, and
is supported by a growing body of evidence suggesting that life sciences and
the recognition of dual-use risks is not sufficient among practicing scientists,
it seems reasonable to consider how we may go about responding. While the
antagonism among many professionals to further development of codes of ethics
and approval processes remains, I would suggest that we go beyond the route of
codes of ethics and practice (which appear to be the commonly followed path of
ethics education and monitoring) and further develop existing ethics education
frameworks as a means to communicate the potential for ethical approaches to
assist professionals in addressing a range of biosecurity challenges. The next
section reviews how this might be done by considering lessons from arenas that
have studied matters of ethics for some time.

Ethics Education in Medicine and Business

The most commonly recognised areas in which ethics play a huge part in
regulating the behaviour of practitioners are those of medicine and business.
My review here of a range of papers from the journal Academic Medicine focuses
on ethics education of students in US medical schools in the 1990s and early
2000s. My appraisal of work in the business and management literature focuses
on the Journal of Business Ethics. In contrast to the vast amount of literature

4 Lacey, H. 2004, Is science value-free? Values and scientific understanding, London: Routledge.

5 Proctor, R. 1991, Value-free science? Purity and power in modern knowledge, Cambridge: Harvard University
Press.

6 United Nations 2008, Report of the meeting of states parties, December 2008, Convention on the Prohibition
of the Development, Production and Stockpiling of Bacteriological (Biological) and Toxin Weapons and on
their Destruction, Geneva: UN Publications.
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on medical ethics and the training of doctors as distinct subject areas, ethics
in the business world tends to be addressed under umbrella concepts such as
Corporate Social Responsibility (CSR), although it is commonly recognised as a
discrete issue in companies seeking to synchronise ethical standards in widely
differing cultural settings. Crucially, the business concept of CSR often transfers
ethical responsibility onto the company rather than the individual, providing a
contrast with the medical approach that focuses on the individual practitioner.
This is useful when considering the possible destructive uses of life-science
research as we need to consider not only the role of the individual but also the
community or group, whether it be a professional association, some cultural
entity or a nation state.

By looking at the education and development of professionals in these contexts,
it is possible to find some useful themes that may help us as we move towards
enhancing life scientists’ ethics skills in settings where otherwise beneficial
research may be subverted for malign purposes, by equipping them to build
a sustainable capacity in understanding and pass on the baton to subsequent
generations. In the following sections I highlight points drawn from these areas
that may be of use in supporting the development of ethics education among life
scientists as a means to enhance our security.

Theme One: The Hidden and Informal Curriculum

Ethics education — at least at some level — is already part of many science
education programmes, even if it largely fails to address the risks of malign
use of research. It is expected that students and professionals hold ethically
appropriate and responsible views, but work has shown that competing value-
sets and pressures to which they are exposed during education can undermine
individuals’ ethical standards. What is explicitly taught is not always what is
learned.

A key finding among studies in US medical schools was the existence of a ‘hidden
curriculum’ that pervaded education, often to the detriment of ethical behaviour
among students and junior doctors. A number of researchers’ found that despite
the stated commitments of the medical education system to patient well-being,
altruism, empathy and caring, another value-set was being promoted tacitly. This
promoted detachment, self-interest, objectivity and a business outlook among
the students and newly qualified doctors. The two value-sets were in conflict.

7 Hafferty, F. W. and Franks, R. F. 1994, ‘The hidden curriculum, ethics teaching, and the structure of medical
education’, Academic Medicine, vol. 69(11), pp. 861-71; Hundert, E. M., Hafferty, F. W. and Christakis, D.
1996, ‘Characteristics of the informal curriculum and trainees’ Ethical choices’, Academic Medicine, vol. 71(6),
pp- 624-33; Hafferty, . W. 1998, ‘Beyond curriculum reform: confronting medicine’s hidden curriculum’,
Academic Medicine, vol. 73(4), pp. 403-7; Coulehan, J. and Williams, P. C. 2001, ‘Vanquishing virtue: The
impact of medical education’, Academic Medicine, vol. 76(6), pp. 598-604.
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Hafferty® concluded that by looking at the ‘products” of the medical education
system — be they courses, buildings, appointments of faculty, and so on — it
was possible to see evidence of the implicit, business-led culture dominating the
medical education system through financial values rather than patient-oriented
focus. This even extended onto wards, with senior doctors and medical teams
requiring students to behave in certain ways in order to ‘get on’ professionally,
concentrating on the needs of the student doctor instead of the patient. Not
only did students absorb these implicit values from faculty and senior doctors,
but also they passed them on between themselves. Resultant changes in student
behaviour comprised an erosion of the ethical ‘being a doctor” standards that
they had held when they entered medical school. Students reported having to
move away from the traditional empathetic and patient-oriented perspective
towards a career-building, self-advancing, financially motivated strategy.

In relation to the overall concerns of this volume, this may lead us to consider
what messages about ethics in research are being sent out and heard by life-
science students in the laboratory and classroom. When we teach ethics in life
sciences we need to beware of tacitly compromising this with career-driving
values. It is understandable that financial pressures affect aspects of education
but, while recognising this happens, we need to balance the effects by addressing
the resulting ethical implications. We also need to consider how we prioritise
values in practice as well as in theory, honestly admitting the pressures we are
requiring students to respond to in order to progress their careers. The findings
of Hafferty® about ‘products’ of the educational system are applicable to the
science education system also. It is not just in the classroom that values are
learned, and the ‘wrong’ standards may be passed on unwittingly.

While US medical schools focused on teaching and developing ethical awareness
in a monocultural way (to ‘fit” western standards and values), in 1997 Vega'"
questioned the tendency of US business schools to teach a universal set of ethical
standards, claiming that to do so could have a negative effect on the practices
of graduates. Her interest was in promoting intercultural business outcomes
and she believed that a focus on westernised approaches was self-defeating in
the international business world. She suggested that a combination of relevant
stakeholder input, deontology, and utilitarianism could be combined with
pertinent community norms, and that when applied in practice, the amount
of relativism involved in making decisions could be reduced. In the ethical
context, this would mean that decisions made would be situationally, culturally
and ethically contingent. She proposed an approach of ‘common-norming’, in

8 Hafferty 1998, op cit.

9 Ibid.

10 Vega, G. 1997, ‘Caveat emptor: Ethical chauvinism in the global economy’, Journal of Business Ethics,
vol. 16, pp. 1353-63.
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which intercultural co-operation, shared designing of programmes, co-working
in difficult teams, and a rising above “parochialism” would allow different value
systems to ‘provide the continuum for bridging cultural and ethical differences
and birthing mutually acceptable hypernorms’." Hypernorms were defined as
‘fundamental principles of ethical behaviour that guide religious, philosophical
and cultural beliefs’."> Common-norming was defined as the moderating of
one set of ethical and cultural values to meet another value-set at a mutually

acceptable midpoint.

Weaver also critiqued US corporate ethical practices.”” He emphasised the need
for recognition of cultural and organisational values and traditions in ‘other’
cultural settings, and showed how ethical processes can be compromised and
de-legitimised by culturally careless practices. This would, of course, be a
potentially disastrous situation if it were reproduced in current attempts to
address dual-use and biosecurity issues. Weaver’s work highlights the need not
only to recognise intercultural issues but also the practical and hidden ‘workings’
of organisations themselves in order to achieve shared understanding.

Work by Muijen'* and Wines'” showed that two commonly taught strategies for
business-ethics training — those of compliance and a cultural change —required
top-down transformation to assure their uptake by academics and students.
Muijen proposed a ‘third route’ towards sharing cultural narratives through
dialogue, focusing on empowerment and the integration (not management) of
diversity of values and perspectives. She challenged the notion of CSR and
questioned its meaning to differing cultures. Wines concluded that teaching
students utilitarian (outcome-based) approaches is insufficient to prepare them
for the complex choices that will face them in the real world. He proposed an
integration of ethics with other concepts and theories to enhance students’
understanding of the social and cultural place of business and ethics. These
include ethical psychology, organisational design and behaviour, motivational
theory, and courses on how business, society and the law interact, plus socio-
political theory and the construction of regulatory frameworks. In rapidly
advancing settings such as biotechnology, with its potential for harm as well
as good, these are important points. What seems obvious to western eyes in
concepts such as CSR is not always so clear to other cultures that may take a

11 1Ibid, p.1361.

12 Ibid, p.1353.

13 Weaver, G. 2001, ‘Ethics programs in global businesses: Culture’s role in managing ethics’, Journal of
Business Ethics, vol. 30, pp. 3—16.

14 Muijen, H. 2004, ‘Corporate social responsibility starts at university’, Journal of Business Ethics, vol. 53,
pp- 235-46.

15 Wines, W. 2008, ‘Seven pillars of business ethics: Toward a comprehensive framework’, Journal of
Business Ethics, vol. 79, pp. 483-99.

41



42

Education and Ethics in the Life Sciences

different approach to business ethics with cultural responsibility. The notion of
integrating ethics education with a range of associated subjects echoes the calls
made for the promotion of socially holistic ethics in medical schools.

Theme Two: Personal Morals, Professional Ethical
Standards and Power Relationships

Scientists come to their professional education and practice with a fully formed
value-set derived from their own cultural background. There is evidence that
this pre-existing set of ethical standards may conflict with the professional
principles to which they are expected to adhere. The personal moral value-set
includes drivers such as social and religious attitudes and beliefs, and these
may not accord with the ‘value-free’ drivers of scientific activities. On the other
hand, certain private moral perspectives may enhance the uptake of professional
ethical standards.

An example of this is found in work by Vitell and colleagues.'® These authors
looked at the relationship between religiosity and ethical identity in the
individual (they define religiosity as ‘the degree to which an individual is a
religious person apart from his/her particular religious beliefs and the way
that those beliefs are manifested’)."” They suggested these factors may impact
on ethical decision-making in business and act as antecedents to the process.
Whether or not we accept that religions are the source of morality, we can
recognise that they prescribe principles and moral codes that can be fundamental
in guiding the life of the individual. Those who hold the view that religious
belief should have no role in the activities of the scientist will critique much of
this. However, one does not need to be religious to recognise the power of shame
and guilt as conformity-drivers. This can work to the good and the not so good.
The ethics of compliance depend very much on what is being followed. Perhaps
the most useful finding from this work is the recognition that religiosity can
be a useful tool in understanding the motivations of an individual or group
as an antecedent to ethical decision-making. One need not share the religious
beliefs of people to appreciate how their views shape their perspective and may
influence their behaviour.

In addition to the potential conflicts between personal morals and professional
ethics, there is often confusion among professionals as to the nature of ‘ethics’
in practice. Is it a toolkit with which to tackle difficult challenges in the real
world, or something more — perhaps a part of the professional character, or an
essential part of professional identity?

16 Vitell, S., Bing, M., Davison, H. K., Ammeter, A., Garner, B. and Novicevic, M. 2009, ‘Religiosity and
ethical identity: The mediating role of self-control’, Journal of Business Ethics, vol. 88, pp. 601-13.
17 1Ibid, p. 602.
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Many professionals arguably never face the potential inconsistencies between
their personal ethical values and the professional standards they tacitly
uphold because they either do not recognise the conflict or such a variance
never arises in their work. I would suggest that ‘ethical awareness and practice
should be developed as an embedded part of being a [scientist]” (adapted from
Hafferty and Franks'®). Evidence from the medical-school context showed that
students were unable to operate according to the ethical standards to which
they aspired because of the pressures put on them by the system." It was
suggested this resulted from the relatively powerless position of students in
the system hierarchy. Feudtner, Christakis and Christakis proposed that more
effort should be directed at maintaining ethical standards rather than trying
to alter behaviour, and this could be helped by timely, practical guidance from
seniors in dealing with difficult cases as they arise. This placed responsibility on
students to raise issues, and seniors to respond effectively to them — meaning
that seniors needed to be ethically aware and competent too, often learning from
juniors.

In the framework of the concerns of this volume, this leads us to consider how
experienced tutors, researchers and practising scientists embody their ethical
standards in relation to their private views on a daily basis. Are we practising
what we preach? Do we facilitate the provision of adequate and appropriate
safe space and time in which students, tutors and working scientists can raise,
discuss and question ethical situations and dilemmas without sanctions?

The business literature examined for this chapter also reflected on the potential
conflict in power relationships when it considered the ethical expectations of
parent companies and subsidiaries operating in different cultures. This work
focused on the workplace rather than the educational establishment. Thorne and
Bartholomew Saunders® showed how cultural values affected ethical reasoning
in multinational companies. They concluded that businesses must not ignore
cultural variations in ethical perceptions. They suggested that companies should
integrate working systems in such a way as to underpin their global corporate
goals while still responding to local organisational norms and routines. They
proposed that ethics policy-making teams should comprise people reflecting the
full cultural diversity of companies” business operations.

18 Hafferty and Franks 1994, op cit.

19 Feudtner, C., Christakis, D. A. and Christakis, N. A. 1994, ‘Do clinical clerks suffer ethical erosion?
Students’ perceptions of their ethical environment and personal development’, Academic Medicine, vol. 69(8),
pp- 670-9.

20 Thorne, L. and Bartholomew Saunders, S. 2002, ‘The socio-cultural embeddedness of individuals” ethical
reasoning in organizations (cross-cultural ethics)’, Journal of Business Ethics, vol. 35, pp. 1-14.
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Work by Robertson and Fadil* and Kim and Kim* illustrated how cultural
aspects of belief and behaviour in the business world can influence the
formation of ethical standards. Both ethical intensity and an alignment of
cultural with ethical values were instrumental in mediating the decision-
making of individuals in the professional context. Moral intensity* is defined
as the variance in peoples’ response depending on the intensity of an ethical
dilemma, meaning that more effort is usually put into the hard decisions than
easier ones. This of course presupposes that the difficulty or seriousness of a
situation is recognised effectively in the first instance. Kim and Kim, in their
work on Korean public-relations professionals, found that Korean values of social
traditionalism were significantly involved in explaining professionals” attitudes
to CSR. Because traditional Korean values harmonised with much of the overall
CSR conceptual framework, it was much easier to achieve a good uptake of
those values in that culture. Therefore, arguably this alignment factor should be
incorporated into any attempt to construct a cross-cultural professional-ethics
system, particularly in a potential dual-use context. By taking advantage of
cultural and professional ethical alignments in particular frameworks, it may be
easier to gain a widespread common agreement about a specific ethical situation.

As with work in US medical schools that commented on the lowly status of
medical students, research by Secchi* recognised that individuals in companies
are typically identified by their status within the hierarchy and the tasks
they have to undertake. Secchi also considered other personal characteristics
including culture, gender, age and attitudes towards politics, the environment,
religion, and so on. His study resulted in the identification of four implications
for business ethics and social responsibility in practice that may be translated
into other arenas.

He found that everyone is ‘ethically aware’ as a means to self-advancement
and this is enhanced when people regularly engage in the same social channels
(workplace). Individuals best develop a sense of the repercussions of their
actions when they interact frequently in situations that enable them to build
a cognitive picture of the positive outcomes that can benefit them. In relation
to the concerns of this volume, this might involve scientists in two scenarios.
Firstly, the social channels of the classroom, laboratory, the grant-writing desk
and human-resources department, all of which largely dictate the scientist’s
current and future prospects, status and financial security. Secondly, the social

21 Robertson, C. and Fadil, P. 1999, ‘Ethical decision making in multinational organizations: A culture-based
model’, Journal of Business Ethics, vol. 19, pp. 385-92.

22 Kim, Y. and Kim, S.-Y. 2010, ‘The Influence of cultural values of perceptions of corporate social
responsibility: application of Hofstede’s dimensions to Korean public relations practitioners’, Journal of
Business Ethics, vol. 91, pp. 485-500.

23 Robertson and Fadil 1999, op. cit.

24  Secchi, D. 2009, ‘The cognitive side of social responsibility’, Journal of Business Ethics, vol. 88, pp.
565-81.
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channel of the communal environment as a safe forum in which to discuss
potential or real dilemmas and articulate and respond to these with the input
and support of peers, instead of feeling isolated, unsure or afraid of the best way
to respond in challenging situations. This latter point is visibly lacking in the
day-to-day science context.

Further, Secchi found that social responsibility (behaving ethically) serves as a
reinforcing mechanism. It works as a shared ‘tie” between the giver and receiver
(colleagues, end-users, employers, stakeholders) and it is up to the individual to
be socially responsible or not. However, as he pointed out, there are difficulties
in this scenario. The freedom to choose how to act can be impacted by a range
of forces. At the bottom of this is motivation, and it is obvious that individuals
can appear to act ethically when in fact they are only doing so for self-serving
purposes. The apparently ethical action may not be driven by altruism,
philanthropy or some other beneficent force but purely or principally by self-
interest. This makes it impossible to truly interpret the action of the individual,
and in this we confront the personnel reliability dilemma. However, unless we
allow each scientist the freedom to choose how to act, we are exposing ourselves
to the prospect of totalitarian control of the scientific process, which cannot
be a viable or desirable way forward. The final finding of interest made by
Secchi is the effect of the long-term exploitation of social channels experienced
by individuals in groups. This presupposes the availability of shared social
channels in which each person can formulate, test and enhance their sense of
social responsibility or ethical perspectives in a safe and supportive space.

The life sciences are an area of research that could potentially produce significant
malign outcomes for the world’s population. This should lead us to consider
the need for bodies such as universities and research-science organisations to
explicitly recognise the existence of culturally diverse values and norms by
enabling and requiring discussion and active focus on them in relation to ethics
in science. However, while aiming to encompass a range of cultural perspectives,
we should clarify that recognition need not, and should not, necessarily mean
validation or result in practical implementation.

While this should not be difficult in view of the present-day emphasis on
diversity, in practice, it will probably be challenging because such a process
may appear judgmental. In particular, this could be the case when we
consider religious pressures and norms, and characteristics such as religiosity.
However, I would suggest this is a nettle that needs to be grasped. If a greater
understanding of religious ideals and norms as opinion-formers and behaviour-
drivers will enhance our understanding of how we make ethical decisions,
let’s pursue that understanding. There is a need to integrate systems in our
universities and scientific organisations to reflect our global ethical goals while
still responding to ‘local’ norms; that is, culturally variant norms. We should
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involve representatives of all cultural stakeholders in decision-making when
developing policies as well as deciding what sanctions would result if policy is
not put into practice. Social channels can be any concept from the family to the
state level, each applying its own pressures to behave in certain ways in order
to ‘get on’. Crucially, we need to introduce, or develop and support, where
existing opportunities are offered, a safe time and space to engage in ethical
debate within scientific communities and provide spaces where individuals
can formulate, test and enhance their sense of social responsibility or ethical
perspectives.

Theme Three: Ethics Training at the Right Time

Medical-school research shows that it is important to focus ethics education
effectively in terms of timing and content. Instead of delivering ‘classes on
ethics” and testing students on their theory knowledge, it is seemingly more
beneficial to stage the delivery and development of ethical awareness throughout
the course of a programme.

Work by Christakis and Feudtner® found that traditional medical-school ethics
teaching was limited in its effects because it did not focus sufficiently on the needs
of students in ways that reflected their stage of training: students were being
taught about their ethical responsibilities as doctors but they were still students.
They concluded that ethics education for students should be ‘resituated within
a framework of the student’s ethical development’*® and recognition must be
made of the stages of intellectual and emotional development that students pass
through during their training and professional life. They also recognised that
there should be a place for such changing judgements to be aired and allowed
within the hierarchy of the medical team without negative repercussions. It was
apparent from their work that the ethical theory or ethical principles approach
needed to be augmented with daily decision-making processes and practice, to
allow the theoretical to become something like a professional code of conduct.
They suggested that a process-oriented model of ethics teaching would allow
students to develop their ethical reasoning capabilities both individually and as
part of a team.

This study was supported in 1994*” in an examination of the effects of a single
ethics class on a group of first-year medical students. It was concluded that
a short course in ethics was unlikely to change students’ values or opinions,

25 Christakis, D. A. and Feudtner, C. 1993, ‘Ethics in a short white coat: the ethical dilemmas that medical
students confront’, Academic Medicine , vol. 4, pp. 249-54.

26 1Ibid, p. 253.

27 Shorr, A. E, Hayes, R. P. and Finnerty, J. F. 1994, ‘The effect of a class in medical ethics on first-year
medical students’, Academic Medicine, vol. 69(12), pp. 998-1000.
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citing the varied backgrounds, religious affiliations and personal experiences of
classes. This was echoed in the business literature by Wines,*® who suggested
that there should be a progression of ethics sessions or courses throughout an
educational programme, tailored to match the level of ethical decisions that
were being faced by students at each time, and topped off with a ‘capstone’
ethics course to complete the circle.

When considering biosecurity and the protection of life-science research from
harmful uses, this may lead us to consider the timing of ethics classes as well
as the content. Asking too much too soon of students may be inappropriate. By
tailoring ethics teaching to a stage-appropriate set of questions and challenges,
students may engage more effectively with both practical and theoretical issues.
It seems that it is also as important to provide students with opportunities to
develop associated interpersonal skills, as it is to provide them with ethics
as a set of knowledge. By providing a longitudinal, stage-specific, culturally
and philosophically holistic set of ethics courses and associated sessions and
discussion opportunities, we may be able to develop in individuals and groups
a greater sense of becoming a ethical practitioner and promoter of social benefit.
In addition, it is important to pass on the notion that ethics is not just a set
of facts, rules and principles, but a way of being and a part of identity as a
professional.

Theme Four: Culturally Holistic Training

It is has been recognised in both the medical and business literature that it is not
only desirable but necessary to incorporate an increased social awareness into
educational programmes and professional practice. This is an issue that goes
right to the heart of the risks of biotechnology being used for malign purposes.
It can be argued that scientists working in research laboratories are to some
extent cushioned from exposure to the outside world and the effects of their
work. Today, while this may be acceptable as long as effects of the work are
beneficial, it is clear that we should highlight to professionals working in life
sciences the need to review their work and its potential outcomes in a wider,
culturally holistic sense. It is probable that we can no longer simply carry out
research for its own sake and publish freely, as has been largely the case to date.
We must consider far more carefully how we work and communicate in the
future. This entails consideration of how we view and approach scientific work
from the beginning of any project to beyond its laboratory end.

In seeking to minimise risks of dual use this may lead us to consider the bigger
picture — a holistic view of where our science sits in the world. Just as medicine

28 Wines 2008, op. cit.
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lies in a range of cultural frameworks, so do the life sciences. It is important to
challenge students, tutors and working scientists with an outsider’s view of
their work. Why are they doing what they do? Who will it help? Who will
it hinder? Is it right to pursue what they are doing? Clearly this is already
happening in some fields, for example in relation to human reproduction
and stem-cell research, but we need to widen this approach to include all life
sciences. We should view ethics education as enculturation into professionalism
— we need to begin to develop new norms and challenge old ones that hold
we may do science because we can do science. Hafferty and Franks® suggested
that teaching and learning should operate in a reflective and responsive way as
students confront ethical issues, but that ethical issues should be considered
in the wider cultural environment in which the medical tradition exists. Their
view was that rather than a need for more classes, ethics would be better taught
by starting training in it early and continuing throughout the learning process.
An ‘ethical’ (that is, professionally ‘moral’) view of life science may need to be
reinstated — and we need to negotiate the pressures that define those private-
into-professional morals as ethical identity.

From the business side, Wines’ ideas® about integrating ethics teaching with that
of other concepts are also important. Unless we introduce a range of culturally
meaningful theories and ideas to scientists and associated professionals, the
notion of ethics will continue to be viewed as a ‘bolt-on’ to everyday practice. By
incorporating a range of subjects into the delivery of ethics education, a holistic
perspective will be provided and fostered in those engaged in learning. Wines’
focus on the need to enhance ethics teaching as a means to counterbalance the
financial drivers promoted and prioritised in education and the idea of ethics
‘capstone courses’ is one that we ought to seriously consider in the biosecurity
and dual-use context.

Theme Five: Ethics as Part of Professional Identity

The process of enculturation into a concept of professional identity is mentioned
in one way or another by a range of authors already cited. This process was
described by Swick® in a paper that identified nine characteristics of a doctor
that equate to a state of medical professionalism and it would be possible to
relate this easily to the life-science scenario. He highlighted the subordination
of the physician’s (scientist’s) own interests to those of others, adherence
to high ethical standards, response to societal needs in a social contract, the
evincing of core humanistic values (empathy, caring, and so on), self- and

29 Hafferty and Franks 1994, ‘op cit.

30 Wines 2008, op. cit.

31 Swick, H. M. 2000, ‘Toward a normative definition of medical professionalism’, Academic Medicine, vol.
75(6), pp. 612-16.
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group-accountability as doctors (scientists), and reflective practice. These traits
could be fostered in existing educational contexts by expanding the scope of
ethics to make students aware of their individual role in the ethical behaviour
of the wider scientific community. Kenny, Mann and MacLeod,” who developed
further the notion of professional character by looking at the use of role models
as an educational tool, also supported this. They suggested that attempts to
teach students ethics in the tool-kit format led to the ethics of character being
lost. In their view, the ethical nature of the agent is central to solving ethical
dilemmas, rather than the simple application of a set of principles. They suggest
a return to the virtue-ethics nature of medicine as ‘virtuous physicians both
model good behaviour and comprehend the reasons for their choices’* and the
apprenticeship model reflects centuries of professional education.

Hafferty™ identified themes through which ethics education and awareness
could be addressed and easily incorporated into the life sciences: organisational
policy development, a re-evaluation of all processes from teaching, learning
and assessment through academic appointments and organisational practices,
resource allocation and prioritisation, and what he referred to as institutional
slang (changes in the use of everyday language that reflected the dominant
mode of thinking in the medical education system, giving examples of business-
speak, illustrating the changing socio-cultural influences acting on the system).
These areas of concern reflected crucial earlier work by Miles et al.”> which
focused on the need to address four institutional areas in order to successfully
embed ethics education in medical schools —support from the dean, support
from administrative centres, the development of faculty approaches to ethics,
and collegial support of an ethical culture. This top-down approach has been
mentioned earlier, and is absolutely pivotal in achieving wide uptake of ethical
processes and attitudes.

All of this leads us to consider issues around how scientists view themselves as
professionals and as ethical practitioners. We need to enhance awareness of the
place of science and scientists in society, encouraging them to look at themselves
as engaged actors in a moving social, economic and technological drama. Society
arguably demands more accountability today than in previous decades. Given
that scientists hold such a key role in the balance between beneficent and
maleficent outcomes for the human race, we need to broaden the way we look at
our scientific work to encompass a truly holistic social perspective. Just as ethics
ought to be a fundamental consideration in all research, so should awareness

32 Kenny, N. P, Mann, K. V. and MacLeod, H. 2003, ‘Role modelling in Physicians” Professional Formation:
Reconsidering an Essential but Untapped Educational Strategy’, Academic Medicine, vol. 78(12), pp. 1203-09.
33 Ibid, p. 1207.

34 Hafferty 1998, op. cit.

35 Miles, S. H., Weiss Lane, L., Bickel, J., Walker, R. M. and Cassel, C. K. 1989, ‘Medical ethics education:
Coming of age’, Academic Medicine, vol. 64(12), pp. 705—14.
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of biosecurity risk be clarified in scientific endeavour at all stages of research.
There is also an argument for a return to an individually mediated virtue ethics
to counterbalance the purely deontological or teleological approaches. Miles’
work’ looking at the need for top-down support also balances a virtue-ethics
approach; that is, meeting the individual scientist halfway. I would suggest that
without high-level engagement with top-down management of ethics — be it
at the level of laboratory director, course leader or politician or civil servant
operating at state level — any efforts to institute and influence ‘coal-face’ ethical
identity and individuals’ values and norms will be diluted or simply not taken
up in many areas.

Summary of Good Practice from Medicine and
Business

In the previous sections I have considered research from the medical and business
contexts and drawn out some ideas that we may be able to use and develop to
prevent the malicious use of biotechnology. By drawing on lessons learned by
other professionals, we can now consider a range of recommendations arising
from these sources.

Five themes have been highlighted:

e The hidden curriculum that can compromise ethical behaviour

e The clash of personal morals, professional ethical standards and power
relationships in which private values conflict with professional principles
that are supposed to be value-free

* Ethics training at the right time, to allow for stage-appropriate learning and
development; culturally holistic training in which ethical behaviour and
values are considered and developed in the context of wider society rather
than in the rarefied atmosphere of the laboratory or classroom

* Culturally holistic training, in which scientific activity is carried out in the
recognised framework of wider society, with an embedded acknowledgement
of the possible affects that could result

* Ethics needs to be part of professional identity, in which students and
scientists may be allowed opportunities to develop an ethical character and
foster a professional identity that encourages cultural responsibility.

Within these themes we can see many practical and theoretical issues that may
offer direct support to the development of dual-use ethics awareness in the life
sciences. These include:

36 Ibid.
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* activities involved in common-norming: a sharing of responsibilities between
varying cultures and levels of hierarchy in any given context when planning

e the fundamental recognition of cultural and organisational values and
traditions themselves in ‘other’ cultural settings

* the recognition that certain cultural perspectives align well with ethical
ones, but vary considerably

* the necessity of top-down transformation in order to assure uptake by
academics, students and professionals

e the presentation of both deontological and teleological ethical theory
to students while engaging them with real-life scenarios along with
consideration of a virtue-ethics approach

¢ the idea that more effort should be directed at maintaining ethical standards
as they are derived from private moral values rather than in trying to alter
behaviour

* the need to provide and support a safe community space in which to allow
students and practising scientists to discuss and debate ethical issues safely
without fear of personal loss of advancement

* the need to address organisational/institutional areas in order to successfully
institutionalise ethics education in the life sciences as it applies to dual use.

These themes and issues have been identified through a relatively short review
of the literature in just two areas. Further work will doubtless highlight more
useful material on which we can start to build. While it is not a simple cut-to-
fit exercise in which we can lift lessons learned elsewhere wholesale into the
biotechnology-security setting, we can in all probability move forward with
these lessons confident that we may avoid some of the pitfalls experienced in
medicine and business.

Conclusions

It is clear that culture plays a major part in the development of our views and
beliefs. Even in the substantially monoculture of the US medical school, we can
see clashes of cultural values at personal and professional levels; and how much
more so do we see these when comparing value-sets from around the world in
the business literature?

Some may resist enhancement of ethics education to incorporate dual-use issues
and argue that the subject is being overcooked and that we are in danger of
‘seeing reds under every bed’. That may be so, and perhaps only time will tell,
once we have that great lens of hindsight through which to look back. But
I would suggest that even if we do not eventually see as much evidence of
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risk as we think we face from today’s perspective, we must recognise that we
only need one or two cases of the malicious use of today’s otherwise benign
biotechnology to potentially cause untold damage to millions of people. When
the possible fields in which such dual use can occur are outlined (synthetic
biology, nanotechnology, neuroscience, phytopathology, to name but a few), it
is surely not difficult to appreciate that an over-perception of risk, if it is such,
can be justified, when one considers the potential outcomes if it is not mitigated
in some way.

Motivation is a key issue in much of what we have covered above. It is too
simplistic to categorise doctors as behaving ethically because of their care for
the best interests of the patient and businesses acting from care for their profit
margins. Doctors may just as easily be operating ethically to protect themselves
from being sued for negligence as for the good of the patient. Likewise,
businesses may be acting out of good will to their own employees and their
dependants just as much as in the interests of maximising profits. Scientists are
faced with similar dilemmas in the life-science setting, when considering how
to handle risks. They can act for the greater good, but also have to consider
their own career advancement, reputation, safety, and so on, as well as the cost-
benefit equation for others. The scientific community can be quite closed against
maverick thinkers and individuals who wish to plough a new furrow if doing so
involves challenging accepted norms within disciplines or science as a whole.
As academics, we may like to hold to our cherished ‘academic freedom” but in
reality we do not possess such a thing — everything is subject to standards and
rules received and upheld by the majority to maintain the status quo.

What can medical and business ethics teach tell us about educating scientists
regarding biosecurity? I would suggest we could learn a great deal, as is evident
here. Perhaps the most important lesson is that we cannot simply apply the
values of one culture across the board when we come to look at global issues.
Even universal questions have a wide range of answers.

What then can be taken from this analysis for moving forward in relation to
the concerns of this volume? I would propose we could make a decision to
adopt a new approach, starting with that of a form of common-norming in the
first instance, which will allow all of us space, time and an engaged audience
with which to introduce, debate and disentangle any subject that may be or
become of ethical concern in some way. Secondly we need to provide, as early
as possible, safe places and opportunities to debate the issues without fear of
repercussion. Alongside these developments we can move forward to work with
life scientists to enhance a wider recognition and understanding of dual-use
issues more generally. This process will take time and considerable effort on
the part of many people and organisations, drawn from many cultural settings,
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but is surely worth pursuing as we aim to enhance existing ethical awareness
among life scientists by introducing them to the concept of the dual-use of
biotechnology.
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Chapter 3: Linking Life Sciences with
Disarmament in Switzerland

FRANCOIS GARRAUX

Introduction

For the past few decades, the accelerated development of possibilities in
engineering biological agents for specific purposes, as well as the possibility
of using them with both peaceful and hostile intent, have posed fundamental
challenges to security concepts at both national and international levels.
In particular, the recent shift of emphasis in the nature of conflicts and the
actors involved poses a challenge. Nowadays, not only states but also non-state
actors are known to occasionally enforce their interests violently by the use of
arms. The malevolent use of biological agents is not excluded, even though the
number of occasions of real use by non-state actors remains limited.' Closely
related to this shift, the sophistication of possible means for transporting and
spreading biological agents poses a challenge. Although their weaponisation
remains a particularly demanding task, the possibilities to offensively spread
pathogens nowadays go well beyond traditional military weapons and
munitions — as the appearance of letters filled with anthrax spores in the US
illustrated in 2001.% In additional, challenges are posed by the genuine dual-use
character of a vast number of products that derive from life-science discoveries
in general and results in biological and medical research in particular.’ Finally,
these challenges are emphasised by the rapidly increased interconnection of our
world (‘globalisation’), resulting, amongst other things, in an almost-unlimited
availability of productsand information, butalsoin the facilitated and accelerated
spread of diseases — SARS and the influenza viruses being prime examples.
Such challenges open new fields and blur conceptual boundaries for

1 Jeanty, B. 2009, ‘The biological weapons threat: The need for global prevention, preparedness, and
response’, Master Thesis, Swiss Federal Institute of Technology, Zurich, pp. 17-22.

2 Ibid. pp. 21-2.

3 Selgelid, M. and Weir, L. 2010, ‘The mousepox experience. An interview with Ronald Jackson and Ian
Ramshaw on dual-use research’, European Molecular Biology Organization EMBO reports, vol. 11(1), p. 18.
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international, national and human security. They demand new assessments of
threats and their origins, and ultimately call for new or additional approaches
when developing strategies torespond and ensure security. Also, theinternational
disarmament community faces the pressure to open up from the traditional
state—military focus, to address diverse aspects of civil life, and develop novel
measures to minimise potential security risks.* When it comes to weapons of
mass destruction in general and biological weapons in particular, the debates
in recent years have increasingly focused on research by life scientists. Such
debates have usually taken place in the context of ‘dual use’, a term that offers
numerous definitions. In the framework of arms control, disarmament and the
non-proliferation of weapons of mass destruction, ‘dual use’ is usually defined as
the possibility that knowledge, facilities and technologies associated with civil
applications may be used for the development, production, use or enhancement
of military capabilities.” Anne-Charlotte Merrell Wetterwik’s example of the
use of sophisticated ventilation filters in a pharmaceutical laboratory for the
production of a biological weapon illustrates this definition.® Awareness-raising
and education, particularly on the potential misuse of originally well-intended
research results and infrastructure, have thus been repeatedly mentioned as
possible preventative measures.

In the context of its disarmament policy, the Swiss government has for years
closely followed the debates on dual-use threats as well as related debates on
contemporary security issues. It tries to apply the conclusions in a continuous
national implementation of the Biological and Toxin Weapons Convention
(BTWC)’ and the development of security concepts. The national implementation
of the BTWC, as Article IV of the Convention stipulates, also requests the
prohibition and prevention of ‘the development, production, stockpiling,
acquisition, or retention of the agents, toxins, weapons, equipment and means
of delivery specified in article I of the Convention, within the territory of
such State, under its jurisdiction or under its control anywhere’.* A modern

4 A very concise introduction to the recent developments in disarmament and the need for new perspectives
is given in Borrie, J. and Thornton, A. 2008, The value of diversity in multilateral disarmament work, New York
and Geneva: UNIDIR.

5 Bonin, S. 2007, International Biodefense Handbook 2007. An inventory of national and international
biodefense practices and policies, Crisis and Risk Network Series, Zurich: Center for Security Studies, p. 390;
Resnik, D. 2009, ‘“What is “dual use” research? A response to Miller and Selgelid’, Science and Engineering
Ethics, vol. 15, pp. 3-5; Walker, J. 2003, ‘Strengthening the BTWC. The role of the Biological and Toxin
Weapons Convention in combating natural and deliberate disease outbreaks’, European Molecular Biology
Organization EMBO reports, vol. 4, special issue, pp. 61-5.

6  Merrell Wetterwik, A. C. 2009, ‘Curbing illicit brokering in WMD-related items: solutions in the making’,
Disarmament Forum, vol. 3, p. 17.

7 The full title being ‘Convention on the Prohibition of the Development, Production and Stockpiling of
Bacteriological (Biological) and Toxin Weapons and on Their Destruction’, as signed at London, Moscow and
Washington on 10 April 1972, and entered into force on 26 March 1975, available: http://www.unog.ch/bwc
[viewed 15 January 2010].

8 1Ibid. Article IV.
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interpretation of this prohibition does not limit itself to a ban on ‘classical’
biological weapons in the sense of those intended for military use. Rather, it
also addresses the activities of non-state actors in grey areas, and refers to the
general availability of know-how and technology from life-science research that
could be misused.

Based on this understanding, in the last few years government authorities have
begun to focus on the extent to which researchers in Switzerland are aware of
possible dual uses and this has led to a repeated outreach to academic institutions
and the industry. The following chapter is an attempt to write a Werkstattbericht,
a report on work in progress, on the introduction of educational aspects into
national implementation measures in Switzerland’s disarmament policy. Taking
a government perspective, the report first sketches the relevant conditions
for such an initiative, focusing on the educational framework, awareness, and
national nuclear, biological and chemical (NBC) protection. It then highlights
the preparation and implementation of, and lessons learned from, an awareness
project carried out in 2009 by Professor Malcolm Dando (University of Bradford)
and Dr. Brian Rappert (University of Exeter) and accompanied by the Swiss
government.’ Provisional thoughts on possible further steps by authorities
complement this part. Finally, some concluding remarks provide tentative
thoughts in the wider context, encouraging the further development of a link
between life scientists and practitioners in security and disarmament.

Education and NBC Protection in Switzerland

Education and Awareness at Universities and in the
Private Sector

In line with Switzerland’s federal structure, the Swiss system of public higher
education is characterised by a complex system of shared competences between
the Swiss Confederation (national level) and the cantons (sub-national level).
The Swiss Confederation, namely the Federal Department for Home Affairs and
the Federal Department for Economic Affairs, oversees the institutions of higher
education mainly on policy and legal aspects, and shares the main responsibility
for the general promotion of research. Here, the State Secretariat for Education
and Research (SER) in the Federal Department of Home Affairs also focuses on
national and international matters of university education, while the Swiss

9 For a detailed description of the seminar format and organisation, see Rappert, B. 2007, Biotechnology,
security and the search for limits: An inquiry into research and methods, London: Palgrave; and Rappert, B.
2009, Experimental secrets: International security, codes, and the future of research, New York: University
Press of America.
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Science and Technology Council acts as a consulting body for policy matters on
education. However, the direct influence of the Confederation on the rules and
regulations of specific institutions is limited to the two Swiss Federal Institutes
of Technology (Zurich and Lausanne) and to four federal research institutes."
In contrast, the cantons share the main responsibility for the universities,
universities of applied sciences and further-education organisations. The cantons
contribute substantially to the funding of the universities and have regulatory
powers. Cantonal interests in university politics are coordinated through the
Swiss University Conference, which simultaneously serves as the main platform
linking the cantonal level and the Confederation.

This system of shared competences and different responsibilities, however, does
not include a direct influence of government authorities on specific curricula;
rather, it explicitly excludes it. Within the defined legal framework regulating
predominantly administrative, organisational and financial matters, universities
in Switzerland enjoy considerable academic autonomy and freedom of research
and teaching.’ This autonomy also applies to research establishments within
or connected to universities and the institutes of technology, even if they are
primarily financed through public funds.

Besides research carried out in institutions of public higher education, life-
sciences research conducted by the private sector plays an important role.
As the pharmaceutical and chemical industries in Switzerland are among the
most important economic sectors, specific research becomes vital for private
enterprises and is actively supported. The Novartis Research Foundation or
Roche’s research and development activities may serve as prime examples."
Research results originating from, as well as education within, the industry’s
development laboratories are primarily meant to meet the requirements of
contemporary medicine and healthcare. In addition, they are subject to the
economic imperatives the respective company faces in national and international
markets. Therefore, a direct influence of government authorities on education
and research in the private sector is practically impossible (and would be met
with substantial mistrust and resistance), as long as education and research are
completed within the existing legal framework.

10  State Secretariat for Education and Research SER 2008, The Swiss system of higher education (Factsheet),
available: http://www.sbf.admin.ch/htm/dokumentation/publikationen/grundlagen/factsheets/FSO1_
Hochschulsystem_e_2008.pdf [viewed 8 October 2009]; further information can be gathered from The Swiss
Education Server Educa 2010, Universities, available: http://www.educa.ch/dyn/152941.asp [13 January
2010].

11 The Swiss Education Server, op. cit.

12 Novartis 2010, Corporate Research, available: http://www.novartis.com/research/corporate/index.shtml
[viewed 13 January 2010]; Roche 2010, Research & Development, available: http://www.roche.com/research_
and_development.htm [viewed 13 January 2010].
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However, the (deliberate) lack of a government influence on the subjects taught
does not automatically lead to the complete absence of concerns about misuse of
life sciences. Traces of such concerns among academic circles at least implicitly
exist. As far as university education is concerned, it remains unclear whether
any academic course broaches the topic of dual-use research and related security
implications. The following discussion of the awareness-raising project carried
out in 2009 highlights findings that indicate an almost complete absence of
this topic in regular life-sciences curricula. Nevertheless, a short examination
of various curricula reveals that there are several academic courses touching
upon this issue, particularly in the field of biomedical ethics. Yet these courses
appear to focus on ethical questions for future physicians, or else highlight legal
aspects. At best, (bio)security implications and consequences for the daily work
in laboratories seem to be placed on the sidelines."

As far as practitioners in academic or industrial laboratories are concerned, Swiss
laws oblige these institutions to assign a person with sufficient professional
background to oversee biological safety. In contrast, details concerning an
appropriate education and training in biosafety are not regulated.'* This
certainly confirms an awareness of biosafety in laboratories, but leaves specific
questions on the knowledge of biosecurity open. (The ambiguous translation of
‘safety’ and ‘security’ into the official languages contributes to this apparently
absent distinction. Both ‘safety’ and ‘security’ are translated into Sicherheit
in German, sécurité in French, and sicurezza in Italian.") Also, until relatively
recently government support activities for biosafety officers were limited to very
informal one-day seminars conducted by the Federal Office of Environment,
the Swiss Expert Committee for Biological Safety and the Federal Office of
Public Health. Only in 2008 did the government initiate and fund a Biosafety
Curriculum for practitioners of the public and private sector, which will be
discussed later.'®

NBC/CBRN Protection in Switzerland

An examination of the national ‘Swiss NBC-Protection Strategy’'’ indirectly
confirms these preliminary findings. The federal structure of Switzerland is

7

13 See for example the information provided by University of Basle 2010, Fachbereich Medizin und
Gesundheitsethik (German), available: http://medethik.unibas.ch [viewed 13 January 2010]; University of
Zurich 2010, Institute of Biomedical Ethics, available: http://www.ethik.uzh.ch/ibme_en.html [viewed 13
January 2010].

14  Streuli, J. 2008, ‘Biosafety and Biosecurity Concepts’, Statement of Switzerland at the BWC Meeting of
Experts, 19 August 2008, available: http://www.unog.ch/bwc [viewed 9 November 2009].

15 For a discussion of this problem of terminology elsewhere, see Sawaya, D. 2009, ‘Biosecurity at the OECD’,
in Rappert, B. and Gould, C. (eds.) Biosecurity: Origins, transformations and practices, London: Palgrave.

16  Streuli, J. op. cit.

17 Eidgenossische Kommission fiir ABC-Schutz (2007) Strategie ,, ABC-Schutz Schweiz”, available: http://
www.bevoelkerungsschutz.admin.ch/internet/bs/de/home/themen/abcschutz/strategie.html  [viewed 14
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also mirrored in the authorities” approach to assess, prevent and respond to
biological threats, together with chemical, radiological and nuclear risks. A
complex web of cooperation among the Federal Office of Public Health, the
Federal Commission for NBC Protection, the Federal Office for Civil Protection,
the National Emergency Operations Centre, the Spiez Laboratory, the Swiss
Armed Forces” NBC Centre of Competence, and the Armed Forces’ Coordinated
Medical Service characterises the approach on the national level. Again, these
institutions closely cooperate with the cantons and municipalities, which
are mainly in charge of the deployment of sensors and first responders such
as police, fireguards, and first-aid providers.'® This broad variety of actors at
national and sub-national levels can create (and has created) difficulties, often
based on mutual misconceptions about their respective roles, unclear tasks and
redundant structures.'” The NBC-Protection Strategy addresses these challenges
and serves as a common base and guideline for prevention, intervention and
coordinated leadership. It highlights the strengths and weaknesses of the
current system and lists recommendations for improvement. When focusing on
prevention, the strategy recommends an evaluation of existing NBC security
laws, an assessment of the Confederation’s and the cantons’ approach to risk
management (based on 14 scenarios, as set out in the annex to the strategy), and
the establishment of a National NBC Protection and Coordination Office and a
coordination platform for cantons.”

This focus on authorities and first responders illustrates that the national
strategy is based on a well-developed awareness of threats originating from
the accidental or deliberate release of biological agents, and the resulting
ramifications for international, national and human security. However, the
strategy bears the characteristics of a risk-management tool among authorities
in a federal state, and does not serve as a comprehensive policy paper. Only
the inclusion of the Spiez Laboratory indicates a potential and indirect link to
academic and industrial life-science practitioners. Therefore, ‘education’ in the
context of national strategy has little to do with a preventative awareness-raising
among students, but is understood as being training in crisis management for
responsible authorities.

Preliminary Conclusion: The Missing Link

The short elaboration on the system of public higher education in Switzerland
describes an environment in which the formation of future life-science
practitioners enjoys considerable academic freedom and is faced with few top-

January 2010].

18 Jeanty, B. op. cit. pp. 61-2.

19 Ibid. pp. 112-5.

20 Eidgenossische Kommission fiir ABC-Schutz, op. cit.
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down approaches from government authorities on thematic aspects. Likewise,
education and research in the private sector is guided predominantly by actual
needs in medicine and healthcare, as well as by economic imperatives. It is
noteworthy that neither of these educational environments shows signs of an
enhanced interest in security issues, despite their proximity to the topic, the
possible relevance of security concerns to them, and the academic freedom and
resources at hand. On the other hand, this short analysis of the Swiss national
NBC strategy indicates an immense awareness of biosecurity concerns among
authorities. The preventative approach, however, focuses on government
authorities and first responders, and includes few wider references to other
prospective or active practitioners outside.

This seems to reveal a missing link between life-science practitioners on the one
hand, and security practitioners on the other. In simple terms, there is a missing
link between the graduate student of biology, and the military intelligence
officer or fireguard. Both sides have difficulties imagining the perspectives and
concerns of the other.

The Swiss government took these findings as a call for an initiative to bridge
this gap. The publication of a brochure titled Biology for Peace — Preventing
the Misuse of Life Sciences®" in 2008 constituted a first step towards addressing
the low awareness of security concerns within academic circles. Even minimal
knowledge of obligations and debates on security at international level in
combination with an increased personal responsibility among life-science
practitioners should reduce the possibility of a misuse of potentially dangerous
biological agents. After the brochure’s publication, the timely offer of an existing
project addressing precisely the gap identified in Switzerland provided a good
opportunity to develop a further step in this direction.

Implementing ‘Awareness Raising’: The ‘Life-
Sciences, Security, and Dual-Use Research’
Project

International Impulses

The misuse of life sciences and the associated security issues are not new to
the BTWC community. In September 2002, the International Committee of the
Red Cross (ICRC) launched a public appeal on biotechnology, weapons and

21 The brochure is available on the website of the State Secretariat for Economic Affairs SECO: http://www.
seco.admin.ch/dokumentation/publikation/00035/02291 /index.html?lang=en [viewed 15 January 2010].
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humanity, calling for a ‘web of prevention” among academic circles to impede
biotechnology being misused for hostile purposes.?” Despite the failure of the
ICRC’s appeal to generate concrete results among the BTWC community, it paved
the way for the later examination of academic research perspectives within a
disarmament forum.” Similarly, the discussions on codes of conduct for life
scientists were characterised by an interest in the misuse of life sciences. Yet,
as Dando highlights, ‘[it] has so far been unclear...to what extent this interest
in potential dual-use aspects of the life sciences has led to concrete measures,
particularly concerning education’.*® This is certainly true of Switzerland, as
discussed above.

The most recent and probably major impulse for an active engagement with
education in Switzerland was taken from the current Intersessional Process of the
BTWC and the focus on biosafety and biosecurity, as well as oversight, education
and awareness-raising by the States Parties, international organisations and
non-governmental organisations in 2008. The substantial discussions during
the experts” meeting in August 2008 provided a fruitful basis for an exchange
between life scientists and the BTWC community on concrete measures. Based
on its own recent experiences at a national level, the Swiss delegation observed
that ‘[while] governments are best placed to create the framework required, the
individual researchers and their scientific and professional associations also
play a crucial role’.” This spirit of a mutual inclusion of perspectives as well
as the need to encourage awareness within academic circles through active and
preventative government initiatives also entered the Meeting of States Parties in
December of the same year. The final document of the meeting states:

(26) States Parties recognized the importance of ensuring that those
working in the biological sciences are aware of their obligations under
the Convention and relevant national legislation and guidelines, have
a clear understanding of the content, purpose and foreseeable social,
environmental, health and security consequences of their activities, and
are encouraged to take an active role in addressing the threats posed
by the potential misuse of biological agents and toxins as weapons,
including for bioterrorism. States Parties noted that formal requirements
for seminars, modules or courses, including possible mandatory

22 ICRC (2010) Biotechnology, weapons and humanity, available: http://www.icrc.ch/Web/Eng/siteeng0.nsf/
htmlall/bwh?OpenDocument [viewed 12 January 2010].

23 Borrie and Thornton 2008, op. cit., pp. 58-60.

24 Dando, M. 2009, ‘Dual-use education for life scientists?’, Disarmament Forum, vol. 2, p. 41.

25 Streuli 2008, op. cit.
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components, in relevant scientific and engineering training programmes
and continuing professional education could assist in raising awareness
and in implementing the Convention.*

This agreed language provided a useful backdrop for a follow-up to the
publication of the aforementioned brochure. The Swiss government authorities
directly involved in the BTWC process considered the proposal by Dando and
Rappert to conduct a series of seminars on current debates on life sciences,
security, and dual-use research as very timely and relevant.

The National Legislation

Regardless of the modalities of Switzerland’s participation in a project, all
activities of the government require the existence of a relevant legal base. Again,
the federal structure of Switzerland is mirrored in its legal system, resulting in a
patchwork of national and cantonal regulations. Switzerland identifies with the
monist system and treaties such as the BTWC automatically become part of the
domestic legal system. However, Switzerland does not have one, single, specific
act implementing the BTWC'’s obligations. Instead, the Convention’s obligations
are implemented through the sum of numerous national and cantonal legal texts
covering a large spectrum of aspects, which inter alia, also relate to specific
obligations of the BTWC.” Consequently, the legal base for the awareness-
raising project could not be derived from a single act, but was provided by
various legal foundations. In addition to the BTWC and the 2008 Report of the
Meeting of States Parties, the following national laws also pertain here:

¢ TFederal Act on Combating Communicable Human Diseases (Epidemics Act)
1970.”® The Confederation and the cantons are obliged to implement all
necessary measures to prevent and combat the transmission of such diseases.
The act furthermore specifies certain containment measures and names the
responsible authorities. The Federal Act on Animal Epidemics 1966* and
the Federal Act on Agriculture 1998% address animal and plant aspects,
respectively.

26 Meeting of the States Parties to the BTWC 2008, Report of the meeting of states parties (UN document
BWC/MSP/2008/5), Geneva: United Nations, pp. 6-7.

27 For a detailed description of the relevant legal framework on the prevention and response to biological
threats, see Guery, M. 2004, Biologischer Terrorismus in Bezug auf die Schweiz (Unter besonderer Beriicksichtigung
rechtlicher Aspekte), Zircher Beitrage zur Sicherheitspolitik Nr. 74, Zurich: Center for Security Studies, pp.
102-14. A comprehensive list of BTWC-relevant legal texts was similarly collected in the context of a study
by Scott Spence/VERTIC in relation to the implementation of the BTWC in Switzerland.

28 Swiss legislation number SR 818.101.

29 Swiss legislation number SR 916.40.

30 Swiss legislation number SR 910.1.
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* Federal Act on War Material (War Material Act) 1996°': Article 7 stipulates
the comprehensive prohibition of the development, production, brokering
and acquisition, and any kind of transfer of nuclear, biological or chemical
weapons. Article 34 punishes offences committed wilfully or through
negligence.

* Swiss Criminal Code of 1937:* Article 231 punishes the transmission of a
dangerous communicable human disease, whether the offence is committed
wilfully or through negligence. Articles 232 to 234 equally punish the
transmission of epizootic diseases, pests, and the contamination of drinking
water.

* Federal Act on the Control of Dual-Use Goods and of Specific Military
Goods (Goods Control Act) 1996:* The act creates the base to implement
international agreements on respective goods, and enhances international
non-binding control measures through specific national control measures.
It particularly introduces the obligation to license and report the research,
production and storage, as well as the (international) transfer of, dual-use
goods, and enables the authorities to punish offences.

* Federal Act on the Protection of the Environment (Environmental Protection
Act) of 1983:* Preventative measures must be taken to protect and preserve
people, animals and plants as well as biological communities and habitats.
Articles 29a to 29h focus on handling organisms and regulate responsibilities,
licensing and reporting for activities in contained areas or for experimental
releases.

Taken together, the Swiss legislation related to the implementation of the
BTWC gives a comprehensive legal base covering both civil and military
aspects and actors. In this sense, it addresses the ambiguous nature of biological
threats and occasionally focuses directly on dual-use goods. Also of particular
interest is the repeated reference to acts committed through negligence, which
delegates responsibility to individual researchers. In addition, the respective
responsibilities and duties of the relevant authorities to prevent the spread
of diseases are clearly defined (thus setting the base for the NBC-protection
strategy discussed above). However, the act leaves enough room for further
preventative measures by the Confederation or the cantons. Based on these
findings, implementing an awareness-raising project was a logical next step
from a legal perspective.

31 Swiss legislation number SR 514.51.

32 Swiss legislation number SR 311.0.
33 Swiss legislation number SR 946.202.
34 Swiss legislation number SR 814.01.



Chapter 3: Linking Life Sciences with Disarmament in Switzerland

Preparation for the Project

Whilst the Political Secretariat of the Federal Department of Foreign Affairs
(FDFA) takes the lead regarding BTWC matters, the Federal Office of Public
Health (FOPH), the State Secretariat for Economic Affairs (SECO), and various
offices in the Federal Department of Defence, Civil Protection and Sport (DDPS)
— including the Spiez Laboratory — contribute their expertise and participate
in the decision-making processes. In late 2008, these offices jointly decided to
implement the seminars in the 2009 calendar year as a next step in an emerging
long-term outreach towards academic institutions.

Making use of the experience accumulated by Dando and Rappert in conducting
seminars in various countries, and to minimise the authorities” influence on the
content and approach, in January 2009 the Swiss authorities, in conjunction
with the two researchers, defined the basis for the project, as follows:

e The target audience should primarily include graduate students, faculty
staff, and practitioners. The format foresees an interactive seminar of roughly
an hour and a half.

* With regard to the content and educational material, the responsibility for
the implementation remains fully with the two researchers who will conduct
the seminars.

* The budget to cover all of the researchers’ expenses directly related to the
seminars, including travel expenses, was provided by the Alfred P. Sloan
Foundation.

¢ The Swiss authorities act primarily as door-openers, establishing the contact
between the researchers and potentially interested institutions. After a first
contact, details in administration and teaching would be directly organised
between the two researchers and the respective institution. Thus the role of
the authorities would be an accompanying one rather than a supporting one.

* The authorities will provide logistical support to the two researchers in
Switzerland.

Opening Doors

The Arms Control and Disarmament Policy branch of the Federal Department
of Defence provided the administrative support, sending out an introductory
letter to potentially interested academic and research institutions in early
2009. Referring to the current debates on dual-use research and its security
implications, the letter invited expressions of interest from academics in a free
seminar on the topic, organised by the two researchers, and accompanied by
representatives from the federal government. The institutions were only required
to organise a suitable classroom, date and time. To avoid the time-consuming
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process approaching the universities’ hierarchies, the introductory letter
was specifically targeted to the relevant institutes or university departments.
Research institutions in the private sector were addressed via their official
contact details. Interested academics and practitioners were then invited to deal
directly with Rappert for all further administrative details.

The response was mixed. From the 12 institutions approached, seven indicated
some or great interest, and six (in alphabetical order below) then agreed to
conduct the seminars:

¢ Friedrich Miescher Institute, Basle

* Spiez Laboratory

* Swiss Society for Microbiology

* University of Basle, Biozentrum (Department Biozentrum)
* University of Geneva, Section de Biologie

* University of Zurich, Institute of Molecular Biology

The other five institutions showed no interest, or left the introductory letter
unanswered.

The seminars were held in the summer of 2009, taking place in very diverse
settings, as the following brief chronological abstract highlights:

* 4 June 2009: Seminar on the occasion of the Annual Conference of the Swiss
Society for Microbiology. Time constraints meant that the seminar was slotted
in between two other presentations and was limited to just 30 minutes. The
fact that there were only two participants also hampered the debate. This
early experience revealed the need to address life scientists within their own
environment, as discussed later.

* 23 June 2009: Seminar at the Section de Biologie, University of Geneva.
Attended by more than two dozen students, the increasingly lively
discussions indicated an interest in the topic.

* 20 August 2009 (am): Seminar at the Department Biozentrum, University of
Basle. A lively discussion among some 50 participants made the seminar one
of the most successful of the series.

* 20August2009(pm): SeminarattheFriedrich MiescherInstitute, Basle. Despite
there being only five participants, the researchers and the accompanying
government official were confronted with very critical questions, finally
indicating a crucial divide between life-science practitioners and security
practitioners in the assessment of biological threats and their origins.

* 21 August 2009 (am): Seminar at the Spiez Laboratory, followed by a train-
the-trainer session. The in-house seminar for an authority directly involved
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in the implementation of the BTWC and the national NBC protection allowed
the participants to gather provisional conclusions for possible further steps.

* 21 August 2009 (pm): Seminar for the Institute of Molecular Biology,
University of Zurich. The seminar’s very active debates among approximately
30 participants indicated a substantial interest in the topic. This was followed
by further questions from students after the session.

The Seminar’s Framework and Resulting Debates

The fundamental issue for the seminar was the question of whether life scientists
should publish research results (and to whom) if there was a potential danger
that the results would attract the attention of those with dubious motives for
wanting such information and (theoretically) provide them with know-how
to develop biological pathogens for offensive purposes. This represents the
reformulation of the crucial assessment by every scientist whether the value
of a publication outweighs the potential risks. The seminar was not intended,
however, to provide a definitive answer to the question but to stimulate debate
and perhaps challenge existing opinions.

Dando kicked off the debate by summarising the mousepox experiment, about
which very few of the participants had heard. In that experiment, researchers
had genetically engineered a virus for pest-control purposes, but this ultimately
resulted in the creation of a lethal virus that even killed vaccinated mice. In
theory at least, this opened the possibility of genetically engineering a lethal
human virus, against which vaccination would be ineffective.”” The seminar
participants were asked whether, in such circumstances, they would publish
the research result and how they would come to their decision. Based on the
first responses, which usually supported the idea of publication, the angle was
changed to highlight possible sequences in publishing the results in various
scientific journals. This model of stimulating an open debate with questions
was continuously applied throughout each seminar, with reference to recent
developments in biotechnology as well as occasional responses by governments
such as intensified biodefence programmes or tightened control over scientists.

The responses from participants were strikingly similar throughout the seminar
series. A large number found themselves confronted with a new perspective
on their work. In various after-class conversations, participants repeatedly
admitted that they had never previously considered a potential misuse of their
research. Despite this, the clear majority ultimately felt the value of a publication
outweighed the potential risks, and justified their position in various ways. Some

35 Jackson, R. et al. 2001, ‘Expression of mouse interleukin-4 by a recombinant ectromelia virus suppresses
cytolytic lymphocyte responses and overcomes genetic resistance to mousepox’, Journal of Virology, vol.
75(3), pp. 1205-10; cited in Selgelid and Weir 2010, op. cit., pp. 18-24.
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referred to publication as a basic professional requirement (‘publish or perish’).
Others were of the opinion that, sooner or later, potentially dangerous know-
how would be published in any case; if they did not publish it, someone else
would. The prospect of a governmental top-down approach to regulate research
publications was generally met with substantial scepticism. When asked about
threats, the participants’ description of potential dangers and possible actors
with malign intent remained very vague most of the time. Few narrowed their
answer to terrorists (namely Al-Qaeda), and only one or two mentioned states
with extensive biodefence programmes. International regimes such as the
BTWC or relevant national legislation were almost never referred to by (and
were seemingly unknown to) the vast majority of participants. There were no
further indications that contributors had reconsidered their research activities
in light of national and/or human security prior to the seminars. Nevertheless,
most participants repeatedly agreed that researchers in the life sciences share
a moral responsibility; living this responsibility is, however, often limited by
professional and economic imperatives.

Analysis, Lessons Learned, and Possible Ways
Forward

Addressing Existing Needs

A provisional analysis seems to confirm a generally low awareness of the potential
misuse of dual-use research within Swiss life-science research institutions. This
manifests itself not only in a repeated unawareness of often-quoted research
experiments among university students in particular, but also in a frequently
diffuse or narrow assessment of potential dangers and actors. While the complete
absence among life scientists of references to security policy or disarmament
regimes is perhaps understandable, the lack of references to relevant acts in the
national legislation is noteworthy. Nevertheless, the readiness of a number of
institutions to implement the seminars and distribute the ‘Biology for Peace’
brochure, and the interest many participants showed, seems to verify that many
life-science practitioners consider further thought on dual-use research, ethics,
and (moral) responsibility by researchers to be important. The existence of
several courses in biomedical ethics corroborates this trend. These findings lead
to the conclusion that the government initiative to support debate on dual-use
research and related security issues addresses existing needs. Moreover, further
steps will be necessary if sustained awareness is to be generated.

However, the government will have to consider approaches that are not perceived
as interference with the freedom of research or as an obstacle to economic
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independence. A direct top-down approach from national authorities on the
curriculum of universities or enterprises would not only generate scepticism
among practising life scientists, but would also stand in sharp contrast to the
federal structures on which the Swiss educational and legal systems are based.
Any further outreach initiatives will have to take into account existing patterns
of shared competences and cooperation. For example, approaches that inform
researchers on current debates on dual use and security during established
courses, and convince them to introduce the topic into their daily environment,
are more likely to succeed. Similarly, another promising method includes the
sensitisation of first responders and security practitioners, encouraging them
to address life scientists in the context of their daily professional activities and
thus act as close and credible intermediaries.

Lessons Learned

Several points raised by Dando and Rappert during the train-the-trainer session
in the Spiez Laboratory provide practical hints for possible further activities.
Only a few institutions are likely to create new courses or lectures specifically on
dual-use research and security. The authorities” initiatives are likely to generate
sustainable solutions if incentives exist for the integration of the topic into
current curricula. Such motivations could include elements or even ready-made
packages of teaching material. In this context, the low attendance during the
first seminar (and the speakers’ experience elsewhere) confirms the necessity
for addressing life scientists within their regular study and work environments,
rather than trying to lure them to separate or peripheral events. This was borne
out by the success of ensuing seminars that were held within frameworks familiar
to the scientists by taking advantage of existing seminar series. If the topics
are presented openly and the questions are debated freely, without imposing
solutions, this should prove fruitful and encourage further reflection. Other
methods could be based on role-plays, which force participants to argue from
a specific perspective (researcher, industrialist, security coordinator, publisher,
military, and so on) and thus encourage them to engage with other views.*

Further lessons learned refer to the necessity to minimise the number of
‘gatekeepers’ by, wherever possible, making direct contact with the most
appropriate office or department. Initial contact with potentially interested
institutions should be made by a suitable communicator among the various
offices concerned. For example, the response of universities or enterprises to

36 Dando and Rappert provide these lessons learned, principally based on their personal experience
accumulated during the seminars held in various countries. The points were presented and discussed
during the train-the-trainer session in the Spiez Laboratory, 21 August 2009. For teaching material, see also
Rappert, B. 2009, The life science, biosecurity and dual-use research, available: http://projects.exeter.ac.uk/
codesofconduct/BiosecuritySeminar/Education/index.htm [viewed 5 March 2010].
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a first contact made by, say, the Federal Department of Defence (despite its
competence and close involvement in BTWC affairs) is likely to be different from
that to contact established perhaps through the Federal Office of Public Health.

Possible Ways Forward

Based on these lessons, the Swiss authorities are currently exploring possibilities
for a follow-up. Admittedly, resources in this area are limited, but the seminars
were carried out successfully with almost no (financial) resources. Though any
further steps are likely to be similarly constrained, this does not necessarily
mean a hindrance to future progress. For example, the analysis above indicates
there is little need for changes in the legal framework — the relevant provisions
already exist. Similarly, the educational system offers various platforms, and
a substantial number of life-science researchers share at least implicitly the
concerns of security practitioners, as the seminars confirmed. The existing
awareness among first responders and security practitioners on national and
cantonal levels provides a further important base. In summary, this indicates an
existing potential, and illustrates numerous points to build on.

In practical terms, possible ways forward could include the following:

* Based on the initiative of various government offices such as the Federal
Office for the Environment (FOEN) or the Federal Office of Public Health
(FOPH), the recently established Biosafety Curriculum serves as a tool to
harmonise the biosafety standards within Switzerland. This is implemented
in courses for biosafety officers for safety levels one to three.”” Incorporating
references to the debates on dual use and security into the courses would
open the possibility of spreading the word directly into research facilities via
the acting biosafety officers, and follow the principle of building on existing
patterns of cooperation.

* Similarly, first responders could be made more aware of the issues through
the existing patterns of shared competences and cooperation in the context
of the national NBC-Protection Strategy. Via the Federal Commission for NBC
Protection, thoughts on a conceptual extension of preventative measures
with education could be introduced, while the Coordination Platform of the
Cantons could serve as a gateway to cantonal authorities and their influence
particularly on universities on the one hand, and first responders on the
other.

37 B-Safe 2009, The Curriculum Biosafety — An initiative of the FOEN, the FOPH, the SUVA and the FECB,
available: http://www.b-safe.ch/?mid=1379&pid=1381&lang_id=0&lang_id=1 [viewed 22 January 2010];
and Federal Office for the Environment 2010, Biotechnology | Activities with genetically modified or pathogenic
organisms in contained use, available: http://www.bafu.admin.ch/biotechnologie/01744/index.html?lang=en
|[viewed 22 January 2010].
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e The militia system of the Swiss armed forces provides a further possibility.
All armed forces personnel enjoy a basic education in NBC protection,
particularly specialist troops such as the NBC troops or the medical corps,
which are manned by civil experts working in comparable professional
fields. The militia could be encouraged to actively introduce the topic into
the civil workplace.

* Finally, education could be included as an element in a comprehensive political
strategy on the national implementation of the BTWC. Such a strategy could
serve as a guideline to the activities of authorities directly included in the
BTWC process, and thus serve as a complementary element to the existing
NBC-Protection Strategy (which focuses on operational aspects in the case of
a crisis and includes no disarmament features, as discussed above).

Concluding Remarks: Linking Life Sciences
with Disarmament

Serving as a report on work in progress, this chapter has described the
implementation of an awareness-raising project on dual-use research in
Switzerland as part of a continuous implementation of the BTWC. It has
highlighted the lessons learned and possible ways forward. Switzerland still
needs to define concrete lines of a long-term perspective. In addition, the
importance of accounting for national particularities has been highlighted
— the deliberately liberal environment limits government influence, and the
federal structures generate an enormous number of actors and authorities. This
often results in balanced and democratic solutions, but often requires time-
consuming processes, and the national implementation of the BTWC is no
exception.

Despite the current lack of a universally applicable implementation model,
this chapter has also shown that — as is probably the case elsewhere, too —
many of the prerequisites are already in place, making it easier to address
some general concerns among life scientists. The fact that the final impulse
was provided by a ‘classical” disarmament regime did not hamper addressing
actors and perspectives beyond the ‘classical’ disarmament horizon. Referring
to recent successes in disarmament negotiations, John Borrie and Ashley
Thornton extensively elaborated on the necessity to include diverse experts,
and concluded that negotiating parties should think ‘outside the box” and reach
for experts far outside diplomatic circles.’® For Borrie and Thornton, this does
not only mean the inclusion of international organisations, civil societies or
victim associations, but also the establishment of diverse negotiation formats

38 Borrie and Thornton, op. cit.
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outside conventional diplomatic procedures.”® The findings of the present
chapter imply that both negotiations and the implementation of disarmament
regimes may require diversity. In the case of the BTWC and the prohibition
of offensive uses of biological agents, such diversity could be provided by the
deepened exchange between the life-science and disarmament communities.
Indeed, classrooms where graduate students, fireguards, military intelligence
and disarmament experts meet seem to be unusual. Yet whether implemented
metaphorically or in reality, such classroom settings might contribute to the
necessary diversity and formulation of new long-term approaches that help to
create the missing link.

39 Tbid. pp. 71-5.



Chapter 4: Israel

DAVID FRIEDMAN

This chapter examines recent activities in Israel to promote awareness and action
in relation to biosecurity. ‘Biosecurity” here refers to the sum total of measures
aimed at preventing deliberate attempts to obtain dangerous biological agents
or technologies and information that will grant the capability to make biological
weapons. In other words, all the steps that must be taken to deny access by
unauthorised actors to dangerous biological agents, information and technology
that can be used to manufacture bioweapons.

Israel is an important country for examination in this regard. As the 2006 Lemon-
Relman Committee Report by the US National Research Council' noted, almost
60 per cent of Israeli-authored scientific publications are in the life sciences,
including medicine and the agricultural sciences. This report also indicated that
the impact of citation of scientific research to the gross national product (GNP)
scores highly in Israel compared to life-science industries in some 30 other
global competitive countries. This means that scientific research is a key feature
of Israel’s GNP and 60 per cent of that research is related to the life sciences.

Much of this chapter focuses on the activities associated with the recently
formed Steering Committee on Biotechnology Research in an Age of Terrorism
(COBRAT). However, prior to that it is important to detail the context of attention
to biological weapons in Israel along with its research system.

Background: Combating the Threat from
Biological Weapons

To combat the bioterror threat effectively, a multi-system strategy is essential.
Such a comprehensive plan must address prevention, defence, and consequence
management. The objective of prevention is to stop or limit hostile forces from
obtaining, developing, producing or using biological weapons. To prevent

1 Institute of Medicine and National Research Council 2006, Globalization, biosecurity, and the future of the
life sciences, Washington, DC: National Academies Press.

75



76

Education and Ethics in the Life Sciences

states with developed scientific and technological infrastructures from attaining
and manufacturing bioweapons if they choose to is almost impossible, although
sometimes they can be deterred from using them. On the other hand, although it
is difficult, it should be possible to prevent terrorist organisations from acquiring
bioweapons, especially the more sophisticated, advanced and dangerous ones.
However, this would require global cooperation, something not forthcoming
when the terrorist organisation has a national sponsor or purveyor.

Traditionally, the majority of resources have been invested in defence, a
strategy composed of protection, detection and early warning. When the main
threats were from hostile states, this was justified. In order to design, develop
and acquire an effective defence system, it was necessary to have accurate
intelligence data concerning the enemy’s plans, which was possible, albeit
difficult. In contrast, it is almost impossible to predict the exact scenario of a
bioterror attack. Therefore, defence systems may not give an optimal response
when a strike occurs.

The aim of consequence management is to treat and save the lives of mass
casualties. The basic building blocks of this goal are mainly medical measures,
decontamination procedures, quarantine and evacuation. The source of an
attack (terrorist or hostile state) is irrelevant. The only significant parameters
are the number of casualties and the nature of the disease. Therefore, a country
that is well prepared for a state-based biological threat will also be prepared for
a bioterror attack. Moreover, since there is a great similarity between a bioattack
and a natural epidemic, the most cost-effective approach is a ‘dual-use’ medical
system, where the national medical setup is prepared for both cases.

Israel has had 50 years of experience in fighting conventional terrorism of
various kinds. For most of that time, it also has been living under the shadow
of a very real chemical and biothreat from many of its neighbours (for example,
Syria, Iraq and Iran).” Over the years, Israel has developed very good defence
and public-health (consequence-management) systems. It should be emphasised
that the chemical and bioweapon threats are not only military ones; they are
also a concrete threat to the Israeli civilian population.

When the biothreat re-emerged as an issue at the end of the 1990s, Israel
recruited all its know-how and resources to modify its existing defence systems
to include the new scenario. More recently, Israel has also begun to increase its
emphasis on, and activity in, prevention.

2 Tucker, J. B. 2006, War of nerves: chemical warfare from World War I to Al-Qaeda, New York: Pantheon
Books; Ali, J. 2001, ‘Chemical weapons and the Iran-Iraq war: a case study in non-compliance’, Nonproliferation
Review, CNS, vol. 8(1).
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Recent years have seen a revolution in the biological sciences. New molecular
biological approaches and related technologies promise great benefits, but could
also create more virulent micro-organisms that are resistant to antibiotics and
vaccines, or that have other characteristics of effective biological weapons.’
Initially, such new technologies may only be available to a select few, but the
rapid dissemination of information through modern communications makes it
possible for hostile forces to access them. Such forces can use them to develop
and produce sophisticated, dangerous biological weaponry that would be very
difficult to counter.* Thus, it is imperative to prevent organisms, knowledge and
materials relevant to the production of bioweapons from reaching hostile hands.

Israel conducts world-class biomedical research. This is done in a number
of sectors — at universities, research institutes, hospitals and government
laboratories. A 2003 Israel National Security Council (INSC) survey performed
by the Center for Technological Analysis and Forecasting (ICTAF, Tel Aviv
University) identified close to 500 Israeli focal points of biological research,
development, and manufacture of potential relevance to biological weapons. The
analysis includes academic and non-academic research institutions, government
organisations (for example, the Ministries of Health, Agriculture, and Science),
and industry.

Work on micro-organisms, often virulent ones, takes place in about 50-100
laboratories. Most use advanced biological methods and technologies, and
possess considerable manufacturing expertise and knowledge that is potentially
relevant to developing bioweapons.

Israel’s Biomedical Research and Development
System

Organisationally and functionally, the system is extremely decentralised, with
no single national authority having comprehensive responsibility for these
laboratories and focal points. Instead, accountability is divided between a
number of government ministries, authorities and academic institutions. No
sole centralised authority deals formally with professional issues relevant to the

3 Chyba, C. E and Greminger, A. L. 2004, ‘Biotechnology and bioterrorism: an unprecedented world’,
Survival, vol. 46(2), pp. 143-62.

4 The proliferation of chemical and biological weapons, materials and technologies to state and sub-state
actors 2001, testimony by Jonathon B. Tucker, before the Senate Subcommittee on International Security,
Proliferation and Federal Service, available: http://cns.miis.edu/research/cbw/cbwol.html; Pate, J. and
Ackerman, G. 2001, ‘Assessing the threat of mass-casualty bioterrorism’, Nuclear Threat Initiative, available:
www.NTILorg/e_research/e3_1b.html.
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proper performance of this system, and neither does any national organisation
possess complete information about the system’s scientific personnel, their
research interests and their laboratory’s research.

Ministry of Industry, Trade and Labour (MITL)

De jure, the primary legislated responsibility for worker and workplace safety,
and hence laboratory biosafety, rests with the MITL. De facto, oversight and
supervision of Israel’s biomedical laboratories is considerably more complicated.
The MITL tends not to focus its attention, expertise and inspections in the
science sector. In contrast, the Ministry of Health (MOH) has major, expanding
interest, expertise and, increasingly, activity in the field, which falls under the
rubric of its general mandate to promote national health (see later in chapter).

The MITL's Laboratory Accreditation Authority (LAA) was established by law to
accredit and inspect laboratories and ensure their compliance with international
quality and safety standards. Observance of each measure is judged separately;
there is no evaluation of the laboratory as a whole. Israeli law requires LAA
accreditation only in specific sectors; for example, cement standards. In all non-
specified areas, it is voluntary. This can lead to some unevenness. For example,
the MOH’s water and food laboratories must be certified, but the same ministry’s
medical laboratories are exempt. A few Israeli medical laboratories do seek
voluntary endorsement for commercial reasons; but the lack of a comprehensive
accreditation requirement for all biomedical laboratories prevents their effective
central regulation.

Ministry of Health (MOH)

The MOH’s responsibilities vary for Israeli biomedical laboratories in different
sectors. Most conduct research and undertake routine diagnoses, are situated
in hospitals, and many work with virulent bacteria or viruses. Laboratories in
state-owned hospitals are under full MOH supervision. Other hospitals and
laboratories belong to one of Israel’s Kupot Holim (private health plans [HMOs]).
These are not under MOH supervision, direct or indirect. The country’s medical
schools enjoy absolute independence and are not supervised by the MOH;
rather, each medical school/university has its own safety committee.

The MOH’s own Department for Laboratories, part of the Public Health Service,
is directly and fully responsible for the operation of the ministry’s six internal
public-health laboratories. It also provides varying amounts of administrative
oversight for hospitals, public- and private-sector medical laboratories and
LAA-accredited environmental-health laboratories.
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The MOH must approve medical laboratories in hospitals and HMOs and their
professional staff. However, the ministry’s Department of Laboratories does not
possess information about, much less oversee, the research actually carried out
in such environments. A dwindling number of private medical laboratories
(only 13 are still operating today) are, in principle, supervised by the MOH.

Recently, the MOH has begun to expand its oversight of medical laboratories in
hospitals and health-service organisations, including the tracking of biological
agents, the registration of workers, and, for the last few years, a regime of regular
inspections. The Ministry’s six public-health laboratories follow orderly safety
procedures, including registration and documentation. However, the MITL
biosafety regulations provide oversight and supervision of all other medical-
laboratory work. The MITL regulations assign broader responsibility for these
issues to the laboratory director, who must also appoint a safety supervisor.

Other (often industrial) private laboratories are not classified as ‘medical
laboratories’, but as ‘biological laboratories’, although they do work with
dangerous biological agents. The MOH does not oversee these laboratories in
any way. Such laboratories just need a MITL business licence and are subject
only to the usual MITL biological-safety oversight. This potentially serious
problem should be tackled within some appropriate framework.

Institutions of Higher Education

The lion’s share of Israeli life-sciences and medical research and development
is conducted at the country’s universities and academic-research institutions:
the Hebrew University, Tel Aviv University, Ben-Gurion University, Bar-Ilan
University, the University of Haifa, the Technion, and the Weizmann Institute
of Science.

Israel’s universities are not formally subordinate to any government or public
body, although they retain strong links to the Council for Higher Education and
its Planning and Budget Committee that divides the government’s total budget
for higher education among them. All Israeli institutions of higher education
share a similar organisational structure — a president, who usually appoints a
vice-president for research and development, heads each.

Individual university scientists usually enjoy considerable scientific freedom
with no institutional reporting, oversight or supervision. Their work is only
reviewed once every few years in the framework of institutional promotion
committees. Only a few special activities are regulated by national or
organisational procedures. For example, an Animal Experimentation Law
establishes standards for the use of research animals; and Helsinki Committees
oversee experiments on humans. Work with dangerous biological agents and
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poisons are regulated under Israel’s extensive biosafety legal infrastructure,
and academic establishments have appropriate procedures and organisations
to ensure compliance (dangerous biological agents, defined as micro-organisms
and toxins that cause disease in humans, are listed in the law).

The awareness of biosafety and its legal requirements is increasing. Since
international research funding bodies (for example, the US National Institutes of
Health and the US military) are demanding more effective biosafety supervision
and oversight in the foreign laboratories they support, Israel’s academic
biosafety procedures are continuously improving. All educational research
institutions have safety units, a full-time safety director, and safety committees.
Each safety system complies with the relevant laws and directives of the MITL
Workplace Inspection Division. Appropriate laws include the Workplace Safety
Order (1970), the Workplace Inspection Organisation Law (1945), and the Safety
Oversight Order for Medical, Biological and Chemical Laboratories (2001).

An institution’s safety officials oversee work with dangerous biological agents
as listed in the law, with human blood and tissue samples, DNA manipulation,
toxic materials, and pathogenic organisms. Workplace regulations and
guidelines are constantly updated, and laboratories are inspected regularly to
ensure compliance. Record-keeping and periodic reporting regarding high-risk
materials are required, and automated systems are being created to track the
purchase of dangerous strains and special biological materials.

Biosafety oversight in academia takes place at two loci: first, when research
proposals are submitted, and second, during its progress. In addition, safety
authorities conduct instructional workshops for scientists, laboratory workers
and students in safety procedures. In some institutions, when a research
project requires safety certification, it is given only after the safety division has
confirmed that the laboratory’s work conditions meet legal requirements.

Biosecurity in Israel

Israel, the US and Western Europe share common views concerning the threat of
bioweapons, bioterror and the creation of weapons of mass destruction (WMD)
among rogue states and terror organisations.’ Israel has repeatedly stated that
its national policy is to prevent such proliferation, and has taken concrete steps
in this direction, some in the framework of internal legislation and some as part
of international initiatives, including those of the UN.

5 Danzig, R. 2003, Catastrophic bioterrorism: what is to be done? Center for Technology and National Security
Policy, National Defense University, Washington, DC.
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Although TIsrael has not formally joined the Biological and Toxin Weapons
Convention (BTWC), regarding it as an inseparable part of a general and
comprehensive regional political arrangement, it wholeheartedly adheres to
the US, EU and UN initiatives combating bioterror and WMD proliferation. It
adheres to and coordinates its activities with the AG regime and fully supports
UN Resolution 1540. Israel also has consistently supported the policy of the US
in its war against international terror of all kinds.

However, unlike the US, Western Europe and other countries, Israel has yet to
adopt legislation directly aimed at preventing or minimising the spread from its
own laboratories, of non-conventional weaponry and its components, including
dangerous biological agents.

While, as outlined in the previous section, Israel has a well-developed system of
civilian biosafety (as distinct from biosecurity) laws and regulations, these can
make only a limited and indirect contribution to oversight and inspection aimed
at preventing the seepage of dangerous agents or information into hostile hands.
There is also an executive order issued by the MITL in 2004 which mandates
the oversight of chemical, biological and nuclear exports ‘to help prevent
the spread of non-conventional weaponry... [by] forbidding the export from
Israel of products, technologies and services that can be used to develop and
manufacture chemical, biological or nuclear weapons’. It is important to note
that to minimise any harm to basic and clinical biomedical research this MITL
order specifically exempts the export of chemical and biological agents used
for medical and veterinary diagnosis, treatment or research, and information
related to such agents.

The prevention of biological terror remains of supreme importance at national
level. A preliminary study at the INSC in 2003 produced the following findings:

e There is virtually no awareness of the need for biosecurity within Israel’s
civilian life-sciences research community.

e Israel has no legal and/or regulatory infrastructure directed specifically
towards biosecurity. Existing biosafety laws and regulations provide only
indirect and partial means for dealing with biosecurity.

* Institutions where biomedical research and development and other work
(diagnosis, production, and so on) is performed are not subject to inspection
or supervision by any single Israeli authority or ministry. Instead, this
responsibility is shared between a number of ministries, where division of
responsibility is often not clear.

* Asaresult, neither at national or ministerial level is there a system of control
or supervision of biomedical research laboratories, nor is there sufficient
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information about any dangerous biological agents used, the types of research
performed, or the technologies employed.

The COBRAT Report and its Recommendations

The big challenge now is to incorporate biosecurity concerns into the system, in
particular, to upgrade measures to prevent the leakage of dangerous organisms,
information and technologies to terror organisations. To this end, the INSC
and the Israel Academy of Sciences and Humanities (IASH) initiated a national
project called ‘Biotechnology Research in an Age of Terrorism’, and formed a
special Steering Committee on Biotechnology Research in an Age of Terrorism
(COBRAT) to analyse and report on the current situation and recommend future
action.® The committee was composed of well-known scientists and biologists
from Israeli academia and industry and experts in regulatory and legislative
law, similar to the Fink Committee in the US.”

COBRAT took the situation in which authorities and the scientific community
are oblivious to biosecurity issues as its starting point in seeking more effective
and systematic ways to meet biosecurity concerns without compromising
academic freedom and creativity. In its final report the Committee formulated
specific recommendations to address:

* the changes required in Israel’s existing legislative infrastructure

* the compilation of an updatable list of biological agents and research topics
requiring inspection and supervision

* the establishment of a regime for tracking, supervising and enforcing all
areas of biosecurity

* the need for a national inter-ministerial body or professional committee to
guide, monitor and maintain biosecurity.

In pursuing these goals, COBRAT was confronted by several daunting but not
atypical facts: (1) no biosecurity legislation exists in Israel; (2) the legislative
process, as practiced by the Israeli parliament (Knesset), is long, complicated
and uncertain; (3) a response to the bioterror threat cannot wait for long-
term solutions. COBRAT’s innovative yet practical interim solution to these
problems may also serve as a useful model for others. COBRAT recommended
modifying Israel’s biosafety committees and empowering them, by executive
order, to undertake responsibility for biosecurity concerns as well. In addition
to reducing duplication, disruption and delay, this scheme avoids many of the

6 Steering Committee on Issues in Biotechnological Research in an Age of Terrorism 2008, Report by the
Israeli Academy of Sciences and Humanities and the Israeli National Security Council.

7 National Research Council 2004, Biotechnology research in an age of terrorism, Washington, DC: National
Academies Press.
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sensitivities, suspicions and conflicts inherent in the regulation of dual-use
research. The existing biosafety committees are of long standing, sensitive to
scientific concerns (and those of the individual scientist), well-tolerated by the
scientific and academic communities, and unlikely to trigger the hostility and
‘graft rejection’ typical of introducing a ‘foreign body” into academia. Trust and
comfort are indefinable, but their effects are all too real.

With this introduction let us proceed to the Committee’s (edited)
recommendations given in Table 1.

Table 1: COBRAT's Recommendations

Recommendation 1: awareness, consciousness and education

An ongoing effort should be carried out to raise awareness and
understanding of the risks associated with the biological threat in general,
and with dual-use biological research in particular, within Israel’s life and
medical research and development community.

Recommendation 2: existing and new legislation
Legislative solutions must be addressed on two levels:

Since the creation of totally new legislation, under Israeli conditions, can
be a long, slow and uncertain process, the Committee recommends that
existing Israeli secondary legislation on biosafety should immediately be
used as a model for ministerial executive orders and institutional (for
example, university) procedures designed to prevent the potential seepage
of organisms, materials and information to hostile elements.

In parallel, specific longer-term legislation should be formulated. This
legislation must be comprehensive and cover all aspects of biosecurity.

Recommendation 3: oversight and supervision mechanisms
The fastest, most efficient and least disruptive way to enforce a regime

ensuring biosecurity is to upgrade and adapt existing institutional biosafety
oversight procedures to also assure biosecurity.

8 Friedman, D., Rager-Zisman, B., Bibi, E. and Keinan, A. 2008, ‘The bioterrorism threat and dual-use
biotechnological research: an Israeli perspective’, Science and Engineering Ethics vol. 16(1), pp. 85-97.
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Local responsibility for the enforcement should be delegated to existing
institutional biosafety committees (renamed “biosafety and biosecurity
committees”) for the academic sector and special Central Biosafety
and Biosecurity Committees for biomedical laboratories affiliated with
government ministries. National biosecurity policy, procedures and
enforcement should be overseen by a National Biosecurity Council (NBC)
to be appointed by the Ministry of Health (MOH).

Recommendation 4: list of dangerous agents

There should be an itemized core list of dangerous agents. Not all biological
agents should be placed in this category. The list of agents issued by the
US Department of Health and Human Services was adopted as the initial
core list. The list should be reviewed and updated annually, as required,
by the NBC. The Committee emphasises, however, that sensitive dual-use
data and information are not limited to research connected with these
agents, but also can stem from work with other, in themselves harmless,
strains.

Recommendation 5: publication of information generated by dual-use
research

This sensitive subject must be an essential part of Israel’s biosecurity
policy. Given the risks involved, it is recommended to establish a system
to oversee and approve the publication of the results of dual-use research
projects. This should be undertaken by an internal mechanism based on
the judgment of the academic community itself. Professionalism, balance
and lack of undue delay will be essential to ensuring acceptance.

Recommendation 6: consideration of biosecurity issues by funding agencies

It is recommended that the Israel Science Foundation (ISF) and government
research foundations require, as part of their approval process, biosecurity
approval from the applicant’s institution. This would ensure that these
issues are considered by applicant institutions and that proper safety and
security measures are enforced. In the case of non-academic laboratory
research, similar certification should come from the chairman of the Central
Safety and Security Committee in the relevant ministry.
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Recommendation 7: supervision of importation and sale of dual-use
biological equipment and agents

In addition to existing export regulations, the Committee believes that it
is necessary to establish a system to oversee the Israeli import of dual-
use biological laboratory equipment and biological agents, as defined by
the (export) risk list maintained by the MITL Export Authority, as well as
the sale of these items in the local market (in particular, the sale of used
equipment).

Recommendation 8: national responsibility for biosecurity

The establishment of a biosecurity regime and its enforcement should
be assigned to the Ministry of Health (MOH), which has both primary
responsibility for public health and the requisite scientific knowledge and
professional experience. MOH should establish a National Biosecurity
Council (NBC). The Chairman and members of the Council should be
appointed by the Minister of Health in consultation with the head of the
National Security Council and the president of the Israel Academy of
Sciences and Humanities.

The New Legislation Process

In its work the Committee has sought to clarify the extent to which Israeli law
contains normative instructions to deal with bioterror threats that could result
from scientific research conducted in Israel’s biological and medical laboratories.
The Committee found that Israel lacks legislation specifically addressing this
goal, although there are many relevant existing statutes. In particular, there
is a clear link between the need to protect the safety and health of laboratory
workers handling dangerous biological agents and the public at large. Thus the
Committee carefully examined existing biosafety laws that address inspection,
work safety, hygiene and public health as they relate to biological laboratories.

The Committee has concluded that, although Israel has an effective legal
framework for biosafety, it urgently needs a similar normative structure for
biosecurity. A statutory list of dangerous biological agents and their forbidden
uses must be drawn up and updated frequently. Relevant laboratories must be
identified and certification procedures for using dangerous organisms legislated.
Legislation must also provide for the adequate supervision of anti-theft, transfer
and storage procedures. Clearly, existing biosafety provisions intended to protect
people working with dangerous biological agents from laboratory accidents are
also relevant for biosecurity.
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Other efforts must include raising the awareness of laboratory directors, scientists
and students regarding existing legal requirements, the current bioterror threat,
and the vital need for biosecurity and biosafety procedures. An active concern
for biosecurity plays an important role in establishing standards for working
with dangerous biological agents. International initiatives followed by national
legislation in many states focus on laboratories holding stores of dangerous
biological agents, because these are prime targets for hostile forces.

‘Preventative caution’ requires rules that specify how to prevent hostile forces
from acquiring bioweapons. The Committee believes that any framework must
provide for the continued performance, publication and implementation of
scientific research, as well as the defence, oversight and inspection mechanisms
needed to prevent or minimise hostile use of ostensibly positive research results.

The committee assumed that introducing a new law would be a lengthy process
and therefore recommended an interim step be taken. This step was to integrate
biosecurity laws into the existing biosafety laws and regulations. Fortunately,
and contrary to the committee’s expectations, a separate biosecurity law was put
on fast track, thanks to the combined efforts of several members of parliament.

The Regulation of Research into Biological Disease
Agents Act, 2008

In November 2008, the Israeli parliament passed legislation on a set of laws that
cover biosecurity issues. Moreover, the main recommendations of the committee
were made law thanks to their cooperation with the different government
departments, mainly the MOH and Ministry of Justice.

The main points of the law are as follows:

* The law applies to all institutions and laboratories (universities, research
labs, industry and hospitals), in all sectors, that have in their possession
disease-causing biological agents as listed in the law or conduct research or
diagnostics in said agents.

* The Minister of Health will be in charge of enforcing this law in all institutions.

* Possessing, conducting research or working with these biological agents
requires an authorisation from the Ministry of Health.

* Possessing, conducting research or working with these biological agents
must be performed so as not to impinge upon safety or security concerns.

* No one shall conduct research whose sole purpose is to cause or exacerbate a
disease or illness or to impair the ability to prevent or treat it.

* A person or institution that has conducted a research study for which
permission did not have to be obtained under the Act, but which has made
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findings of a nature to increase the virulence or the contagiousness of disease
agents not included in the list, or findings of a nature to alter the host range
of the said disease agents, so that the disease can pass to humans, shall halt
the research and submit a request to the ‘institutional committee’.

e All institutions that possess disease-causing agents will establish an
‘institutional committee’ whose purpose is to supervise the research
conducted in that institution. The committees will comprise scientists as
well as security and safety personnel from the institution.

* A council for biological disease-agent research will be created to advise the
Minister of Health and will comprise professionals and members of relevant
government ministries. The council’s responsibilities will be to advise the
Minister of Health regarding research authorisation, to supervise the various
institutions, and to promote training workshops and courses in institutions
that work with biological agents.

Since the Act itself does not define what ‘public information campaigns’ and
‘in-service training courses’ are, it is understood that the Council has a duty to
oversee those through to their implementation. Based on the Act, the Council
can approve operating rules that are implemented by institutional committees
(of a corporation or company conducting research, whether scientific, medical,
industrial-commercial or educational, including hospitals and government
organisations) to approve scientific research in Israel. Therefore, the Council
can guide research establishments to adopt such campaigns or training courses
as a part of their operating rules, notably so for educational institutions.
Moreover, the Council also has the right to oversee the institutional committees’
compliance with their operating rules based on the Act. Once certain educational
programmes are set out, research establishments need to be compliant with them.
Education of life scientists about dual use in Israel will be an important case
where specific national legislation to deal with biosecurity is achieved alongside
the establishment of specifically dedicated committees to address biosecurity
issues.

The authorisation process allowing institutions to posses and/or conduct
research with biological-disease agents was launched in Israel in 2009 and
organisations have begun establishing their own internal committees. Towards
this end, a nationwide workshop is planned to take place at the end of February
2010. Participants will include members from the Council and institutional
committees, plus other representatives from various establishments. The current
legislation and regulations will be discussed and clarified and the participants
will also hear lectures on biological threats, dual-use purpose research and more.
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Awareness-raising and Education

The recent Regulation of Research into Biological Disease Agents Act is
without a doubt a giant step forward in Israel’s awareness and attitude towards
biosecurity. Nevertheless, we should anticipate a long and gradual process that
will require a great deal of effort and patience. The success of this legislation is
largely dependent on researchers and their cooperation is crucial. For biosecurity
regulation to succeed, researchers must first be well-informed about the topic.
It is important that they recognise and understand the potential harm that can
be caused by the technologies they are developing and the research they are
conducting.

In this regard, it is important to note that raising awareness about biosecurity has
already received some attention in Israel in recent years. Numerous programmes
have been launched to assess the level of knowledge among different research
communities, as well as offer ways of increasing awareness. Two major figures
in this move are Malcolm Dando and Brian Rappert, "who have been very active
in launching programmes and publishing a large number of papers and books
on the topic. Such a programme is currently running in Israel, with the support
of the Sloan Foundation. The initial stage of this programme — which included
a survey conducted by the author — investigated the relevance of courses in
bioethics, biosecurity and biosafety within Israel’s research universities. °

The survey examined the syllabi of 35 courses offered at the Faculty of Life
Sciences of six research universities in Israel. Courses were sampled by focusing
on those that provide specific educational modules on biosafety, biosecurity,
and bioethics. The rationale for the survey was that we aimed to investigate
the current state of awareness regarding these topics within the research
communities of life sciences, as it manifests itself in the curricula.

In general, we found that very little biosecurity education is offered to
researchers in the life sciences. Moreover, the results indicate there is currently
no academic course at Israeli universities that is specifically designed to educate
life scientists on the issue of biosecurity. Interestingly, comparable surveys
conducted in different parts of the world have rendered very similar results
(see the chapters in this volume by Minehata and Shinomiya, and Mancini and
Revill).

9 Rappert, B. 2007, “Education for the life sciences’, in Rappert, B. and Mcleish, C. (eds), A Web of prevention:
Biological weapons, life sciences and the future governance of research, London: Earthscan; Rappert, B., Chavrier,
M. L. and Dando M. R. 2006, In-depth Implementation of the BTWC: Education and Outreach, Bradford Review
Conference Papers, no. 18.

10 Minehata, M. and Friedman, D. 2010, Biosecurity education in Israeli research universities: Survey report,
Bradford Disarmament Research Centre (BDRC) and Institute for National Security Studies (INSS).
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Given these results, it would be reasonable to assume that insufficient education
is a major contributing factor to the lack of awareness of biosecurity issues
amongst life scientists. In a similar vein, the COBRAT Report also noted the
lack of legal infrastructure for biosecurity and the fact that there is virtually
no knowledge of the need for biosecurity amongst Israel’s scientific-research
community as well as within Israeli civilian life. What is more, this lack of
awareness was concluded to be the likely reason for biosecurity education also
being essentially non-existent in Europe and Japan.

Nonetheless, it is important to note that even universities that were informed
about biosecurity issues, in Israel as well as Europe and Japan, still encounter
difficulties when attempting to include biosecurity education in their curricula.
These difficulties may include:

* insufficient time available in the existing curricula

e time constraints and insufficient resources required for the development of
new curricula

* lack of expertise and available literature on biosecurity education
* lack of interest in biosecurity education.

With the results of the survey in mind, the second part of the Sloan Foundation-
supported programme aims to raise awareness. In this part of the programme,
10 life-science faculties and/or departments at research universities in Israel (Tel
Aviv University, Ben-Gurion University, the Technion, Bar-Ilan University and
the Hebrew University) were targeted and an hour-long seminar was given in
each on the subject of dual-use research and biosecurity. The audience comprised
faculty members as well as graduate students. The seminar discussed the threat
of bioterrorism, the potential dangers posed by advanced biotechnological
research and the possible systems that can be implemented to stop or greatly
hinder the transfer of biohazardous material and sensitive information into
the hands of terrorists. In addition, the new Israeli legislation was presented
and discussed. Following the lectures, a questionnaire was sent to all who had
attended. These questionnaires will be analysed and used to determine the
programme’s next steps.

This series of seminars, limited as it may be, is nevertheless an important first
step towards increasing awareness regarding biosecurity issues. Therefore, one
of the main goals of the programme, which will be based on the analysis of
the questionnaires, is to build a lesson plan or course syllabus on the subject.
With the help of the Council for Biological Disease Agent Research and the
MOH, we will encourage research institutions that deal with biological agents to
incorporate such courses in their curriculum. With this, we hope to contribute
considerably to biosecurity education and expect to see a significant rise in
knowledge of biosecurity issues in Israel.
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In the context of raising awareness, it is important to discuss the above-
mentioned Regulation of Research into Biological Disease Agents Act, which
was recently passed in Israel, as well as the Council for Biological Disease Agent
Research, which was established under this Act. Although Israel is not a State
Party to the BTWC, this legislation certainly conforms to the spirit of the treaty
and puts Israel at the forefront of confronting the issues of biosecurity. In this
sense, the education of life scientists about dual use in Israel will be an important
test for examining the effects of national legislation on biosecurity and national
committees specifically targeting biosecurity issues.

To sum up, based on the data presented above, this investigation indicates
that there is a lack of biosecurity education and educational content on dual-
use issues in Israel at the time of inquiry. However, this certainly does not
mean that promoting biosecurity education in Israel cannot be done. In fact,
we believe precisely the opposite is the case, perhaps most importantly as a
result of the Regulation of Research into Biological Disease Agents Act and the
establishment of the Council for Biological Disease Agent Research. The Council
is responsible for outlining, recommending and overseeing the implementation
of regulations enhancing biosecurity at research institutions in Israel alongside
raising awareness of biosecurity issues amongst life scientists. Hence, the Israeli
government’s initiative to develop infrastructure for biosecurity policies is
evident in this Act and, in this sense, is an example of a top-down approach
to the promotion of biosecurity education whereby raising awareness begins
with legislation, then trickles down to the level of educational institutions and,
finally, reaches the public sphere.

Summary and Conclusion

Over the past 40 years, the state of Israel has been facing chemical and biological
threats, not only to its military but also mainly to its civilian population. Until
the late 1990s, the threat emanated primarily from hostile states that developed
and stockpiled bioweapons and chemical weapons. However, from that time,
and especially after the 11 September attacks and subsequent distribution of
anthrax envelopes around the US, bioterror has become a global threat. Israel
joined the international effort spearheaded by the US to curb this threat,
investing much of its resources on building an effective biodefence system,
as well as joining efforts to prevent bioweapons and their components from
reaching hostile hands, and mostly stopping the leakage of dangerous biological
agents and dual-use technologies and information to terrorists.

In order to assess and investigate the issues in Israel, the COBRAT was
assembled. The committee’s main recommendations were: 1) to initiate and
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enhance education and awareness in the life-science community; 2) to promote
legislation; and 3) to establish a regulation system regarding research with
dangerous biological agents and dual-use technologies. These proposals were
quickly implemented, as evidenced by the establishment of the Council for
Dangerous Biological Agents as well as novel legislation, placing Israel at the
forefront of countries confronting these issues successfully.

The following list summarises the most important and effective properties of the
Israeli approach to the fight against bioterror:

* a top-down approach, whereby official agencies initiate assessment and
research of the issues, leading to legislation, which is subsequently followed
by structured education at university level, and finally, the launching of
public campaigns

* the assessment and research is independent and conducted by senior
scientists from the academic life-science community, rather than government
officials

e cooperation between the INSC, which represents the interests of national
security, and the Israeli Academy of Science, which stands for pure academic
research

* the support of public officials, such as members of Parliament

¢ the establishment of a professional advisory council that is responsible for
implementation and supervision of the law

* the legislation regulates not only research with specifically listed biological-
disease agents but also dual-use research

* although research institutes are regulated by the Council for Dangerous
Biological Agents they each have the mandate to work as an independent
entity; a configuration which significantly reduces bureaucracy.

In conclusion, we strongly believe that the Israeli approach for addressing
and confronting current biosecurity issues and, in particular, the top-down
approach, is the optimal model and should be adopted by governments across
the world.
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Chapter 5: Japan: Obstacles, Lessons
and Future

MASAMICHI MINEHATA AND NARIYOSHI SHINOMIYA

Japan has a clear rationale to discuss the introduction of ethical education
for life scientists regarding its dual-use dimensions.' This partly derives from
the size of its life-science industry and from the actual threats posed by the
misuse of science. Japan has been one of the leading global marketplaces of
the life-science industry.” This indicates that a large number of life scientists
are practising cutting-edge research in Japan. Importantly, some of them have
misused their knowledge in the form of biocrimes and bioterrorism. One of
the most prominent cases of such misuse was that of the religious group Aum
Shinrikyo. By recruiting scientists from top academic institutions, the group
was able to conduct sarin attacks on the Tokyo subway in 1995. The group also
attempted several biological attacks using botulinum toxin and anthrax from
1990 to 1995.° Therefore, enhancing ethical awareness among scientists is of
critical importance in extending their moral responsibility to do no harm and
minimise any potential damage to humans, animals and plants.

Although attempts to define ‘biosecurity’ are not straightforward,* in this
chapter it is conceptualised as taking both ‘preventative and responsive
measures, in a multifaceted manner, to mitigate the multidimensional threat

1 In this chapter, dual-use refers to the possibility whereby peacefully developed scientific research can be
applied for malign purposes, such as biowarfare and bioterrorism.

2 See Chapter 3 of National Research Coun