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ABSTRACT
Autonomous ships are expected to change water-based transport of both cargo and people, and large investments are being made internationally. There are many reasons for such transformation and interest, including shifting transport of goods from road to sea, reducing ship manning costs, reduced dangerous exposure for crew, and reduced environmental impact.

Situational awareness (SA) systems and Autonomous navigation systems (ANS) are key elements of autonomous ships. Safe deployment of ANS will not be feasible based on real-life testing only. The assurance of autonomous ships and systems will require large-scale, systematic simulation-based testing in addition to assurance of the development process.

DNV GL proposes to use a digital twin, that is a digital representation of key elements of the autonomous vessel as a key tool for the simulation-based testing, focusing on functional testing, failure tolerance, and performance aspects. The digital twin contains comprehensive mathematical models of the ship and its equipment, including all sensors and actuators. The complete simulation-based test system complementing the digital twin should consist of a virtual world to simulate environmental conditions, geographical information and interaction with other maritime traffic and obstacles. Finally, the test system must include a test management system that controls the simulations in the digital twin and the virtual world, generates test scenarios as well as evaluates the test scenario results. The scenario generation should automatically search for low system performance, and ultimately establish sufficient coverage of the possible scenario space. The test scenario evaluation should automatically consider safety, conformance to collision regulations at sea (COLREGs), and possibly the efficiency of the ship navigation.

This paper presents a comprehensive prototype of a test system for ANS. Key topics will be simulation-based testing, interfacing between the simulator and ANS, cooperation with ANS manufacturers, dynamic test scenario generation and automatic assessment towards COLREGs.

Keywords: Autonomous navigation, digital twin, simulation-based testing, dynamic test scenario, automatic test scenario generation

1 INTRODUCTION

Ships have always been operated by seafarers. The crew size has depended upon the size and type of ship, and the type of mission. In recent years, substantial development has been achieved in sensor technology, machine learning, automation and connectivity. This means that, at least in theory, it is possible to reduce or even remove the crew from the ship. However, this will require either shore-based remotely monitored and operated ship systems, or the ship systems operating autonomous based on algorithms.

Remotely controlled or autonomous functions are not necessarily implemented only to reduce cost, but also because of safety reasons. According to (Safety4sea, 2018), about 80% of marine accidents are caused by human errors. Working conditions for the crew and as well as lower emissions are also important factors for this shift. The possibility of using autonomous and remotely operated vessels are also introducing novel or changed transport systems and business models.
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where e.g. smaller unmanned vessels can be used the last mile bringing cargo from a mother ship to smaller less area-demanding harbours.

![Figure 1: Level of Autonomy vs level of unmanned operation](image)

In the maritime industry, autonomous ships are on everyone’s lips, but what this actually entails can vary widely. Several definitions of the level of autonomy exists, and what is common is to define the level of autonomy as a system’s increasing ability to operate without human control or intervention. The scale ranges from no autonomy where the human operator needs to take all decisions, to fully autonomous without a human operator in the loop. Autonomous does not equal unmanned and many levels of autonomy does not contain this aspect. Figure 1 map different levels of autonomy (vertical axis) against level of unmanned operation (horizontal axis). Conventional ships are placed in the lower left corner, with a low level of autonomy and unmanned operation. Ships with added decision support have a higher level of autonomy and are thus placed higher on the left part of the figure, though still with a low level of unmanned operation. Presently, the engine rooms onboard ships are unmanned certain time periods, and it is required that the engine room can operate at least 24 hours without manual monitoring and control. The engine room operator, however, must be onboard the ship. Unmanned engine rooms, found in the center of Figure 1, indicates that the engine room can operate without manual control from onboard crew for weeks or months, and that the control and monitoring is done from an on-shore control site. A periodically unmanned bridge is also placed in the middle of Figure 1. At the right part of Figure 1, unmanned ships that are either remotely controlled or autonomous are found. One may notice that a typical vessel is not either conventional or autonomous/remote operated, but instead some ship systems may be unmanned, while others are not.

To navigate safely, the ship crew or navigation system needs to detect any elements that may affect the planned path of the ship. In Figure 2, the ship navigation function is broken down into sub tasks.

![Figure 2: Ship functions broken down into sub tasks. Based on (Vartdal, Skjong, & St. Clair, 2018)](image)
Initially, the ship navigator needs to know the external and internal operational and ship conditions, including geography, bathymetry, fixed or floating objects, and weather conditions together with the conditions of the ship’s equipment. A priori information may come from e.g. Electronic Navigation Charts (ENC), Automatic Identification Signatures (AIS), etc. Not all ships transmit AIS data and not all AIS data are reliable, thus exteroceptive sensors need to be used in addition to be able to detect all objects relevant for the navigation. Examples of exteroceptive sensors are radar, camera, infrared camera and lidar.

To achieve situational awareness, the different elements need to be classified and their states determined. Computer vision using camera is a field that has come far when it comes to detecting and classifying surrounding objects, but in the maritime industry there is still a long way to go. Computer vision is usually based on machine learning, and machine learning needs to be trained using pre-existing pictures or video footage which are currently limited in the maritime industry.

Once the system has analyzed the situation and sufficient situational awareness is achieved, the course of action needs to be planned. The planning is done by the ANS using information from the predefined ship mission and the predefined set of navigation rules such as the COLREG. COLREG is written for human navigators and since many of the requirements are qualitative and open for interpretation and situational judgement to cover as many different scenarios as possible, it is difficult to develop an ANS based on this.

The last sub task is action control. The engines and rudder, or thrusters are operated to navigate the ship.

Risk is an important factor to consider while navigating. An autonomous navigation system will always need to evaluate its performance, and if the performance it not within acceptable limits, or the risk of continue its ongoing operation is considered too high, the vessel should enter a defined minimum risk condition (MRC). The MRC will vary dependent on location, operation, surroundings etc. and the resulting action may be for example to stop and go into DP mode, to go to nearest port or similar.

When introducing new technology or using existing technology for new purposes, uncertainties are also introduced. The risks of safe operation in unmanned shipping have among other been studied in the MUNIN project (Rødseth & Burmeister, 2015). These risks need to be adequately handled, and in (Heikilä, Tuominen, Tiusanen, Montewka, & Kujala, 2017), the safety qualification process is solved using a goal-based safety case approach. This process is based on the recommended practice for technical qualification, DNVGL RP-A203 (DNVGL, 2017). During a qualification process, the safety goals and risks are identified, and qualification activities are then performed to collect evidence of reaching the goals and mitigating the risks.

For the perspective of assurance and testing, it is of utmost importance to ensure that the ANS algorithms are safe and do not cause accidents. That is, the ANS should go through a qualification process. Testing of the actual ANS will be an important activity in providing evidence that the ANS is safe. Testing may be done in real life using the actual ship, in the virtual world using simulators, or in a combination. Real-life testing is too time consuming and many required test scenarios will be impossible to test, thus a combination of simulation-based and real-life testing would be the preferred solution. The real-life testing could be used to gather knowledge and construct scenarios for simulation-based testing, and to produce data to validate the digital twins, digital models and simulators (Wood, et al., 2019).

In the next sections we explore simulation-based verification, unpack the components of a test verification system, the role of an open simulation platform as an important enabler, and discuss the evolution of test scenarios.

2 SIMULATION-BASED TESTING

Simulation-based testing will be an important tool when collecting evidence of safe ANS algorithms. A proposal for a test system is shown in the Figure 3 consisting of the test management system and a virtual world. The different parts of the test system are explained in the following.
2.1 Digital twin

The digital twin is a vital part of the test system shown in Figure 3. The digital twin is a virtual representation of a particular ship, called own ship, that will be controlled by the ANS under test. It is a comprehensive mathematical model of the real ship and includes models of the ship-specific hull dynamics including fluid/hydrodynamics, its power system, propulsion system, ballast system, sensors and actuators etc, in addition to emulated control system hardware running actual control system software. Control system software included in the digital twin may be dynamic positioning (DP) system, power management system (PMS), automation control system etc (see the lower right box in Figure 3). The different models need to be accurate enough to capture relevant dynamics of the ship, and the control system should “believe” it is controlling the actual ship systems and not the simulated ship systems. Necessary control system software to include in the test setup depends on the algorithms that are tested.

2.2 Operating environment

The operating environment is another vital part of the virtual world, see Figure 3. To play out relevant and realistic test scenarios, it is important to have full control of the environmental conditions such as wind, waves and current, in addition to geographic location and interactive traffic, e.g. other ships called target ships. The word interactive is in this context important. If using e.g. historic AIS data recorded from ships in a specific area as basis for simulating the target ships, these will not be interacting with the own ship, but only replaying the recorded AIS information. Instead, AIS data could be used as input to construct test scenarios, and when simulating the test scenario, the target ships can interact both with each other and with own ship in the same way as ships interact in real life. To achieve this, also the target ships need to be navigated, either by a human navigator or by other ANS algorithms in the simulation. The test system should therefore include various ANS to ensure that the own ship ANS is robust towards a variety of target ship behaviours. Occasionally, other ships may not behave as expected and this also needs to be handled by an ANS, thus the operating environment will also include target ships not behaving in full compliance with COLREGs.

2.3 Test management system

The test management system shown in Figure 3 consists of two parts. The scenario manager uses environmental conditions, traffic, location and vessel configuration as input for setting up scenarios used for testing the ANS. The testing should focus on operational and failure scenarios, but in addition, performance testing is also possible in the simulation-based testing given the digital twin has the sufficient accuracy.
The second part of the test management system is the test evaluation. Using results from the simulation of the test scenarios, the ANS algorithms will be evaluated against COLREGs, safety and other relevant rules and regulations. Test scenario evaluation is treated more thoroughly in chapter 3.

2.4 Test interface

From Figure 3, one may notice the test interface between the test management system and the virtual world. Looking at arrow 1, it is important that the scenario manager has full control of the operating environment, configuring the test scenario exactly as intended. It must be possible to initiate position, course and speed of the target ships and in addition be able to set path plans or waypoints for the target ships and decide to which degree they shall follow COLREGs. Environmental disturbances and location are other elements that are important for the scenario manager to control.

The scenario manager also needs to interface the own ship controlled by the ANS algorithm under test, see arrow 2 in Figure 3. Initial position, course and speed together with path plan or waypoints need to be transferred. The scenario manager will not interfere with own ship or the ANS algorithm after initial parameters are set.

Arrow 3 in Figure 3 indicates that the test evaluation module also needs to communicate with various control systems in own ship. All alarms, actions, in addition to information of ship positions, courses and speeds throughout the scenario are used by the test evaluation module for evaluating each test scenario. To do a full assessment of each test scenario, also course, speed and position for all target ships will need to be supplied to the test evaluation module, arrow 4 in Figure 3.

When performing simulation-based testing, the test interface needs to have the capacity to communicate all I/O between the control systems and the simulator at a rate that is sufficient for closed loop operation of the control system software. Normally, when using simulation-based testing in a Hardware-In-the-Loop (HIL) setup, it has been a requirement that the simulator must run in real time. In a HIL setup, the control system software is running on a Programmable Logic Controller (PLC) or similar with real time operating system. For more information on HIL, the reader is referred to (Johansen, Fossen, & Våk, 2005).

When testing ANS, it will be necessary to test large numbers of traffic scenarios of relatively long duration. If this should be tested in real time, the time consumption will be high. It is desirable to shorten the total test time as much as possible without sacrificing the test scope. This may be achieved either by using several test systems in parallel or have the simulator and the control system software under test run faster than real time, or a combination of these. For this to be possible, the control system software will have to run on emulated or virtual hardware, most probably in the cloud, where the simulation platform controls the simulation and computer clock cycle time.

Open Simulation Platform (OSP) (DNV GL, Kongsberg, SINTEF Ocean, NTNU, 2018) is a simulation platform which may potentially be used to ease the interfacing between the test management system and the virtual world with all its components. In addition, OPS will be running in the cloud, facilitating the possibility for control of the cycle time of the simulation and the virtual hardware. The platform is currently under development, and a short description is given in the following.

2.5 Open simulation Platform

OSP (DNV GL, Kongsberg, SINTEF Ocean, NTNU, 2018) is under development through a Joint Industry Project (JIP) with in total 24 participants, where Kongsberg, SINTEF Ocean, NTNU and DNV GL are the main partners.

The goal of the JIP is to develop a co-simulation platform to be used among ship designers, equipment and system manufacturers, yards, ship owners, operators, research institutes and academia. The co-simulation platform supports the functional mock-up interface (FMI) which is a tool independent standard to support both model exchange and co-simulation of dynamic models (FMI, 2019). Supporting the FMI standard will enable the users of the OSP to develop their simulation components in their known modelling environments. These components are then compiled to functional mock-up units (FMUs), before imported to the OSP for simulation-based testing. Each vendor may add their simulation components as FMUs making it easier to set up large simulations for a complete vessel with components and control software delivered by many different suppliers.
3 TEST SCENARIO EVALUATION

For evaluation purposes, COLREG, safety and other rules and regulations should be used. A lot of research has been conducted for path planning algorithms where COLREG is taken into use, and some examples are (Zhang, Yan, Chen, Sang, & Zhang, 2012), (Naeem, Irwin, & Yang, 2012) and (Campbell, Naeem, & Irwin, 2012). For evaluation of COLREG compliant ANS, not so much has been done. One of the most complete COLREG evaluation techniques has been developed by (Woerner, 2016), and both (Minne, 2017) and (Henriksen, 2018) are inspired by Woerner. (Stankiewicz & Mullins, 2019) have investigated both COLREG evaluation and adaptive scenario generation.

The COLREG are by purpose written such that seafarers need to use their judgement and common sense to interpret many of the rules. In order to practice good seamanship, also the autonomous vessels need to follow the COLREG, and vague rules may make it difficult to design the collision avoidance systems. The COLREG contain in total 38 rules divided into 5 parts in addition to four annexes. Not all parts of COLREG is possible to test using simulation-based testing and it is therefore important to clarify which of the COLREG rules that are covered by the ANS and included in the testing.

In the following, two different evaluation methods are described. Woerner (2016) has proposed a method where a total COLREG score, combined with a safety score and penalty scores for each part of the evaluation algorithms are calculated for each test scenario, and he has among others used court decisions for setting evaluation parameters. Another method is suggested by (Nakamura & Okada, 2019). By using relative distance between own ship and target ships and rate of change in bearing, the authors propose a method defining Danger area, Caution area and Safety area for bow and stern crossing and same way situation, which may be used in the evaluation of different test scenarios. The two methods are briefly described below in chapter 3.1 and chapter 3.2, respectively. More information may be found in the given references.

3.1 COLREG score and penalties

Pose between own ship and target ship may be used when evaluating different traffic situations, see Figure 4. Classifying the autonomous vessel which is targeted for testing, as own ship and other vessels as target ships, the pose between own ship and a target ship, is given by the relative bearing and contact angle. The contact angle $\alpha$ is the angle between the line of sight vector of target ship and the straight line between own ship and the target ship seen from the target ship. $\beta$ is the angle between the line of sight of own ship and the straight line between target ship and own ship seen from own ship.

COLREG rule 14 is used as an example to describe the score and penalties method proposed by (Woerner, 2016). The rule shall prevent two vessels on nearly reciprocal courses from colliding, and the rule requires a port to port passing which may be evaluated using a combination of contact angle and relative bearing at closest point of contact (CPA). CPA is defined as the point on own ship’s track where the range of the encounter between own ship and target ship is at its minimum. $\alpha_{cpa}$ and $\beta_{cpa}$, are defined as the contact and relative bearing between own ship and target ship.
Figure 5 shows a true port to port passing at CPA, which is the preferred way of passing when in a head-on situation. A true port to port passing is achieved if $\alpha_{cpa} = -90^\circ$ and $\beta_{cpa} = 270^\circ$, and this needs to be reflected by the score function. Looking at $\alpha_{cpa}$, one possible score function $S_{\alpha_{cpa}}^{14}$ is

$$S_{\alpha_{cpa}}^{14} = \left(\frac{\sin(\alpha_{cpa}) - 1}{2}\right)^2,$$

which may also be seen in Figure 6. The proposed score function gives maximum score at $\alpha_{cpa} = -90^\circ$, while a starboard passing will result in 0 score.

$$\text{Figure 6: Plot of } S_{\alpha_{cpa}}^{14}$$

Similar score function may be used for $\beta_{cpa}$, and combining them gives the following score function for a true port to port passing:

$$S_{\beta_{cpa}}^{14} = S_{\alpha_{cpa}}^{14} S_{\beta_{cpa}}^{14} = \left(\frac{\sin(\alpha_{cpa}) - 1}{2}\right)^2 \left(\frac{\sin(\beta_{cpa}) - 1}{2}\right)^2.$$

The penalty score for evaluating the passing may then be given as

$$P_{\beta_{cpa}}^{14} = 1 - S_{\beta_{cpa}}^{14} = 1 - \left(\frac{\sin(\alpha_{cpa}) - 1}{2}\right)^2 \left(\frac{\sin(\beta_{cpa}) - 1}{2}\right)^2.$$

In a head-on situation, the rule requires a starboard manoeuvre to be commanded. (Woerner, 2016) did not propose a function for evaluating a non-starboard course change, therefore a new penalty function is proposed. By using the position of own ship at the time the target ship is detected, $t_{0_{cpa}}$, as initial position, $p_0$, and calculating a second position, $p_2$ at $t_2$ assuming constant speed and heading, such that

$$t_2 = 100 \, t_{0_{cpa}},$$

$$a = p_0 - p_2,$$

$$b = p - p_2,$$

where $p$ is the position of the own ship at any given time after the target ship has been detected, see Figure 7. If own ship for some reason is deviating from initial heading, the cross product between
\( \mathbf{a} \) and \( \mathbf{b} \) may be used to decide if own ship has deviated to port side or starboard side of the initial course. Using this together with

\[ d = \frac{||\mathbf{a} \times \mathbf{b}||}{||\mathbf{a}||}, \]  

where \( d \) is the distance between the position of the own ship perpendicular to the line between the points \( \mathbf{p}_0 \) and \( \mathbf{p}_2 \), the penalty function \( P_{nsb}^{14} \) may be given as

\[ P_{nsb}^{14} = \begin{cases} 
1 & d \geq d_{\text{threshold}} \text{ and } \mathbf{a} \times \mathbf{b} > 0 \\
1 - \left( \frac{2(d_{\text{threshold}} - d)}{d_{\text{threshold}}} \right)^4 & \frac{d_{\text{threshold}}}{2} < d < d_{\text{threshold}} \text{ and } \mathbf{a} \times \mathbf{b} > 0 \\
0 & \mathbf{a} \times \mathbf{b} \leq 0 \text{ or } d \leq \frac{d_{\text{threshold}}}{2}.
\end{cases} \]  

The penalty function is shown in Figure 8 for \( d \geq 0 \) using \( d_{\text{threshold}} = 50 [m] \) for \( \mathbf{a} \times \mathbf{b} > 0 \). The total score for rule 14 is now given as

\[ S^{14} = sat_0 \left\{ \left( 1 - \gamma_{nsb} P_{nsb}^{14} - \gamma_{\psi_{\text{app}}} P_{\Delta \psi_{\text{app}}} - \gamma_{\text{delay}} P_{\text{delay}} \right) \left( 1 - P_{\Theta_{\text{cpa}}}^{14} \right) \right\}, \]  

where \( \gamma_{nsb}, \gamma_{\Delta \text{app}} \) and \( \gamma_{\text{delay}} \) are penalty coefficients which may be tuned.
3.2 Evaluation using anxiety estimation

Nakamura & Okada, (2019) proposes a method using anxiety estimation for evaluating an ANS towards COLREG. They have been collecting experience data where 12 captains and pilots were participating in navigational experiments. In total 135 encounters where simulated and 30 000 data points where collected.

According to the authors, the navigators use relative distance between ships, rate of change in bearing and crossing direction to recognize the risk of collisions with other ships. Due to these factors, they propose a set of evaluation diagrams, shown in Figure 9, where the diagram is divided into Danger area, Caution area and Safety area using relative distance and bearing change rate as input variables.

\[
\text{score} = \sum_{t=0}^{t_{\text{end}}} - (2 \cdot \text{Dangerous}_t + 1 \cdot \text{Cautionary})
\]

The variable Dangerous is the period/time own ship was in the danger area during the scenario, while Cautionary is the period/time own ship was is in the caution area. \(t_{\text{end}}\) is the period/time of ship manoeuvring.

3.3 Final scenario assessment

A final assessment of the scenario evaluation needs to be taken by a human, but most probably it will not be feasible for a human operator to evaluate every one of the scenarios used for testing the ANS, especially not when testing is done in parallel and the test setup is running faster than real-time. The idea is that the test evaluation should trigger a human assessment. If, for example, a test result is below some threshold, the human operator should check the result and approve if acceptable. However, it is important to secure that the test evaluation algorithm does not let an actual ANS failure pass without a signalling the need for a manual check.

4 AUTOMATIC TEST SCENARIO GENERATION

One of the main challenges when it comes to implementing ANS, is to make the systems sufficiently safe, but what does that mean? An acceptance goal for autonomous system to be as safe or safer than conventional systems is challenging to prove, but one solution might be to test the algorithms in traffic scenarios that best represent the probable traffic scenarios a vessel might meet within e.g. 50, 100 or even 200 years of operation. In (Li, Huang, Liu, Zheng, & Wang, 2016), it is...
stated that existing testing approaches for autonomous vehicles in the automotive industry can be categorized into scenario-based testing and functionality-based testing. The authors argue that using either one of these methods is not enough, instead a combination of them should be used to design simulation-based tests for autonomous vehicles. The proposed method may also be used to design tests for autonomous ships, but in addition also robustness testing should be included. Robustness testing will demonstrate the ANS ability to handle errors, inaccuracies or noise in e.g. signals, sensors, actuators and equipment during operation. A possible test scope for the ANS could start with predefined, generic and stylistic single COLREG scenarios where own ship is only meeting one target vessel. For the next level of tests, the complexity of the scenarios could increase by introducing several target ships approaching own ship from different positions and with different heading such that own ship needs to handle several COLREG at the same time. The third level of tests could be location and operation specific test scenarios. Historical cases using AIS data and known incidents could be used as input to the generation test scenarios. For the last level of tests, automated scenario generation could be used. Automated, adaptive search for critical test scenarios is important to increase test coverage of the ANS. By using the evaluation of already performed test scenarios, adaptive search may be used to predict the most interesting (low score) test scenarios that might reveal a weakness in or failure of the tested system. The search algorithm can be based on some sort of sensitivity search through the test scenario scores, targeting potential weak spots using optimization or AI techniques like genetic algorithms, response surfaces, Bayesian optimization and Gaussian Processes (Machine Learning).

Immature systems would, using this approach, fail early while mature systems would fail late or eventually not fail, a strategy that can be considered agile and cost efficient. Re-testing of updated mature systems could be done using the same strategy. One could also envisage that even self-learning or adaptive ANS could be frequently or continuously tested in a similar way.

5 SIMULATION-BASED TESTING PROCESS

Simulation-based testing can be utilized in different phases of an ANS lifecycle process, such as during development, internal testing at manufacturer, or during formal testing. In this paper, the focus is on collecting evidence in a more formal assurance or certification process. Typically, formal processes involve different parties, such as system manufacturers, ship building companies, ship owners and verification organizations. The described simulation-based test system is specifically intended as part of the formal assurance process where the key parties are the ANS manufacturer, the end user of the ship and the verification organization, a role DNV GL or other class bodies could take.

Three critical aspects of the testing process are covered in the following, namely the cooperation between the ANS manufacturer and the verification organization, the aspect of independence and finally the validation of the test results.

5.1 Manufacturer cooperation

Manufacturer cooperation is key when performing testing of an ANS. The verification organisation depends on the manufacturer to be able to:

• secure correct software used for testing,
• interface their control system,
• understand how the ANS is working,
• commission the test setup and interface, and
• validate the test results

The last bullet in the above list is of high importance. As may be seen in chapter 3.3, the scenario evaluation should trigger a manual check of the test results by a human operator/tester in case of deviations. The human operator will then do an assessment of the scenario and flag this for follow up if necessary. All items flagged for follow up will then be discussed with involved parties, such as manufacturer, ship owner, class etc. If necessary, the scenario may be replayed while the manufacturer is checking their software.

Simulation-based testing does not require access to the source code of any part of the manufacturer ANS, since it is a black-box testing method, only considering the inputs and outputs of the SW-based parts. This can make it easier to cooperate with different manufacturers in a
competitive business environment. Securing the IP of such manufacturer SW is also an important aspect of the OSP platform due to the same reasons.

5.2 Independence

Objectivity is important when testing software and the closer the developer is to the tester, the more difficult it is to be objective. The level of independence, and therefore the objectivity, increases with the ‘distance’ between the developer and the tester. The IEEE 1012 Standard for System and Software Verification and Validation (IEEE, 2012) defines three types of independence: technical independence, managerial independence, and financial independence. Technical independence means that the verification personnel or tools should not be involved or used in the development of the system. Managerial independence means that the verification organization should be independent from the system vendor organization, while financial independence means that the budget of the verification effort should be independent of the budget for the system development and delivery. The IEEE1012 also defines five forms of independence: classical, modified, integrated, internal and embedded, where classical independence Classical independence is when the verification organization is an external organization (different company), and embodies all three types of independence (technical, managerial, financial). This is the level of independence adequate when testing safety critical systems.

Manufacturers often have their own simulators which they use in development or internal testing of control system software. This also applies to the ANS manufacturers. It is possible to maintain classical independence even though the manufacturer simulator is used in the test setup. In such a setup, the verification organisation should provide a test interface between the control system subject to test and the simulator controlled by this control system. In this way, the verification organisation will have full control of all the signals interchanged between the simulator and the control system. In addition, the simulator should be validated by the verification organisation to be fit for purpose. Fit for purpose includes:

- simulators shall not set restrictions on the test scope and test scenarios,
- it shall be possible to get access to all relevant signals through the test interface,
- it shall be possible to validate the correctness of the simulator and all its components, and
- it shall be possible to validate the correctness of the interface between simulator, test interface and control system software.

5.3 Test result validation

It is crucial to validate the results from the use of the simulation-based testing to achieve the needed confidence in the test activity and finally in the correctness of the ANS under test. Apart from the fact that the ANS successfully should handle all the simulated scenarios according to the evaluation criteria, confidence arise from especially two aspects, being (i) correctness of the simulation-based test results and (ii) the sufficiency or completeness of the tested scenarios, i.e. the level of coverage.

Correctness of the simulation-based test results depend on the validation of the digital twin, such as the digital models, emulated systems, co-simulation of models and test interfaces. Validation is done in several ways and at different places in the testing process:

- interface and validation testing prior to starting the testing
- comparison of the digital twin simulation-based test results to results and data from real testing as mentioned in chapter 1
- cooperation with the manufacturer during testing where the manufacturer gives input whether the simulations and results are valid or trustworthy, as discussed in 5.1
- test results review activities performed by the manufacturer, ship owner and the verification organization, aiming at concluding and validating the end results of the testing activity

The final challenge of any testing is how sufficient, complete or representative the test scope is in addressing all the critical behaviour, functionality, robustness or performance of the system under test, i.e. the level of coverage. Confidence is often initially perceived by the absence of failed test results, but in the end, it is the level of coverage that finally creates the needed confidence. An ANS need to handle a very large number of different scenarios, and methods for assessing which
scenarios that are representative or important to test and which are not, are a future research question relevant for many complex algorithms e.g. in autonomous or AI technologies.

6 CONCLUSION

For the autonomous ships to be accepted by the community, it is said that the autonomous ships need to be as safe or safer than conventional ships. Proving this may be a challenge, especially if only real-life testing is performed.

The autonomous navigation systems (ANS) should go through a qualification scheme where safety goals and risks are identified, and qualification activities are performed to collect evidence for mitigating the risks and reaching the safety goals. DNV GL proposes to use a combination of real-life and simulation-based testing to assess the ANS. A Scenario Manager setting up test scenarios using a combination of scenario-based and functional-based testing combined with robustness testing and automatic search for critical scenarios, will be a vital part of the Test System. Two different methods for evaluating the results from the testing are described. The Test Evaluation algorithm will need to trigger human assessment of possible ANS failures, and it is important that the evaluation algorithm does not fail to flag an actual ANS failure without signalling the need for a manual check.

Objectivity and independence are important factors when doing the final assessment of the ANS. Classical independence is when the verification organization is an external organization and embodies technical, managerial, and financial independence. It is possible to maintain classical independence even though the manufacturer simulator is used in the test setup, as long as the test organization provides a test interface between the simulator and the control system and as long as the simulator is validated by the verification organization to be fit for purpose.
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ABSTRACT

In recent years, a significant amount of research has been conducted on autonomous ships. Since it is assumed that these ships will sail with a significantly reduced crew or even without people on board, the design of the ship needs reconsideration. The absence of people on board and the associated safety measures could result in a more efficient design. However, to achieve the required design freedom, the existing regulatory framework will have to be amended. In this article, we will focus on potential changes in the Convention for Safety Of Life At Sea (SOLAS) and in particular on the Required Subdivision Index. The evaluation is performed by using the principle of equivalent safety, which will ensure that unmanned ships will be at least as safe as manned ships. The index gives a requirement for the allowed probability of sinking when a ship is damaged due to collision or contact. The safety level is related to the safety of ship, cargo, environment and crew. If the crew is no longer present, the consequences of an incident will be less severe, since the probability of casualties is no longer present. If the principle of equivalent safety is applied, a lower subdivision index can be accepted for unmanned autonomous vessels. In this article, the level of risk that a manned ship is subjected to will be derived by means of a risk analysis. In this risk analysis all logical consequences of a collision will be taken into account, covering both the probability of losing the entire ship and the consequences of the cases where the ship will not sink. Thereafter, the Required Subdivision Index for unmanned ships, which ensures an equivalent safety level to an equivalent manned ship, is established. The sensitivity of the result to changes in the data is discussed as well.

Keywords: Required Subdivision Index; SOLAS; Autonomous Ships; Risk Analysis; Equivalent Safety

1. INTRODUCTION

The research effort on autonomous ships has increased over the last years. The realisation of an autonomous ship will have as a consequence that the crew can be reduced significantly or even be removed entirely. Nevertheless, the business case of autonomous ships is still hard to make. As for most innovations within the maritime industry, the incentive for autonomous ships is economic efficiency (Karlis, 2018). Although there is a strong belief that autonomous ships would lead to more economic efficiency, only limited research has been performed in order to demonstrate what the overall effect of the change to autonomous shipping would have on transport costs (Frijeters, 2017; Rødseth & Burmeister, 2015). More reductions in costs or improvement of transport performance for autonomous ships would make them more attractive and economically viable. Therefore, the design of the ship should be optimized for (unmanned) autonomous operations.

The design of a ship is subjected to regulations and requirements that limit the design freedom, but increase safety. Removing the crew from the ship reduces the risk of shipping, under the assumption that the probability that an incident occurs does not change, since the lives of the crew are no longer at risk. If the risk is lower, the requirements to the design of unmanned ships
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might become less strict, while maintaining equivalent safety. In this way more design freedom can be realised for unmanned ships and thus more economic efficiency.

The International Maritime Organization (IMO) is currently performing a regulatory scoping exercise (RSE) (IMO, 2018a). The objective has been defined as, “to assess the degree to which the existing regulatory framework under its purview may be affected in order to address Maritime Autonomous Surface Ship (MASS) operations”. This is an important step in the development for autonomous ships, since the result of the RSE will provide insight in “how safe, secure and environmentally sound” MASS operations need to be.

Other regulatory instances such as DNV GL and Bureau Veritas already shared their belief in the need for a new regulatory framework for autonomous ships. The development of a new regulatory framework would be the next step for IMO following the RSE. The regulatory instances have described what they believe the new regulatory framework should look like, but the proposals remain of a qualitative nature. There is only limited research being performed on defining the new regulations for autonomous ships.

The new regulations should ensure that autonomous ships will be as safe as manned ships. However, as stated before, this could lead to changes in the requirements that will create more design freedom for autonomous ships.

Within this article the required subdivision index will be evaluated and it is assessed how this index could be lowered, while still maintaining equivalent safety in case the ship is completely unmanned. In this article an approach is used to find the allowable reduction of the index for single ships.

In section 2 the method of the assessment is described. The basis of the method is derived from safety science, which will be elaborated upon first. The general approach is described as well. Next the concept of probabilistic damage stability and how this is used in the approach is explained. Thereafter, the determination of the consequences of damage is discussed. Last, the example ship that will be assessed is presented. In section 3 the results of the assessment are presented along with a discussion on these results. In section 4 the conclusions are presented. The recommendations follow in section 5.

2. METHOD

2.1. On equivalent safety

In order to be able to use equivalent safety for the assessment of the required subdivision index, the concept of safety must be understood. Safety is defined by the IMO as “Safety is the absence of unacceptable levels of risk (…)” (IMO, 2013). In other words, for something to be safe, it must be established what the acceptable level of risk is. Therefore, the assumption that the safety of autonomous ships should be equivalent to the safety of conventional ships means that both should be subject to the same level of risk. For this study, the damage stability-related level of risk of a conventional ship will be the benchmark for an unmanned autonomous ship of the same type and size.

Risk is defined as “a measure of the likelihood that an undesirable event will occur together with a measure of the resulting consequence within a specified time” (IMO, 2013). In other words, risk consists of two independent parts, a probability and a consequence. The probability is generally expressed as a probability per unit of time, for example per shipyear. The probability can be interpreted as “how often will the event happen (per unit of time)” or “how likely is it that the event will happen (per unit of time)”. The given number is usually between 0 and 1, meaning that an event will not happen and that an event will definitely happen respectively.

The consequences of the event can be of a different nature. For instance, the loss of human lives cannot directly be compared to the loss of a financial asset such as cargo. However, concepts such as the value of preventing a fatality (VPF) are used such that all consequences are expressed in monetary values. The following categories are taken as the possible consequences of a damaged ship:

- Loss of cargo
- Loss of fuel
- Damaged machinery
- Steel damage
- Loss of life
- Total ship loss

The loss of cargo, loss of fuel, damaged machinery and steel damage are considered for the damages where the ship remains afloat. If the damage leads to a total shiploss, these categories
are incorporated in the consequences of a total shiploss. The determination of the values of the consequences is done in section 2.3.

Concluding, in order to find the damage stability-related level of risk, the following steps have to be taken. If it is known that the ship is damaged, the events that have to be evaluated are the damage cases that can occur. Each damage case has a probability of occurrence and a probability of survival. The determination of the damage cases and the probabilities is described in section 2.2. It can be determined which damage cases lead to each of the categories of consequences. For each category, the risk per damage case is determined by multiplying the probability of occurrence with the consequences of that category. The total risk per category is the summation of the risk of that category per damage case. The overall damage stability-related level of risk is the summation of the risk per category.

For the transition towards an unmanned autonomous ship, the overall level of risk is reduced with the risk of loss of life, when it is assumed that the design remains unchanged. Since this lowers the overall level of risk, changes to the unmanned autonomous ship can be allowed. The changes should result in a change of the probability of occurrence for the remaining categories of consequences. This is further described at the end of section 2.2. The costs of the consequences are assumed to remain unchanged.

2.2. Probabilistic damage stability

The requirement concerning damage stability is called the required subdivision index (referred to as index R). The attained subdivision index of a ship (referred to as index A) has to be higher than index R. The definitions of index R and A are described in SOLAS (IMO, 1980).

The index A is a property of the ship and can be considered as a total probability of survival, given that the ship is part of a collision (Papanikolaou & Eliopoulou, 2008). Thus it reflects the ships capability to survive a collision or contact that leads to damage to the hull. The index A is calculated by evaluating most of the possible damage cases that follow from collision or contact.

A damage case is a situation where one or more adjacent compartments are flooded. The length of the damage of a certain damage case corresponds to the overall length of the compartments under consideration. The height of the damage corresponds to the height of the bulkhead deck. The depth of the damage corresponds to the minimum depth of the compartments under consideration. The probability of occurrence of the damage cases is derived from a study by Lützen on ship collisions (Lützen, 2001). SOLAS prescribes a method to calculate the probability of occurrence for the specific damage case ($p_i$).

The flooding of the compartments has an influence on the stability of the ship. The new stability properties are used to calculate a probability of survival for the specific damage case ($s_i$). Together with the probability of occurrence, this number is used to calculate index A.

\[ A = \sum_i p_i \times s_i \]

The ship is considered in three loading conditions. The deepest subdivision draught ($d_s$) is the waterline which corresponds to the Summer Load Line draught of the ship. The light service draught ($d_l$) is the service draught corresponding to the lightest anticipated loading and associated tankage, including such ballast as may be necessary for stability and/or immersion. The partial subdivision draught ($d_p$) is the light service draught plus 60% of the difference between the light service draught and the deepest subdivision draught. The total index A consist of three partial indices ($A_s$, $A_p$, and $A_l$) corresponding with the three loading conditions as follows:

\[ A = 0.4A_s + 0.4A_p + 0.2A_l \]

Subsequently, the index A has to be higher than the prescribed index R. If the length of the ship ($L_s$) is over 100 meters, the index R is defined as:

\[ R = R_0 = 1 - \frac{128}{L_s + 152} \]

If the length of the ship is less than 100 meter but greater than 80 meter, the index R is defined as:

\[ R = 1 - \frac{1}{1 + \frac{L_s}{100} \times \frac{R_0}{1 - R_0}} \]

If a ship is shorter than 80 meter, there is no requirement concerning its subdivision index.
The method of finding the probability of occurrence and the probability of survival for the damage cases is used in the risk analysis as described in section 2.1. A lower index $R$ for a ship of a certain type and size gives the possibility to reduce the index $A$. If the index $A$ changes, the probability of occurrence and the probability of survival of the damage cases also change. Subsequently the overall level of risk of the ship also changes.

Within the approach that is described in this article, it will be assumed that all probabilities will change with the same rate. The rate is defined as $\frac{A_u}{A_m}$, where $A_m$ is the index $A$ of the manned ship under consideration and $A_u$ is the index of the unmanned autonomous ship, of the same type and size, that results in the same level of risk. By using a solver the value of $A_u$ can be found. The differences between $A_m$ and $A_u$ is the allowable change in the index $R$ for the considered ship of a certain type and size.

Small reductions of the index $A$ can be realised by reducing the minimum GM the ship is allowed to sail with or by reducing the number of tanks in the ship. These changes can already lead to more transport efficiency. Even more transport efficiency can be realised if larger reductions of the index $A$ are allowed.

2.3. Determination of consequences

As was mentioned before, the consequences for a damaged ship depend on the damage case that occurs. For any damage case, if the ship remains afloat, the consequences are a combination of one or more of the following categories: loss of cargo, loss of fuel, damaged machinery and steel damage. If the ship sinks, these consequences will occur as well and they are incorporated in the costs of a total ship loss. The loss of life is evaluated separately.

2.3.1 Loss of cargo

The loss of cargo will occur when a cargo hold is penetrated and the ship remains afloat. The loss of cargo when the ship is lost is incorporated in the consequences of a total shiploss. The risk of losing cargo is calculated by establishing the damage cases that lead to the penetration of a cargo hold, while the ship remains afloat. The risk per damage case is the probability that the damage case occurs multiplied with the costs of the loss of cargo. The total risk of losing cargo is a summation of the risk of all the relevant damage cases.

The worst case scenario is evaluated, where it is assumed that all cargo in and above a penetrated cargo hold is considered to be lost. Different types of cargos lead to different cargo values. E.g. containers are much more valuable than dry bulk. The most transported dry bulk by ship are coal, iron ore and grain, accounting for nearly two thirds of the dry bulk trade (Chen, 2017). Of these three commodities the most valuable is grain. Its current value is €185 per tonne, which is about three times higher than the value of coal and iron ore (“Wheat vs Coal,” 2019; “Wheat vs Iron Ore,” 2019). The average value (€40,000 (IHS Markit, 2017)) and maximum weight (24 tonnes) of a TEU would lead to a minimum value of around €1,600 per tonne.

For the purpose of this risk analysis, it will conservatively be assumed that the ship will transport containers. The maximum number of containers a ship can transport will be used as the amount of cargo on board. The value per TEU will be taken as €40,000 (IHS Markit, 2017). In partial loading conditions, 60% of the capacity of each cargo hold is used.

2.3.2 Loss of fuel

If a fuel tank is penetrated, the fuel will flow out and that would be a threat to the environment. The fuel would need to be cleaned up, which will include costs. The risk of losing fuel is calculated by establishing the damage cases that lead to the penetration of a fuel tank, while the ship remains afloat. The risk per damage case is the probability that the damage case occurs multiplied by the costs of the loss of fuel. The total risk of losing fuel is a summation of the risk of all the relevant damage cases.

The costs of losing fuel are estimated using the size of the spill by $€37,819 * V^{0.7233}$ (IMO, 2018b). The value of the fuel that is lost is much lower than the clean-up costs and is incorporated in the uncertainty of the actual value of the clean-up costs. As will be discussed in section 3, the sensitivity of the result to the loss of fuel is low. Therefore a more accurate estimation is not
needed. If the damage case will cause the ship to sink, the clean-up costs are incorporated in the costs of a total ship loss.

2.3.3 Damaged machinery

When the engine room is penetrated, while the ship remains afloat, the machinery will be damaged. The risk of damaged machinery is calculated by establishing the damage cases that lead to the penetration of the engine room, while the ship remains afloat. The risk per damage case is the probability that the damage case occurs multiplied by the costs of damaged machinery. The total risk of damaged machinery is a summation of the risk of all the relevant damage cases.

The cost estimation of the damaged machinery is based on the costs of a new drive train. Aalbers provides a cost estimation for the entire drive train of $4,200 \times P^{0.75}$, with $P$ the installed power (Aalbers, n.d.). As will be discussed in section 3, the sensitivity of the result to damaged machinery is low. Therefore a more accurate estimation of the costs of damaged machinery is not needed and spills of polluting liquids such as lube oil or black water are not incorporated.

2.3.4 Steel damage

After a collision where the ship remains afloat, the damages to the ship will have to be repaired before the ship can be used again. Each damage case where the ship remains afloat will have steel damage as a consequence. Per damage case the risk of steel damage is calculated by multiplying the probability of the damage case with the relevant costs of the repairs. The total risk of steel damage is a summation of the risk of all the relevant damage cases.

In order to perform the repairs the ship would need to go into a dry-dock. Aalbers (Aalbers, n.d.) provides an estimation of the costs of dry-docking of 1-2% of the newbuilding price of the ship, while Hansen (Hansen, 2013) shows that the actual costs of dry-docking are often underestimated. Therefore, conservatively, the costs of dry-docking are estimated as 3% of the newbuilding price.

Next to the costs of dry-docking, the costs of repairs are estimated per meter of damage. The amount of steel per meter of ship length is estimated by dividing the ship’s steel weight by the ship length. The actual amount of steel that needs to be replaced depends on the penetration depth of the damage. If only the outer hull is damaged, it is assumed that this corresponds to $1/8$ of the cross-section. If the inner hull is damaged too, it is assumed that this corresponds to $1/4$ of the cross-section. By using material costs of €850 per tonne of steel (Aalbers, n.d.) and an estimation of 300 required man-hours per tonne of steel (Butler, 2013), the costs of the repairs per meter of damage are calculated as follows:

$\text{Cost}_{\text{repairs}} = 14,500 \times \frac{\text{steel weight}}{\text{ship length}} \times \left( \frac{1}{8} \text{ or } \frac{1}{4} \right)$

The total costs of steel damage per damage case is the costs of the dry-dock plus the costs of the repairs of the damage.

2.3.5 Loss of life

Crew members that are present on a ship that is part of a collision are subjected to the potential of losing life. The loss of life can be compared with other risks by using the VPF. The VPF is a value that represents society’s willingness to pay for small reductions of the probability of losing life. According to EMSA, the VPF is approximately €6.25 million per fatality (European Maritime Safety Agency, 2015b). The risk of losing life is calculated by multiplying the probability of losing life with the VPF.

In order to find the probability of losing life during a collision or contact, data on ship accidents from 2000 to 2012 is used (Eleftheria, Apostolos, & Markos, 2016). The data by Eleftheria et al. is a collection and overview of the data available on collisions and fatalities. From this data the statistical average loss of life per accident (SALL) can be derived for general cargo ships, bulk carriers and containerships. The SALL is determined by dividing the number of fatalities by the number of accidents (see Table 1).

As can be seen in Table 1, the SALL differs per ship type. This might be explained by the different average size of each ship type. Bulk carriers and containerships are generally much
larger than general cargo ships (Equasis, 2012), thus providing a safer environment for the crew in case of a collision. As will be described in section 2.4, the effect of removing crew on the total level of risk is expected to be largest for smaller ships. Therefore, the accident data of general cargo ships is used.

Table 1: Finding the statistical average loss of life during collision or contact for general cargo ships, bulk carriers and containerships.

<table>
<thead>
<tr>
<th></th>
<th>General Cargo</th>
<th>Bulk carrier</th>
<th>Containership</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fleet at risk</td>
<td>118,325</td>
<td>67,822</td>
<td>45,099</td>
</tr>
<tr>
<td>Collision or contact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per shipyear</td>
<td>7.471E-03</td>
<td>7.472E-03</td>
<td>9.383E-03</td>
</tr>
<tr>
<td>Total</td>
<td>884</td>
<td>507</td>
<td>423</td>
</tr>
<tr>
<td>Fatalities during collision or contact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per shipyear</td>
<td>1.881E-03</td>
<td>1.920E-04</td>
<td>8.870E-05</td>
</tr>
<tr>
<td>Total</td>
<td>223</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Statistical average loss of life</td>
<td>0.252</td>
<td>0.026</td>
<td>0.009</td>
</tr>
</tbody>
</table>

In the data by Eleftheria et al. (2016) there is no distinction between fatalities when the ship was lost or stayed afloat. The lack of data on this subject makes it impossible to determine the cause of the fatalities during collision or contact at this point. The SALL in Table 1 has been calculated with the assumption that fatalities occur evenly over all accidents. However, if the fatalities would only occur when the ship is lost this would have an impact on the analysis. The other extreme is when the fatalities only occur when the ship is not lost. In Table 2 the SALL for the three interpretations of the data is presented for general cargo ships. The impact of these interpretations on the result will be evaluated in section 3.

Table 2: The SALL for general cargo ships when the data is interpreted in three different ways.

<table>
<thead>
<tr>
<th></th>
<th>Fatalities occur evenly</th>
<th>Fatalities occur when ship is lost</th>
<th>Fatalities occur when ship is not lost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatalities</td>
<td>223</td>
<td>223</td>
<td>223</td>
</tr>
<tr>
<td>Ship accidents considered</td>
<td>884</td>
<td>82</td>
<td>802</td>
</tr>
<tr>
<td>Statistical average loss of life</td>
<td>0.252</td>
<td>2.720</td>
<td>0.278</td>
</tr>
<tr>
<td>Probability of occurrence of accidents</td>
<td>1</td>
<td>1 – A</td>
<td>A</td>
</tr>
</tbody>
</table>

Concluding, the risk of losing life is calculated by multiplying the SALL with the VPF. The VPF is taken as €6.25 million and the SALL as 0.252, corresponding to the accident data of general cargo ships where the fatalities occur evenly over all accidents.

2.3.6 Total ship loss

The risk associated with a total ship loss is calculated by multiplying the probability of a total ship loss (1 minus index A) with the costs of a total ship loss. The costs resemble the possible consequences if the ship remains afloat, but are represented by loss of cargo, loss of ship and wreck removal costs (including clean-up of any fuel spill). The costs related to the potential loss of life are incorporated in the category “loss of life”.

The value of the cargo on board of the ship will be lost and the calculations are the same as in section 2.3.1. Also, evidently, the ship is lost and the ship has a certain value as well. It is assumed that ships are depreciated over their entire lifetime towards their scrap value of a minimum of €190 per LDT (Jain, 2017). Since this is a study on the potential of losing the ship, it is assumed that on average ships are lost halfway their expected lifetime. Therefore, the value of the ship is taken as halfway its depreciation.

The wreck will have to be removed and cleaning of the environment will be necessary in order to prevent damage to the environment. The costs related to these activities are highly dependent on the circumstances of the accident. However, EMSA provides an estimate of one to three times the newbuilding price of the ship (European Maritime Safety Agency, 2015a). In this research, two times the newbuilding price will be taken as costs for wreck removal.
2.4. The ship

It is expected that the changes in the requirements concerning damage stability are largest for smaller ships. When the ship becomes larger, the size of the crew does increases with a lower rate compared to the amount of cargo, installed power or capital costs. Therefore, it is expected that the contribution of the crew to the overall level of risk is lower for larger ships than for smaller ships.

The method that is described in the previous paragraphs will be used to assess a 4,000 ton deadweight general cargo ship. All the particulars that are needed to determine the consequences of any damage case are presented in Table 3. The ship has one cargo hold. The engine room is located in the aft part of the ship. The ship has three fuel tanks, of which one is located next to the engine room on portside. The other two are located in the double hull in the middle of the ship.

Table 3: The particulars of the ship that is evaluated in this article.

<table>
<thead>
<tr>
<th>Ship type</th>
<th>General cargo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>89.9 m</td>
</tr>
<tr>
<td>Lightweight</td>
<td>1503 t</td>
</tr>
<tr>
<td>Steel weight</td>
<td>1020 t</td>
</tr>
<tr>
<td>DWT</td>
<td>4050 t</td>
</tr>
<tr>
<td>TEU</td>
<td>218</td>
</tr>
<tr>
<td>Crew</td>
<td>10</td>
</tr>
<tr>
<td>Installed power</td>
<td>1500 kW</td>
</tr>
<tr>
<td>Fuel oil</td>
<td>308 t</td>
</tr>
<tr>
<td>Newbuilding price</td>
<td>€7 million</td>
</tr>
<tr>
<td>Required subdivision index</td>
<td>0.444</td>
</tr>
<tr>
<td>Attained subdivision index</td>
<td>0.445</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION

The assessment of the ship described in section 2.4 leads to the risk profile of the ship as presented in Table 4. From this overview it can be seen that risk of a total ship loss is the main contributor to the damage stability-related overall level of risk. The risk of losing life also has a significant contribution. The remaining four categories, however, have a contribution of 1% or less. Thus even if these categories are underestimated with a factor two, the risk profile of the ship changes only little. The risk of losing cargo is even zero. The reason is that this ship has only one cargo hold. If the cargo hold is penetrated, the probability of survival is always zero. The contribution of the loss of cargo related to a total ship loss, however, is significant and will increase with the size of the ship. A more accurate estimation of the costs of loss of fuel, damaged machinery and steel damage is not required.

Table 4: Overview of the risk profile of the ship under evaluation in its conventional form as a manned ship.

<table>
<thead>
<tr>
<th>Type</th>
<th>Risk</th>
<th>Probability</th>
<th>Contribution to the overall level of risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss of cargo</td>
<td>€ -</td>
<td>0</td>
<td>0.0%</td>
</tr>
<tr>
<td>Loss of fuel</td>
<td>€ 174,000</td>
<td>0.161</td>
<td>1.1%</td>
</tr>
<tr>
<td>Damaged machinery</td>
<td>€ 56,000</td>
<td>0.041</td>
<td>0.4%</td>
</tr>
<tr>
<td>Steel damage</td>
<td>€ 206,000</td>
<td>0.445</td>
<td>1.3%</td>
</tr>
<tr>
<td>Loss of life</td>
<td>€ 1,577,000</td>
<td>0.252</td>
<td>10.2%</td>
</tr>
<tr>
<td>Total ship loss</td>
<td>€ 13,479,000</td>
<td>0.555</td>
<td>87.0%</td>
</tr>
<tr>
<td>Overall level of risk</td>
<td>€ 15,491,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attained subdivision index</td>
<td>0.445</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using the approach described in this article, the risk profile of an unmanned autonomous ship of the same type and size is found. The results are presented in Table 5. As can be seen, the risk of total ship loss increases, since the probability on losing the ship increases when index A is reduced. The overall level of risk is mainly determined by the risk of a total ship loss. The unmanned autonomous ship should have an index A of 0.378 to be subjected to the same level of risk as the manned ship. This is a reduction of 0.067 or 15.2%.
Therefore, if the index R for the unmanned autonomous ship would be 0.378, it will be ensured that it will have equivalent safety compared to the manned ship.

Table 5: Overview of the risk profile of the ship under evaluation in its revised form as an unmanned ship.

<table>
<thead>
<tr>
<th>Type</th>
<th>Risk</th>
<th>Probability</th>
<th>Contribution to the overall level of risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss of cargo</td>
<td>€ -</td>
<td>0</td>
<td>0.0%</td>
</tr>
<tr>
<td>Loss of fuel</td>
<td>€ 148,000</td>
<td>0.137</td>
<td>1.0%</td>
</tr>
<tr>
<td>Damaged machinery</td>
<td>€ 47,000</td>
<td>0.035</td>
<td>0.3%</td>
</tr>
<tr>
<td>Steel damage</td>
<td>€ 175,000</td>
<td>0.378</td>
<td>1.1%</td>
</tr>
<tr>
<td>Loss of life</td>
<td>€ -</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total ship loss</td>
<td>€ 15,122,000</td>
<td>0.622</td>
<td>97.6%</td>
</tr>
<tr>
<td>Overall level of risk</td>
<td>€ 15,491,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attained subdivision index</td>
<td>0.378</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As described in section 2.3.5, uncertainties are present in the accident data and thus the risk of losing life. In Table 6 the resulting new index A of the unmanned autonomous ship is presented if the approach described in this article is used with different values for the risk of losing life. The results in Table 5 correspond to the results in the column ‘general cargo ship – fatalities occur evenly’ of Table 6.

The results in Table 6 show that the allowable change in the index varies significantly, depending on the cause of the fatalities. The results also show that the differences per ship type have a significant effect on the outcome. Therefore, further research to reduce the uncertainties is needed and are described in section 5.

Table 6: The allowable changes in required subdivision index for different interpretations of the accident data. The results under general cargo ship use different assumptions for the cause of fatalities. The result under containership assumes that fatalities occur evenly over all accidents.

<table>
<thead>
<tr>
<th></th>
<th>General cargo ship</th>
<th>Containership</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fatalities occur evenly</td>
<td>Fatalities occur when ship is lost</td>
</tr>
<tr>
<td>SALL</td>
<td>0.252</td>
<td>2.270</td>
</tr>
<tr>
<td>Risk of losing life</td>
<td>€ 1,577,000</td>
<td>€ 9,428,000</td>
</tr>
<tr>
<td>$A_{new}$</td>
<td>0.378</td>
<td>0.041</td>
</tr>
<tr>
<td>Change</td>
<td>-0.067</td>
<td>-0.404</td>
</tr>
<tr>
<td>%</td>
<td>-15.2%</td>
<td>-90.8%</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

The assessment of the 4,000 ton deadweight ship shows that the risks associated with a total ship loss and loss of life are the main contributors to the damage stability-related level of risk. Therefore, removing the crew reduces the overall level of risk significantly for autonomous ships.

Subsequently, based on equivalent safety, the required subdivision index can be lowered for unmanned autonomous ships. However, as can be seen in the results, the size of the reduction depends strongly on missing accident statistics concerning the loss of life. Further research to reduce these uncertainties is described in the recommendations.

Even small reductions of the required subdivision index might already lead to an increase in transport capacity by reducing the minimum GM the ship is allowed to sail with. For larger reductions in the required subdivision index this effect can be extended by a simpler and more efficient design.

5. RECOMMENDATIONS

There seems to be a discrepancy between the theoretical probability of survival and the probability of survival that can be derived from accident data. The theoretical probability of survival of a ship is equal to the attained subdivision index, which is lower than 0.7 for ships under 275
metres and thus for most ships. Therefore, it is expected that at least 30% of the accidents concerning collision or contact should lead to a total ship loss. From accident data it can be derived that only 10% or less of the accidents concerning sea going cargo ships lead to a total ship loss, depending on the type of ship. It should be further investigated why the theory differs from the reality. Therefore it is recommended to perform a study on cases of collision and contact. Within this study it should be derived what the theoretical probability of survival was after the ship was damaged. This should indicate whether all ships that should have been lost in theory actually were lost and whether all ships that should have survived in theory actually survived.

The accident data that is available suggests that the potential loss of life depends on the type of ship. The loss of lives is significantly lower for bulk carriers and container ships than for general cargo ships. This could be the cause of the average size of the ships in each category. General cargo ships are generally smaller than bulk carriers and container ships. Further investigation on the influence of the size of the ship on the potential loss of life is needed. It is, therefore, recommended to collect data on the size of the ships in the accident data and on what size of ship a fatality occurred.

Furthermore, the relation between the size of the crew and the risk of losing life is unknown. It is recommended to investigate if the casualties occurred incidentally over all accidents, regardless of the size of the crew, or if the risk of losing life is associated with the risk of losing the entire crew.

This research focusses on the events and consequences that assume that a ship is damaged as a result of collision or contact. The probability that a ship is part of a collision or contact is not taken into account. It may well be that the probability that a ship is part of a collision will change if the transition towards unmanned ships is made. If this probability increases, a higher survivability of the ship might be required. If this probability decreases, an even lower survivability might be required. It is recommended to further investigate how the probability that a ship is part of a collision will change for unmanned ships.
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ABSTRACT

With the increasing water transportation, the maritime management departments need to improve traffic service to meet the development needs of water transportation. Therefore, the quantitative expression of marine traffic situation has attracted attention of scholars. At present, there is no macro index to indicate the complexity of marine traffic situation. The work studied the complexity of marine traffic situation based on the theories of complex network and network dynamics. The ship was regarded as the vertex, and the relationship between the ships as the edge. Moreover, the topological characteristics such as degree, vertex strength, clustering coefficient and network structure entropy were used to statistically characterize the evolution of marine traffic situation. The actual scenario analysis was used to reveal the change of marine traffic situation. The results showed that the complex network can provide an intuitionistic and accessible metric to reflect the marine traffic situation.

Keywords: Marine traffic management; Marine traffic situation; Complex network; Topological characteristic.

1. INTRODUCTION

Marine traffic system is composed of static, dynamic, informative and organizational elements such as human, ship and navigation environment. The marine traffic situation consists of the macro and micro traffic behaviors and their evolution of the marine traffic objects (ships) in the system under the constraints of traffic environment and traffic management rules, reflecting the operation state and development trend of marine traffic system. The quantitative expression of situation provides an effective method for intelligent analysis to understand the complexity and operation characteristics of marine traffic system. In December 2004, the International Maritime Organization(IMO) required all vessels over 299GT to install an automatic identification system(AIS) transponder on board. Besides, the automatic identification system is mostly used in ship navigation, collision avoidance and so on [1-5]. With the increasing number of ships equipped with AIS, it has become a focus issue to make full use of ship AIS data for the research of marine traffic situation.

Recently, the navigation environment is becoming more and more complex, with the increasing risk of marine traffic. This also increases the requirements and challenges for traffic controllers and ship operators. Under a low complexity situation, the ship operators have enough time to resolve conflicts, and can minimize the disturbance under the premise of navigation safety. On the contrary, under a high complexity situation, ship operators will ignore some potential conflicts. Therefore, it is urgent to understand the marine traffic situation. When two or more ships are approaching, controllers and ship operators can take the corresponding solutions immediately. Hence, it is important to describe the between-ship relation and the difficulties brought by marine traffic situations to controllers and seaman [6].

The characterization of marine traffic situation based on traffic flow complexity is the core of situation awareness (SA). More ships and closer distance between them cause greater pressure
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for ship operators. So the traffic density is the most intuitionistic indicator reflecting marine traffic complexity. Besides the traffic density, the other traffic flow characteristics include ship speed, course, and the proportion of ship trajectory [7-9].

With the installation of equipments (Radar, Automatic Identification System(AIS), etc.), it is easier to obtain the traffic flow information. However, the massive data of traffic flow are not enough to help controllers or seaman understand the current marine traffic situation. In some cases, data redundancy leads to the wrong decisions made by maritime controllers or seamen. Thus, some researchers focus on finding the relationship between the traffic flow characteristics and marine traffic situation by traffic statistics. The average speed, quantity of traffic flow, traffic distribution, types of ship, etc. are treated as the basic features of the traffic system [10-12].

Some researchers focus on the relationship between statistical parameters of traffic flow and traffic situation, showing the long-term traffic situation [13, 14]. Some other scholars build the simulation models based on historical data to study traffic situation [15-17]. Recently, some researchers use the machine learning for situational awareness [18-23]. They do not pay attention to the real-time marine traffic situation. Therefore, the complexity of marine traffic situation should be studied from the perspective of complex systems. With the developed mathematical description of marine traffic situation, the factors of traffic density and traffic conflict are used to describe the relationship between two ships [6]. However, in the complex traffic systems, along with the increase ships and the decreasing ship distance, the complexity of multi-ship is increasing with non-linear relationship. It is unreasonable to superimpose the complexities of all ships.

The above research studies the complexity of marine traffic situation from different perspectives, but ignores the between-ship proximity from the perspective of structure. In fact, the structure of marine traffic provides a lot of information among two or more ships. At different times, the marine traffic system shows different structures.

In order to research the structure of marine traffic situations, the complex network theory were introduced to describe the marine traffic situation, establishing the weighted network models corresponding to marine traffic situations at different points in time. From a systematic perspective, the structural properties of marine traffic situations were investigated based on AIS data.

The contributions of the work are as follows. First, the proposed concept of marine traffic situation structure provides a new approach to describe the marine traffic situation from the cognitive perspective. Secondly, the marine traffic is extracted into a complex network to analyze the topological characteristics based on the complex network of marine traffic situation. The dynamic changes of complex network reflects the complexity of marine traffic situation and its evolution process.

The rest of the work is organized as follows. In Section 2, we introduce the complex network theory, and weighted the complex network model of marine traffic situation. Section 3 calibrates the analysis of topological characteristics in the weighted complex network of marine traffic situation. Moreover, we analyze the marine traffic network from vertex strength, connection rate, network density and network structure entropy. In section 4, the conclusions are addressed.

2. COMPLEX NETWORK OF MARINE TRAFFIC SITUATION

2.1. Complex network theory

Complex networks can describe the complex problems in natural science, social science, management science and engineering technology. It takes the mathematics, statistical physics, computer science and other sciences as analysis tools, and the complex systems as research objectives. Complex network is a method for extraction and description of complex systems, which highlights the topological characteristics of system structures [24-26]. In real life, complex systems can be described by the complex networks, such as communication networks, social networks and transport networks. Generally, any complex system containing abundant component units can be regarded as a complex network when the component units are interrelated.

Complex network is a research object based on graph theories. A graph \( G \) is the ordered pair \( (V(G), E(G)) \) consisting of a node set \( V(G) \) and edge set \( E(G) \), disjoint from \( V(G) \), of edges, together with an incidence function \( \psi_g \) that associates with each edge of \( G \) an unordered pair of
(not necessarily distinct) vertices of \( G \). If \( e \) is an edge, \( u \) and \( v \) are vertices such that 
\[ \psi_G(e) = \{u, v\}, \]
then \( e \) joins \( u \) and \( v \), and the vertices \( u \) and \( v \) are the ends of \( e \). We denote the numbers of vertices and edges in \( G \) by \( v(G) \) and \( e(G) \), which are called the order and size of \( G \), respectively.

Essentially, a marine traffic system is a complex system from the perspective of complex networks. With ship regarded as node, the work expressed the relationship between ships as undirected edge, and then established a corresponding complex network describing marine traffic situation. With the movement of ships, the complex network of marine traffic situation constantly changed. Therefore, the dynamic change of network parameters reflects the change of marine traffic situation in an area.

### 2.2. Connection method in marine traffic situation network

As a complex system, the structure of marine traffic, as well as the complex relationship within the system, has always been the focus. In many cases, controllers need to perceive the marine traffic situation in an area. Therefore, it is necessary to express the macro situation of marine traffic in an area from supervision. The macro situation of marine traffic describes the operation state of marine traffic system at macro level, reflecting the overall condition and evolution trend of the behavior characteristics and interaction of elements in marine traffic system.

In the actual navigation of ships, when there is no trend of convergence between ships, the distance between ships is still very short; however, when the complexity between ships greatly reduces, the complex relationship between two ships can be ignored. The convergence/divergence relationship between ships is judged by calculating the approaching rate when the complex network of marine traffic situation is constructed. It is to determine whether the two ships are connected or not. The approaching rate reflects the approaching effect of ships from time dimension. The degrees of convergence and divergence of ships are defined as the approaching rates between ships, which is expressed by the projection of the relative velocities of two ships at relative distances.

\[
R_{ij} = \frac{\bar{D}_{ij} \cdot \bar{V}_{ij}}{\|\bar{D}_{ij}\|} = \|\bar{V}_{ij}\| \cos(D_{ij}, \bar{V}_{ij})
\]

(1)

where \( \bar{D}_{ij}, \bar{V}_{ij} \) are the relative distances and velocities of the two ships, respectively.

Figure 1 shows the construction process of complex marine traffic network. If the approaching rate is greater than or equal to 0, it means that the two ships are sailing in parallel or in a divergence trend. In such cases, the relationship between the two ships is not considered, and there is no connection between the two ships. If the approaching rate is less than 0, it indicates that there is a convergence trend between ships. At this time, the complexity between two ships is calculated as the weight of the edges in the complex network of marine traffic situation.

![Figure 1 Construction process of complex marine traffic network](image-url)
2.3. Method of calculating edge weight

In our previous studies on the complexity of marine traffic flow, ships are usually regarded as the most basic traffic unit. Velocity, course and position of ships are important parameters affecting the marine traffic complexity, and the complexity between ships can be calculated by them. In the work, the method of calculating the complexity of marine traffic flow in our previous study was used to calculate the complexity between two ships[6], and the complexity is mapped to the weight of the edges in the complex network of marine traffic situation.

Figure 2 shows three marine traffic situations with different structures. The red node represents ship; edge the relationship between ships; w the edge weight. In Figure 2(a), three ships under the situation shows a disperse trend, so they do not influence each other. In Figure 2(b), three ships shows a converge trend, without influencing each other in different ways. At this time, the situation is more complex.

As shown in Figure 2(c), there are only two ships in a converge trend, to which controllers should pay more attention. The between-ship complexity in Figure 2(c) is relatively low. Although there is the same distance between ships and the same density in the three traffic situations in Figure 2, the complexity for controller and mariner differs. In the current study, the analysis of structure in marine traffic situation is highly deficient.

![Figure 2 Different marine traffic situations from network structure](image)

3. MARINE TRAFFIC SITUATION COMPLEX NETWORK TOPOLOGICAL CHARACTERISTICS

3.1. Research data

Taking the Zhenjiang Dagang section of the Yangtze River as the research object, the work selected the ship AIS data from 00:00-23:59 on 13 June, 2018 in this area to analyze the complex network of marine traffic situation. In order to reduce the computational complexity, the sampling interval was set to 10 minutes.

Firstly, we removed the data of ship length and width not conforming to the actual situation and ship position abnormality, speed abnormality, and course abnormality from experimental data set. Then the ship AIS data in research area was interpolated every second. Traffic separation scheme was adopted in Zhenjiang Dagang section of the Yangtze River. In order to analyze the differences of marine traffic situation between upstream and downstream traffic, the waters of Zhenjiang Dagagn were divided into the upstream and downstream areas.

\[ A = \{ \text{Area1, Area2} \} \]

Area 1 is the upstream area, and area 2 the downstream area (See Figure 3). Figure 4 shows the change of traffic volume in two areas.
3.2. Complexity of marine traffic situation

The work was to propose an index to describe the complexity of marine traffic situation based on the topological characteristics of complex network. Firstly, two concepts are introduced—degree and vertex strength. Degree is a very important parameter in complex networks. \( N \) is defined as the number of nodes in a network, and the degree \( k_i \) of node \( n_i \) as the number of edges connected to node \( n_i \). In the complex network of marine traffic situation, the degree of nodes represents the number of ships associated with a ship. The larger nodal degree means more ships having close relationship with the vessel, which causes the larger possibility of conflicts.

Figure 2(c) is a typical scenario, ships 2 and 3 are convergent, and ship 1 is on the contrary. Thus in Figure 2(c), \( k_1 = 0 \), and \( k_2 = k_3 = 1 \). In the complex network theory, the vertex strength is defined as the sum of edge weights associated with a node.

In most studies, the complexity of marine traffic situation is defined as the number of ship in unit area, and the larger number indicates the higher complexity. Although the method is simple and applicable, it cannot differentiate the marine traffic situation with the same number of ships.

The work used the vertex strength to evaluate the complexity of marine traffic situation in an area. The complexity was defined as the sum of vertex strength of all nodes in a marine traffic situation network, and reflected the average number of conflicts of nodes in the network. The concrete calculating methods are as follows.

\[
S_i = \sum_{j=1}^{N} W_{ij}
\]  

(2)
where $S_i$ is the vertex strength of node $n_i$; $w_{ij}$ the weight of the edge between nodes $n_i$ and $n_j$; $U_i$ the unit weight of node $n_i$; $M$ the sum of all node unit weight of all nodes, reflecting the macro situation value in an area.

In the complexity of marine traffic situation in specified area was evaluated using the sum of unit weight of all nodes in a marine traffic situation network, reflecting the average number of conflicts of nodes in the network. In marine traffic, the larger number of ships indicates the smaller average distance between ship and the higher conflict probability. Figure 5 shows the curve of the situation complexity with time.

![Figure 5 Change of the situation complexity in specified area.](image)

In Figure 5, the situation complexity in area 1 is obviously more than that in area 2. In Figure 4, the traffic volume of area 1 is obviously more than that of area 2. There are similar change trend for the complexities of marine traffic situation in the two areas and the traffic volume, which can reflect the relationship between them. In general, the complexity of marine traffic situation increases with the number of ships, which proves the calculation model in the work.

However, there are differences between traffic situation complexity and traffic volume. In some cases, the influence of the number of ships on the complexity of marine traffic situation is different, and the situation complexity and traffic volume are not necessarily positively correlated. Figure 6 shows the relation between situation complexity and traffic volume.

In Figure 7, from the 9th to 12th time slice, four representative scenarios in area 1 are selected to validate the proposed model in the work. In four scenarios, the number of ship in area 1 at the 11th time slice is the largest, with the largest corresponding situation complexity. However, at the 10th time slice, the number of ship is the smallest, and the marine traffic situation complexity is not. Moreover, the number of ships at the 8th time slice is equal to that at the 12th, but the corresponding traffic situation is different. We analyze this phenomenon from the perspective of complex network.

Figure 8 shows the complex network of marine traffic situation corresponding to the four scenarios. In Figure 9, the number of complex network edges is not positively correlated with the number of ships, but positively correlated with the complexity of marine traffic situation. This indicates that the potential conflict of ships affects the marine traffic situation as well as the number of ships.
Figure 6 Relation between situation complexity and traffic volume

Figure 7 Actual scenarios selection in area1

Figure 8 Network structure in four actual scenarios in area1
Figure 9 Degree distribution in four actual scenarios in area 1

Figure 10 Vertex strength distribution in four actual scenarios in area 1

Figure 9 shows the degree distribution in four actual scenarios in area 1. When the situation complexity is low, the degree distribution of the network is in the power law distribution (See Figures 9(a) and (d)). This is because when the complexity of the area is low, most of the ships...
have fewer conflicts, and only a few ships are crucial. These crucial ships are the key nodes in the complex networks of marine traffic situation, while other ships are peripheral nodes.

When the situation complexity is high, the complex network of marine traffic situation has a uniform degree distribution (See Figures 9(b) and (c)). For the same reason, when the complexity of marine traffic situation increases, most ships are caught in a complex conflict situation, and the degree distribution of the complex network is more uniform. The distribution of vertex strength in Figure 11 has the same trend with degree distribution.

Four scenarios were analyzed to verify the rationality of the proposed model. The results of the work are in line with the actual situation. It can be concluded that traffic volume only represents the number of ships in specific area, rather than the relationship between ships. The macro situation complexity model proposed in the work reflects the change of complexity of marine traffic situation sensitively, and provides the theoretical support for marine traffic management.

3.3. Homogeneity of marine traffic situation

In the marine traffic system, the high density of ships in an area leads to the high probability of conflicts. Some ships are in low traffic density area, and the probability of conflict is low in the short term. In other words, different ships have different impacts on the marine traffic system because of their different motion states and traffic densities. It conforms to the essence of the marine traffic system as a non-linear system. From the perspective of complex networks, this phenomenon reflects the importance of different nodes in complex networks. Therefore, the work put forward the homogeneity of marine traffic situation, and the degree of homogeneity affected by ships in the region. The higher homogeneity of the situation means more uniform the marine traffic situation is affected by ships. The structure entropy of complex network is introduced as a macro index to measure the homogeneity of marine traffic situation. It can accurately reflect the structural differences of marine traffic situation in different time.

For the power law degree distribution of marine traffic situation networks, there are core nodes with a large number of connections and most peripheral nodes with a small number of connections (See Figures 8(a) and (d)). The importance of each node is different, which reflects the complex network of marine traffic situation is a non-homogeneous. In the complex network of marine traffic situation, the importance of nodes is defined as

\[ I_i = \frac{k_i}{\sum_{j=1}^{N} k_j} \quad (6) \]

Without considering \( k=0 \), the network structure entropy is defined as

\[ E = -\sum_{i=1}^{N} I_i \cdot \ln I_i \quad (7) \]

Figure 11 shows the change of the network structure entropy in areas 1 and 2. With a larger number of ships, the influence degrees of ships on the overall marine traffic situation are homogeneous. The structure entropy in area 1 is higher than that in area 2. Figure 12 shows the relation between structure entropy and situation complexity, and network structure entropy and situation complexity have strong correlation. To explain this phenomenon, four scenarios in Section 3.2 are selected (See Figure 13).
The complex networks at the 9th and 12th time slices in area 1 only have few core nodes, so the situation complexity (non-homogeneous) of area 1 is greatly affected by a few ships. This phenomenon can be explained by the clustering coefficient of the node in network. The definition of clustering coefficient is as follows.

\[ C_i = \frac{E_i}{C_{k_i}} \]  

(8)
where $C_i$ is the clustering coefficient of node $v_i$; $E_i$ the actual number of edges in $v_i$’s $k_i$ neighbour nodes; $C_k^{ik}$ the number of all possible edges.

Figure 14 Clustering coefficient distribution in four actual scenarios in area 1

The clustering coefficient distribution in Figures 14(a) and (d) is obviously uneven. The proportion of nodes is smaller with higher clustering coefficient. The clustering coefficient distribution in Figures 14(b) and (c) is uniform, and the proportion of high clustering coefficients is large. This proves that most nodes are in a highly connected situation, and the complexity of marine traffic situation is non-homogeneous. In practical application, the homogeneity of situation can sensibly reflect the differences of situation structure of marine traffic system. Managers can quickly form situational awareness according to different situations and take corresponding management countermeasures.

4. CONCLUSION

In the work, the complex network theory was introduced to map the complex relationship between multiple ships into the complex network, with the complex network of marine traffic situation established. The sum of unit weights of all nodes was used to indicate the complexity of marine traffic situation. The concept of homogeneity of marine traffic situation was put forward, with the homogeneity of marine traffic situation reflected by network structure entropy. The composition of marine traffic system and the evolution of system state were explained in principle. Finally, using ship AIS data in Zhenjiang Dagang waters, four examples were given to analyze the complex network model of marine traffic situation. The model of marine traffic situation based on complex network considered the non-linear influence among multiple vessels rather than simply superimposing the situation values of single ship. It highlights the structural characteristics of marine traffic system, providing a new idea for expressing the situation of marine traffic.
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ABSTRACT

Trust, the firm belief in the reliability, truth, or ability of someone or something, underlies all social and economic relations and is central for the acceptance and adoption of autonomous vessels both by the maritime community and the general public. Trust requires explanations but is a much broader concept facilitating interaction among people and between people and technologies. Autonomous vessels are facilitated by artificial intelligence (AI), automating tasks previously performed by people, meaning that roles, responsibility, authority and decision making are delegated to data and algorithms. The need for trust, however, remains unchanged, but people become dependent as well as changed by these technologies. Simultaneously, multiple layers of interaction between people and technologies will likely continue to exist.

People need valid explanations and causal reasoning for trusting critical, surprising or unexpected behaviour or decision making, also in the context of autonomous vessels, as incorrect behaviours or decisions can quickly translate into critical consequences. Such trust also depends on technical assurance processes where we emphasize that explanations can and need to play a role as valid evidence. We argue that the current methods for explaining AI are insufficient in providing trust in autonomous vessels and are too narrowly framed towards developers of AI. With the multiple points of interaction between people and autonomy, we argue that it is urgent to identify and mature explanation methods suitable for all types of interactions during development, assurance or operation. Explanations should be adapted to roles and responsibilities, and aspects such as context, cognitive skills, alertness, contextual knowledge, and time available to act by the user. We propose four types of explanations to suit the developer, assurance, end-user, and external explanation needs, which must be mapped out before the design such that trustworthy, interacting autonomous vessels can emerge.

Keywords: Explainable AI; Autonomy; Trust; Human Machine Interaction, Assurance.

1. INTRODUCTION

Trust is central for the acceptance and adoption of autonomous vessels into the maritime domain. Trust underlies all social and economic relations and is the firm belief in the reliability, truth, or ability of someone or something. Trust requires explanations, but is a much broader concept, especially because trust facilitates interactions among people, and between people and technologies, an ability that makes trust such an asset. Trust in this context is not only the assurance of the technical safety or suitability of an autonomous vessel, but also the wider public trust and acceptance of such vessels.

AI plays a central role in autonomous vehicles; one can even consider AI and autonomy as synonymous given the deployment of AI in any transport system entails the transfer of decision making from humans to algorithms. This challenges the established technical trust mechanisms, especially the assurance mechanisms to which all vehicles are subjected to demonstrate their design and operations are fit for purpose. We define assurance as a structured collection of arguments supported by suitable evidence demonstrating that a system is fit for purpose. This
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means that from an assurance perspective, explanations need to become evidence, and as such subject to stringent standards of suitability.

With the increasing interest in and use of AI, the need for explaining the decision-making performed by algorithms emerges as a key research field and is even implicitly and explicitly demanded in some regulations, e.g. the EU GDPR regulations makes references to “the right ... to obtain an explanation of the decision reached” (EU GDPR.ORG, 2018). Another key topic in the AI debate is the Explainable AI program (XAI) (DARPA, 2017). This program states that along with the success in Machine Learning, there is need for machines to explain their decisions and actions to human users.

So far, explainability of AI has primarily been focused on the researcher and developer of AI applications. There is little work asking what types of explainability will be required in the context of providing assurance. Also, there has been little attention to the role explainability can have in relation to a human user or to any other human agent affected by the deployment of AI in society, such as for example autonomous vehicles.

To enable trustworthy autonomous vehicles, it is therefore important to develop suitable explainability methods for these extended needs. In this paper we provide insights and examples to establish an extended notion of explainability within the context of the assurance, operation and interaction with AI enabled autonomous vessels, exemplified in the form of an autonomous small ferry.

The Paper is organized as follows: Section 2 establishes the background information around autonomous vehicles, AI and explainable AI, the role of trust, and the use-case of an autonomous ferry. Section 3 explores and discusses the role and need of explanations both in the context of the operation of an autonomous ferry (3.1), and in the context of assurance (3.2). Section 4 presents the main conclusions and discusses some lines of potential future research needs.

2. BACKGROUND

2.1. Autonomy and human interaction

We claim that autonomous vehicles too often are envisaged as disconnected from human interaction. However, it is in fact not possible to conceive any technology without human beings as creators or as users as well as impacted by them given autonomous vehicles increasingly are operating in public spaces. Autonomous vehicles always need to be designed to a certain operational design domain (ODD) (SAE International, 2018a), implicitly meaning there are certain built-in limitations to its abilities. If the operational situation exceeds the ODD or the ability is not sufficient, the vehicle must perform certain safety actions or handover control to human beings. Thus, multiple layers of interaction between human beings and machines will continue to exist.

Fully autonomous vehicles will most likely take some time and semi-autonomous concepts are at the present stage most relevant to consider. Several car manufacturers seem to experience concern and challenges related to Society of Automobile Engineers (SAE) level 3 of driving (SAE International, 2018b), where the car normally drives automatically, but the driver is expected to take over when requested by the automation. This handover is seen as hard to solve in a safe manner and puts high demands on the situational information presented to the driver, as well as the alertness and ability of the driver to immediately control the situation. It is not possible to envision the safety of a semi-autonomous system without looking into the requirements and conditions of the controller or co-agent of that autonomous system, in this case the driver. In fact, what autonomy is currently leading towards is distributed agency between humans and machines (Rammert, 2012). This case pinpoints the paradox that with increased automation follows the need for increased focus on human-machine interaction and co-behaviour. (Rahwan, et al., 2019) and (Parasuraman, Sheridan, & Wickens, 2000). (Parasuraman, Sheridan, & Wickens, 2000) have developed models for types and levels of human interaction with automation which in our view is suitable for a more objective analysis of human-machine interactions in the context of assurance. This model is also discussed and used further in a recently published guideline for the assurance of remote-controlled and autonomous ships (DNV GL, 2018).

A key issue with autonomy is that autonomous vehicles need to hand over control to humans at some point. At the instant an autonomous vehicle is not capable of handling an operative
situation, there is need for handover to human control, regardless of whether this has been considered and designed. Similarly, for remotely controlled vehicles, in case of substantial loss of communication or when the remote-control capability is insufficient, an autonomous function will need to step in and control the situation (again, regardless of whether this has been considered and designed). Both these points can be summarized in a short conclusion; human intervention will always need to be a fallback for autonomous control, autonomous control will always need to be a fallback for human (remote) control, and this distributed agency or dual control requires trust between humans and machines.

2.2. AI and explainability in the context of autonomous vehicles

Presently, the advances in self-driving cars would not have been made possible especially without the breakthroughs in AI in the field of machine learning (ML), especially artificial neural networks (ANN) and computer vision technologies for sensing and analysing traffic situations. Such ML is trained on known and selected data-sets, called data-driven and supervised ML before being deployed into operation. AI has become a major enabler and a critical part of self-driving capabilities. The advances in AI based planning functions, e.g. in the field of reinforcement learning, make it possible that AI in the near future will become an even more central part of autonomous systems. AI in our context is mostly related to ML and applied to automate human tasks in operating a vehicle. We argue that it is important for the emerging field of explainable AI to explore explainability in the context of autonomous vehicles. For people interacting with autonomous vehicles, it does not matter what technology is used to achieve autonomy; the same human needs for explanation in the interactions are needed.

2.3. Explainable AI

The motivation for explainable AI (XAI) is multi-fold; detecting bias and spurious correlations and ensuring fairness and safety are some of the most frequently mentioned. In this paper, we assume that an explanation can be evaluated according to its interpretability and its completeness (Gilpin, et al., 2018).

There are in general two approaches in making models explainable: designing models to be explainable by nature or applying techniques for interpretation after the output (post-hoc). The explanations can be divided into two different types (Gilpin, et al., 2018). The first type is explanations of processing where one tracks inputs to outputs, e.g., by answering the question: “Why does this particular input lead to that particular output?”. This can be considered more of a black box method that does not need access to the internals of the AI. The second type is explanations of representation, e.g., answering the question: “What information does the network contain?” (Gilpin, et al., 2018). This latter method needs some access to the internals of the AI and can be considered more of a white or grey box method. These different approaches and methods mean that the need for explainability should be mapped out before a system is designed, but this also means that the explanation is different for someone who is an end-user, a developer, or an external affected or forced to interact with an autonomous system (e.g. people external to the ferry, its passengers, operators or end-users). We assume that any explanation is directed towards a human user, regardless of what type.

With these assumptions in mind, we argue that the following should be taken into consideration during the mapping of explanations:

- **User needs.** To what end does the explanation serve? Lipton (Lipton, 2017) argues that AI professionals should be better at determining what the stakeholders want regarding interpretability, when for example, making appealing visualizations or claiming interpretability. This means one needs to understand who the users are as well as their needs.

- **Explanation strategies, cognitive bias and ability.** To meet the user needs, how interpretable and how complete does the explanation need to be? One should pay attention to making explanations user friendly, while controlling the risk of making them too persuasive (Herman, 2017) or entering conflict with our original goal of achieving understanding and trust. This balance will depend on the user’s ability to understand the
model from which the explanation is generated. Thus, understanding user needs remains a fundamental first step.

- **Real-time vs. post-process.** Should the explanation be given in real time or generated retrospectively. Computational costs can limit the possible explanations in real-time.

- **Interpretability vs performance.** There might be trade-offs between interpretability and performance, e.g. a more complex model could perform better than a more interpretable model.

Considering that computer vision is an important part of autonomous vehicles and that modern computer vision models are convolutional neural networks, which are not explainable by design, we will assume that explanations for autonomous vessels to a large degree will consist of interpreting the decisions made by or based on ANNs. Various techniques for interpretations have been developed, such as Gradient-weighted Class Activation Mapping (Grad-CAM) (Selvaraju, et al., 2017), LIME (Ribeiro, Singh, & Guestrin, 2016) and SHAP (Lundberg & Lee, 2017). Such techniques can help us getting insight into how the ANN works and detect spurious correlations, which can be useful for a developer, but perhaps not so much for an end-user.

Figure 1: Results from applying Grad-CAM (Selvaraju, et al., 2017) to an ANN classifier for cats and dogs. This technique uses information about the model weights to illustrate which regions of the image that contributed to the decision.

It can be worth considering techniques that do not attempt to interpret the models, but rather act as an interface between the model and the end-user in real applications. In the use case described in 2.5 and discussed in 3.1, the user responsible for the remote monitoring will benefit from receiving explanations of predictions of the operative environment and the planned behaviour made by the autonomous ferry. This can allow the operator to correct the ferry in case of wrong predictions or decisions. Such methods may be outside the scope of the original XAI program (DARPA, 2017), but can give valuable explanations in the context of autonomous vehicles.

2.4. Trust

Trust is central for the acceptance and adoption of any technology, and it has both an intrinsic and an instrumental value. Trust is the firm belief in the reliability, truth, or ability of someone or something. As such, it has intrinsic value in any context as it underlies all social and economic relations. Clearly, for autonomous vessels to be deployed, a wide societal trust in those vessels is needed, otherwise their deployment will be compromised. But trust also has a critical instrumental value, as it acts as a facilitator of interactions among people. Consider for example the role trust has in contractual obligations: if all parties trust that the other parties will meet their duties, this prevents unnecessary controls and overhead in all steps of the contractual process. It is this second type of value, the instrumental value, that is of critical importance in the context of autonomous vessels, which are complex cyber-physical systems formed by interactions between people and technology.
The facilitation role of trust must go beyond trust among people, to include trust between people and technologies, facilitating relations among the members of a system. In the case of autonomous vessels, the system is formed both by people, technologies, and by artificial agents, algorithms with the capability to make decisions. Taddeo names these complex, intelligent systems as a hybrid system (Taddeo, 2017). When we delegate to digital technologies cognitive tasks that were earlier performed by humans, trusting them may be seen as a question of three dimensions that emerge in the interface between intelligent technologies and trust (Taddeo, 2017):

- General trust in the nature of technology,
- Trust in digital environments,
- The relation between trust, technology and design.

Taddeo’s categorization fits well with autonomous vessels which are formed by different kinds of technologies, including intelligent ones. Explainable AI will be one important element in this system but will cover only the third sense of trust, in relation to technological design.

As outlined in 2.3, we evaluate explainability according to its interpretability and its completeness. Bias, transparency, robustness, reliability, lineage, trust in data and trust in models are at the centre of attention within explainable AI. Most of these issues are questions related to the trust and facilitation role of trust in the processes of technological design. The expected end result is an AI application that is transparent, able to be understood by humans, and able to explain how it has made a decision or prediction. However, trusting an autonomous system is something different, with more layers of complexity and of a broader nature. Yes, we will need to have trust in the data, trust in the models that generate predictions, but one will need to trust not only the algorithms but also the contexts in which this algorithm operates (both technical and non-technical). This relates to the importance of user needs, and knowledge of how much interpretability is sufficient in specific contexts. In addition, we need a clear understanding of the impact the AI in question may have on the autonomy of human users. As we have indicated in 2.1, increased automation leads paradoxically to an increased attention to human-machine interactions and co-behaviour, giving changes in the behaviour of the system affecting humans, and changes in human behaviour affecting machines (Rahwan, et al., 2019).

In short, to build trustworthy and explainable autonomous vessels, a perspective that looks only at the technologies themselves, no matter how explainable those technologies are, is insufficient. We need to understand the context or wider system in which autonomous vessels are deployed. This wider system may include users’ perceptions and expectations, other agents, actors, structures, and relevant rules and regulations. Making the AI deployed in autonomous vessels explainable is important, but not enough to make it trustworthy.

Trustworthiness is also at the core of assurance. We often refer to third-party verification and certification as ‘assurance’. Assurance refers to the structured collection of arguments supported by validation of suitable evidence which provides the confidence that a product or process is fit for purpose, and that it complies with safety, environmental, or other technical requirements. The provision of assurance is always based on credible technical information or knowledge, often validated by independent actors, to comply with existing regulations.

2.5. The Case of an autonomous ferry

This paper makes use of a conceptual autonomous short distance passenger ferry case for further concept developments and discussions. Such small ferry concepts are low-cost alternatives for bridges, tunnels and manned ferries. Several different concepts are currently being developed. For example, cross disciplinary research has been established in Norway (NTNU, 2019). The concept in this paper is a small unmanned ferry capable of autonomously onboarding passengers, undocking, manoeuvring and navigating to another quay, docking and finally offboarding the passengers. Surrounding traffic is avoided by inclusion of a collision avoidance system. The ferry must be remotely monitored for halt of operation, maintenance purposes, etc. The concept is interesting, having many relevant end-users and different human interaction points, e.g. development, operation, security and maintenance, maritime traffic in the vicinity of the ferry, and not the least, the passengers in normal or even critical situations.
3. ROLE AND NEED OF EXPLANATIONS

3.1. Situational explanation needs

Explanations are a definite human need, but we might envision that also machines in the future can benefit from explanations, especially when explaining the future behaviour of interacting agents. When something in a situation or a context is important, critical, surprising, unexpected, or interesting, humans want explanations to understand, learn, and accept. Explanations are a guarantee for trust. Explanation needs often depend on the role, responsibility or consequences of something on people in a particular situation. The human ability to understand an explanation, i.e. to which degree an explanation is interpretable, is affected by the cognitive ability, alertness, contextual and tacit knowledge, the time available for interpreting the explanation, and of course the interpretability of the explanation itself.

Returning to our use case of an autonomous ferry, we can find different points of human interaction and need for explanations within the development and operation of the systems:

For the developer to understand or learn, or verify, improve or make the AI or autonomous system comply to requirements. This will typically require explanations that are relatively complete but harder to interpret. A truly complete understanding of the AI models can be out of reach, but by using best practices a developer should get a sufficient intuition on how the models work and what their weaknesses are. A full discussion on explanations in an assurance context is found in 3.2.

For externals like swimmers, kayakers, boats and vessels that are close to and interacting with the ferry to understand its intentions as early as possible. With autonomous and unmanned vehicles, the human to human communication that can inform if the vehicle has seen the swimmer or other vehicle and intends to act safely is lost and needs to be replaced with something new. An interesting example is the smiling car concept (Semcon, 2019), that tries to explain the intentions (stopping) of the car to detected pedestrians by showing a smile in the car front display to reassure that the pedestrians have been detected and the car intends to stop.

For remote operators monitoring the operation to obtain sufficient situational awareness and ability to predict the vessel’s behaviour in time to intervene if needed. This could include communicating to the operator what situational elements matters for the situational understanding, the current chosen planned path, the estimated and predicted path of other vessels, and more conventional information like the health status of critical system components. This is comparable to
the driver handover situation for self-driving cars at SAE Level 3. The ferry concept developers need a well-considered safety philosophy and careful consideration of the level of remote control or intervention needed both in normal and abnormal situations (DNV GL, 2018). The human intervention challenge is far from new and has generally followed the increased use of automation for decades (Parasuraman, Sheridan, & Wickens, 2000). We emphasize the need to carefully consider what information that explains the current decisions and status of the autonomous ferry effectively, such that the human remote operator can trust its ability to bring passengers safely across the water.

For passengers in a variety of journey phases or possible critical situations: (i) After boarding when the passengers have boarded and are waiting for undocking and start of crossing, the passengers would feel reassured to receive a signal or confirmation that the onboarding is safely finished, and the undocking/crossing can start. (ii) During crossing when the ferry navigates close to swimmers, kayakers, boats or vessels, or possibly large wildlife or other objects, passengers would want to know the intentions of the ferry. Is the ferry heading forward or planning to yield and let the traffic pass? Like the discussion for externals and remote operators above, a simple message could explain if the object is detected and if the ferry intends to yield or continue. (iii) During approach when the ferry approaches the destination quay and starts the docking phase. Like the situation with navigating close to objects or vessels, passengers would be reassured to receive a simple message that the quay is found, positioned and the ferry starts its docking procedure to safely dock. (iv) And finally in abnormal situations when the ferry experiences an abnormal situation, e.g. a critical system failure, unusual or unexpected environmental conditions or non-conforming nearby vessels, passengers will want to be informed even if this is not an obvious emergency. Normally, the safest place for passengers is onboard, unless the ferry is in danger of colliding, on fire, sinking, etc. Yet passengers will always want to know the exact situation. Explanations with the intention of informing what is going on should prevent panic and rather convey security and reassurance. Of course, this requires that the ferry or the remote operator detects the non-normal condition, and if this is not the case, it may be necessary to have some way for passengers to intervene and take control of the ferry, like an emergency stop button in an elevator. Such a situation is nevertheless not part of the field of explainable autonomy.

One can argue that using such a ferry is nothing more than an advanced elevator, but we are so familiar with elevators that we know e.g. that when the doors close, the elevator will soon move, that the elevator will not move until the doors close, that the doors will not open while moving between floors, and that the elevator will not fall down. The elevator industry is mature and have trustworthy systems, arrangements, regulations and organizations, but this maturity has developed over time. In addition, an elevator has an alarm button, presumably enabling those being transported to reach a human operator in case of an emergency. Time always leads to risk mitigation and risk acceptance, from which trust emerges. A new concept like autonomous ferries will not instantly earn the same level of trust as elevators, thus richer sets of explanations to assure the passengers that the ferry is controlling the steps and phases of the full journey correctly and safely are needed.

The above discussion of explanation needs gives us four different types of human interaction and associated explanations:

**Developer explanations** are for the researcher or developer on how the AI based systems work to understand and learn, or verify, improve or make the system comply to requirements. We claim that this has been the primary use of explainability so far. It is of course critical that the developer can trust that the systems work as intended and we support the developments in XAI towards this goal.

**Assurance explanations** are used in an assurance context, which will be discussed in 3.2 and which should be an important gap to fill for explainability of AI to become closer to the notion of Trustworthy AI. Assurance explanations need to be suitable as evidence in an external and independent assessment.

**End-user explanations** for end-users in an operative situation. This is not really a new problem, but rather one that generally has been around for decades. The new challenge is that the emerging AI technology is increasingly less interpretable or explainable than conventional software and used in increasingly more autonomous operative settings. We are unfamiliar both with the
technology and the contexts of the human-machine interaction. This is where the differences in user training and capabilities do matter; The end-users can be divided into different categories, some familiar and trained to interact or operate the system, like the remote operator in the use case above, but some not trained or familiar with the system at all, like the ferry passengers. These differences in the knowledge or cognitive skills pose a challenge when designing the systems to interact safely and securely with the different categories of end-users.

**External explanations** for externals to the ferry, its passengers, operators or end-users. One can argue these share traits with e.g. the ferry passengers, but we define them as a separate type. It is important to realize that one cannot expect externals to know or understand that the ferry is autonomous, compared to ferry passengers who will realize this either as soon as they enter the ferry or during the journey. We believe this is an important aspect differentiating explanations for end-users and externals.

Common for **developer** and **assurance** explanations is that the explanatory situations are not in real operating time, rather the explanations can be produced without tight time constraints. As discussed in 2.3, the explanation does not need to be produced in real-time, and post-processing is enough. Nevertheless, the computational cost (time) to produce the explanations is still a limiting factor.

Common for **end-user** and **external** explanations is that it is crucial to analyse the real-time interaction situations thoroughly and evaluate them based on aspects mentioned earlier, such as the end-user cognitive ability, the alertness and the time available to understand and act. One can base these analyses on work like (Parasuraman, Sheridan, & Wickens, 2000) and (DNV GL, 2018), but with the increasing use of autonomous systems in hybrid human-machine interaction contexts, we may realize this is a new and unexplored field (Rahwan, et al., 2019).

### 3.2. Explanation needs in an assurance context

In 3.1, **assurance explanations** were intended as evidence in assurance and will be discussed below. **Assurance** is a structured collection of arguments supported by suitable evidence demonstrating that a system is fit for purpose. In practice, assurance is often the systematic collection of evidence from two aspects of the system and its development, that is firstly evidence that the requirements for the development of a system are complete and relevant, both requirements for the development process as well as the system itself, and secondly evidence that the development process and the developed and operated system is according to these requirements. The evidence is collected and documented from various activities, using suitable tools and methods and with needed participants and roles with the proper independence from the development. Evidence is specific to these activities, tools and methods and can in general be quite diverse. When the collected evidence is considered valid and complete, the assured system is also considered trustworthy, i.e. creating the necessary trust. In the context of explainability, it is important to note that not all explanations have the properties to be considered valid evidence. We can therefore envisage that explanation of AI or autonomous systems can support the assurance process, only if explanations are sufficiently valid and suitable to become evidence. There is a need for further research beyond this paper on methods of explainability and their individual suitability as evidence in an assurance process.

With data-driven AI, like supervised ML, a data set is split and used to train and test a model respectively. The data and the testing is therefore at the core of the AI development. As we discussed in 2.3, explanation types were in general explanations of the **processing** or of the **representation** in the AI model (Gilpin, et al., 2018). For software in general, two types of testing are commonly used, being **white box** and **black box** testing. White box testing refers to software code review and analysis, requiring access to the source code, whereas black box testing uses the executable software code, requiring only access to its inputs and outputs. In the latter the software source code can be kept confidential. AI is software even though not as readable as conventional source code, and the same concepts of testing could be applied. Explanations of processing may be more relevantly used as black box testing methods since it does not need access to the internals of the AI. However, explanations of representation may be viewed more as a white box testing method where inner workings of the AI are explained. Any explanation method aims to
explain the AI models, the developed *product* and not the applied development *process* and we therefore argue that such explanations are mostly suitable as evidence related to the testing of AI models (both black and white box testing) and less relevant as evidence for quality or suitability of the development process.

The current methods for generating explanations of processing for ANNs, as mentioned in 2.4, are often limited to analysing how different parts of the inputs affect the activation of the individual layers in the ANN model, or more often the output of it. While this can give us some intuition on how the model behaves, it gives limited insights to the inner workings of it. Common types of ANNs are those who categorize (or classify) images based on their contents. Generating a map of areas in the image important for the model classification is a common type of explanation generated for this kind of network, and an explanation typical for explanations of *processing*. Generating a map that a user agrees with does not tell why the model identifies specific areas as important or if the user is likely to agree for other images. This unknown degree of generalization is a well-known, general problem for ANNs that extends to the explanations that can be generated from them. In an assurance context this restricts the use of explanations. We argue that because of the potential lack of generalization, explanations of processing must be used with a statistical approach to build confidence in the explanations.

The receiver of an explanation (the *explainee*) in an assurance context might have less knowledge and understanding of AI than a researcher or developer of AI, and his or her cognitive ability is thus lower. Therefore, assurance explanations need to be more interpretable than developer explanations. Simultaneously, the explanation needs to be highly correct such that it becomes valid assurance evidence. AI typically solves problems that are too complex to be solved with conventional software, so we assume that the AI solutions become complex. In order to be interpretable for humans, explanations need to reduce this complexity, but in doing so they risk removing important aspects of why the AI work and are hence less valid. Therefore, interpretability and validity (completeness) of explanations can be contradicting, and a potential challenge for assurance explanations. When considering if the explanation targets explanation of processing (black box testing) or explanation of representation (white box testing), we claim that explanations of processing are more interpretable by nature than explanations of representation, given that in general with black box methods, an understanding or knowledge of the inner workings of the black box is not needed. Still, explanation of processing often produces a separate simplified model to explain the black box and this model must of course be interpretable for the assurance explainee. In conclusion, as a general observation for explainability evidence for AI, the cognitive ability of the explainee is important to consider in order to ensure the minimum interpretability and efficiency of evidence. As a closing comment, evidence in an assurance context need to be sufficient, complete (e.g. statistically sound), valid and convincing. Even if explanations are interpretable and correct, they are not necessarily sufficient and complete in an assurance context.

Explainable AI is often discussed in relation to trust in AI, but as we have argued earlier, explanations are only a subset of trust. We believe it is more important to generate trust in the wider context of the operations of the autonomous vessels and not only in specific technical systems or solutions. Assurance of AI-based systems must instead of explanations be based primarily on testing. While conventional testing of systems aims to test over the range of possible scenarios or near the boundary conditions, AI-based systems are often implemented in such a way that the possible number of scenarios is near infinite, and with boundary conditions that are difficult to define in a high-dimensional space. This requires a different approach to testing. Intel, in collaboration with 10 industry leaders in automotive and autonomous driving technology, have published a framework (Wood, et al., 2019) for the design, development, verification and validation of safe automated passenger vehicles. This framework suggests a broader testing regime, including a statistical approach in a real-world setting, scenario-based testing, lifetime field monitoring and simulation. While this approach is time consuming and most likely expensive, we believe it is applicable and required for autonomous vessels.

4. CONCLUSIONS AND FUTURE WORK

In this paper we have argued that the topic of explainable AI needs to be unpacked in relation to both the users for whom the explanations are needed, and the different types of explanations required. We argue that explanation of processing and explanation of representation
are of different natures and play different roles. In addition, we argue that trustworthy AI in the context of autonomy is a broader concept than explainable AI. Trustworthiness depends on that the different users and the different types of explanations have been successfully matched. That is, it is not an a priori but rather a posteriori issue.

Human-machine interaction is a key feature of autonomous systems and a key topic to be addressed when exploring explainability in the context of autonomous vehicles. Interpretability and explainability methods are a part of this interaction but have so far focused on the research and development of AI. We argue there is a need for developing suitable methods for the assurance process, the end-users, and externals interacting or being affected by the AI. In this paper we have three specific users in mind: the users of the ferry, externals affected by the autonomous ferry, and assurance participants.

We have proposed different types of explanations and briefly discussed the needs for each type. Generally, end-users need real-time explanations that are interpretable and adapted to their cognitive abilities, alertness and available time to understand and act. In both an assurance context and during development, explanations should be as complete and valid as possible, and simultaneously they must be interpretable to the explainee. We argue that an understanding of the required level of interpretability and completeness of evidence is needed prior to the actual development of an autonomous system.

Explanation of processing, which maps inputs to outputs and treats the AI as a black box model, may be considered more relevant for assurance and more explainable by nature than explanation of representation, which treats the AI as a grey or white box model. However, the challenge in assurance is not the interpretability or explainability itself, but rather if the set of explanations combined can suffice as valid, complete and convincing assurance evidence. We have stated that this could be possible but will require dedicated methods and practices to be developed.

In order to be interpretable, explanations are often simplified compared to what they try to explain. This means they can be less correct or complete than the actual system and should be used with precaution in any situation requiring trust in the AI, either towards an end-user or in an assurance context.
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ABSTRACT

To date, academic research on intelligent shipping has explored risks associated with navigation solutions embedded on-board ships. Consequently, much less research focus has been drawn on understanding challenges associated with the utilisation of new technologies in the fairway and the infrastructure surrounding a ship operating as an autonomous system of systems. Intelligent fairway is a complex emerging concept and there are no standards and/or guidelines that describe considerations on risks, emerging technology features and what facilities should offer. This paper reviews some risks of relevance to remote pilotage in Rauma 12-meter conventional fairway based on industry best practices and accident statistics. It is concluded that the transformation from conventional to remote pilotage mainly relates to challenges related to de-risking and implementing technologies, as well as the need to develop modern risk management systems and unified regulations.
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1 INTRODUCTION

In today’s changing maritime world new new techniques change and/or improve the status quo of safe pilotage operations and surrounding fairway infrastructure. For example, developments in the accuracy of geographical positioning data, our ability to model in 3D the underwater profile of fairways, AtoN-buoys (Aids to Navigation), enhanced GPS positioning and environmental data services have opened new possibilities to surround vessels with improved safety information. Big data analytics could assist in terms of developing new generation decision support systems that help with real time management of risks in pilotage operations under remote or environmentally challenging conditions (e.g. high wind and sea state, low visibility, etc.).

However, intelligent system advances (e.g. dynamic under keel clearance management, bathymetry modelling, real time ice and sea state information, remotely controlled navigation, etc.), imply challenges resulting from their interplay with unchartered operational practices (Hollnagel, 2014). This is the reason why it is important to understand the risks associated with technologies of relevance and their impact on intelligent pilotage operations (Basnet et al., 2019).

An intelligent fairway aims to provide additional means of enhancing navigators and VTS (Vessel Traffic Service) operators’ situation awareness. Yet, there is no standard that would describe, what features a fairway should offer to be justified as “intelligent” or “smart” and what this means from an assurance perspective. This paper presents a review of emerging risk management considerations based on industry practices and accident statistics of direct relevance on the Rauma intelligent fairway. Special attention is attributed to short listing the factors that may influence the rational selection of risk assessment methods and future safety management systems.
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2 REMOTE PILOTAGE OPERATIONS

Remote pilotage places pilot ashore instead of a vessel bridge. To date, different forms of radar shore-based piloting has been conducted for decades for selected vessels in particular fairways under favourable environmental conditions. Piloting takes place in VTS operated waterways such as narrow lanes and congested waters where tolerance for error margins is minimal. In such scenarios recognising and managing human factor causation risks is critical (Grech et al., 2002 and Sandhåland, 2015). Endsley (1995) defines situation awareness as “the perception of information elements in the surrounding, comprehension of their meaning and projection of their future status”. This is supported by the idea that remote pilotage in a standard fairway is “an act carried out in a designated area by a pilot licensed from a position other than onboard the vessel concerned” (Hadley, 1999). In this sense, robust situational awareness requires “good practice”; i.e. good communication skills and robust feel of the vessel under inadequate radar images and/or lack of vessel movement data (Lappalainen et al., 2014). To minimise risks in navigation, over the years various technologies have been implemented in IMO regulatory instruments (e.g. IMO, 1968; IMO, 2017a). Examples of technologies in use are the VHF equipment for communication, radar images, GPS-receivers combined with ECDIS (Electronic Chart Display and Information System) for chart imaging and gyrocompass for heading information, etc. Such technologies support in general the conventional chain of communication between pilot, captain and duty officer. Remote pilotage in intelligent fairway aims to enhance safety of navigation by improving the situation awareness of remote pilotage via infrastructure embedded in the intelligent fairway. Removing the pilot form the vessel and placing him in a control room ashore in itself does not improve safety. Yet, enabling a pilot’s situational awareness by placing him in a working environment that offers holistic understanding of all events both on board and around the vessel, seems a tempting option to improve safety of navigation.

3 INTELLIGENT FAIRWAY

An intelligent version of a fairway could consist of “smart” technologies that offer better display of existing information (e.g. data from virtual base station networks) and “intelligent” hardware or software (e.g. real time water depth data, autonomous systems, etc.) that help to acquire new data for remote decision support. Placing the pilot ashore changes elements of communication dramatically because of risks related with loss of physical feel of the vessel, the dominance of audible and visual observations of navigation surroundings, etc. In remote conditions the need to monitor crew behaviour is compensated, as far as practical, by instrumental aids enabling broad situational awareness of the entire navigation area (Wild, 2011). As an example, Figure 1 presents the information cycle in an “intelligent fairway” context. It suggests that the remote pilot’s decision is based on conventional instrumental tools and, in the absence of non-instrumental tools, novel data should be utilised. Accordingly, the following sections present key risk management considerations with particular focus on system complexity, the need for novel risk assessment methods and use of modern safety management systems.

3.1 Human in the loop and emerging risk methods

Risk averse remote pilotage assumes smooth operations within a complex environment (“a socio-technical system”) that encompasses non-linear relationships and effects between people, business processes and technologies. These interactions depend on behaviour, self-organization, robustness, emergence, hierarchical organisation, and numerosity of components. The introduction of “intelligent” fairway implies the possibility to reduce human errors by exposing less people to risks. Fundamental to this is that humans will remain in the loop even by distance and risks will simply migrate ashore. A practical example is given by Bruno & Lutzhoft (2010) who discuss the importance of sufficient and standardized communications between vessel crew and shore-based assistance. From a risk management perspective such effects cannot be captured adequately by the traditional risk theoretical and methodological viewpoints that are based on the principles of reductionism. Instead, emerging risk assessment methods that recognise the interplay of both organisational and environmental factors may be more appropriate. For remote pilotage this means that pilots, VTS operators and vessel crew are actors and controllers interacting within
the context of an ecosystem that naturally combines both technological and business risks (Brooks et al., 2016).
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Figure 1. Communication and support to decision making for pilots.

3.2. The role of Safety Management Systems (SMS)

Pilotage organizations are not shipping companies, but still pilots must maintain compliance with various shipping regulatory elements, such as IMO regulations (e.g. IMO, 1968; IMO; 2004; IMO 2017a,b,c); especially safety provisions under the International Safety Management - ISM code (IMO, 2018) and ISPS (IMO, 2003). Pilotage organizations favour the use of widely acknowledged standards of relevance (e.g. IMO, 2003; ISO 9001; ISPO, 2018a,b; EMPA, 1998). This variation in terms of compliance against quality standards relates to the lack of compatibility of nationally acknowledged regulatory systems against global - mainly ISM code based - regulatory requirements (Lappalainen et al., 2014).

The ISM Code (IMO, 2018) can be understood as a form of a user manual for the vessel. It offers a variety of instructions on how to act and operate in routine and emergency situations. In turn, approved Safety Management Systems (SMS) demonstrate a practical approach against mandatory functional safety requirements on the basis of ALARP (As Low As Reasonably Practical) risk based approaches (DNVGL, 2017). Accordingly, items of non-compliance are assessed by traditional risk assessment methods (e.g. Failure Mode and Effect Analysis - FMEA and Fault Tree Analysis - FTA) and within the context of Formal Safety Assessment. However, such risk assessment methods are limited in terms of explaining the causality of accidents in modern complex systems operating in remote, autonomous or harsh environmental conditions and cannot assist with organisational risk management (Leveson, 2011). An example of this deficiency is presented by Valdez-Banda and Goerlandt (2018) for the case of winter navigation where conventional reasoning for accidents links up mostly with operator errors. Figure 2 presents a preliminary view on structural and functional requirements for future SMS. Conventional safety management system assumes that risks mostly relate with operators' actions (i.e. functional risks).

Yet, if piloting is relocated ashore, risks and their mitigation will also migrate. Hence, future pilotage will still need similar policies, procedures and instructions. However, both functional and structural requirements for future pilotage should be reformatted to account for advanced use of technology. In an "intelligent fairway" the following issues may be considered as critical:

- **Lean reporting on risk management procedures should be faced as an emerging SMS functional requirement** that helps to stipulate and analyse transparently occurred
accidents and near misses in a way that accurately measures safety. Well framed documentation protocols and reporting functions for various operational failures and succeeds embedded in traditional SMS systems are useful. However, flexibility and ability to react quickly to changes by suggesting corrective actions and safeguards is also essential under harsh environmental conditions, high automation and remoteness.

- **Optimum risk management of complexity in decision making should be faced as a SMS structural requirement and link more with practical experience.** However, in light of the impact of emerging technologies in complex sociotechnical ecosystems further research on the adaptation of novel risk assessment methods with the aim to identify gaps in system performance under environmentally demanding or remote conditions may be useful.

- **Remoteness or automation in operations should link up SMS structural requirements on human resource management and acknowledge technology know how as a functional requirement.** This is because the use of novel technology does not necessarily reduce or eliminate the need to invest in human capital. To maintain know-how on system operations, training and retaining personnel should be carefully considered and adapted to emerging needs.

- **Lean procedures and audits should be embedded as SMS structural requirements with the aim to manage compliance against legislation, regulations and example terms of insurance.** Standard organization management practices tend to use auditing to ensure that risks are assessed in the way intended when the system was first established. Complexity of remote pilotage operations imply that audits should be maintained satisfying internal quality control needs and external requirements (e.g. classification societies, port state control, insurance) as well as client expectations. As part of this process future risk assessment systems should be practical and recognize data and information sources, and exchanges between parties. This relates to both ease of use and cost efficiency and should be accounted for in employee performance monitoring standards (e.g. Key Performance Indicators - KPI).

- **Future SMS systems should functionally encourage the transparent communication of lessons learnt and progress.** To achieve this, new methods should be validated by intelligent interpretation of statistics of accidents (or in general unwanted events), the impact of improved working conditions on and efficiency at work (KPI). The role of STAMP risk assessment methods in this respect could be beneficial.
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Figure 2. Components of the ISM code (blue boxes) encompass traditional features of SMS (yellow box). Actions and their associated risks (red) are realized in a complex environment (purple box) and may be subject to social and environmental factors. Thus, a novel SMS should consider both functional and structural requirements (green box).
4 THE CASE OF RAUMA 12 METER FAIRWAY

Motivated by the principles outlined in Section 2 we hereby discuss unknown risks related to remote pilotage for a practical case of relevance; namely the Rauma 12 meter fairway (Figure 3). Studies on this fairway are carried out as part of ISTLAB (Intelligent Shipping Technology Test Laboratory) project led by the Satakunta University of Applied Sciences of Finland (SAMK) and funded by the EU Regional Development Fund (https://www.maanmittauslaitos.fi/en/node/12089). The goal of the project is to establish an open innovation laboratory for the development of a smart navigation fairway at the Finnish port of Rauma. It therefore aims to merge features of the navigation simulator of SAMK with the Finnish Transport Agency’s bathymetric model, smart buoy and sea current monitoring, the Finnish Geospatial Research Institute’s navigation system (FGRI, 2019) and the Finnish Meteorological Institute’s survey of wave and ice conditions (SAMK, 2019). The statistics presented are based on incidents and near misses recorded by West Coast VTS and Traficom and refer to vessels under pilotage by a professional pilot or a captain with pilotage exemption certified by Traficom. It is worthwhile noting that vessels with pilotage exemption are regular visitors with crews highly experienced in manoeuvres under various environmental circumstances and traffic scenarios. The case of a collision resulting from poor situational awareness is especially highlighted. This is because statistical data review demonstrated that this is a key route cause for accidents.

![Figure 3. The Rauma 12 meter fairway, (FTIA, 2019).](image)

4.1 Review of Accident statistics

Between 2014 and 2019 the Port of Rauma 12m conventional fairway was visited by 5,592 vessels (Port of Rauma, 2019). Figure 4 summarises the reported non-conformities to West Coast VTS that are linked to the detected navigational risks in the conventional Rauma fairway. Those are classified as shallow water, technical failure, communication, collision danger and exit from the fairway area. Whereas in all of these cases clear instructions must be given to manage operational risks, shallow water proximity poses the worst-case scenario. Research indicated that cases where VTS signalled a warning of shallow waters also link with poor communication. Currently, VTS has no standard on level of decision-making support for vessel crews or alternative means to report dangerous situations. Decisions depend on the individual VTS operator. Instead, navigation choices are at the discretion of the navigators (certified captain or pilot) who respond on the basis of experience and report on events that in their view could develop into severe accidents. Also, periodical reporting is conducted in a format that is not regular in terms of duration or time of the year and therefore it cannot provide any consistent traces.
Between 2009 and 2019 11,935 vessels visited the Port of Rauma (Port of Rauma, 2019). Review of Traficom statistics for this period (Figure 5) indicates that grounding, collision and capsizing have been the main accident variants. It is worthwhile noting that of the five cases of grounding, four occurred with a pilot on board and one when the certified vessel master was in charge. The piloted vessels experienced two groundings due to human errors and further two as a result of technical failure. The pilot exempt vessels experienced one case of grounding that resulted from human error. The three recorded collisions occurred with a certified master on-board. Of those two occurred under bad environmental conditions and one was attributed to human error. The capsized vessel accident refers to the case of a dredging work vessel on a crew transport operation. It is worthwhile to note that this was not a vessel of cargo specification and was not under pilotage. Of the five occurred groundings three were due to human error and two could be attributed to technical failure. This review indicates that the presence of a pilot does not necessarily imply automated ticket to safe navigation or the contribution of a knowledgeable bridge team familiar with localities and their own vessel. Yet, the majority of the vessels that operate in this area are piloted safely by professional pilots meaning that the prevailing safety management process generally functions well.

Figure 4. Non-conformities in Rauma fairways 2014-2019 reported by West Coast VTS.

Figure 5. Accidents in Rauma fairways 2009-2019 reported by Traficom.

4.2 Situational awareness - a key risk

The collision between the Norwegian frigate “KNM Helge Ingstad” and the oil tanker Sola TS in Norway on 8.11.2018 at 04:01 local time demonstrates that human presence on site with
insufficient understanding of the events may significantly affect decision making. The accident was a complex chain of events that involved numerous factors, such as bridge crews, pilot, VTS and their interaction (NAIB, 2018). The case of KNM Helge Ingstad suggests that situation awareness can be better ashore that on board, provided that there is sufficient data available to support decision making.

At the time of the accident, "KNM Helge Ingstad" was sailing southbound toward the Sture oil terminal on their starboard side. Her AIS was set in receiving mode, meaning other vessels or Fedje VTS could not access her name or call sign. At the same time "Sola TS", with a pilot on board, departed from Sture terminal. Shortly after departure the pilot noticed "KNM Helge Ingstad" on radar visibly showing her green light. The pilot assumed that this other vessel was on her way cross over "Sola TS" navigation line and asked for her identity from Fedje VTS who at first were not able to identify her. With some brief delay they informed the pilot of "Sola TS" that the other vessel could be "KNM Helge Ingstad". For this reason, "Sola TS" made contact with "KNM Helge Ingstad" requesting them to change their course to starboard. The officer of the watch on "KNM Helge Ingstad" declined this action assuming that an object on her starboard side prohibits course change. Despite further calls the frigate maintained her course and carried out a collision avoidance maneuver only the last moment. This resulted in collision between the two vessels.

The accident investigators did not discover any technical equipment malfunction as a reason (NAIB, 2018). It was concluded that at the time of the accident "Sola TS" was seen from "KNM Helge Ingstad" bridge against terminal lights. For this reason, the frigate failed to recognize her and instead assumed that a tanker vessel obstructed her to conduct a starboard maneuver. Fedje VTS, pilot on board "Sola TS" as well as the bridge crew on board "KNM Helge Ingstad" presumed the accident each in their own way. However, "KNM Helge Ingstad" bridge crew with obligation to take evasive action was the only party that did not comprehend the developing situation.

The accident demonstrated that from a situational awareness perspective there was a gap between perception and comprehension. Navigational scenario, such as the case of KNM Helge Ingstad and Sola TS being in crossing trajectories, is an event that includes various parties making decisions based on justified assumption that other affected party will act in a certain manner to clear the situation safely. Safe navigating can then be seen as a team decision making, although traditionally we see the navigation team consisting of navigators on a bridge of a single vessel. Poor situational awareness of one team member invalidates decisions made by the remaining team (Endsley, 1995). Bruno and Lutzhoft (2010) conducted interviews of VTS operators in their research for human aspects in shore-based assistance for ships concluding importance of communication and trust between shore operator and vessel crew. Their interview results and case of "KNM Helge Ingstad" support the statement that placing pilot, or some level of control of vessel to the shore with holistic situation overview may increase the level of safety by reducing risks associated with human factors.

5 DISCUSSION

The accident statistics discussed in section 3 suggest that: (a) although piloting has the potential to free vessels from risks associated to unwanted events local knowledge does not free pilot from the weaknesses of human ability to perceive and comprehend his surroundings. However, pilots may lose situation awareness while certified masters could have reasonable potential to deliver upon expectations; (b) the frequency of VTS interference to vessel navigation in relation to occurred accidents in Rauma fairway demonstrates strong relationship between situational awareness of vessel command with communication between different parties involved (vessel crew, pilot, VTS). For these reasons, piloting vessels in intelligent fairways should become an operation that recognises VTS as part of the risk management process and in support of these future marine operations will have to account for intelligence in a form of novel technology for traffic management. Improved SMS functionality potentially helps with improved communications between VTS and the vessels (see Figure 2).

With particular reference to technology development and implementation, suitable use of all stakeholders involved and their interaction is the key. New technologies (e.g. big data analytics) if tested and assured could offer navigators improved understanding of their surroundings. This is the reason why better lines of quality communication must be established between classification societies, ports, regulators and operators including pilotage organisations. For example, real time
water depth information may allow vessels to enter and leave port with widened time window for under keel clearance making both the port and the fairway use considerably more efficient and safer. This complementary feature is highlighted in ports with tidal range. However, implementation of such information for practical decision support under ECDIS platform poses a number of risks in terms of technology development, testing, implementation and approval. On the technology front an ECDIS platform with enhanced real time water depth information could be the obvious solution. Accordingly, real time information of water depth readings that present water levels above the chart datum would have to be implemented to allow navigators to make decisions of under keel clearances that are usually stated as: “the minimum water depth under the keel in SMS”. In turn, bathymetry modelling of the fairway combined with real time water depth data could give exact presentation of water levels within fairway region. Finally, testing, implementation and approval would require training of and extensive collaborative work between end user groups, broad involvement of engineers and social scientists that have to mitigate risks associated with challenges on human behaviour and ergonomics, class societies to certify decision support systems and regulators who would raise the standard by demanding implementation for practical use.

Practically there may be some possibility that failures will occur. Yet, their effects should not compromise system integrity and operation. For this reason, future risk management methods should reveal the causality hidden in the relationships between different participants as system components. Further testing and validation of STAMP (Systems Theoretic Accident Models & Processes) could help define efficient safety control options that in turn increase system resilience.

6 CONCLUSIONS

An intelligent fairway aims to provide additional means of enhancing navigators and VTS operators’ situational awareness. This paper described some of the features it could offer to be classified as “intelligent” by reviewing risk management practices and accident statistics in way of the Finnish Port of Rauma. It was concluded that the transformation from conventional to remote pilotage mainly relates to challenges related to technology as well as the lack of modern risk management systems and unified regulations. Future developments should therefore focus on of the implementation of modern risk assessment methods for the validation of emerging technologies and the development of an SMS able to accommodate for all autonomous operations in remote conditions. With reference to the former it is suggested that subject to further testing and validation STAMP methods that focus on safety constraints while still acknowledging failures of individual components could be the best way forward in terms of managing dynamic risks associated with technology development, validation and implementation. Future SMS should consider both structural and functional requirements and make suitable use of all stakeholders involved and their interactions.
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ABSTRACT

The vessels sailing in the inland river are potential fatal threat to the ferries. In order to ensure the navigation safety, ferries must be able to effectively perceive other dynamic targets in real time with the help of navigational AIDS. In this study, an improved R-CNN algorithm was proposed to detect the targets in radar images. At the very beginning, positive and negative sample sets have been created by manual from a large number of radar images. Subsequently, the CNN network is used to extract the features from the positive and negative sample sets. Taking the updated radar image as input, the radar image pre-processing is completed, and then the region proposal is obtained by calculating the connected region in the radar image based on breadth-first search algorithm. After adjusting the fixed size of the region, the image is sent to the network which has been trained and tested to reach a stable state to extract the features. The classification of target is determined by SVM, and the region proposal position is refined adjusted by regression and the result is output. The proposed approach is unique in that the maritime radar image is used as the research object, which is different from the video image or optical image used in other studies. Particularly, the validity and accuracy of the proposed approach are verified by testing the data collected in the field.
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1 INTRODUCTION AND BACKGROUND

Ferries are one of the means of transportation in the Yangtze River basin of China. Therefore, ferry has long been the key supervision object of water traffic safety management department. Regrettably, in numerous maritime accidents, inland river ferries account for a larger proportion. The main reason for ferry accidents is that ferries have to work across the entire inland waterway, where there are often a large number of vessels sailing. In order to ensure the navigation safety of ferries and avoid disasters, ferry pilots need to use navigational AIDS to perceive the navigation environment in the transit area and detect potential threats in advance. Among many AIDS to navigation, marine radar is an indispensable one. Within the detection range, the detected target exists in the sequentially updating radar images in the form of light spot. Experienced radar operators can easily identify all kinds of targets in the waterway according to the size and moving state of the spot in the sequentially updating radar images.

With the rapid development of artificial intelligence, more and more human tasks will be replaced by computers. Compared with manual monitoring, computer has obvious advantages in monitoring navigation situation in the waterway. Using target detection algorithm to identify the key targets in radar images will save cost and improve work efficiency to a great extent. The task of target detection is to find out all the interested targets in the image and determine their positions and
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sizes. However, target detection has always been the most challenging problem in the field of machine vision due to the appearance, shape and attitude of various objects, as well as the interference of illumination, shielding and other factors during imaging. In recent years, as one of the three tasks in the field of computer vision, target detection has made remarkable achievements with the rapid development of computer vision technology and the promotion of deep learning. Since Girshick [1] proposed R-CNN algorithm in 2013, it has made a breakthrough in the field of target detection. Since then, in terms of target detection, SPP Net [2], Fast R-CNN [3], Faster R-CNN [4], YOLO [5], SSD [6] have emerged successively. In practical applications, these target detection algorithms based on deep learning and constantly improved are mainly aimed at optical images or video images, and achieve good results. At present, these target detection algorithms rarely involve the processing of radar images which are obviously different from optical images.

This research proposes an approach for detecting vessels in inland waterways. This approach is for the continuous output image of marine radar, and it is improved based on R-CNN algorithm. The remainder of this article is organized as follows. In section ‘Literature review’, the research on target detection algorithm based on deep learning is introduced. Section ‘The proposed approach’ presents an improved R-CNN target detection algorithm for radar images. In section ‘Case study’, a case study is conducted to demonstrate and validate the proposed methodology. The conclusions of this study are presented in section ‘Conclusion’.

2 LITERATURE REVIEW

Target detection is widely used in intelligent monitoring, artificial intelligence, unmanned driving, image understanding and other research fields. Most of the early target detection algorithms are based on manual features. Due to the lack of effective image feature expression methods before deep learning was proposed, people need to involve more diversified inspection algorithms to make up for the defects in manual feature expression ability. In the early target detection algorithm, the representative algorithms are viola-jones detector (VJ Detector) [7] and HOG [8] pedestrian detector and Deformable Part based model [9]. The face detection algorithm proposed by Paul Viola and Michael Jones in the article published on CVPR is VJ Detector which realized the real-time face detection for the first time in the extremely limited computer resources in 2001. The computational speed of VJ detector is dozens or even hundreds of times that of other detection algorithms in the same period, which greatly promotes the commercialization of face detection application. HOG feature is proposed to solve the problem of pedestrian detection. HOG feature is an important improvement on the histogram feature of gradient direction, and it is the basis of all target detectors based on gradient feature. HOG detector uses the original idea of multi-scale pyramid plus sliding window in operation. To detect different sizes of targets, the size of detector window is usually fixed and the image is scaled step by step to build a multi-scale pyramid. In order to take into account the operation speed and performance, the classifier used by the HOG detector is usually a linear classifier or a cascade decision classifier. Deformable Part based Model (DPM) is the culmination of the development of inspection algorithms based on classical manual features. The main idea of DPM is to split and transform the detection problem of the whole target in the traditional target detection algorithm into the detection problem of each Part of the Model, and then aggregate the detection results of each Part to obtain the final inspection results.

When convolutional neural network achieved great success in ImageNet classification task in 2012, Girshick et al. took the lead in proposing the target detection framework of regional convolutional network in 2014. Since then, the field of target detection has entered a stage of rapid development. With the deepening of convolutional neural network layers, the abstract ability, anti-translation ability and anti-scale change ability of the network become stronger and stronger. However, the key to apply convolution network to target detection effectively lies in how to effectively solve the contradiction between translation and scale invariance of deep network and translation and scale covariant requirements in target detection. In order to solve this contradiction, researchers abandoned the detection scheme based on feature graph and sliding window, and turned their attention to the algorithm of Object Proposal Detection, which is more accurate in positioning.
At present, the relevant research focuses on pedestrian detection, vehicle detection, medical image detection and other aspects, and has achieved good results. Pedestrian detection continues to hold a significant role in the concept, analysis and function of computer vision. Katleho et al. \[10\] evaluated a powerful deep learning technology of R-CNN based on two different pedestrian detection data sets. The deep learning feature extraction model and R-CNN detector were used in their research. The deep learning feature extraction used is the Alexnet. Transfer learning is performed on the feature extraction model to adjust the weights of the convolutional neural networks to favour classification on the selected datasets. The R-CNN detector is then trained on the deep learning feature extraction model for pedestrian detection. Different types of vehicles, such as buses and cars, can be quite different in shapes and details. This makes it more difficult to try to learn a single feature vector that can detect all types of vehicles using a single object class. Sitapa et al. \[11\] proposed an approach to perform vehicle detection with Sub-Classes categories learning using R-CNN in order to improve the performance of vehicle detection. Instead of using a single object class, which is a vehicle in this experiment, to train on the R-CNN, they used multiple sub-classes of vehicles so that the network can better learn the features of each individual type. Generally, R-CNN algorithm mainly detects two-dimensional images, but most medical images are three-dimensional, which increases the difficulty of target detection. Yun Chen et al. \[12\] present a unified framework called Volume R-CNN for object detection in volumetric data. Volume R-CNN is an end-to-end method that could perform region proposal, classification and instance segmentation all in one model, which dramatically reduces computational overhead and parameter numbers. These tasks are joined using a key component named RoIAlign3D that extracts features of RoIs smoothly and works superiorly well for small objects in the 3D image.

Although radar image is a kind of image, the researchers who can get access to real-time radar image and study it are limited to some related majors. However, radar images usually reflect the real-time situation of a certain area, so it is particularly important for supervisors to accurately identify targets in radar images. In the research of target detection in maritime radar images, Ma et al. \[13\] proposes a Bayesian Network-based methodology to extract moving vessels from a plethora of blips captured in frame-by-frame radar images. First, the inter-frame differences or graph characteristics of blips, such as velocity, direction, and shape, are quantified and selected as nodes to construct a Directed Acyclic Graph (DAG), which is used for reasoning the probability of a blip being a moving vessel. Particularly, an unequal-distance discretisation method is proposed to reduce the intervals of a blip's characteristics for avoiding the combinatorial explosion problem. Then, the undetermined DAG structure and parameters are learned from manually verified data samples. Finally, based on the probabilities reasoned by the DAG, judgments on blips being moving vessels are determined by an appropriate threshold on a Receiver Operating Characteristic (ROC) curve.

3 THE PROPOSED APPROACH

This research proposed a target detection approach based on an improved R-CNN algorithm for Inland River crossing area radar image. According to the principle of R-CNN algorithm, a model for dichotomy needs to be trained first. The sample sets used for the training of dichotomy model is created by artificial experience and divided into positive sample set and negative sample set. When the model reaches the stable state after training and testing, the constantly updated radar images are used as input. The constantly updated radar images need to be pre-processed first. Then, proposal regions are obtained based on the breadth-first search algorithm, which is the improvement of R-CNN algorithm in this study. After adjusting the fixed size of all the proposal regions, the trained CNN network is used to extract features from them, and the categories in the proposal regions are judged according to SVM. Finally, regression is used to modify the region proposal position and output the result. The flowchart of this approach is illustrated in Figure 1. Particularly, only real-time radar images are used as the data source.
3.1 Feature extraction and SVM training

For general optical images, the complexity of the target to be detected in the image is high in contour, color, texture, size, spatial overlap and other aspects. Therefore, in order to extract target feature better, the convolutional neural network structure is usually designed to be relatively complex. There are eight weighted layers in the Alexnet \cite{14}. The structure of Alexnet is shown in Figure 2. The first five layers are the convolution layer, and the remaining three are the full connection layer. The output of the last full connectivity layer is the input of 1000 dimensional softmax. Softmax generates a distribution of 1000 categories. In addition, the detection of targets in optical images may involve multiple target categories, such as identifying people, cars, plants and animals etc. Therefore, the classification number will be set according to the actual situation in the classification model of training or downloading. In the R-CNN algorithm, the number of classifications after fine-tuning was 21. There are 20 categories and 1 background.
However, for the marine radar images, the targets to be detected are the vessels in crossing area. The representation of radar image is divided into foreground and background. The spot formed by the radar reflection wave in the image is considered as the suspected target or foreground, and the empty area in the image is considered as the background. Compared with the optical images, radar images differ greatly both in imaging form and in the complexity of the contour details. The size of the detected target spot in the radar image is related to the actual size of the target. The contour of the radar spot is irregular, and there are differences in the contour of the same target in the continuous output radar image. But, the vessel spot in radar image is basically fusiform and has a certain aspect ratio, while the other object spot is totally irregular. Therefore, with the support of enough positive and negative sample sets, the structure of convolutional neural network can be simplified for feature extraction of vessel spot. In this research, the convolutional neural network structure is simplified. The feature extraction network consists of two convolution layers, two pooling layers and one relu layer. The process of feature extraction and SVM training is shown in Figure 3.
As a kind of dichotomy classifier, the main idea of SVM is to find a hyperplane in the space that can divide all data samples, and make the distance between all data from samples of different categories to this hyperplane be the shortest. The principle is shown in Figure 4.

The hyperplane is shown in equation (1)

\[ w^T x + b = 0 \]  

Suppose \( P(x_1, x_2, \ldots, x_n) \) is a point in the sample, where \( x \) represents the \( i \)th characteristic variable, then the distance \( d \) from this point to the hyperplane can be calculated by equation (2).

\[ d = \frac{|w_1 * x_1 + w_2 * x_2 + \cdots + w_n * x_n + b|}{\sqrt{w_1^2 + w_2^2 + \cdots + w_n^2}} = \frac{|W^T * X + b|}{||W||} \]  

Where \( ||W|| \) is the norm of the hyperplane, and the constant \( b \) is similar to the intercept of the linear equation.

### 3.2 Radar image preprocessing

Marine radar has been widely used in all types of ships or coastal surveillance as important navigational aids. In general, the detection range of marine radar can be altered manually, so the range of marine radar detection area will be different according to the actual situation. The output images of different types of shore-based monitoring radars are shown in Figure 5 (a) and (b). It can be seen from the figures that the center of the image is the location of the radar. In a radar image, besides various targets, there are also a lot of noises. Some noises have been marked in figures. In addition, the channel has been marked. However, the channel portion of the radar image is the exactly focus area for regulators. When carrying out target detection on radar image, a large amount of additional calculation data will be generated in most areas of the image except the channel, which will seriously affect the calculation speed. Therefore, in order to minimize the computation, the original radar image must be pre-processed.

The general image pretreatment method includes binarization, dilation and erosion etc. But these pretreatment methods are not suitable. The reason is that although these operations can reduce the noise in the image to a certain extent, the noise points in the radar image are relatively small, which will not affect the detection of the target, or even can be ignored. In addition, dilation and erosion operations will make the contour of the spot in the radar image become smooth, which is not conducive to feature extraction. Therefore, in this study, the pretreatment of radar image is only to use the mask to filter out the channel, which only has the signal in the channel. This reduces the amount of data and improves the computing speed.
3.3 Region proposal

Traditional target detection algorithms have low efficiency. The inefficiency is mainly caused by two factors. On the one hand, the region selection strategy based on sliding window is not targeted, with high time complexity and window redundancy. On the other hand, the characteristics of manual design do not have good robustness to the variation of diversity. However, with the advent of target detection algorithm based on deep learning, target detection has made a great breakthrough. The breakthrough of R-CNN target detection algorithm lies in the use of Region Proposal + CNN instead of the traditional sliding window + manual design. In this way, target detection is decomposed into extraction of region proposal first, and then feature extraction + classification operation is carried out on the images within the region proposal.

The R-CNN algorithm uses the selective search to extract about 2000 region proposals which may contain objects from bottom to top in the image. The input is a color image, and the output is set of object location hypotheses. The selective search algorithm gives priority to merging four regions, namely those with similar color, similar texture, small combined total area and large proportion of combined total area in BBOX. These four rules only relate to the color histogram, texture histogram, area and location of the area. The combined regional features can be directly calculated from the sub-regional features. The selective search algorithm is shown in equation 3, 4, 5, 6, 7.

$$s_{color}(r_i, r_j) = \sum_{k=1}^{n} \min(c_i^k, c_j^k)$$

$$s_{texture}(r_i, r_j) = \sum_{k=1}^{n} \min(t_i^k, t_j^k)$$

$$s_{size}(r_i, \eta) = 1 - \frac{\text{size}(r_i) + \text{size}(r_j)}{\text{size} (im)}$$

$$\text{fill}(r_i, \eta) = 1 - \frac{\text{size}(BB_{ij}) - \text{size}(r_i) - \text{size}(r_j)}{\text{size} (im)}$$

$$s(r_i, \eta) = a_1s_{color}(r_i, \eta) + a_2s_{texture}(r_i, \eta) + a_3s_{size}(r_i, \eta) + a_4\text{fill}(r_i, \eta)$$
Although the selective search algorithm is no longer as exhaustive as the traditional target detection algorithm, the number of region proposals extracted by selective search is up to about 2000. All the suspected targets contained in these 2000 region proposals need CNN feature extraction and SVM classification. Therefore, the whole process requires a large amount of computation, which is also the reason for the slow detection speed of R-CNN algorithm.

However, it has been mentioned in the previous discussion that there are clear distinction between radar images and optical images. The low number of color channels in radar image is the most important feature. In addition, the regional division is also obvious in the radar image. Based on these features of radar images, an algorithm suitable for searching radar color block can be considered in region proposal determination of radar image. In this research, breadth-first search (BFS) algorithm is proposed to replace the selective search algorithm. This is the improvement of R-CNN.

Breadth-first search is an image search algorithm. The algorithm starts at the root node at run time, traverses the nodes of the tree along the width of the tree, and terminates if a target is found. Breadth-first search is blind to the target search process, which can be understood as a blind search method. The purpose of the breadth-first search is to systematically expand and examine all the nodes in the diagram for results. In other words, the BFS algorithm thoroughly searches the entire graph until it finds a result, regardless of the possible location of the result.

The search process of breadth first algorithm is similar to the hierarchical traversal of tree. In operation, starting from a vertex in the graph, we first traverse each vertex, then all its adjacency points, and then from these adjacency points, we also visit their adjacency points successively. According to this process, the algorithm will not end until the adjacent points of all the accessed vertices in the graph are accessed.

The search process of breadth-first search algorithm is shown in Figure 6. In the figure, assume 1 as the starting point, and traverse all its adjacent points 2 and 3. Starting at 2, and traverse all its adjacent points 4 and 5. Starting at 3, and traverse all its adjacent points 6 and 7. Starting at 4, and traverse its adjacent point 8. Start at 5, and since all the starting points of 5 are already accessed, skip it. Points 6 and 7 are treated the same way as points 5.

![Figure 6: The search process of BFS](image)

4 CASE STUDY

To validate the proposed approach, shore-based radar output images were selected as data. The radar images were taken from Banqiao ferry terminal, Nanjing City, Jiangsu province, China from 15:00 to 16:00 on 19th December 2017.
Experimental platform and process

The test water and experimental platform are shown in Figure 7. The experimental field is in Nanjing section of the Yangtze River Banqiao ferry terminal. The testing radar is Simrad HALO-6 pulse compression radar, and the radar detection range is 2 nm. The erection height of the radar is approximately 30m. The experimental duration is 60 minutes.

(a)

Figure 7: Radar image acquisition platform at the Banqiao ferry terminal, Nanjing, Jiangsu, China. Figure (a) is a satellite image of the test water. Figure (b) shows the experimental platform and test radar.

(b)
Step 1: Feature extraction and SVM training

In this study, there are only two kinds of target detection in radar image: vessel and unknown object. Therefore, SVM dichotomy classifier is the best choice. The feature extraction for training dichotomy classifier model is completed by convolutional neural network. The target light spot detected in the radar image is obviously different from the background. Each target is independent of each other, and the target contour is obvious. Therefore, the complexity of CNN network used for feature extraction can be appropriately reduced. After verification, the network composed of two convolution layers, two pooling layers and relu is worked.

In addition, in general optical image target detection, there are a large number of samples for network training and testing, and it is extremely easy to obtain these samples. However, it is worth noting that what is presented in the radar image is a special representation of the perceived actual environment. This representation is fundamentally different from ordinary images. It is difficult for ordinary people to understand the meaning of radar images in a short time except for professional radar operators. There are few samples for training and testing. Therefore, a sample set needs to be created with the help of artificial experience. In the process of creating the sample set, in order to ensure a better feature extraction effect, a large number of negative sample sets should be established in addition to the positive sample set. A portion of the positive and negative sample set created by artificial experience is shown in Figure 8. Figure 8 (a) represents the ship spot sample, and Figure 8 (b) represents the unknown object spot sample.

![Figure 8: Positive and negative sample set](image)

Step 2: Radar image preprocessing

In the shore-based surveillance radar image, it is necessary to pay attention to the situation inside the channel, but not to put any effort on the situation outside the channel. The focus areas and parts that should be ignored in radar images are shown in Figure 9. In the image, the channel is in the white box, and the two sides of Nanjing section of the Yangtze River are outside the white box.

Moreover, the area outside the channel in the radar image also contains a large number of false signals and noise. When the algorithm processes the radar image, these useless signals will occupy too much resource and prolong the calculation time. It is necessary to filter out these unwanted signals. The radar image after using a mask to filter out unwanted signals is shown in figure 10.
Step 3: Region proposal

The selective search algorithm extracts about 2,000 region proposals from the bottom to top in the image that may contain objects. Even with pre-processed radar images, the amount of computation is staggering. It still consumes a lot of computing time. In order to reduce the computation time, breadth-first search algorithm is proposed to replace selective search algorithm. The breadth-first search algorithm is more targeted in processing radar images. The reason is that the number of color channels in radar image is much smaller than that in optical image, and the spot area division of suspected target is very obvious, so breadth-first search algorithm can achieve very good results in terms of controllable time complexity in searching connected domain.

The specific process of the algorithm is as follows. In the pre-processed radar image, pixel points are selected within the channel area at a certain interval, and if the color conforms to the set threshold, the area will start to expand. The algorithm uses a queue to hold the outermost position, the outermost branch. Each branch has eight branches under it, and if one of them cannot continue
to expand the region, the algorithm does not terminate, because there may be paths of other branches that can be expanded. The search is expanding in this way. The search ends when the queue is empty which means no branch in the outer location can continue to expand. A connected region is identified in the radar image.

**Result analysis**

In order to verify the detection effect of this study, video is also collected in the field while radar images are collected. Video was filmed at the same location as the radar on the north bank of the Yangtze River. Video screenshot is shown in Figure 11. After the radar images collected in the field are processed through the above steps, the detection results obtained are shown in Figure 12. In order to reflect the overall effect, the detection results in the channel are reintegrated with the outer filtering part of the channel. The yellow box represents the detection results of the ship, the blue box represents the other targets, and the error detection results are circled in red. Error detection results are determined by manual comparison of video images.

![Video screenshot](image1)

Figure 11: Video screenshot

![Detection result](image2)

Figure 12: Detection result
The test statistical results are shown in table 1. According to the statistical results, a total of 35 targets were detected, among which 27 were vessels and 8 were other targets. By comparison with video images, there are 52 ships in video images that coincide with radar images, and the detection accuracy is 67.3%. There were four other targets wrongly judged as vessels, the detection accuracy is 85.2%. One vessel was wrongly judged as another target, the detection accuracy is 87.5%. In addition, according to the calculation results, the processing time of single frame radar image is 20 seconds, while the processing time of single frame image by R-CNN algorithm is about 47 seconds.

Table 1: Statistical table of detection result

<table>
<thead>
<tr>
<th></th>
<th>Vessel number</th>
<th>Vessel</th>
<th>Other object</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real quantity</td>
<td>52</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>Detection result</td>
<td>35</td>
<td>27</td>
<td>8</td>
</tr>
<tr>
<td>Ratio</td>
<td>67.3%</td>
<td>85.2%</td>
<td>87.5%</td>
</tr>
</tbody>
</table>

According to the obtained statistical data, the following conclusions can be drawn:
1. Target detection algorithm based on deep learning can detect targets in radar images.
2. The improved R-CNN algorithm proposed in this research can effectively detect vessels in the channel and has a good detection effect.
3. Through algorithm improvement, image processing time can be shortened on the original basis.

However, although the algorithm has been improved, there are still errors in the detection results. The misjudgment rate of real vessels was 14.8%, and that of other targets was 12.5%. The reasons for these errors are as follows:
1. The number of positive and negative sample sets for training and testing is not enough, so that the feature extraction network does not reach the optimal state.
2. Errors are caused by the working characteristics of the radar itself. Even the light spot contour of the same target will constantly change, which will have a certain impact on feature extraction.

5 CONCLUSION

As an important navigation aid in the shipping industry, marine radar has the ability to effectively perceive the environment in the navigation area and the situation in the channel. In the inland river crossing area, the output image of shore-based surveillance radar is capable of reflecting the position information of ferries and other vessels in real time, which plays an extremely important role in ensuring the navigation safety. At present, with the development of artificial intelligence, object detection based on deep learning can greatly improve efficiency and reduce labor cost. It is feasible to detect targets in radar image by deep learning algorithm. However, there is a big difference between radar image and optical image. Therefore, it is necessary to improve the algorithm when detecting targets in radar image.

In this research, R-CNN algorithm has been improved combined with the characteristics of radar image. Radar images are preprocessed to preserve only the channel area, which is capable reducing the amount of calculated data. The selective search algorithm of obtaining region proposals is replaced by the breadth-first search algorithm, which is capable further reducing the processing time. Through testing the radar images that collected in crossing area, the proposed approach was verified to be practical and the results were ideal.

However, due to the large amount of computation, the R-CNN algorithm is at disadvantage in computational speed, so that it cannot conduct real-time data processing. This obviously cannot satisfy the target detection of the real-time output radar image. In the next research, the research emphasis will be on algorithms with good real-time performance and detection accuracy, such as the Faster R-CNN.
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ABSTRACT

A key risk with autonomous systems (AS) is the trustworthiness of the decision-making and control mechanisms that replace human control. To be trustworthy, systems need to remain safe while being resilient to unpredictable changes, functional/operational failures and cybersecurity threats. Rigorous validation (does the solution satisfy the stakeholders’ requirements and system’s needs?) and verification (is the system free from errors?) are essential to ensure trustworthiness of AS. Current engineering practice relies heavily on Verification and Validation (V&V) test-and-fix of system characteristics which is very time-consuming and expensive, limiting the possibilities for exploration of alternatives in system design.

We present an approach to identifying and analysing mission requirements for squads of autonomous missions. Clear definition of requirements is an important pre-requisite for mission planning and for V&V of mission management. We use a structured approach to requirements identification and use formal modelling to help remove ambiguities in the requirements and to specify formal properties that should be satisfied by the missions. Our approach is being evaluated through consideration of a combined mission of the commercial C-Cat3 Unmanned Surface Vehicle (USV) (ASV Global, 2019) with deployment/recovery of small Unmanned Underwater Vehicles (UUV) within a shipping channel whereby the USV has to safely maintain station for a long period and then proceed to recover the UUV, while maintaining a communication link to an Unmanned Aerial Vehicle (UAV).

Keywords: Formal Methods; Event-B; Requirements; Maritime Autonomous Systems.

1. INTRODUCTION

Autonomous systems offer the potential of reducing the cost and ensuring the safety of humans. However, managing a squad of heterogeneous autonomous systems can be costly requiring a large number of people to complete a mission. This paper will focus on the early phases of designing an integrated mission management system for heterogenous autonomous assets, which we call the Integrated Mission Management System (IMMS). The aim of this system is to reduce the cost of missions requiring multiple platforms.

Mission management involves the following activities: planning of a mission after identifying the mission goals, mission execution and reviewing the mission. While we have trustworthy autonomous vehicles working as separate entities, our aim is to build a trustworthy management system to ensure the trustworthiness of the overall system.

* d.dghaym@ecs.soton.ac.uk
Studies have shown that the cost of fixing errors during testing is 10 times more than during the construction phase and can increase to more than 25 times post release (Leffingwell, 1997), and many problems discovered in software systems are related to shortcomings in requirements elicitation and specification processes (MacDonell et al., 2014). In this paper, we will show how we can apply formal modelling to develop a requirements analysis framework for identification of anticipated range of operational environments for autonomous missions, including human operator interactions, together with precise specification of safety and security envelopes for enactment of autonomous missions.

This paper is organised as follows: Section 2 presents some background information about Event-B formal method. Section 3 gives an overview of the approach followed in identifying and analysing the mission requirements. Section 4 describes how we apply formal modelling to identify the system requirements. Finally we present our conclusions in Section 5.

2. BACKGROUND

In this section, we present Event-B, a formal method for system analysis and modelling. We have chosen Event-B because Event-B supports modelling at a system level rather than only at a software level. Event-B also has a good extensible tool support and a user can apply both theorem proving and model checking, supported by ProB (Leuschel & Butler, 2008), to the same model. A survey of formal verification tools have found that Event-B supported by the toolset Rodin comes closest to supporting the goals of a correct-by-construction designs (Armstrong et al., 2014). In this paper, we use Event-B to address the ambiguity and inaccuracy of requirements specifications.

2.1 Event-B

Event-B (Abrial, 2010) is a formal method for system development. One of the main features of Event-B is the use of refinement to introduce system details gradually into the formal model. An Event-B model consists of two parts: contexts and machines. Contexts are the static parts of the model. A Context contains carrier sets, constants, and axioms that constrain the carrier sets and constants. Machines are the dynamic parts of the model. A machine contains variables, invariants I(v) that constrain the variables, and events. An event comprises a guard denoting its enabling-condition and an action describing how the variables are modified when the event is executed. In general, an event e has the following form, where t are the event parameters, G(t, v) is the guard of the event, and v := E(t, v) is the action of the event.

\[ e == \text{any } t \text{ where } G(t, v) \text{ then } v := E(t, v) \text{ end} \]

A machine in Event-B corresponds to a transition system where variables represent the states and events specify the transitions. Contexts can be extended by adding new carrier sets, constants, axioms, and theorems. Machine M can be refined by machine N (we call M the abstract machine and N the concrete machine). The state of M and N are related by a gluing invariant J(v, w) where v, w are variables of M and N, respectively. Intuitively, any “behaviour” exhibited by N can be simulated by M, with respect to the gluing invariant J. Refinement in Event-B is reasoned event-wise. Consider an abstract event e and the corresponding concrete event f. Somewhat simplifying, we say that e is refined by f if f’s guard is stronger than that of e and f’s action can be simulated by e’s action, taking into account the gluing invariant J. More information about Event-B can be found in (Hoang, 2013). Event-B is supported by Rodin (Abrial et al., 2010), an extensible toolkit which includes facilities for modelling, verifying the consistency of models using theorem proving and model checking techniques, and validating models with simulation-based approaches.

3. AN APPROACH FOR REQUIREMENTS ELICITATION

Defining the requirements of the IMMS is an iterative process, where in the initial version we focus on what we know. We start by gathering information about the different available autonomous
platforms. In this case, we have three different physical assets from each of the three domains: surface, underwater and aerial. After defining the system goals, assumptions and constraints, which include communication and planning constraints in addition to identifying the failure and adverse conditions, we structure the requirements as follows:

1. Operator Safety Requirements
2. Platform Functional Requirements
   a. Unmanned Surface Vehicle (USV)
   b. Unmanned Underwater Vehicle (UUV)
   c. Unmanned Aerial Vehicle (UAV)
3. Possible Exceptions and Recovery Actions
4. Security Requirements

In the initial version, our focus is on the available assets and their interfaces to the IMMS. After analysing the existing requirements, we identify what is missing, in this case it is clearly the IMMS requirements or in other words what we want. From what we know and what we want, we identify the functional and non-functional requirements of the IMMS, the IMMS interface requirements and information communication. The functional requirements include mission planning, mission execution and mission monitoring and review. Later, we can identify a common functionality among the different assets and generalise the platform-specific requirements.

Capturing the requirements in a well-defined document is not enough. The document can be still prone to different interpretations from the different team members coming from different backgrounds. Therefore, it is important to have a precise specification to eliminate any ambiguities and remove any defects. For this we use Event-B, introduced in Section 2.1, to capture the system requirements precisely. In Section 4 we present an early attempt at modelling the high level requirements of the system using Event-B.

Figure 1 presents our proposed approach for eliciting requirements for autonomous missions. This approach is based on our experience in using formal modelling for system verification, it is a generic approach which is applicable for the integration of multi-platforms. Our approach is iterative where we augment these requirements as a result of continuous analysis. This approach requires continuous interaction between two main stakeholders the domain experts, which in our case includes two parties: the different platform owners and the client (Thales), and the formal methods experts. The platform owners will identify what are the feasible requirements and the client identifies what is the purpose of the system. The formal methods experts will work on analysing the available resources to identify what is missing and what is ambiguous which will need clarification from the domain experts, who should also approve or reject any identified requirements. In the next sections we apply this approach to defining the requirements of the IMMS.
3.1 Analysis of an IMMS Safety Requirement

In this section, we will focus on one of the safety requirements of the IMMS, which we use as a running example to illustrate our approach rather than presenting the full set of requirements. In the first stage we looked at identifying the operator Safety Requirements (SF) of the available assets, one of these requirements is:

**SF1. Collision Avoidance (CA):** The UxVs (unspecified unmanned vehicles) do not have collision avoidance mechanisms. Collision avoidance with other vehicles and other possible obstacles is maintained by thorough planning, which can be updated during the mission should conditions change. Additionally, maintaining visual line of sight, receiving video feeds from platforms and defining mitigation scenarios assist with collision avoidance.

**CA Requirement Analysis:** The available vehicles do not have collision avoidance mechanism. Therefore, in order to avoid collisions:

A. Initial planning should take into considerations the different assets positions and any known obstacles in the environment.
B. During the mission when situational awareness is available and the assets are communicating, the plans can be updated and sent to the assets to avoid collisions.
C. A timeout should be predetermined for the assets with a predetermined plan to follow in case of communication loss.

**Identifying IMMS functional requirements:** By analysing the SF1, we can identify some of the IMMS Functional Requirements (FR) which should include:

**FR1.** The IMMS must have the ability to specify/assign the required vehicles to perform a mission.
**FR2.** The IMMS must assign tasks to the specified vehicles.
**FR3.** The IMMS must provide the vehicles with initial plans prior to starting a mission.
**FR4.** The IMMS must have the ability to modify plans of assigned vehicles during the mission executions.
Both FR1 and FR2 can be inferred from A, since planning should know the positions of the mission assets, then it should have the ability to assign these assets to a mission and give them tasks to perform a mission. From both A and C, FR3 is deduced which will result in providing the vehicles with plans in the case of normal and failure behaviours. FR4 is clearly concluded from B where plans should be updated should problems arise.

In this section, we have shown how we can identify some of the system requirements by analysing the requirements of what we know.

4. MODELLING IN EVENT-B

A key strength of Event-B is refinement, which allows us to abstract away from details and focus on different problems at different levels of refinements. The goal of this early modelling is an attempt to understand the system under development, remove ambiguities and identify important missing properties of the system to enhance the requirements.

Our Event-B model starts with an abstract level defining a mission as a set of tasks. Then, we introduce two refined levels as: vehicles and mission planning.

4.1 Abstract Level: Mission

At this level we define a mission as a set of tasks and introduce the events: define_mission, start_mission and complete_mission. These events will execute in the following order: <define_mission; start_mission; complete_mission>.

This level has three simple events, however right at the start of modelling we have to take a modelling decision: Can the IMMS manage multiple simultaneous missions?

For this project we will manage one mission at a time and leave this question as a future research question. Other questions that we have identified at this level are as follows:

- What are the conditions for starting a mission, or we can ask, do we need all the vehicles to be present to start a mission?
- What are the conditions for completing a mission?

We can define a new requirement for the IMMS, related to starting a mission:

FR5. The IMMS should define a minimum criterion for starting a mission.

In the following section, we will show how we can model this FR5 requirement by introducing a new refinement level.

4.2 First Refinement: Vehicles

In the first refinement level, we introduce vehicles and their capabilities and the possibility of assigning vehicles to mission tasks. Figure 2 represents a class diagram of the static part of the model, Vehicles context, while Figure 3 represents a class diagram of the dynamic part of the vehicles model. This is a UML-like representation of the model, with a formal translation to Event-B called UML-B class diagram (Snook & Butler, 2008) (Snook & Butler, 2003). This class diagram shows the different relationships between the different classes of the model and some of the class methods which are translated to events in the Event-B machine. In the context, the classes are translated to either sets or constants, in our case sets, while in the machine they are translated to variables but the machine can still reference the context classes as shown in Figure 3. The associations are translated to constants in the context and to variables in an Event-B machine.
The main functionality at this level is to ensure that a mission can only start after assigning vehicles with the minimum required capabilities defined to start the mission tasks. In Event-B this is ensured by defining the following invariant which must be maintained by all the events:

\[\text{@inv1: } \text{missionStart} = \text{TRUE} \Rightarrow \text{requiresMin}[^\text{missionTasks}] \subseteq \text{capabilities[^assign∼[^missionTasks]]}\]

In Event-B, proof obligations will be generated to ensure that all events will maintain the defined invariants. Invariant inv1 will address some of the requirements, in this case requirement FR5. In addition to that Event-B can help to prove the consistency of the invariants, for example if we have additional invariants that conflict with each other, it will be impossible to prove the model and hence it will flag a problem to the modeller and requirements can be changed accordingly.

However, when starting this early we came up with additional questions that were not defined clearly in the requirements document, for example: *Do we allow vehicles to be deallocated from their tasks before mission completion?* If yes, then this invariant cannot be maintained by all the events, however we can address the minimum requirement of starting a mission as a guard in the event start_mission, which is a precondition to execute the event, but is not necessarily maintained by all the other events.

In this section, we have shown an example of how we can use Event-B to improve the requirements and identify some defects. We will also show how to trace the requirements in the model in Section 4.6. In this case, some invariants and guards are added to address some requirements for starting a mission that is why it is important to label the requirements to facilitate their traceability in the model.

4.3 Second Refinement: Mission Planning

At this level, we introduce mission plans abstractly as a series of locations, and in our model we ensure that a mission is not considered successfully complete until all vehicle plans are covered. We also introduce an event to set an initial plan before starting a mission and another event that enable modifying plans during execution, addressing requirements FR.3 and FR.4.
This level also poses new questions about the conditions for modifying plans, is it always a response to some changes to the environment, do we immediately modify the plan or does the vehicle has to go through a safe state?

To answer these questions, we suggest defining generic states that apply to all the vehicles and define ‘what are the activities that can occur during these states?’. These activities and the state transitions will be modelled as events in Event-B. A possible generic state-machine for the vehicles is shown in Figure 4.

![Figure 4: Generic Vehicle State machine](image)

We can then refine the generic states by defining the tasks specific to each vehicle. For example, in an active state a USV will do the following events in order: move_to_survey_area, deploy_UUV, then recover_UUV. Similarly we can define another vehicle-specific events for a UUV such as: dive, survey and then surface.

### 4.5 Future Refinements & Security Requirements

In the previous sections, we have defined a high level abstraction of the IMMS, and we have shown how we used Event-B to identify new requirements, discover some ambiguities that require decisions from domain experts. After enhancing the requirements based on our formal modelling, we will introduce timing constraints, and model any remaining requirements by introducing new refinements. We will also extend the contexts to provide some instantiations to better fit with the mission types and provide a basis for mission validations.

In this paper, we have not described the security requirements, but in previous work (Omitola et al, 2018) and (Omitola, Rezazadeh, & Butler, 2019) we have used System Theoretic Process Analysis (STPA) (Leveson & Thomas, 2018) and STPA-Sec (Young & Leveson, 2013) to analyse the security requirements of maritime cyber-physical systems. In (Snook, Hoang, & Butler, 2017), we propose a general approach based on abstraction and refinement to analyse and construct security protocols using Event-B together with UML-B class diagrams and state-machines for diagrammatic visualisations. Regarding the IMMS security requirements, we intend to follow a similar approach using STPA to analyse, identify the unsecure scenarios and define the mitigation scenarios and constraints, then use Event-B and UML-B for verifying the system constraints.

### 4.6 Requirements Traceability in Event-B

In this section we show in detail how we can capture a requirement in Event-B. Table 1 uses requirement FR.5 presented in Section 4.1 as an example. We show how existing events are extended with new guards and actions to capture the requirement. This requirement is enforced by
an invariant. The importance of the invariant is to ensure that the defined constrained is maintained by all the events.

Table 1: Requirement Traceability

<table>
<thead>
<tr>
<th>Req. ID</th>
<th>Model</th>
<th>Representation in the model</th>
<th>Event-B Syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR. 5</td>
<td>1st Refinement: Vehicled (Machine)</td>
<td>define_mission: Action to set minimum required capability</td>
<td>requiresMin := t × cpb</td>
</tr>
<tr>
<td></td>
<td></td>
<td>start_mission: Guard to check that the minimum required capabilities is already assigned to the mission tasks.</td>
<td>requiresMin[missionTasks] ⊆ capabilities[assign~[missionTasks]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Invariant to ensure that a mission can only start if the required minimum capabilities are assigned (inv1).</td>
<td>missionStart = TRUE ⇒ requiresMin[missionTasks] ⊆ capabilities[assign~[missionTasks]]</td>
</tr>
</tbody>
</table>

For example, we have an event remove_capability that allows us to remove a capability from a vehicle, if this event is not constrained, Event-B will not be able to discharge the proof obligation related to maintaining invariant (inv1) in this event, hence the modeller will discover that something need to be changed, in this case we need to add a guard that prevents removing a capability from a vehicle with assigned task.

5. CONCLUSIONS

Autonomous systems are safety-critical systems, hence the need for assurance techniques is a necessity for trusting such systems and be certified for use. Having a trustworthy part of the system is not enough to trust the trustworthiness of the overall system and having a heterogeneous system that involve platforms from different domains adds another level of complexity to gain certification. Maritime operating environments are particularly challenging for V&V. The environmental conditions can cause vehicle failures or impede communications i.e., interconnecting autonomous systems, could potentially open up these systems to more security attacks. Unpredictability of the maritime environment can mean that plans need to be updated autonomously during mission execution. It may not be feasible to characterise, fully, the environmental conditions and required system responses of AS in advance of deployment. In future work, we aim to be able to characterise the safety and security envelopes within which system responses should reside. An emerging approach to ensuring safety in Artificial Intelligence (AI)-based systems is to augment them with policing functions (Hoang et al., 2018) that monitor AI decision-making for conformance to safety/security envelopes so that, when an unsafe/insecure decision is detected, some failsafe action is invoked, e.g., command a drone to loiter or vessel to surface. Ideally, safety/security envelopes can be characterised in precise ways, making sure policing functions are amenable to the characterisation required for assurance cases in advance of deployment.

In this paper, we have proposed an approach for eliciting requirements for autonomous missions and formalising these as Event-B models. This is part of the functional process for an Integrated Mission Management for heterogenous autonomous systems. Figure 1 summarises the proposed approach and shows how we augment the requirements through continuous analysis. The proposed approach is iterative where we continuously need to do reviews which can influence the formal modelling on one hand and the formal modelling can influence the system requirements by identifying new requirements, removing ambiguities and defects. At the early stages we are using formal modelling for requirements and design analysis and to prove the consistency of the system properties. Later we could use formal modelling to verify and validate the high level plans.
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ABSTRACT

Recently, the fourth industrial revolution has resulted in a paradigm shift to the development of information and communication technology and smart technology, which has extended to the shipbuilding industry worldwide. The Korean shipbuilding industry employs a high level of smart application technology, smart production technology, and smart ship platforms, which have been extended to all areas in the value chain, resulting in relatively high added value. The project “The Smart K-Yard” was conceived to achieve growth in the productivity of Korean small and medium-sized shipyards. This project is necessary to eliminate elements of waste and minimize the work force, thereby reducing the production lead-time and enhancing the quality of intelligent and smart shipbuilding production system. The project uses automation technology and simulation-based test bed for the shipbuilding processes. It has five work packages: 1) intelligent shipbuilding production design platform, 2) shipbuilding process automation technology, 3) shipyard operational efficiency improvement technology, 4) simulation-based virtual production platform, and 5) Smart K-yard supporting and training center using digital twin and cyber-physical system to improve and maintain the level of skills.

In this paper, the development of unmanned vessels control system as part of future ships in South Korea is introduced. The system is divided into the hull, propulsion system, steering system, control system, and power system. The main controller for the engine, waterjet, and power has been developed. Moreover, the reliability and usefulness of the systems were verified using test beds and water tank testing. We plan to continue the development of advanced technology for unmanned vessel, including determining the appropriate safety improvement method to be implemented in the event of damage caused by abnormal condition and operator’s negligence during operation and maintenance of equipment as an unmanned vessel is equipped with more communication related devices and electronic equipment than a manned vessel. Technological cooperation for future ships focusing on industrial internet of things (IIoT) sensor technology, robotic system, and unmanned vessels is increasingly necessary among different countries. As such, we highlighted the need to increase information technology cooperation between research institutes, universities, and relevant companies in Finland in response to the fourth industrial revolution of shipbuilding industry.

Keywords: Autonomous Vessels; Smart Ship; Smart Shipbuilding; Digital Twin; Cyber Physical System

1. INTRODUCTION

In order to secure price competitiveness, the Korean shipbuilding industry is striving to upgrade the shipbuilding ecosystem by linking the paradigm shift in intelligent smart production
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concepts in the shipbuilding industry and the overall value chain with the supplier and shipbuilders. Moreover, small and medium sized shipyards have limitations in human resources and capital capacity compared with large shipyards. Consequently, their competitiveness is gradually weakened in terms of specialized technical skills to achieve future goals due to increase in the technological gap. To secure competitiveness in the shipbuilding process, small and medium sized shipyards need to improve their planning and management capabilities and develop core technologies for future shipbuilding process.

Korean shipbuilding companies are seeking to reduce construction costs by upgrading their shipbuilding technology through automated process management, production automation, and big data. Moreover, they are proposing a smart shipyard business model to enhance productivity and cope with low-cost orders, increased global competition, and oversupply.

The development of information service support system, such as the establishment of optimal wired and wireless communication infrastructure within the world's first commercialized 5G-based shipyard, is needed to maximize productivity and cost savings. This is also useful for the provision of knowledge-based optimal production management services using big data technology, as well as real-time sharing and integrated management of information among workers.

In addition, technological advancement in the global shipbuilding industry over the past few years have resulted in increased effort to improve the performance of ships and secure technological competitiveness while establishing the concepts of smart ships/intelligent ships using new technologies such as digital twin to enhance the safety of ships and reduce operating costs. Furthermore, significant progress has been made in the automobile industry as a result of the fourth industrial revolution, such as self-driving cars, smart cars, and connected cars.

In addition to the shipbuilding industry, various technologies such as the internet of things (IoT), big data analytics, cyber security, simulation, remote maintenance, real-time monitoring, and integrated control are also required. Although minimal cooperation exists between the shipbuilding industry and the shipping industry, cooperation with the shipping industry has been recently expanded in the form of smart ships considering operational efficiency and safety.

However, there are high restrictions, relatively high communication costs compared with land-based systems, and difficulty in securing connectivity due to slow communication speed in remote sea communication environment, unlike self-driving cars in land-based wireless communication environment.

In addition, maritime transport should comply with strict standards from the International Maritime Organization (IMO); these international standards and regulations are a relatively slow factor for derived solutions and services to be commercialized. To address this problem, we proposed plans to secure the competitiveness of Korean shipbuilding companies through a smart shipbuilding process and Korean small and medium-sized autonomous ships.

2. THE SMART K-YARD

2.1. Component of the Smart K-Yard

Smart shipyards are defined as ship production systems that can combine the latest information and communication technology (ICT) and automation technology to eliminate waste elements from products, processes, schedules, space, facilities, and human resources. A smart shipyard also optimizes energy operations, reduces production lead time, and ensures quality. It uses a smart shipyard operating system to optimize various complex materials, parts, and processes through simulation engineering. Figure 1 shows the components and strategic plan of the Smart K-Yard.
2.2. Smart shipyard assessment model

To transform a shipyard into a smart shipyard, the concepts of lights out factory for automated production systems and information systems, and connected factory for connecting shipyard products and resources should be employed. Digital twin, machine learning, and cyber-physical system (CPS) are also important to maximize production capacity. In addition, shipyard-focused enterprise management systems such as ERP, MES, SCM, and APS should be employed.

The final goal of the Smart K-Yard is to build the level 4 smart shipyard in the smart shipyard assessment model presented in Table 1. It will be developed with an integrated production system that combines simulation-based engineering system, connected, automated, and intelligent technologies. It has four major technology fields and sub-core technologies to implement the smart shipbuilding process and enhance the smart level.

Table 1 Smart shipyard assessment model

<table>
<thead>
<tr>
<th>Level</th>
<th>Production &amp; Planning</th>
<th>Facility Automation</th>
<th>Logistics Automation</th>
<th>Factory Operation</th>
<th>Supply Chain Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 5</td>
<td>Integrated intelligent/connected/automated-based process life cycle operation</td>
<td>Factory integration automation</td>
<td>DT-based forecasting operations</td>
<td>Web-based DT network collaboration</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>Simulation batch automation</td>
<td>Integrated control automation of production facility</td>
<td>Integrated control automation of logistics facility</td>
<td>Real-time factory control</td>
<td>Web-based collaboration</td>
</tr>
<tr>
<td>Level 3</td>
<td>Automated full-process production information</td>
<td>Automated full-process production facilities</td>
<td>Automated full-process logistics facilities</td>
<td>Real-time decision making</td>
<td>Dedicated app-based collaboration</td>
</tr>
<tr>
<td>Level 2</td>
<td>Automated part-process information</td>
<td>Automated full-process production facilities</td>
<td>Automated full-process logistics facilities</td>
<td>Individual system operation</td>
<td>Product/production information sharing collaboration</td>
</tr>
</tbody>
</table>
The four major technical fields are: 1) intelligent shipbuilding production design platform, 2) shipbuilding process automation technology, 3) shipyard operational efficiency improvement technology, and 4) simulation-based virtual production platform. Intelligent shipbuilding production design platform technology utilizes the latest ICT to support advanced intelligence in the production design environment, which strengthens the global competitiveness of locally made three-dimensional production design software, and effectively supports the production activities of smart yards to prevent loss of materials, malfunctions, and errors in the design phase.

2.3. Business model of Smart K-Yard

The environment of shipbuilding production is changing rapidly owing to the introduction of the fourth industrial revolution technology and the beginning of an aging society. As a result, shipbuilding automation technology is needed to develop production and logistics automation system technologies that can innovate complex shipbuilding production environments to minimize gaps in expertise and maximize production efficiency.

Today, the Korean shipbuilding production environment, which relies on the experience and knowledge of experts, lacks a proactive system to predict and manage high levels of volatility and uncertainty. In addition, a system that can objectively judge and verify innovative efforts for technology development is lacking.

In the field of shipbuilding automation technology, sub-core technologies consist of an intelligent production system for hull and profile, block assembly process automation, piping spool, and outfitting production system and smart logistics system.

Next, the shipyard operational efficiency technology field aims to reduce various waste elements by improving the current operation system of the shipyard, and to develop technologies that can systematically integrate comprehensive supply network business processes encompassing the shipyard and its business partners through acquiring real-time production information. Figure 2 shows the concept of the Smart K-Yard business model.

![Figure 2: Business Model of Smart K-Yard](image-url)
2.4. Digital twin-based modelling and simulation platform

Digital twin technology for verification and optimization of shipyard production process, construction method and yard operation is implemented to predict the effect of production, verify efficiency, optimize simulation-based process, validate and verify a new construction method. The digital twin shown in Figure 3 offers a solution to integrate digital models and physical models for diagnosis and prediction of performance, efficiency, and longevity of machinery, equipment, plants, etc. The concept aims to identify the current status through data entered from virtual reality modeling and to improve operation value by responding to changes in real time.

![Figure 3: Digital Twin-Based Platforms and Simulation Platform](image)

Therefore, optimal production and supply chain planning management technologies for pre-production process using cyber-physical production system (CPPS) and IoT, enterprise quality management technology, and real-time integrated control automation and advance intelligence technology, are defined as lower technologies.

**Digital mock-up support system:** To build a three-dimensional digital mock-up of a shipyard environment such as production equipment (cranes, welding machine, steel cutting equipment), it is possible to identify the assembly conditions and processes in real time in connection with the CPPS platform and to prepare immediate countermeasures in the event of unstable processes.

**Control—identify the operation status of a shipyard:** Platforms can be employed to build digital twin yards or factories in virtual environments to obtain information about current production methods, facilities, utilities, and workers. In addition, the physical features, status, and properties of production facilities in the yard or plant can be implemented in the digital twin virtual environment and monitored using the product's production information. The current production status can be utilized to detect abnormalities, and formulate corrective response measures in digital twin yards or factories that employ physical production environmental factors and attribute information in virtual environments.

**Operation—remote control of shipyard production facilities:** It is possible to control the physical production facility by the setting parameters on the digital twin, as well as prevent accidents and achieve energy saving by controlling the crane's emergency stop, lighting or dust air conditioning system by establishing remote control and failure prediction platform.

**Optimization—verification of shipyard improvement measures:** The effects are verified by applying measures to solve the identified problems and change the production methods in an actual application such as digital twin yards. In addition, a simulation support system is established to optimize production operation by utilizing functional parameters and contextual data of targets.
A set of simulation engineering-based technologies, from the problem diagnosis stage to the development stage and the operational stage, are required to improve productivity, including hardware and software for all the process stages of shipbuilding.

In this project, we defined the field of simulation engineering-based virtualization production platform technology where we intend to create a foundation to eventually build a digital twin yard through the development of shipbuilding CPPS and to sustain the innovation system of the shipbuilding production system.

3. AUTONOMOUS SHIP

3.1. Concept and requirements of autonomous ship

The IMO 98th Maritime Safety Committee has initiated plans for autonomous ship, which was previously recognized only as future technologies; thus, its realization is increasingly becoming a reality. Until recently, autonomous vessels have been referred to using various terms such as smart ship, digital ship, connected ship, remote ship, unmanned ship, and autonomous ship, and are described as Maritime Autonomous Surface Ship (MASS) by the IMO.

Autonomous ship is a comprehensive system to ensure the efficiency of unmanned, autonomous, and transport vessel in a step-by-step upgrade for safety, reliability, and efficiency.

① Safety
Autonomous vessels can prevent accidents using appropriate technologies in terms of avoiding collisions with ships and obstacles, steering avoidance in bad weather conditions, and improved visibility and situational awareness to prevent human errors. However, in an emergency or accident, initial failure to respond may lead to increased damage and additional safety threats such as hacking.

② Reliability
We plan to improve reliability in ship operation using systematic technical problem-solving skills (centralized maintenance) in autonomous vessels and land, rapid detection and warning, preventive maintenance, and simpler ship hull design, rather than the judgment of a few people on board the ship.
3. Efficiency

It is expected that the operating costs will be reduced through the use of system-wide energy efficiency technologies such as unmanned ships, eco-friendly fuel, increased fuel efficiency, real-time route optimization, and will also be more efficient in maritime affairs.

Autonomous vessels are not limited to fully autonomous vessels. We can set such vessels as remotely operated local vessel → remote controlled unmanned coastal vessel → autonomous unmanned ocean-going ship. Appropriate technologies are needed to verify each phase.

Thus, from level 3 of autonomous driving, autonomous vessels can be an extension of land-based services such as remote control, remote diagnostics, and remote maintenance. This is a step in which ICT provides efficiency and reliability in terms of commercialization. Furthermore, support services will be provided to handle various maritime services on land by reducing or unmanned personnel, and infrastructure that supports safe operation of ships such as buoy and lighthouse will be intelligent and converted.

In addition, connectivity of data is necessary to achieve level 3 of autonomous ship. E-navigation (S-100) can improve the connectivity of data and the communication environment between ship and land (diffusion of VSAT and speed of technology evolution), as well as standardization of in-vessel communication (NMEA, Modbus, ISO DIS19848, etc.).

3.2. Unmanned application of autonomous vehicle technology using artificial intelligence

It will be possible to utilize autonomous technology for autonomous vessels by employing autonomous vehicle application technology. Level 4 or above autonomous cars can be defined as monitoring the driving environment and the fallback function for system errors that allows the system to respond autonomously without driver intervention.

According to the NHTSA autonomous vehicle introduction scenario, the early introduction of an autonomous vehicle into the market, even if it is not perfect, will help reduce fatalities in the long term. It is estimated that the introduction of a self-driving car, which is 10% safe compared with average human driving in 2020, will reduce the number of deaths from traffic accidents by approximately 520,000 compared with the introduction of a fully autonomous vehicle in the market in 2040. Therefore, the above implications of autonomous vehicle should be considered in reviewing the safety conditions of autonomous ships.

Sensor fusion technology for monitoring the driving environment is being developed from the rule-based approach level to deep learning-based level, and it is approaching or exceeding the human perception level. Artificial intelligence can improve the autonomous level through iterative learning on various driving environments; thus, it is essential to acquire driving data for learning. According to the book "Deep Learning" by Ian Goodfellow, Yoshua Bengio, Aaron Courville (2016), there are approximately 5,000 learning data sets per category that yield acceptable performance, and at least one million learning examples are required to match or exceed human performance. In order to accurately achieve learning in artificial intelligence, it is necessary to tag the correct answer for each learning example, which is time consuming.

In addition to object recognition, autonomous navigation artificial intelligence technology requires a variety of context awareness, collision assessment, unexpected response, driving range extraction, and even end-to-end. Currently, artificial intelligence technology is mainly used in the field of cognition, and studies employing a deep learning model for object searching are increasingly conducted in cognitive fields using image sensors.

Artificial intelligence technology was first employed in autonomous driving object recognition, and in decision making based on a complex road situation. However, it is necessary to investigate different application methods for maritime situations in which autonomous ship are applied differently from autonomous vehicles.

Figure 6 shows the structure of the computing module for artificial intelligence of autonomous vehicle. The module is divided into a platform part composed of HW and OS, a deep learning part composed of a deep learning framework and model, and an application part composed of recognition, judgment, and control.
4. CASE STUDY OF AUTONOMOUS SHIP

4.1. Unmanned ship development trend in Korea

Currently, the development of unmanned ships has continued to increase around the world. South Korea is still in the initial stage of research in large unmanned commercial vessels, and technology for unmanned small ships is being developed mainly in laboratories and military facilities.

The U-Tracer in Figure 7 is an outboard type unmanned water reactor developed by the Agency for Defense Development in 2015 and equipped with underwater acoustic target technology that can autonomously track obstacles and targets in water. Aragon is a multipurpose intelligent unmanned ship developed by a private research institute in 2015; it can operate up to 20 kilometers from the ground control system and was developed for marine research and surveillance purposes. Haigem is an unmanned ship with maritime weapons system developed in 2015 for military operations such as surveillance reconnaissance, mine exploration, and other missions in coastal waters. M-Searcher is an unmanned water reactor developed by the Agency...
for Defense Development in 2019 to carry out various tasks such as surveillance and underwater search and rescue.

In the future, Korea plans to conduct research on unmanned water vessels for ports/base areas. The technology presented in this paper was used on a platform mounted on the M-Searcher.

4.2. USV platform configuration

Figure 8 shows the composition of the USV platform used in this study. The USV platform is divided into the main control systems, engine control systems, waterjet control systems, and power control systems.

![USV Platform Configuration Diagram](image)

The main control system receives control commands from the operating system and transmits them to the engine, water jet, and power control systems. It interprets the commands received through Ethernet communication and transmits the corresponding operation to the control device to enable automatic control. Then, the status data of the system received from each device is collected and transmitted at 10 Hz cycle. The engine control unit is responsible for starting, RPM control, and switching functions.

The errors that may occur in this system have not been evaluated as it is still in the development stage. Therefore, the system was configured so that mode switching can be performed for manned control under such condition. In manned mode, the system was designed to ignore commands from the computer, even if such commands were transmitted to engine control. Safety has been improved in the event of an error in the USV platform by allowing human control.

In remote starting, the system was designed to start only when there is no alarm from the ECU status information transmitted through J1983 protocol. The engine status information from the ECU is transmitted to the main control system.

The waterjet control system was also developed to enable the same stable operation as the engine by introducing the manned/unmanned control switchover function. The waterjet controls the nozzles responsible for steering the ship via hydraulic pressure and buckets, which is responsible for forward and backward movements.

In unmanned mode, the system was equipped with a mode function, which is the same as that of the engine, so that it cannot be operated even if an operator arbitrarily manipulates the steering control device. Information (such as the waterjet status and alarms) is transmitted to the waterjet control system at 10 Hz cycle through the I/O system, and the corresponding data is sent to the land control center via the main control system.
The power control unit distributes the power produced by the generator to the platform within the USV. The power supply should be controlled for stable operation of the system in the event of a malfunction because the USV platform is equipped with various devices. The power supply control system monitors the over-current and over-voltage of the system in the ship, automatically shuts down in the event of abnormalities, and sends monitoring data and alarms to the control center in real time.

4.3. Test environment

A test bed with the same engine and water jet was built for testing the USV platform. The engine and water jet used on the platform are the VGT450 from Marin Diesel, Sweden and the AJ285 from Alamari, Finland, as shown in Figure 9.

![Figure 9: Propulsion equipment (a) Engine and (b) Water-jet](image)

### Table 2 Specification of Platform Equipment

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine (VGT450)</td>
<td>- Max. Power: 450 HP</td>
</tr>
<tr>
<td></td>
<td>- Max. RPM: 3,600 RPM</td>
</tr>
<tr>
<td></td>
<td>- Weight: 510 kg (Dry)</td>
</tr>
<tr>
<td>Water-Jet (AJ285)</td>
<td>- Max. Power: 500 HP</td>
</tr>
<tr>
<td></td>
<td>- Max. Shaft RPM: 3,700 RPM</td>
</tr>
<tr>
<td></td>
<td>- Max. Impeller Dia.: 288 mm</td>
</tr>
<tr>
<td></td>
<td>- Weight: 148 kg</td>
</tr>
<tr>
<td>Power (Self-Developed)</td>
<td>- Max. Capacity: approx. 13 kW</td>
</tr>
<tr>
<td></td>
<td>- Channel: 6 (AC 220 V or DC 28 V)</td>
</tr>
<tr>
<td></td>
<td>- Weight: 30 kg</td>
</tr>
</tbody>
</table>

The fabricated test bed was fixed on the test bed using a frame suitable for testing in the tank. Figure 10 shows the design of the frame to fix the test bed. Figure 11 shows a frame with the test bed; the test bed was fixed to a water tank, and long continuous operation tests were conducted in the basin.

![Figure 10: Test Bed for the USV Platform and Frame for the Test Bed](image)
4.4. Test result

The remote control function of the system was tested using the test bed of the USV platform installed in the basin. Tests were conducted to verify the remote power control, remote engine control, and remote waterjet control functions of the platform.

Figure 12 shows the real-time control performance of the test bed obtained using the program for remote power control. The figure also shows photograph of the remote water jet controlling the engine speed at 1800 RPM, then remotely controlling the steering angle of the water jet in the range of 25° port and 25° starboard; the corresponding motion of the waterjet is also shown. This system is currently installed in the USV platform systems and various tests have been completed.

5. CONCLUSIONS

Despite the decreasing cost competitiveness in the global shipbuilding industry, the market for small and medium-sized ships, such as smart ships and unmanned ships, is still attractive. To ensure that small and medium-sized shipyards, as well as large shipyards, remain competitive, they must shift from the current paradigm of shipbuilding technology and introduce technologies for the development of unmanned ships and the process for shipbuilding.

In this study, we investigated concepts for the development of unmanned ships and autonomous ships, as well as the necessary technology for smart shipbuilding.

Global technological cooperation between international research institutes, universities, and companies is needed for future smart ships in response to the fourth industrial revolution in shipbuilding industries, focusing on IoT sensor technology, robotic system, and unmanned ship technology.
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ABSTRACT
Recent advances in the maritime industry include the research and development of new sophisticated ships including the autonomous ships. The new autonomy concept though comes at the cost of additional complexity introduced by the number of systems that need to be installed on-board and on-shore, the software intensiveness of the complete system, the involved interactions between the systems, components and humans and the increased connectivity. All the above results in the increased system vulnerability to cyber-attacks, which may lead to unavailability or hazardous behaviour of the critical ship systems. The aim of this study is the identification of the safety related cyber-attacks to the navigation and propulsion systems of an inland autonomous ship as well as the safety enhancement of the ship systems design. For this purpose, the Cyber Preliminary Hazard Analysis method is employed supported by the literature review of the system vulnerabilities and potential cyber-attacks. The Formal Safety Assessment risk matrix is employed for ranking of the hazardous scenarios. The results demonstrate that a number of critical scenarios can arise on the investigated autonomous vessel due to the known vulnerabilities. These can be sufficiently controlled by introducing appropriate modifications of the system design.

Keywords: Safety; Cybersecurity; Autonomous inland vessel; Navigation and propulsion systems; Cyber Preliminary Hazard Analysis.

1 INTRODUCTION
Cyber-Physical Systems (CPSs) represent a class of systems consisting of control elements as well as software and hardware, which are used to effectively control physical processes advancing in a number of application areas including the maritime industry (DNV GL, 2015). CPSs are expected to increase the productivity and safety levels by removing, substituting and/or supporting the operator in the decision-making process, thus reducing the number of human errors leading to accidents. Typical examples of the marine CPSs include the Diesel-Electric Propulsion plant, the Safety Monitoring and Control System, the Dynamic Positioning System as well as the Heating Ventilation Air Conditioning systems (DNV GL, 2015). The number of the CPSs is expected to increase in autonomous ships, which are considered to be the ultimate maritime CPS.

The introduction of the CPSs is accompanied with increased complexity owed to the heterogeneous character of the CPSs, the dependence on information exchanging with other systems, the additional new interactions with humans, the increased number of controllers running complicated software and the increased interconnectivity required for implementing the desired CPSs’ functionalities (Bolbot, Theotokatos, Bujorianu, Boulougouris, & Vassalos, 2019). However, this also introduces new hazards as cyber-attacks can exploit vulnerabilities in the communication links and directly affect the integrity or availability of the data and control systems leading the CPSs...
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to accidents (Bolbot et al., 2019; Eloranta & Whitehead, 2016). Considering that ships and their cargo are assets with great value, this inevitably will lead to severe financial consequences in case of an autonomous vessel; it may also have serious safety implications.

There is an increasing number of concerns with respect to the ship systems vulnerability to cyber-attacks in the maritime industry and a number of guidelines have been developed to address these concerns (Boyes & Isbell, 2017; DNV GL, 2016, 2019; IMO, 2016; Maritime affairs directorate of France, 2016; United States Coast Guard, 2015). In addition, a number of previous research studies focused on the cyber security assessment of the ship control systems and ship networks in autonomous ships. Jones, Tam, and Papadaki (2016) reported the identification of different attack scenarios on a cargo ship. Tam and Jones (2019) proposed a model-based approach for the risk assessment of cyber-threats named MaCRA (Maritime Cyber-Risk Assessment) by considering the technological systems vulnerabilities as well as the ease-of-exploit and the potential hackers rewards. Using the same model-based approach, Tam and Jones (2018) implemented a risk assessment for a number of autonomous vessels. Kavallieratos, Katsikas, and Gkioulos (2019) employed the STRIDE (Spoofing, Tampering, Repudiation, Information Disclosure, Denial of Service and Elevation of Privilege) method to assess risks in an autonomous vessel. Omitola, Downes, Wills, Zvolinski, and Butler (2018) analysed an unmanned surface vessel navigation system using the System-Theoretic Process Analysis for cyber-attacks (STPA-sec) targeting at modifying data that are provided as input to the vessel navigation system.

However, in the previous research studies the risk assessment was implemented considering high level system architecture. Furthermore, the risk assessment in the previous studies identified a number of potential attack scenarios, but did not focus on the safety related consequences. In addition, none of the previous studies conducted a risk assessment of an inland autonomous vessel. Inland autonomous vessel is operating in different environment from the short sea or ocean going vessels, has different system requirements and size and can attract the interest from different hackers groups than the short sea and ocean going vessels.

Therefore, the hazardous scenarios that can arise due to cyber-attacks can be very different in autonomous inland ship. In this respect, the aim of this study is to implement a risk assessment for the navigation and propulsion systems of an inland autonomous vessel. To the best of authors knowledge, this is the first study applying the Cyber Preliminary Hazard Analysis (CPHA) method to an autonomous vessel. The novel contributions of the study include (a) the adjustment of CPHA for application to ship systems, (b) the identification of potential hazardous scenarios arising due to cyber-attacks in propulsion and navigation system of an inland autonomous ship and (c) the highlighting of the critical safety/cyber security control measures for this ship.

The remaining of this paper is organised as follows. The followed method for cyber-attacks risk assessment is presented in Section 2. A description of an inland autonomous vessel navigation and propulsion systems is provided in section 3. In section 4, the results of the method application are provided and discussed. In the conclusions section, the main findings are summarised and suggestions for the future research are provided.

2 METHODOLOGY

During the selection of suitable methods, the following requirements have been considered:

- The method must be aligned with the relevant cyber security standards - IEC 62443, ISO 27000 and IEC 61580, and need to be applicable either during the high-level or the detailed level risk analysis (Flaus, 2019).
- The method must focus on the cyber security induced safety risks (Flaus, 2019).
- The method must incorporate different potential attackers groups (Tam & Jones, 2019).
- The method must be marinised – addressing the needs of maritime industry and aligned with the maritime regulations for safety approval (International Maritime Organisation, 2013).
- The method must be preferentially model-based (Bolbot et al., 2019).
Based on the above considerations the Cyber Preliminary Hazard Analysis (CPHA) (Flaus, 2019) has been selected. The advantages of this method are the following:

- The method can be applied during the initial design stages and does not require many details for the investigated system characteristics (Bolbot et al., 2019) similarly with the STRIDE and MaCRA methods.
- The method is not as labour intensive as STPA (Abdulkhaleq & Wagner, 2015), although it can be less formal approach and less detailed when it comes to hazards identification. Therefore, the CPHA is easier to be applied during high-level risk assessment. The STPA does not have any specific guidance related to identification of cyber attacks, simply suggests that some hazardous scenarios can arise due to cyber security violation (Young & Leveson, 2014). The CPHA also allows ranking of different scenarios which is not integral part of the STPA.
- The method incorporates the available or new safety and security barriers, guiding in this way the system design improvement. This information is not present in the STRIDE and MaCRA methods.
- Compared to the STRIDE and MaCRA methods, the CPHA: (a) is not limited to the specific suggested attack types, and; (b) describes better the relevant hazardous scenarios by incorporating the potential attack type and the relevant hazardous consequences.
- CPHA is based on Preliminary Hazard Analysis (PHA), which is a well-known method for safety assessment and is proposed by ISO 31000 and IEC 61580.

The CPHA followed steps are provided in the flowchart depicted in Figure 1, whilst the method steps are elaborated further below. These are the CPHA steps described in (Flaus, 2019) with small modifications. Another difference is that the scenarios ranking is implemented using Formal Safety Assessment risk matrix (International Maritime Organisation, 2013).

The prerequisite for the CPHA is the identification of: (a) the control system elements, (b) the control system elements interfaces with the physical word, the controlled processes and other control system elements interfaces, (c) the potential entry points into system. This is implemented in step 1 (Figure 1), by analysing the available system information as well as by developing the system physical and logical mapping (Flaus, 2019).

As the attackers do not have neither the same motives nor the same resources when attacking a ship network (Tam & Jones, 2019), for identifying and ranking the attack scenarios in step 5 (Figure 1), the following parameters need to be considered: (a) which entry points can be exploited, and; (b) which system will be targeted and (c) in which way by each attacker group. In this respect, the potential attack groups are identified in step 2 (Figure 1) by referring to the relevant literature.

Figure 1 CPHA methodology flowchart.
The known vulnerabilities and the potential entry points are identified in step 3 (Figure 1) by using the information provided in the following resources: (a) previous research publications e.g. (Flaus, 2019; Kavallieratos et al., 2019; Omitola et al., 2018; Tam & Jones, 2018); (b) the available maritime standards (Boyes & Isbell, 2017; DNV GL, 2016; IMO, 2016; Maritime affairs directorate of France, 2016); (c) relevant generic standards (IEC, 2011a), and; (d) the Cybersecurity and Infrastructure Security Agency (CISA) database (CISA, 2019a).

The potential vulnerabilities in the system are used to develop the potential attack scenarios in step 4 (Figure 1) (Flaus, 2019). The information about the system interactions and system components functionalities is used to derive the potential consequences in step 5 (Figure 1). In step 6, the scenarios are ranked according to the expected frequency occurrence and the severity of consequences. The frequency and the severity of each attack scenario are ranked using the Formal Safety Assessment (FSA) suggested ranking tables (International Maritime Organisation, 2013), presented in Table 1 and Table 2, whilst the risk is evaluated using the risk matrix presented in Table 3 to harmonise the analysis results with the relevant IMO Formal Safety Assessment guidelines. The frequency ranking for each attack scenario is implemented by considering (a) the level of exposure of each system to attack due to connectivity, (b) the interest of specific attack group in an attack scenario, (c) the attacker level and (d) the access control to the systems. The severity ranking is implemented based on consequences. The preventive and mitigating barriers are identified and proposed in step 7. Then, the scenarios risk is reassessed considering the available or the preventive and mitigating barriers. Based on this analysis results, the relevant safety recommendations at the initial ship design stage are derived. These results can be used as input to more detailed analysis as required by IEC 62443 (BSI, 2009).

Table 1 Ranking for successful attack scenarios (International Maritime Organisation, 2013).

<table>
<thead>
<tr>
<th>Ranking (FI)</th>
<th>Frequency</th>
<th>Definition</th>
<th>F (per ship year)</th>
<th>F (per ship hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Frequent</td>
<td>Likely to occur once per month on one ship</td>
<td>10</td>
<td>1.14 10^{-3}</td>
</tr>
<tr>
<td>5</td>
<td>Reasonably probable</td>
<td>Likely to occur once per year in a fleet of 10 ships, i.e. likely to occur a few times during the ship's life</td>
<td>10^{-1}</td>
<td>1.14 10^{-5}</td>
</tr>
<tr>
<td>3</td>
<td>Remote</td>
<td>Likely to occur once per year in a fleet of 1,000 ships, i.e. likely to occur in the total life of several similar ships</td>
<td>10^{-3}</td>
<td>1.14 10^{-7}</td>
</tr>
<tr>
<td>1</td>
<td>Extremely remote</td>
<td>Likely to occur once in the lifetime (20 years) of a world fleet of 5,000 ships.</td>
<td>10^{-6}</td>
<td>1.14 10^{-9}</td>
</tr>
</tbody>
</table>

Table 2 Ranking for severity of consequences (International Maritime Organisation, 2013).

<table>
<thead>
<tr>
<th>Ranking (SI)</th>
<th>Severity</th>
<th>Effects on human safety</th>
<th>Effects on ship</th>
<th>Oil spillage definition</th>
<th>S Equivalent fatalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Catastrophic</td>
<td>Multiple fatalities</td>
<td>Total loss</td>
<td>Oil spill size between &lt; 100 - 1000 tonnes</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Severe</td>
<td>Single fatality or multiple severe injuries</td>
<td>Severe damage</td>
<td>Oil spill size between &lt; 10 - 100 tonnes</td>
<td>10^{-0}</td>
</tr>
<tr>
<td>2</td>
<td>Significant</td>
<td>Multiple or severe injuries</td>
<td>Non-severe ship damage</td>
<td>Oil spill size between &lt; 1 - 10 tonnes</td>
<td>10^{-1}</td>
</tr>
<tr>
<td>1</td>
<td>Minor</td>
<td>Single or minor injuries</td>
<td>Local equipment damage</td>
<td>Oil spill size &lt; 1 tonne</td>
<td>10^{-2}</td>
</tr>
</tbody>
</table>
Table 3 The risk matrix (International Maritime Organisation, 2013)

<table>
<thead>
<tr>
<th>FI</th>
<th>Frequency</th>
<th>Severity (SI)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minor</td>
<td>Significant</td>
<td>Severe</td>
<td>Catastrophic</td>
</tr>
<tr>
<td>7</td>
<td>Frequent</td>
<td></td>
<td>(H) 8</td>
<td>(H) 9</td>
<td>(H) 10</td>
<td>(H) 11</td>
</tr>
<tr>
<td>6</td>
<td>Reasonably probable</td>
<td></td>
<td>(M) 7</td>
<td>(H) 8</td>
<td>(H) 9</td>
<td>(H) 10</td>
</tr>
<tr>
<td>5</td>
<td>Reasonably probable</td>
<td></td>
<td>(M) 6</td>
<td>(M) 7</td>
<td>(H) 8</td>
<td>(H) 9</td>
</tr>
<tr>
<td>4</td>
<td>Reasonably probable</td>
<td></td>
<td>(M) 5</td>
<td>(M) 6</td>
<td>(M) 7</td>
<td>(H) 8</td>
</tr>
<tr>
<td>3</td>
<td>Remote</td>
<td></td>
<td>(L) 4</td>
<td>(M) 5</td>
<td>(M) 6</td>
<td>(M) 7</td>
</tr>
<tr>
<td>2</td>
<td>Remote</td>
<td></td>
<td>(L) 3</td>
<td>(L) 4</td>
<td>(M) 5</td>
<td>(M) 6</td>
</tr>
<tr>
<td>1</td>
<td>Extremely remote</td>
<td></td>
<td>(L) 2</td>
<td>(L) 3</td>
<td>(L) 4</td>
<td>(M) 5</td>
</tr>
</tbody>
</table>

High (H) = Intolerable Risk, Medium (M) = Tolerable Risk, Low (L) = Negligible Risk

3 CASE STUDY DESCRIPTION

The proposed methodology was applied to an autonomous version of a conventional operational Pallet Shuttle Barge (PSB) (Blue Lines Logistics, 2015) as the particular PSB is going to be retrofit into an autonomous during AUTOSHIP project. The selected autonomous PSB is supposed to operate from/to the port of Antwerp in Belgium and the interconnected canals. The main ship particulars are provided in Table 4. The focus of the analysis was put on this vessel navigation and propulsion systems, as they are considered the most vulnerable to cyber-attacks (BIMCO, 2018). The equipment that is used for the navigation and the propulsion, as well as the relevant interconnections and interactions between the involved subsystems are schematically shown in Figure 2. The network description was developed based on the information provided in (Boyes & Isbell, 2017; Höyhtyä, Huusko, Kiviranta, Solberg, & Rokka, 2017; Maritime affairs directorate of France, 2016; Schmidt, Fentzahn, Atlason, & Rødseth, 2015; Stefani, 2013) and available drawings for similar ships. The actual network interconnections and equipment may differentiate in the final design of this autonomous PSB. The PSB selected components functionalities description is provided in Table 5. For the present analysis, it was considered that the PSB is in fully autonomous operation, so there is no crew onboard the vessel.

Table 4 PSB particulars.

<table>
<thead>
<tr>
<th>Type</th>
<th>Catamaran</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>50 m</td>
</tr>
<tr>
<td>Breadth</td>
<td>6.6 m</td>
</tr>
<tr>
<td>Maximum Draught</td>
<td>2.2 m</td>
</tr>
<tr>
<td>Air draught</td>
<td>5.6 m</td>
</tr>
<tr>
<td>Maximum cargo load</td>
<td>300 tonnes</td>
</tr>
<tr>
<td>Maximum speed</td>
<td>8.1 knots</td>
</tr>
<tr>
<td>Engine output</td>
<td>300 hp</td>
</tr>
<tr>
<td>Propulsion type</td>
<td>Diesel-mechanical with azimuth propulsion aft and bow thruster at the bow</td>
</tr>
<tr>
<td>Component</td>
<td>Functions</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Shore control centre</td>
<td>• Monitoring of physical processes</td>
</tr>
<tr>
<td></td>
<td>• Navigation control</td>
</tr>
<tr>
<td></td>
<td>• Control over the ship in emergency/manoeuvring operating modes</td>
</tr>
<tr>
<td></td>
<td>• Implementation of software updates</td>
</tr>
<tr>
<td>Connectivity manager</td>
<td>• Control over information flow between the vessel and the shore control centre</td>
</tr>
<tr>
<td>Autonomous ship controller</td>
<td>• Monitoring of the processes safety and alarm generation</td>
</tr>
<tr>
<td></td>
<td>• Control over ship operating modes (emergency, sailing, autonomous, remotely controlled etc.)</td>
</tr>
<tr>
<td>Ship control station</td>
<td>• Interface between crew on board and the vessel, allowing the crew to take control over the navigation systems and engine automation systems</td>
</tr>
<tr>
<td>Engine automation system</td>
<td>• Machinery components health monitoring</td>
</tr>
<tr>
<td>System Control And Data Acquisition (SCADA) server</td>
<td>• Machinery system sensors measurements and alarms data log</td>
</tr>
<tr>
<td>Main engine controller</td>
<td>• Control over engine speed</td>
</tr>
<tr>
<td></td>
<td>• Engine health status monitoring</td>
</tr>
<tr>
<td>Generator controller</td>
<td>• Generator speed control</td>
</tr>
<tr>
<td></td>
<td>• Generator health status monitoring</td>
</tr>
<tr>
<td>Azimuth controller</td>
<td>• Azimuth angle control</td>
</tr>
<tr>
<td></td>
<td>• Azimuth health monitoring</td>
</tr>
<tr>
<td>Bow thruster controller</td>
<td>• Bow thruster speed control</td>
</tr>
<tr>
<td>Network cabinet</td>
<td>• Interconnection with other systems</td>
</tr>
<tr>
<td>Route planning system</td>
<td>• Selecting the route between departure and arrival point based on the traffic in area</td>
</tr>
<tr>
<td>Navigation and collision avoidance system</td>
<td>• Navigating within ports and channels</td>
</tr>
<tr>
<td></td>
<td>• Position holding</td>
</tr>
<tr>
<td></td>
<td>• Avoiding collision with other vessels and objects</td>
</tr>
<tr>
<td>Situation awareness system</td>
<td>• Picture compilations around the vessel</td>
</tr>
<tr>
<td>Electronic Chart Display Information System (ECDIS)</td>
<td>• Detecting position of the ship on the map</td>
</tr>
<tr>
<td>Voyage Data Recorder (VDR)</td>
<td>• Principal alarms and sensors measurements recording</td>
</tr>
<tr>
<td>Very High Frequency (VHF) radio</td>
<td>• Transmitting messages between vessels</td>
</tr>
<tr>
<td>Automatic Identification System (AIS)</td>
<td>• Sending and receiving GPS positions, speed, heading, type of ship, next port and estimated time of arrival to and from surrounding ships</td>
</tr>
<tr>
<td>Global Maritime Distress and Safety System (GMDSS)</td>
<td>• Sending and receiving critical safety alerts</td>
</tr>
<tr>
<td>RAdio Detection And Ranging (RADAR)</td>
<td>• Detection and determination of the position and speed of the objects</td>
</tr>
<tr>
<td>Light Detection And Ranging (LiDAR)/ Laser Detection And Ranging (LADAR)</td>
<td>• Detection and determination of the position and speed of the objects with greater accuracy</td>
</tr>
<tr>
<td>Video cameras</td>
<td>• Objects detection and recognition</td>
</tr>
<tr>
<td>Echo sounder</td>
<td>• Depth measurement</td>
</tr>
<tr>
<td>Global Positioning System (GPS)</td>
<td>• Position measurement, and indirectly speed measurement</td>
</tr>
<tr>
<td>Gyro compass</td>
<td>• Angular position and velocity measurement</td>
</tr>
<tr>
<td>Speed log measurement</td>
<td>• Speed measurement</td>
</tr>
</tbody>
</table>
4 RESULTS AND DISCUSSION

The investigated autonomous ship systems control elements, their interactions with other control elements, the potential entry points and the relevant network zones are presented in Figure 2 and Figure 3, which are the results of the used methodology first step.

The potential attackers can be classified into the following groups (Results of step 2) (Boyes & Isbell, 2017; Flaus, 2019; IEC, 2011b; Tam & Jones, 2019):

- Former malicious employees aiming at taking revenge from the ship operating company.
- Malicious external providers desiring to steal the machinery data.
- Activists opposed to autonomous ships introduction in the maritime industry (Hacktivists).
- Hackers willing to prove and train their skills.
- Competitors aiming at stealing valuable data or sabotaging and damaging the ship.
- Criminals aiming at stealing the ship, its cargo, components or seeking for a monetary reward.
- Terrorists aiming at damaging the ship and/or causing fatalities.
- States in case of total war aiming at damaging or taking control over the ship.

Since the terrorist group is the group of people targeting the most on the accident achievement, the focus of the present case study will shift towards identifying attacks and safety scenarios, which may be of interest by terrorists. For this analysis, it was assumed that there is an undisclosed group of terrorists which possesses significant technical knowledge about the vessel and its communication systems. This group attacks can be considered similar to the attacks implemented by states in case of a total war. The potential vulnerabilities that can be exploited and the attacks that can be realised are provided in the following paragraphs.

Social engineering attacks are considered the most powerful tool on the hackers hands (Flaus, 2019). Thus, a successful phishing scam can be used to get access of the ship through the shore control centre. Attacks installing malware using flash medium can be also implemented on the shore.
control centre and at ship control station, as described in (Lund, Hareide, & Jøsok, 2018) or through accidental communication bridges developed between the smart devices with wireless connectivity used by maintenance personnel and the ship control systems (Oates, Roberts, & Twomey, 2017). 4G protocol has been found vulnerable to a number of attacks, where a malicious node can be used to impede the communication or to steal information (Hussain, Chowdhury, Mehnaz, & Bertino, 2018). However the ship satellite communications systems have been also proved to be vulnerable to penetration (Munro, 2017). Configurations in the communication between the ship and the shore control centre including an anonymous File Transfer Protocol can lead to a cyber security breach (IEC, 2011b). Even Virtual Private Networks can have exploitable vulnerabilities, such as the use of outdated communication protocols (DNV GL, 2016; Flaus, 2019). Remote access can be also facilitated by using an available web link to the system equipment with inappropriate username and password (Munro, 2017; Oates et al., 2017) or due to inappropriate remote unit firewall configuration settings (CISA, 2019d; DNV GL, 2016; Oates et al., 2017).

Physical attacks (Flaus, 2019) can be also considered in the case of PBS as the vessel is operating in a close proximity to the shore (or river/channel banks) and no crew is present. The Programming Logic Controllers (PLCs) can be vulnerable to Denial of Service (DoS) or malware attacks due to an unchecked integer overflow vulnerability (Flaus, 2019) or other vulnerabilities (CISA, 2019b; Oates et al., 2017). Considering that patching may not be as frequently implemented as required and that due to the extensive ship lifetime compared to other information technology systems it may not be technically feasible to patch the software (Oates et al., 2017). Therefore it is highly likely that known vulnerability is being exploited (Nazir, Patel, & Patel, 2017; Oates et al., 2017). However system patching by system provider itself opens new opportunities for attacks as it requires remote connection to the vessel and can allow malware propagation from the software owner (Oates et al., 2017). System hardware can be already infected with malware installed before actual installation on the ship (logic bombs and backdoors) which cannot be captured by functional testing (Oates et al., 2017). An attacker can even freeze one sensor measurement in a PLC, misleading in this way the operator (Krotofil et al., 2014). It is even possible to modify the sensor measurement and trigger a faulty safety alarm (Shinohara & Namerikawa, 2017). The navigation computer systems can be infected using SQL injections (DNV GL, 2016; Flaus, 2019) and the ship navigation systems have been proved vulnerable to malware installations (Wingrove, 2018).

GPS signal is a relatively weak signal and can be easily jammed (Borio, Driscoll, & Fortuny, 2012; Boyes & Isbell, 2017; Farid, Ahmad, Ahmed, & Rahim, 2018), spoofed (Goward, 2017) or resent with delay (Omitola et al., 2018). AIS information is transferred using VHF radio with no encryption allowing valuable information to be easily obtained (Maritime affairs directorate of France, 2016) but it can be also altered or jammed (Balduzzi, Pasta, & Wilhoit, 2014). LiDAR sensors depend on reflection signal, so they can be spoofed if objects with relevant reflective/absorbent surfaces are set in front of them (Brooks, 2016). Cameras can be easily dazzled or spoofed as well (Alguliyev, Imamverdiyev, & Sukhostat, 2018; Brooks, 2016). The components connected to CAN networks are vulnerable to Denial of Service (DoS) attacks, as an artificial control node can be created in the network, shadowing other controllers, sensors and actuators (Bozdal, Samie, & Jennions, 2018; Kang, Song, Jeong, & Kim, 2018). This generates opportunities for attacks if a physical device can be attached to the ship CAN (CISA, 2019c). Modbus protocol is among the oldest protocols, which is not encrypted and a DoS attack can be easily implemented affecting in this way the availability of sensors/actuators (Flaus, 2019).

More vulnerabilities can be found on Cybersecurity and Infrastructure Security Agency (CISA) website (CISA, 2019a) and National Vulnerability Database (NIST, 2019). For the present analysis though, the above list of vulnerabilities can be considered as adequate.

The CPHA scenarios with RI greater or equal with 9 (Steps 4-8 in Figure 1) are provided in Table 6. In total 48 scenarios have been identified, with 19 of them being critical, 24 in a tolerable region and only 5 of them have been initially characterised as negligible. After the incorporation of the available and new safety/cyber security/security barriers, no scenarios were considered as critical, 21 were considered as tolerable and the rest (27) as negligible. The most critical scenarios are related to the access to the ship control station and shore control station, whilst other top critical
ones were related either to the GPS signal related attacks or a malware installation on the collision avoidance system and the situation awareness system. In this analysis, single attacks scenarios have been considered. However, more complicated attacks can be implemented, if several single attack scenarios are combined. Their identification is a subject of detailed risk analysis and hence out of the scope of the present research.

The suggested safety cyber security recommendations (step 9 Figure 1) include the following:

- Increasing redundancy in communication between different network zones (Zone 1, Zone 2, Zone 3 and Zone 4).
- Installation of firewalls between each zone (on the conduits).
- Addition of a safety system verifying the safety of the automatic navigation control system actions.
- Sanity checks and filter application for the GPS signals measurements, addition of anti-interference antennas.
- Encryption for the VHF signals.
- Use of kernels on the critical controllers.
- Two or three factors authentication for software updates and patching.
- Installation of an intrusion detection system in each zone.
- Selecting critical health sensor measurements and sending them to the shore control centre at specific intervals.
- Implementing a safe system shutdown, in case of a critical systems loss.
- Interconnecting the main engine with the generator using power take-in/take off systems.
- Plan route verification by the shore control centre
Figure 3 Network logical modelling.
<table>
<thead>
<tr>
<th>Row</th>
<th>Column</th>
<th>System</th>
<th>Attack</th>
<th>Feared event</th>
<th>Consequences</th>
<th>R2</th>
<th>SI</th>
<th>Consequences</th>
<th>R1=SI+S2</th>
<th>SI 2</th>
<th>Consequences</th>
<th>R1=SI+S2+SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>Safety/security barriers</td>
<td>Social engineering</td>
<td>Stealing access to ship and gaining authority to perform modifications</td>
<td>Malware installation</td>
<td>6</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>105</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>Safety/security barriers</td>
<td>Social engineering</td>
<td>Stealing access to ship and gaining authority to perform modifications</td>
<td>Malware installation</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>105</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>Safety/security barriers</td>
<td>Social engineering</td>
<td>Stealing access to ship and gaining authority to perform modifications</td>
<td>Malware installation</td>
<td>4</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>105</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>Safety/security barriers</td>
<td>Social engineering</td>
<td>Stealing access to ship and gaining authority to perform modifications</td>
<td>Malware installation</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>105</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>Safety/security barriers</td>
<td>Social engineering</td>
<td>Stealing access to ship and gaining authority to perform modifications</td>
<td>Malware installation</td>
<td>2</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>105</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>Safety/security barriers</td>
<td>Social engineering</td>
<td>Stealing access to ship and gaining authority to perform modifications</td>
<td>Malware installation</td>
<td>1</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>105</td>
<td>6</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 6: The critical CPHA scenarios (Initial risk greater or equal than 9).
5 CONCLUSIONS

The shipping industry is entering new era with autonomous vessels being designed, built and operated. However, their introduction comes at the expense of an increased number of hazardous scenarios due to potential cyber-attacks. In this paper, an enhanced CPHA was employed with the support of the FSA risk matrix for identifying the safety related cyber-attacks, which can be implemented by terrorists, to the navigation and propulsion control systems of an autonomous inland ship.

The main findings of this study are the following:

- A number of technical vulnerabilities such as GPS signal vulnerabilities, PLCs integer overflow vulnerability and VHF lack of cryptography are available at the existing systems, which can be exploited during cyber-attacks.
- Attacks on the shore control centre and the ship control station targeting at getting privileged access have the highest potential safety implications.
- Malware installation on the collision avoidance system and the situation awareness system also have significant safety implications.
- System safety can be improved by adding firewalls on the conduits between different control zones, increased redundancy in communication between control zones and installing intrusion detection systems.

This analysis results can be used to enhance autonomous and other ships designs and guide more detailed risk assessments of the ship systems. The analysis could be extended by applying the CPHA for other attack groups or supporting CPHA results by multiple expert ranking. In addition, a more detailed cyber-security analyses employing more labour intensive methods could be implemented. All this constitute suggestions for future research.
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# APPENDIX A – ABBREVIATION LIST

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIS</td>
<td>Automatic Identification System</td>
</tr>
<tr>
<td>CISA</td>
<td>Cybersecurity and Infrastructure Security Agency</td>
</tr>
<tr>
<td>CPHA</td>
<td>Cyber Preliminary Hazard Analysis</td>
</tr>
<tr>
<td>DoS</td>
<td>Denial of Service</td>
</tr>
<tr>
<td>ECDIS</td>
<td>Electronic Chart Display Information System</td>
</tr>
<tr>
<td>FSA</td>
<td>Formal Safety Assessment</td>
</tr>
<tr>
<td>GMDSS</td>
<td>Global Maritime Distress and Safety System</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>LADAR</td>
<td>Laser Detection And Ranging</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light Detection And Ranging</td>
</tr>
<tr>
<td>MaCRA</td>
<td>Maritime Cyber-Risk Assessment</td>
</tr>
<tr>
<td>PHA</td>
<td>Preliminary Hazard Analysis</td>
</tr>
<tr>
<td>PLC</td>
<td>Programmable Logic Controller</td>
</tr>
<tr>
<td>PSB</td>
<td>Pallet Shuttle Barge</td>
</tr>
<tr>
<td>RADAR</td>
<td>RAdio Detection And Ranging</td>
</tr>
<tr>
<td>SCADA</td>
<td>System Control And Data Acquisition</td>
</tr>
<tr>
<td>VDR</td>
<td>Voyage Data Recorder</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency</td>
</tr>
</tbody>
</table>
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ABSTRACT

Despite the use of automation technology in the maritime industry, human errors are still the typical navigational risk factors in Maritime Autonomous Surface Ships with the third degree of autonomy, as defined by the International Maritime Organization. To analyse these human errors, a prediction model for human errors in the emergency disposal process is present. First, the risk factors are identified by analysing the emergency disposal behaviour process of a Shore Control Centre (SCC) under remote navigation mode. This is followed by the establishment of an event tree model of human errors using Technique for Human Error Rate Prediction (THERP). Furthermore, a Bayesian Networks (BNs) model based on the THERP is proposed for the three stages: perception, decision, and execution. Subsequently, expert judgments based on the fuzzy theory are used to obtain the basic probability of root nodes and determine the conditional probability of each node in the BNs. Finally, the probabilities of human errors are calculated for the three stages, while the importance of human error factors is quantified with sensitivity analysis, which can provide flexible references for theoretical construction of the SCC and training of staff.

Keywords: Maritime Autonomous Surface Ships; human failure probability; THERP; Bayesian Networks; Risk Control Options

1 INTRODUCTION

With the rapid development of smart ship technology, autonomous ships will inevitably become the main emphasis of innovations by the shipping industry in the near future. For instance, the International Maritime Organization (IMO) at the 98th MSC put the concept of Maritime Autonomous Surface Ship (MASS) forward in 2017. Subsequently, the relevant departments started working on defining applicable laws and regulations from 2018 onwards. Meanwhile, many researchers have come up with preliminary definitions of MASS and established several stages for the development of MASS\textsuperscript{[1]}. Specifically, there can be four development stages based on the perspective of autonomy\textsuperscript{[2]}:

- An automated program can operate ships and provide decision support.
- Ships can be controlled remotely with crew on board.
- Ships can be controlled remotely without any crew on board.
- Ships can be controlled completely autonomously.

The improvement in automation technology will lead to a reduction in the number of people on board, which can promote the realization of autonomous ship navigation\textsuperscript{[3]}. Depending on the extent of development in academic communities that the elaboration of MASS with the third degree of autonomy has already settled down. Examples of projects focusing on MASS with the third degree of autonomy include the Maritime Unmanned Ships through Intelligence in Networks (MUNIN, 2015) and Advanced Autonomous Waterborne Applications (AAWA, 2016) projects. Specifically speaking, the navigation mode of MASS with the third degree of autonomy can be divided into four subclasses: 1) ships departing from the harbor manually; 2) fully autonomous navigation mode; 3) remotely manipulated driving by officers of Shore Control Centers (SCCs) and 4) fail-to-safe mode\textsuperscript{[4]}.
This paper proposes a prediction model of human failure probability with the focus on autonomous MASS with the third degree of autonomy. Maritime risk analysis considers as the research hotspot for both traditional and autonomous ships. On one hand, human errors are the main causes of ship accidents in traditional ships \cite{5, 6}, some researchers have argued that the marine safety level could be significantly improved if no crew on board to operate the ship, similar to the MASS with the third degree of autonomy. On the other hand, if there is no crew operated the ship in real-time, new hazard scenarios can emerge as the crew’s presence, mobility and flexibility in maintenance and emergency occasions is of the essence. For example, serious accidents are highly likely to occur if there is no crew on board in the presence of equipment failure, such as "shift of cargo" or breakdown of the main engine. Conversely, these problems can be avoided if the crew detects these issues and resolves them on time \cite{7}. Under these circumstances, it is necessary to analyse the role of human errors in the MASS with the third degree of autonomy as the autonomous cargo ships still involve safety risks attached to their operations.

Several studies have conducted human error analysis of maritime accidents. For instance, Ramos et al. \cite{8} discussed the performance of factors influencing human behaviour in autonomous ships. Based on the human cognitive reliability analysis method, these study first subdivided human factors in autonomous ships into direct/indirect and internal/external factors, and subsequently established a decision-making model of factors influencing human behaviour. The authors discussed the main factors that influence the operators' decisions and actions while working on shore were pointed out, four factors: information overload, situation awareness, skill degradation, and boredom in particular. Trudi et al. \cite{9} dubbed the autonomous ship as an "uninhabited" vehicle and argued that it could not be operated without human operators. From a theoretical perspective, autonomous ships can increase the safety of ships. Nevertheless, in reality, there are many uncertainties about safety of the autonomous ships due to lack of first-hand multi-sensory experience. After that, human errors will be transferred to a SCC. Thus, to overcome new challenges that autonomous cargo ships face regarding both safe operation and monitoring, several safety features were put forward, which included communication costs, cyber security, information overload, data sharing, human-machine interaction, situational awareness, psychological load, over-reliance on automatic systems, social factors relating to autonomous cargo ships, and requirements for learning new skills. In addition, Porathe et al. \cite{10} analysed the current situation of SCC for unmanned ships under remote driving mode, and discussed the risks emanating from both ship conditions and human factors that will be faced by the SCC in the near future. The authors observed that maintaining situational awareness in the SCC is much more challenging than creating it. Rather than solely relying on simulated ship bridges, extensive training was needed to maintain situational awareness for real ships. Wrobèl et al. \cite{11} assessed the potential impact of unmanned vessels on maritime transportation safety. The human factor issues were focused on remote monitoring and controlling of autonomous unmanned vessels \cite{12, 13}. Previous studies mostly focused on human factors from a macro perspective and lacked human error modelling that can occur in the emergency disposal process under remote control of the SCC. In this regard, consolidation is urgently needed of relevant theoretical models to analyse human error factors in autonomous cargo ships \cite{14}.

Bayesian Network modelling is an artificial intelligence tool used to model uncertainty in a domain or system with the ability to conduct statistical inference \cite{15, 16}, the ability to incorporate new observations into the network, the ability to describe inherent causal and associated probabilistic for the systems and the ability to analyse the complex dependences among the systematic indicators \cite{17}. In the context of human error probability estimation that combines Bayesian approach with an existing method. Some research estimate the human error probability in oil tanker collision \cite{18}, winter navigation \cite{19}, grounding and collision \cite{20}.

This paper aims to fill the above mentioned research gaps and combine the Technique for Human Error Rate Prediction (THERP) and Bayesian Network (BNs) to model the emergency response process followed by operators present on the SCC. Specifically, the THERP prediction method is used to analyse the emergency response process and establish the event tree model. Each event node is modelled with the BNs model, which considers uncertainties and predicts the human error probability.

2 ANALYSIS OF HUMAN EMERGENCY OPERATING BEHAVIOR IN THE SCC

Under the autonomous navigation mode, autonomous cargo ships can be faced with unfavourable situations caused by factors such as external environment, organizational elements, and ship equipment. As these situations cannot be handled on board the ship, danger warnings will be sent to the SCC to seek for assistance from the remote control. In this situation, many researchers have established several decision-
making models and control flowcharts corresponding to personnel emergency response process \([21, 22]\). In our context, the personnel emergency response process of the SCC can be viewed as the process based on the operators’ cognitive behaviour, namely, risk information perception \(\rightarrow\) judgment decision \(\rightarrow\) execution \([23]\). During this process, numerous types of human errors can lead to severe accidents due to influence of the simulation device, equipment, surrounding environment, operating equipment, and personnel quality. This section analyses and establishes the operator's cognitive emergency response process, as shown in Fig. 1.

![Human error analysis framework on the SCC](image)

**Figure 1.** Human error analysis framework on the SCC

### 3 HUMAN FAILURE PROBABILITY PREDICTION MODEL

#### 3.1 Technique for Human Error Rate Prediction

The THERP can be applied for analysing daily operations following normal regulars, which is widely used in the quantitative analysis of human reliability, complex systems analysis of routine testing and analysis of maintenance tasks.

The THERP involves several aspects such as event tree analysis (ETA) \([24, 25]\), factor analysis of personnel performance, and combining quantitative calculation based on human error database. For instance, based on the event tree model, the THERP creates two attitude branch trees for the time sequence of participating events to calculate the error probabilities of all human behaviours. For this purpose, the THERP needs to consider all kinds of human behaviours in the process of event development, and make accurate quantification based on the specific error characteristics of different operations. This requires the human errors analysis to conduct detailed investigations and interviews on each specific human factor event, to fully understand and identify the key behaviours and related operational details. Thereafter, quantitative analysis can be finally carried out.

Meanwhile, the engineering application is faced with several problems associated with a complicated analysis processes, for example, huge manpower and material inputs, insufficient standardization, and excessive reliance on expert judgment. To overcome these problems, this paper divides the human error process into three stages based on human error rate prediction analysis method, and then constructs the BN model for each stage. These steps mitigate the problem of large amount of data required in the model, and settle down the relationship between human factors greatly \([26]\).

#### 3.2 Bayesian network

The Bayesian formula given in (1) serves as the theoretical basis of the BN. It is principally used to describe the conditional probability inference between two variables.
The formula is made up of prior probability, conditional probability and posterior probability of the events. The prior probability means the occurrence probability of an event based on historical data or subjective expert judgment, conditional probability refers to the occurrence probability of random event B when event A has occurred, under the hypothesis that B is a non-zero probability event. The posterior probability refers to the updated probability of an event occurring after taking into consideration prior and conditional probabilities.

\[
P(A|B) = \frac{P(AB)}{P(A)}.\]

(1)

The BN is mostly used to model system uncertainties, which are mainly embodied in a Bayesian inference problem. The Bayesian inference problem is a conditional probability reasoning problem, which can be subdivided into two different reasoning models: forwarding reasoning and backward reasoning. Forward reasoning can be viewed as one type of predictive reasoning. To be specific, it transmits the new explanatory variable information forward to the response variable along the direction of the BN arc, thereby updating the probability of the response variable. On the other hand, backward reasoning, also known as diagnostic reasoning, first determines the expected value of the response variable. Then, it places this value in the BN and reverse transmits the information to establish the value of the explanatory variable.

When a BN contains \(n\) nodes, it is usually represented as \(\Delta = \{G(V, E), P\}\), where \(G(V, E)\) represents an acyclic directed graph \(G\) containing \(n\) nodes. The node variables in the BN graph are represented by the elements in the set \(V = \{V_1, ..., V_n\}\), the Bayesian arc \(E\) stands for the causal relationship between the variables, and \(P\) shows the Conditional Probability Tables (CPTs) of nodes in the BN model.

Suppose that an event \(\theta = \{\theta_1, ..., \theta_n\}\) has \(n\) reference values. When the observed values \(X = \{X_1, ..., X_n\}\) are available, we can calculate the posterior probability distribution table of \(\theta\) using (3) as follows, based on the BN:

\[
P(\theta|x_1, ..., x_n) = \frac{P(x_1, ..., x_n|\theta)P(\theta)}{P(x_1, ..., x_n)}.\]

(3)

Figure 2 is an example route from event A to event B in a BNs. Node A impacts node B directly in the network, which means that the former node, being the parent of node B, will affect the occurrence probability of event B. The arrow in Fig. 2 means node A in the directed acyclic graph points to the directed arc of node B, which embodies a sub-node relationship between the two events, while conditional probability \(P(A|B)\) represents the dependency between events A and B. Noticeably, while the BNs model is constructed, each node can establish a sub-node relationship with the other nodes, but there should be no circular directed model. That is, closed loop is prohibited for the model.

Figure 2. Graphical representation of the basic elements in BNs

3.3 Modeling and Analysis of THERP+BNs

3.3.1 ET model for dealing with emergency

By analysing Fig. 1 and based on the time sequence of events, we can divide the human error events in the SCC into three stages: perception, decision and execution. Accordingly, an event tree model can be established as shown in Fig. 3.
According to the emergency process to be followed by the personnel during accidents, the human error probability in the event tree consists of the following three parts:

1) Untimely perception probability $P_1$, which means that the danger warning is not perceived within the controllable time, and consequently, the control of autonomous cargo ship is not taken over by the SCC in a timely manner.

2) Incorrect decision probability $P_2$, which refers to the failure of taking effective measures in an emergency to stop the accident.

3) Operation failure probability $P_3$, which means that a correct decision taken by the personnel still leads to an accident.

Therefore, the total human error probability $p$ can be obtained as follows:

$$p = 1 - (1 - p_1)(1 - p_2)(1 - p_3).$$

### 3.3.2 Three-stage human factors classification

The variables of the BNs model are mainly reflected in the form of various nodes in the network. Additionally, the directed edges represent the mutual relationship between these variables, while the conditional probability of the node refers to the strength or degree of dependence of relationships among the nodes. This study strives to establish a Bayesian model of human error for the SCC based on the following steps:

1) Determination of BNs nodes

In this paper, the human error model of the entire SCC is subdivided into three parts, which include untimely perception, incorrect decision and operation failure. These parts have been used as the output nodes of the three BNs models, respectively. We have identified 16 common human factors that can cause ship accidents, based on literature review and expert investigation of human factors in autonomous ships. In this regard, these 16 factors work as sub-nodes of the BNs and classify them in accordance with the three stages of perception, decision, and execution. To better illustrate the developmental sequence involved in the accident chain of autonomous cargo ships, the classification of these human factors are presented in Table 1.

<table>
<thead>
<tr>
<th>Perception stage</th>
<th>Decision stage</th>
<th>Execution stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1: Negligence when one person monitors multiple ships</td>
<td>B1: Improper choice in emergency decision-making</td>
<td>C1: Lack of ship perception</td>
</tr>
<tr>
<td>A2: Insufficient vigilance</td>
<td>B2: Lack of experience in emergency disposal</td>
<td>C2: Situational awareness defect</td>
</tr>
<tr>
<td>A3: Excessive fatigue</td>
<td>B3: Insufficient understanding of information</td>
<td>C3: Psychological difference</td>
</tr>
</tbody>
</table>
A4: Information overload  B4: No consideration to weather, sea conditions, etc.  C4: Uncoordinated man-machine interaction
A5: Insufficient sense of responsibility  C5: Insufficient training
A6: Poor physical and mental conditions
A7: Automation-induced complacency

In addition to the 16 nodes based on these human factors, it is necessary to use three additional nodes, namely "untimely perception", "incorrect decision" and "operation failure". These additional nodes indicate that the occurrence of a series of factors at each stage leads to the occurrence of relevant nodes at the same stage. Therefore, there are a total of 19 Bayesian nodes, which are described in Table 2.

<table>
<thead>
<tr>
<th>Description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1 Untimely perception</td>
<td>B2 Lack of experience in emergency disposal</td>
</tr>
<tr>
<td>A1 Negligence when one person monitors multiple ships</td>
<td>B3 Insufficient understanding of information</td>
</tr>
<tr>
<td>A2 Insufficient vigilance</td>
<td>B4 No consideration of weather, sea conditions, etc.</td>
</tr>
<tr>
<td>A3 Excessive fatigue</td>
<td>C Operation failure</td>
</tr>
<tr>
<td>A4 Information overload</td>
<td>C1 Psychological difference</td>
</tr>
<tr>
<td>A5 Insufficient sense of responsibility</td>
<td>C2 Situational awareness defect</td>
</tr>
<tr>
<td>A6 Poor physical and mental conditions</td>
<td>C3 Lack of ship perception</td>
</tr>
<tr>
<td>A7 Automation-induced complacency</td>
<td>C4 Uncoordinated human-machine interaction</td>
</tr>
<tr>
<td>B Decision failure</td>
<td>C5 Insufficient training</td>
</tr>
<tr>
<td>B1 Inappropriate emergency decision-making</td>
<td></td>
</tr>
</tbody>
</table>

These nodes include the human error factors in the entire SCC, which means the "human" is not limited to only one operator but includes all the staff present in the SCC, i.e., monitoring personnel, helmsmen, cockpit operators, and so on.

The label A1 refers to the negligence that occurs when one person is monitoring multiple ships. During the navigation of autonomous cargo ships, the responsibilities of the SCC staff are mainly concerned with monitoring the state of motion of the ships in real-time, which means monitoring multiple ships simultaneously during one session [27]. During the monitoring process, navigation information should be received continuously from each ship. Accordingly, when the volume of information handled by a staff member reaches a saturation value, known as "information overload" and labeled as A4, there is a possibility of negligence. In this context, "information overload" (A4) is the parent node of "negligence when one person monitors multiple ships" (A1).

Insufficient vigilance, labelled as A2, refers to the inability to perceive danger warning due to reduced vigilance by the staff present in the SCC towards monitoring of autonomous cargo ships. The "excessive fatigue", labelled as A3, "insufficient sense of responsibility", labelled as A5, and "poor physical and mental conditions", labelled as A6, are all caused by "insufficient vigilance" (A2). In addition, the convenience arising due to automation also makes SCC personnel "over-dependent on automation", labelled as A7, thereby reducing personnel vigilance. Furthermore, when "insufficient vigilance" (A2) occurs among personnel, the above human factors are already included in the node, thus no separate statistics and illustrations will be given for the four nodes corresponding to A3, A5, A6 and A7.

As for the inappropriate emergency decision-making, labelled as B1, when the monitoring personnel receive the danger warning from an autonomous cargo ship, the decision-makers often have "insufficient understanding of information", labelled as B3, during the process of emergency decision-making. The reason is due to different locations of the autonomous cargo ship and the personnel, or failure of the personnel to take into account the weather and sea conditions at the time of autonomous cargo ship navigation, which can lead to wrong decisions.

When it comes to "lack of experience in emergency disposal", labelled as B2, the crew at the SCC need to acquire new skills for remotely managing the emergencies. This training can provide practical experience and help in avoiding incorrect decisions in response to remote emergencies.
The psychological difference is labelled as $C_1$. An example of this difference is the inability of the operators in the SCC to acquire the real “ship perception”, labelled as $C_3$, since these operators operate on simulators. Thereby, real immersion in a scene cannot take place because of the simulated scenes, leading to “situational awareness defect”, labelled as $C_2$ [28]. This situation results in a psychological gap for the operator who finds it unable to immerse himself in the scene, known as “uncoordinated man-machine interaction” ($C_4$), which leads to operational failure.

In terms of “insufficient training” ($C_5$), a group of new crews should not only master navigation technology, but also software equipment and algorithm-related knowledge. In other words, the requirements for crew quality are becoming stricter. Substandard operation technology is a major cause of shipwrecks. Therefore, the problem of insufficient training will be one of the most important reasons for operation failures in future navigation of autonomous cargo ships. To avoid these failures, the personnel should be required to undergo a gradually increasing amount of training.

3.3.3 Model structure

It can be observed that “insufficient vigilance” ($A_2$) in the perception stage serves as the sub-node of four nodes, i.e., “excessive fatigue” ($A_3$), “insufficient sense of responsibility” ($A_5$), "poor physical and mental conditions" ($A_6$), and "automation-induced complacency" ($A_7$). Furthermore, it serves as the parent node of "negligence when one person monitors multiple ships" ($A_1$) and "untimely perception" ($A$), while "automation-induced complacency" is also the parent node of "negligence when one person monitors multiple ships" ($A_1$).

In the decision stage, “inappropriate decision” ($B_1$) serves as the sub-node of “insufficient understanding of information” ($B_3$) and “no consideration to weather, sea conditions, etc.” ($B_4$), while both $B_1$ and “lack of experience in emergency disposal” ($B_2$) are the parent nodes of “decision failure” ($B$).

In the operation stage, “psychological difference” ($C_1$) serves as the sub-node of “situational awareness defect” ($C_2$) and “lack of ship perception” ($C_3$). Both $C_1$ and $C_2$ are the parent nodes of “uncoordinated man-machine interaction” ($C_4$). Meanwhile, $C_4$ and “insufficient training” ($C_5$) are the parent nodes of "operation failure" ($C$). Based on these relationships between children and parent nodes, the three-stage BNs model can be constructed, as shown in Figs. 4-6.

![Figure 4. Bayesian Network model of the perception stage (Notes: $A$ - Untimely perception; $A_1$ - Negligence when one person monitors multiple ships; $A_2$ - Insufficient vigilance; $A_3$ - Excessive fatigue; $A_4$ - Information overload; $A_5$ - Insufficient sense of responsibility; $A_6$ - Poor physical and mental conditions; $A_7$ - Automation-induced complacency)]
Figure 5 Bayesian Network model of the decision stage (NOTES: B - Decision failure; B1 - Inappropriate emergency decision-making; B2 - Lack of experience in emergency disposal; B3 - Insufficient understanding of information; B4 - No consideration to weather, sea conditions, etc.)

Figure 6. Bayesian Network model of the operation stage (Notes: C - Operation failure; C1 - Psychological difference; C2 - Situational awareness defect; C3 - Lack of ship perception; C4 - Uncoordinated human-machine interaction; C5 - Insufficient training.)

4 CASE STUDY

4.1 Data description

As the availability of data related to human factors in the SCCs is limited, expert experience method is adopted for analysis of basic occurrence probability of these factors. On the other hand, the human factors in this study provide theoretical support, risk prevention and control measures for future construction of the SCCs and personnel training. In this section, the expert data are processed by fuzzy triangular numbers. For instance, three well-known experts in the field of water safety evaluation and having experience for more than 15 years, were invited to provide evaluation comments on basic event probability of human error in autonomous cargo ship navigation. Considering the rich working experience of the experts, their comments were deemed as important as other methods described in the following steps:

- Frequency grading
  In the process of risk assessment, it is sufficient to only use frequency for event grading\(^ {29}\), such as the grading method provided in Table 3. This frequency can be either a risk assessment indicator or a safety performance indicator. It can be observed based on the standard and definition of the frequency level that the frequency in a level is usually 10 times higher than that in the previous level. According to this definition, the corresponding level number can also be approximated on a logarithmic scale.

<table>
<thead>
<tr>
<th>Level</th>
<th>Frequency / Year</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low</td>
<td>(10^{-5})~0</td>
<td>Events that are almost impossible</td>
</tr>
<tr>
<td>Low</td>
<td>(10^{-5})~(10^{-3})</td>
<td>Very rare events, not seen in similar projects.</td>
</tr>
<tr>
<td>Medium</td>
<td>(10^{-3})~(10^{-1})</td>
<td>Rare events, people may encounter in their lifetime</td>
</tr>
<tr>
<td>High</td>
<td>0.1~1</td>
<td>An event that has happened, whose reoccurrence in the future is normal</td>
</tr>
<tr>
<td>Very high</td>
<td>1~10</td>
<td>Events expected to happen frequently</td>
</tr>
</tbody>
</table>

- Processing of fuzzy probability
  The membership function of the trigonometric function is as follows:
It can be seen from (5) that the triangular number can be represented by three parameters, i.e., $a$, $m$ and $b$. In order to generate the experts' score with reference to Table 3, five semantic values shown in Table 4 are specified to represent different fuzzy numbers. The membership function of the corresponding triangular fuzzy number is shown in Fig. 7.

Table 4. Semantic values of event occurrence probability and the corresponding triangular fuzzy number

<table>
<thead>
<tr>
<th>No.</th>
<th>Semantic value</th>
<th>Triangular fuzzy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Very low</td>
<td>(0,0,0.3)</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>(0,0.3,0.5)</td>
</tr>
<tr>
<td>3</td>
<td>Medium</td>
<td>(0.3,0.5,0.7)</td>
</tr>
<tr>
<td>4</td>
<td>High</td>
<td>(0.5,0.7,1)</td>
</tr>
<tr>
<td>5</td>
<td>Very high</td>
<td>(0.7,0.7,1)</td>
</tr>
</tbody>
</table>

![Figure 7. Membership function of fuzzy triangular numbers](image)

• Analysis sequences

It is necessary to synthesize the semantic judgments of multiple experts for a more accurate characterization of the event occurrence possibility through fuzzy numbers. This paper adopts the fuzzy number synthesis method using a weighted summation, and using this method, the comprehensive evaluation of an event $i$ can be expressed as

$$M_i = W_{i1}F_{1i} + W_{i2}F_{2i} + \cdots + W_{in}F_{ni}$$  \hspace{1cm} (6)$$

The weight value of the $j$th expert ($j = 1, 2, \ldots, n$) can be represented by $W_j$, and $F_{ji}$ represents the semantic evaluation fuzzy number of the $j$th expert for the $i$th event ($i = 1, 2, \ldots, m$).

(1) Deburring

In this paper, the mean area method is used to process the fuzzy probability and obtain the exact probability. The formula is shown as follows:

$$\hat{p}_n = \frac{a_n + 2m_n + b_n}{4}.$$  \hspace{1cm} (7)$$

(2) Probability normalization

For each basic event, the sum of the state probabilities must be equal to one, therefore, the probability given by (4) should be normalized as follows:

$$p_n = \frac{\hat{p}_n}{4\sum_{j=0}^{n-1} \hat{p}_n}.$$  \hspace{1cm} (8)$$

The final probability of the root node obtained after deburring is shown in Table 5.
Table 5. Basic probability of the root node

<table>
<thead>
<tr>
<th>Variable</th>
<th>A3</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A4</th>
<th>B2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>1.62e-3</td>
<td>1.64e-3</td>
<td>1.66e-3</td>
<td>1.86e-3</td>
<td>2.64e-3</td>
<td>1.62e-3</td>
</tr>
<tr>
<td>Variable</td>
<td>B3</td>
<td>B4</td>
<td>C2</td>
<td>C3</td>
<td>C5</td>
<td></td>
</tr>
<tr>
<td>Probability</td>
<td>1.61e-3</td>
<td>1.75e-3</td>
<td>2.23e-3</td>
<td>2.45e-3</td>
<td>1.62e-3</td>
<td></td>
</tr>
</tbody>
</table>

4.2 CPT estimation

The conditional probability table for each sub-node can be determined based on the root node probability. The SCC can face multiple uncertainties during its construction due to lack of available data. This section uses both expert interviews and questionnaires to obtain the conditional probability table for the nodes, where the interview questions are mainly based on probability assignment. Based on the given constraints, the interviewed experts will independently give the corresponding probability values, which are then statistically analyzed to obtain an average value.

Taking the sub-node "insufficient vigilance" (A2) as an example, as shown in Figs. 4 and 5, there are four parent nodes of A2, including "excessive fatigue" (A3), "insufficient sense of responsibility" (A5), "poor physical and mental conditions" (A6) and "over-reliance on automation" (A7), where A2 can have a value of either zero or one. The former value indicates that the operator is not vigilant enough, while the latter value indicates that the operator is vigilant. Similarly, the four parent nodes of A2 also have two states, namely zero and one. The conditional probability table of the sub-node "insufficient vigilance" (A2) with respect to other states is shown in Table 6.

<table>
<thead>
<tr>
<th>A3</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A2</th>
<th>Y</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0212</td>
<td>0.9788</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>0.0141</td>
<td>0.9859</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>0.0196</td>
<td>0.9804</td>
</tr>
<tr>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0136</td>
<td>0.9864</td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>0.02</td>
<td>0.98</td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>0.0135</td>
<td>0.9865</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0198</td>
<td>0.9802</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0137</td>
<td>0.9863</td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>0.0178</td>
<td>0.9822</td>
</tr>
<tr>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0111</td>
<td>0.9889</td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.019</td>
<td>0.981</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0128</td>
<td>0.9872</td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0188</td>
<td>0.9812</td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0123</td>
<td>0.9877</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.01</td>
<td>0.99</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0.0038</td>
<td>0.9962</td>
</tr>
</tbody>
</table>

4.3 Results

Based on the three-stage BNs topology structure of human factors in the SCC, the knowledge of experts is effectively extracted using the calculation method described in the previous sub-section. Subsequently, the conditional probability table of each node is calculated and the probability values are input to the analysis software. The network prediction model for the three stages are shown in Figs. 8-10 and the human error occurrence probabilities P1, P2, P3 in each stage can be obtained using these models. Using these probability values in (4), the occurrence probability of ship accident, also called the total human error probability in emergency situations, is calculated as P=1-0.9961×0.9984×0.9969=8.58e-3.
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Figure 8. Topology network in the perception stage

Figure 9. Topology network in the decision stage

Figure 10. Topology network in the operation stage
4.4 Sensitivity analysis

In order to analyse the influence of each human factor on autonomous cargo ship navigation accidents, the sensitivity of the proposed BNs model of the SCC is analysed in this section. First, the occurrence probability of each parent node is assigned the value of one, i.e., \( P_{(i,j)} = 1 \), where \( i \) denotes the node category of the risk factor and \( j \) denotes the node number of the risk factor. Then, a full probability variation table of risk events in autonomous cargo ships caused by human errors in the SCC is obtained after prediction.

Taking the example of node “excessive fatigue” \((A3)\), the network topology diagram of the perception stage variations when the monitoring staff is excessively fatigued is shown in Fig. 11.

![Figure 11. Schematic diagram of the calculation results of the posterior probability in the perception stage](image)

Based on (4) and Fig. 11, the total occurrence probability of accidents can be calculated as \( P = 8.68 \times 10^{-3} \) for the case of "excessive fatigue" \((A3)\) in emergency scenario. Similarly, the full occurrence probability of accidents relative to each node variable can be predicted, as shown in Table 6.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Posterior occurrence probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>2.46e-2</td>
</tr>
<tr>
<td>A2</td>
<td>1.88 e-2</td>
</tr>
<tr>
<td>A3</td>
<td>8.68e-3</td>
</tr>
<tr>
<td>A4</td>
<td>1.99 e-2</td>
</tr>
<tr>
<td>A5</td>
<td>8.67e-3</td>
</tr>
<tr>
<td>A6</td>
<td>8.63e-3</td>
</tr>
<tr>
<td>A7</td>
<td>9.73e-3</td>
</tr>
<tr>
<td>B1</td>
<td>1.49 e-2</td>
</tr>
<tr>
<td>B2</td>
<td>1.93 e-2</td>
</tr>
<tr>
<td>B3</td>
<td>9.02 e-3</td>
</tr>
<tr>
<td>B4</td>
<td>8.98 e-3</td>
</tr>
<tr>
<td>C1</td>
<td>9.48 e-3</td>
</tr>
<tr>
<td>C2</td>
<td>2.05 e-2</td>
</tr>
<tr>
<td>C3</td>
<td>1.80 e-2</td>
</tr>
<tr>
<td>C4</td>
<td>2.29 e-2</td>
</tr>
<tr>
<td>C5</td>
<td>1.81 e-2</td>
</tr>
</tbody>
</table>

Table 6 shows the posterior probability of each node. The sensitivity of human factors affecting the autonomous cargo ship navigation accidents is ranked as follows: \( A1 > C4 > C2 > A4 > B2 > A2 > C5 > C3 > B1 > A7 > C1 > B3 > B4 > A3 > A5 > A6 \).
4.5 Model validation

This paper could be observed that when the staff on the SCC has to deal with the emergency disposal of autonomous cargo ships in section 4.4. The factors whose posterior probabilities are higher than the prior probability include "negligence when one person monitors multiple ships", "uncoordinated man-machine interaction", "situational awareness defect", "information overload", "lack of experience in emergency disposal", "insufficient vigilance" and "insufficient training", with a combined probability value of greater than 100%. In fact, in the whole system, "negligence when one person monitors multiple ships" and "uncoordinated man-machine interaction" have the two highest node sensitivities, which significantly impact the occurrence of ship accidents. In other words, these two human error factors are highly likely to cause ship accidents due to the failure in personnel emergency disposal.

Although existing studies focused mainly on human factor identification for autonomous cargo ships, they lacked details about different human error types and their importance in the emergency response disposal by the SCC. For example, Ramos explored human factors in the navigation process of autonomous cargo ships. This study mainly used the event tree analysis to analyse which human error may occur in the ship control and its degree of impact on consequent accidents, based on the progressive order of events. In addition, another study [29] figured out that the most important human errors affecting ship navigation include personnel negligence, information overload, situational awareness defect, skill degradation and insufficient vigilance caused by ignorance. The study emphasized the human factors such as monitoring personnel’s negligence and situational awareness defect, which is consistent with the human error factor ranking presented in this study.

5 DISCUSSION

This study utilized THERP and Bayesian theory to predict human error probabilities in emergency disposal when a ship is controlled remotely by the SCC. The findings manifested that the probability of error by the operator in the SCC during the emergency process was 8.58e-3, which is slightly higher than that of traditional ships. It was observed by a study of existing literature that the researchers are not optimistic about the safety of autonomous cargo ships, because although the human safety is guaranteed when the operators are transferred from the ship to the SCC, the risk index for the ship itself is higher than that of traditional ships. Therefore, there is an urgent need for further research on the safety of autonomous cargo ships.

Based on the human factors sensitivity results in case of emergency disposal of autonomous cargo ships, an analysis of eight risk factors having a high sensitivity score was carried out. The analysis revealed that it was necessary to strictly control the “negligence when one person monitors multiple ships” (A1). Similarly, the problem of "information overload" (A4) should also be avoided. To manage "uncoordinated human-system interaction" (C4), "situational awareness defect" (C2) and "lack of ship perception" (C3), it is necessary to have realistic simulations and training, while an emergency plan system should be improved to deal with “lack of experience in emergency disposal” (B2). Finally, crew training should be strengthened to avoid "insufficient vigilance" (A2) and “insufficient training” (C5).

In summary, there are several points that the clients should pay attention to when constructing the SCCs and training the operators. These points include: “standardize the number of ships monitored by one person”, continuously “enhance truthfulness of simulated cabins”, strengthening “emergency plan improvement and emergency disposal drills” and mitigating "insufficiency of education and training”. These points can provide theoretical basis and reference opinions, thereby reducing human errors in emergency disposal of autonomous cargo ships.

6 CONCLUSION AND FUTURE WORK

This paper analysed the emergency disposal process in the SCC of autonomous cargo ship with the third degree of autonomy. Based on this analysis, the human error probability was divided into three stages of perception-decision-execution, using the human error probability prediction method. Then, the BNs models of the three stages were constructed, followed by calculations of the basic probability of root node based on processing expert opinions using triangular fuzzy numbers. Subsequently, the conditional probability of each intermediate node in the network was also determined, which was used to obtain the human error probability of the entire emergency treatment process. This probability was equal to 8.58e-3. Finally, the factor importance was ranked based on sensitivity analysis of each human factor. Specifically, the top eight risk factors included “negligence when one person monitors multiple ships” (A1),
“uncoordinated human-system interaction” (C4), “situational awareness defect” (C2), “information overload” (A4), “lack of experience in emergency disposal” (B2), "insufficient vigilance" (A2), "insufficient training" (C5) and "lack of ship perception" (C3). Additionally, Risk Control Options were proposed to provide theoretical suggestions and support for the future construction of SCCs, and staff training.

As the concept of SCC is still in the design stage, the human factor error model for the SCC needs further improvement. The predicted human error probability and conclusions in this paper only serve as a reference for designing a SCC, and risk prevention and control. The human error model can be further studied in future when the SCCs become operational.

ACKNOWLEDGMENTS

The research was supported by the National Key Research and Development Project (2017YFC0804900, 2017YFC0804904), National Key Technologies Research & Development Program (2017YFE0118000). This work has also been supported by the H2020-MCSA-RISE project “RESET - Reliability and Safety Engineering and Technology for large maritime engineering systems” (No.730888).

REFERENCES


and Ergonomics and the Affiliated Conferences (AHFE), 3 (2015), pp. 1038-1045 January


[28] Man Y M, Lundh M, Porathe T. Seeking harmony in shore-based unmanned ship handling - from the perspective of human factors, what is the difference we need to focus on from being onboard to onshore?. Proceedings of the 5th International Conference on Applied Human Factors and Ergonomics AHFE, Kraków, 2014.


Comparison of system modelling techniques for autonomous ship systems
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ABSTRACT

As autonomous ships are currently developed, modern technologies are implemented into ship systems for enabling autonomous operations. Tight coupling in safety-critical systems created new challenges for the engineers and operators. Designing, operating and analyzing these complex systems requires a deep understanding about the system composition, requirements and expected behavior or functionality. The increasing complexity of the systems requires the implementation of modern model-based approaches. Instead of large texts, these new modelling techniques aim to present detailed system information with simplified models. This paper compares system modelling techniques known as System Modelling Language (SysML) and Object Process Methodology (OPM). These methods are used to model a Dynamic Positioning system (DP-system). Results show that the SysML is more suitable than OPM for modelling the autonomous ship systems due to its ability to present detailed system information in a simple and coherent way.

Keywords: Modeling methods; System Modeling Language; Object Process Methodology; Autonomous ship system; Dynamic Positioning System

1 INTRODUCTION

Numerous maritime industry stakeholders are currently exploring the options for developing new autonomous ship concepts (MUNIN, 2016). To date, research and engineering efforts focus on the development of technologies that could enable safe autonomous ship operations. However, the increased functionalities of autonomous engineering systems onboard ships are supported by advanced software and enable complex operations (Levander, 2017). This increased complexity represents new challenges for engineers in the system’s development, operation and management. These challenges link with three keystreams of innovation: (a) the management of system complexity; (b) the understandability of the system, and (c) the communication of the gathered information (Holt & Perry, 2019). The solutions to handle these issues need to have a consistent interconnection. This need for interconnection is evident as the absence of complexity management generates a difficult process for gathering information and results in an inefficient communication of the system information. This is the reason why there is a need for new alternatives for the systemic handling of complexity in modern autonomous systems and associated operations. These alternatives should support engineers and operators in the processing of system information. Moreover, the alternatives must effectively communicate and utilize the system information throughout diverse engineering processes such as development, analysis, operation and maintenance (Holt & Perry, 2019).

Advancement of technologies and their complexity requires a modern model-based approach (Grobshtein et al., 2007). Accordingly, engineers and operators must understand how system components interact with each other and surrounding systems (Weck et al., 2011). Novel methods based on Model Based Systems Engineering (MBSE) and System of Systems Engineering (SOSE) could offer solutions for the modelling of the complex modern systems. The International Council on Systems Engineering (INCOSE) defines MBSE as “the formalized application of modeling to support system requirements, design, analysis, verification and validation. It begins at the conceptual design phase and continues throughout development and later life cycle phases” (Friedenthal et al., 2007). Most of the methods based on MBSE are supported with computer tools for handling the system complexity. These enable a systematic organization of the modeling
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process. MBSE implements the principles of SOSE for a holistic modeling that begins with a general system level and proceed to subsystems and components. This holistic modeling includes system descriptions that are effectively communicated by diagrams and text.

The models providing the system information have been utilized for various purpose in systems safety engineering. Some analysis methods such as the System’s Theoretic Process Analysis (STPA) and the Functional Resonance Analysis Method (FRAM) utilize models to guide the analysis process. For example, in STPA, the so-called safety control structure model provides system information about the controllers, controlled processes and the interactions between them. This information is then used to define the scenarios where the system can be in an unsafe state (Leveson & Thomas, 2018). On the other hand, in FRAM, the model presents functional system interactions using different aspects such as requirements, resources, control, time, input and output. This system information is then utilized to understand the system’s couplings and performance variability (Hollnagel, 2012). Thus, the models providing the system information have a crucial role when conducting a system analysis. With these purposes, models have been effectively utilized in several domains for enhancing system design decision making (Russell, 2012), system development (D’Ambrosio & Soremekun, 2017), Safety analysis (Mhenni et al., 2013) and Security analysis (Best et al., 2007).

This paper compares two state of the art modeling methods based on MBSE and SOSE principles knowns as System Modelling Language (SysML) and Object Process Methodology (OPM). The paper includes a case study where a Dynamic Positioning (DP) system is modeled to compare the functionality of these methods. The DP-system is selected for this study because it is considered to be one of the main systems where autonomy in maritime operations is critical in terms of both positioning and navigation. Based on the generated models, the similarities and differences of these methods are compared. Finally, the applicability of these methods in autonomous ship systems is discussed.

2 METHODS

2.1 System Modelling Language (SysML)

SysML is a modelling language developed by Object Management Group (OMG) in 2007. It was derived from UML (Unified Modeling Language), which is widely used in Software Engineering (Friedenthal et al., 2015). SysML has been recognized by the International Standards Organization (ISO) since 2017 (ISO/IEC 19514:2017). OMG defines SysML as “a general-purpose graphical modelling language for specifying, analyzing, designing, and verifying complex systems that may include hardware, software, information, personnel, procedures, and facilities. It is an enabler of a MBSE approach to improve productivity, quality, and reduce risk for complex systems development.” (Object Management Group, 2017). SysML contains 9 different types of diagrams with each of them having a specific purpose, different level of abstraction and providing a different view of the same system. These diagrams aim to model the structural and behavioral aspects of the system and are classified as: (Holt & Perry, 2019):

I. Structural diagrams:

a. The block definition diagram, labelled bd, presents the hierarchy of system elements (systems, sub-systems and components) to define their properties. For each element, a block is created with a possibility to add any related properties or specifications as appropriate such as weight, dimensions and cost.

b. The internal block diagram, labelled ibd, presents the internal structure of the system or sub systems. It presents how the parts are interconnected from an inside perspective by adding parts, ports and connectors.

c. The requirements diagram, labelled req, is used to list the requirements of the system elements, which can include guidelines, standards, rules etc. During the system development life cycle, this diagram allows engineers to verify and validate these requirements.

d. The parametric diagram, labelled par, is used for conducting engineering analysis as well as verification and validation of the system requirements. The
constraints for the system analysis are defined and then the performance of systems is calculated and evaluated using the property values defined in system elements block. It can include various engineering analysis such as trade studies, sensitivity analysis, performance analysis and design optimization (Friedenthal et al., 2015).

e. The **package diagram**, labelled `pkg`, is used to organize all SysML diagrams. The diagrams with similarities are identified and grouped in a package (folder) which can be referenced with a unique name as suitable by the modeler. Furthermore, if a diagram belongs to two different groups then an import relationship can be applied to import the diagram or diagram elements from one package to another.

II. Behavioral diagrams:

a. The **activity diagram**, labelled `act`, presents the flow-based behavior of the system when performing certain activities. It shows the flow of control, flow of objects, input required for executing the activity and output that the activity produces.

b. The **sequence diagram**, labelled `sd`, shows the sequential flow and exchange of messages between different system elements when they interact with each other.

c. The **use case diagram**, labelled `uc`, describes the functionality of the system by presenting the actors (users of the system) and tasks required to execute the function. Furthermore, the operational requirements of the system can be refined using the use case diagram, which shows how the system functions fulfil the system requirements.

d. The **state machine diagram**, labelled `stm`, presents the behavior of the system elements when the state transitioning occurs. It is used to describe the state-dependent behavior of the system elements during the system operation.

2.2 Object Process Methodology (OPM)

OPM is a system modelling paradigm introduced by Prof. Dov Dori in 1995 (Dori, 1995). It is a holistic approach, which models a system’s structural and behavioral aspects in a single and unified diagram. It can support engineers during system design, development, maintenance, and effective communication (Weck et al., 2011). In 2015, ISO recognized OPM as an international standard modeling language for producing conceptual models of a system (ISO/PAS 19450:2015).

OPM focuses on three entities that are inherent in a system namely objects, processes and the links in between them. Dori (2002) defines objects as the “things that exist in the system” and consequently, he defines processes as the “things that happen in the system. For presenting these system descriptions, it uses both the graphical form via Object-Process Diagrams (OPDs) and textual form via Object-Process Language (OPL).

The OPD’s consist of one System Diagram (SD) and many In-Zoomed diagrams. The SD presents the system level (top level) elements, while the In-Zoomed diagrams present each of the elements of SD in higher detail. In this way engineers may start designing at abstract level and add refinements as needed. Each OPD includes a collection of sentences, in OPL format, (textual modality). OPL is defined by Dori (2016) as “a subset of English that expresses textually the OPM model that the OPD set expresses graphically”. This feature creates human readable auto-generated texts that can be useful for engineers that prefer texts over graphics and can also be used to create technical specifications (Dori, 2016). Table 1 presents some symbols and their representation in OPDs.
Table 1: Some symbols and their representation in OPD's

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Representation</th>
<th>Symbol</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Non-physical Object: Flat rectangle" /></td>
<td>Non-physical Object: Flat rectangle</td>
<td><img src="image" alt="Process: Eclipse" /></td>
<td>Process: Eclipse</td>
</tr>
<tr>
<td><img src="image" alt="Physical Object: Shaded rectangle" /></td>
<td>Physical Object: Shaded rectangle</td>
<td><img src="image" alt="Aggregation -participation link: Black filled triangle" /></td>
<td>Aggregation -participation link: Black filled triangle</td>
</tr>
<tr>
<td><img src="image" alt="States: rounded rectangle" /></td>
<td>States: rounded rectangle</td>
<td><img src="image" alt="OPL: System consists of Sub-system" /></td>
<td>OPL: System consists of Sub-system</td>
</tr>
<tr>
<td><img src="image" alt="Initial state (on): thick border Final state (off): double border" /></td>
<td>Initial state (on): thick border Final state (off): double border</td>
<td><img src="image" alt="Agent link: line with black filled circle" /></td>
<td>Agent link: line with black filled circle</td>
</tr>
<tr>
<td><img src="image" alt="Environmental Object: with dashed border" /></td>
<td>Environmental Object: with dashed border</td>
<td><img src="image" alt="Instrument link: line with white filled circle" /></td>
<td>Instrument link: line with white filled circle</td>
</tr>
<tr>
<td><img src="image" alt="OPL: Vessel Navigation requires Control Unit" /></td>
<td>OPL: Vessel Navigation requires Control Unit</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3 MODELING A SHIP DYNAMIC POSITIONING SYSTEM (DP-SYSTEM)

3.1 Dynamic Positioning system

The International Maritime Organization (IMO) defines Dynamically Positioned vessel (DP-vessel) as “a unit or a vessel which automatically maintains its position (fixed location or predetermined track) exclusively by means of thruster force”. It also defines the Dynamic Positioning system (DP-system) as “the complete installation necessary for dynamically positioning a vessel comprising of a power system, thruster system and DP-control system” (IMO-MSC/Circular.645).

The DP-system estimates the required thrust and rudder angle to maintain the vessel position against wind, waves and current; and controls the engine, thrusters, propellers and rudders accordingly for reaching and maintaining the desired position. It consists of several position-reference units and sensors to estimate the vessel motion and position in addition to the forces affecting them. The sample DP-system, K-Pos DP-21 (Kongsberg, 2014), is modelled in the upcoming sections with a focus on automatic vessel positioning mode. This system satisfies the requirements of IMO equipment Class 2 as specified in IMO-MSC/Circular.645. The details of this system and its functions are available in Kongsberg (2014) and is used for modeling in Sections 3.2 and 3.3.

3.2 Modeling with SysML using Visual Paradigm tool

Figure 1 presents the package diagram for the DP-system. The package diagram consists of 4 main packages: requirements, behavior, structure and parametric, which are further refined into sub packages as shown in the figure.
Next, inside the requirements package, the requirements diagrams are created for the DP system, sub-systems and their components. Figure 2 presents the system level (DP-system) requirements from IMO MSC/Circular 645 for Class 2 vessels. Each of the requirements inside the diagram has a title (heading), text (describing the requirement) and ID (identity number). Furthermore, as shown in the requirement titled as “International Standard Units” in Figure 2, it can also include various fields such as verify method, risk involved due to unfulfilled requirements, and current status of the requirement verification.

Then, the diagrams presenting the structural aspects of the DP-system are created. Figures 3 and 4 present the block definition diagram of the DP-system domain and DP control unit respectively. Each of the system elements are modeled as a block and are connected with a composite association (whole-part relationship). Furthermore, each of the components block can
include relevant properties and values. For example, the “operator station” block in Figure 6 includes fields where the information about its current, voltage, dimension and weight can be placed.

Figure 3: The block definition diagram presenting the structure of DP-system domain

Figure 4: The block definition diagram presenting the structure of the control unit

Figures 5 and 6 present the parametric diagram for analyzing power consumption of control unit and power efficiency of the DP system respectively. This is achieved by importing the property values (see the Operator station block in Figure 4) and using power equations.
After modeling the structural aspects of the system, the diagrams presenting the behavioural aspects are created. Figure 7 presents the use cases and the users that are involved in automatic vessel positioning. The <<include>> stereotype denotes the cases that are always active during the main operation, while <<Extend>> stereotype denotes the cases that are only active in certain scenarios.
Figures 8 and 9 present the activity diagrams for the DP operation and its sub-function (data collection and filtering) respectively. It presents the sequence of the tasks involved in the process using direction of arrows. The tasks in parallel are shown with Join nodes and Fork nodes (black filled rectangles). In addition to the sequence of the tasks, the activity diagram of data collection and filtering process presents the involved components, required inputs (satellite, transponders etc.) and outputs (filtered positional data, wind speed data etc.).
3.3 Modeling with OPM using OPCAT tool

Figure 11 presents the System Diagram (SD, top hierarchical level) for Automatic vessel positioning. It shows the main process (automatic vessel positioning), involved objects (e.g. operators, individual DP-systems, etc.) and their links. Furthermore, it also presents the state transition of an object (vessel) from initial position to required position achieved by automatic vessel positioning function.
Figure 11: The top level OPD (SD) for DP-system operation

Figure 12 presents the In-Zoomed diagram of the SD. It shows the subprocesses and involved components in the automatic vessel positioning process. The sequence of the subprocesses is represented using a top-down approach.

The OPD is then further refined by adding In-zoomed diagram for each of the subprocesses. Figure 13 presents the In-zoomed diagram for the subprocess “Data collection and filtering”. It presents the subprocesses and objects involved during Data collection and filtering.
The OPL of each of these diagrams were auto-generated. The OPL for SD is as following:

**Vessel** is physical.
**Vessel** can be Dynamic or Maintained position.
- Dynamic is initial.
- Maintained position is final.
**Vessel** consists of Dynamic Positioning System, Power Unit, and Thruster unit.
- Dynamic Positioning System is physical.
- Dynamic Positioning System consists of Control Unit.
- Control Unit is physical.
- Power Unit is physical.
- Thruster unit is physical.
**Operator** is physical.
**Operator** triggers Vessel positioning.
**Vessel positioning** requires Control Unit, Operator, Dynamic Positioning System, Thruster unit, and Power Unit.
**Vessel positioning** changes Vessel from Dynamic to Maintained position.

Figure 14 presents the simulation of the SD diagram of DP-System where the left diagram represents the early stages and the right diagram represents the final stages. The simulation demonstrates the change of states and the sequence of the processes in real-time. The green color in the simulation refers to the active objects and the purple colour refers to the active processes. Furthermore, the change of state of an object is demonstrated with a moving red circle in the links and the changing color of the state itself.

Figure 14: A simulation presenting the state change of the vessel (early stage of simulation at left and final stage of simulation at right)
4 DISCUSSION

4.1 Comparison of OPM and SysML

Based on the generated models, Table 1 summarizes the key aspects and strengths of each method.

<table>
<thead>
<tr>
<th>Features</th>
<th>SysML</th>
<th>OPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modeling structural and behavioral aspects</td>
<td>• Detailed information of the system using different type of diagrams.</td>
<td>• Distinction between physical and non-physical objects.</td>
</tr>
<tr>
<td></td>
<td>• Distinction between system owned and shared components.</td>
<td>• Easier and faster to create and understand as it consists a single unified diagram.</td>
</tr>
<tr>
<td>Models management</td>
<td>• An entire diagram &quot;package diagram&quot; is dedicated for the model's management.</td>
<td>• Zoom-in and zoom-out approach is used to easily navigate between the levels.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Easier to manage because it consists of a single diagram (9 in SysML)</td>
</tr>
<tr>
<td>Availability of tools support and related features</td>
<td>• A wide range of tools is available in the market with limited or full features of SysML.</td>
<td>• The only available tool offers full features of OPM</td>
</tr>
<tr>
<td>Additional features</td>
<td>• Includes Requirement diagram that presents the requirements of the system elements and allows engineers to verify and validate these requirements during system life cycle.</td>
<td>• Allows dynamic simulation of the model, which enables the modeler to visualize the system functions and test its executability.</td>
</tr>
<tr>
<td></td>
<td>• Includes Parametric diagram that enables various engineering analysis such as trade studies, sensitivity analysis, performance analysis and design optimization.</td>
<td>• Generates texts describing the models automatically which can be useful for technical and non-technical stakeholders.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Allows coders to make models using codes instead of using graphical user interface.</td>
</tr>
</tbody>
</table>

The results show that both methods are effective in modeling the structural and behavioral aspects of the system. However, SysML provides more detailed information of the system than OPM as it consists of several types of diagram. In contrast, OPM uses a single unified diagram to present the system composition and behavior in a simple way. Due to these differences, OPM models are easier and faster to create and understand than SysML models.

There are also some important unique features in both methods. OPM allows dynamic simulation of the system. Whereas in SysML, the simulation is only possible for certain diagrams and with specific tools. Other key features available in OPM is the ability of textual modality (automatic generation of texts from the models) and also allows coders to make models using codes. On the counterpart, SysML includes requirement diagram and parametric diagram which are lacking in OPM. The requirements diagram in SysML can include the requirements that must be satisfied during the design, development and even during the operation of the system. The parametric diagram enables to conduct various engineering analysis of the systems such as trade studies, sensitivity analysis, performance analysis and design optimization.

4.2 Applicability of methods to autonomous ship systems

It is highly expected that the autonomous ship systems will consist of tightly coupled components with complex interactions within the system and with the environment (Levander, 2017). The functions of operators onboard will be added to the system components (i.e. software and hardware), which are already operating with many complex functions. The functions that cannot be assigned to the existing system components will be assigned to the new systems with
advanced components. As a result, it is evident that an autonomous ship will include high number of advanced systems on board with higher interactions between them when compared to the traditional ships. Thus, the current approach, where the system description is mostly attempted to communicate with texts and traditional approaches such as tree structure and functional block diagrams might not be enough to understand these complex interactions and to communicate them. Furthermore, the advancement of information technology, and the availability of standard methods and tools allows the engineers to move from the document-centric approach to model-based methods.

Both OPM and SysML consist of features that can be useful for the development, analysis and operation of autonomous ship systems. However, there are some important features such as requirements and parametric modeling that are lacking in OPM. Marine industry is highly dependent on rules and regulations. There are several requirements such as DNV GL (2013) from regulatory bodies that need to be fulfilled before ships deployment. Thus, it is necessary to model the requirements of ship systems and their operation from the earliest design phase to avoid any potential issues afterwards. Furthermore, the parametric diagram in SysML allows engineering analysis to be conducted from the design phase and throughout the system lifecycle. Although, there has been an attempt to include requirements and parametric in OPM models (Dori, 2016), the addition of requirements and parameters in an OPD diagram may lead to information overload. Furthermore, as autonomous ships will consist of high number of components and interactions, the attempt of adding all information in a single diagram will make models large and complex to understand. Although, the features of OPM such as object process language and simulation can prove beneficial for engineers and different stakeholders, the features available in SysML are of higher importance. Nonetheless, it is still necessary to assess the suitability of adding these missing features in SysML, which can make SysML even more complete and applicable to autonomous ship systems.

Ships in general are safety-critical and the development of autonomous ships are of high interest among several stakeholders in marine industry. Thus, it is expected that the models should be as detailed as possible. As SysML provides modeling capabilities for systems in higher details than OPM and considering all of above reasons, SysML can be more suitable than OPM for modeling the Autonomous ship systems.

4.3 Exploring the model's utilization for analyzing autonomous ship systems.

Models can provide clear and attractive communication of a system’s specification and the interaction of systems in a module. Models using MBSE methods have been increasingly used in several engineering analysis as presented in Section 1.1. The following topics related to autonomous ship systems will be explored in the future for assessing the possibility of integrating models into the methods:

- **Hazard analysis:** For identifying and analyzing the hazards in the system, the analysts must understand the system composition and behavior. For this purpose, the system information generated by the models can be used to understand the autonomous ship systems before conducting hazard analysis. Instead of relying heavily on experts and their brainstorming sessions, these models can be potentially used as an input for experts. Furthermore, the experts who are less familiar with the system can use the models to gather necessary system information required for identifying hazards. The challenge is then to identify the most important diagrams to be communicated to the analysts as providing everything can lead to the problem of information overload.

- **Real-time system monitoring:** There is also a possibility to use the models as an interface for real-time system monitoring for autonomous ships. A simple example would be by adding a component status property to each of the components block in SysML where they are linked to the sensors installed on the ship. If the sensor is not sending any signals, the model will notify the operator by changing the status from “operating” to “non-operating”. In addition, it will display all other components and activities that are affected by this status change and the safety measures that need to be followed as predefined by the system’s designers. Thus,
the possibility of using SysML diagrams for real-time system monitoring of autonomous ship systems should be further explored in future.

- **System maintenance**: Similar to component status, the information about the expected lifetime of each component and the guidelines for executing the maintenance from the manufacturers can be also added to the diagrams and communicated to the maintenance engineer. Furthermore, a property can be added in the blocks of the components which records the date of previous maintenance. This will allow engineers to keep track of the components and use the information stored in models to guide the maintenance process.

Most of the engineering or operating tasks that require detailed information about the system could be guided by these system models. However, the implementation of these methods is heavily reliant on the tools. Thus, the tools that are currently being used need to be updated and assured for conducting these analyses for autonomous ship systems.

## 5 CONCLUSIONS

Graphical models could unlock various ways of communicating system information to relevant stakeholders. Thus, system modeling methods could be a viable option for autonomous ship systems. This paper explored OPM and SysML for handling the key issues related to complex systems i.e. autonomous ship systems. These key issues are complexity management, system understandability and communication of the system information. The methods were applied for the case of a typical Class II DP-system, that is believed to have a major role in autonomous ship operations. The in-depth comparison shows that both methods have been able to manage the system complexity and communication of system information using graphical illustrations or models.

Although, the complexity management and communication are covered well by both methods, SysML is more effective than OPM in handling the system understandability. As SysML provides different diagrams that provide system information from different perspective, it is easier to understand the system structure and behavior in all system hierarchical level. Furthermore, SysML consists of requirements diagrams and parametric diagram for supporting the requirements analysis and other engineering analysis (i.e. sensitivity analysis, performance analysis and design optimization), which is lacking in OPM. Thus, SysML can be more suitable than OPM for modeling the autonomous ship systems. However, OPM models are easier and faster to create and understand than SysML and should be implemented in those cases with limited resource availability and where the level of detailed information provided by OPM models are sufficient for the analysts. Furthermore, adding the distinct features of OPM such as simulation and automatic text generation to the SysML should be explored in the future.

The discussions and conclusions of this research are based on the comparison of DP-system models generated using the system operation manual. For improving the creditability for the research, these models and the results will be assessed using expert’s opinion in the future.
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Abstract
Safety assurance of autonomous ships is one of the major long-term challenges faced by the maritime world. Applying systemic hazard analysis methods at this early stage will guide the design and operation of safe autonomous ships. This paper proposes an initial hierarchical ship systems structure that could be the basis for a systemic hazard analysis of autonomous ship systems and operations. The approach is based on the systems theory and the principle of hierarchy and has been developed via the combination of models used in past research projects and requirements of the STCW convention. For enabling the operation of autonomous ships, the ship crew functions are either replaced by ship technical systems or assigned to the Shore-Based Control Centre (SCC).
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1. Introduction

Autonomous ships aim at improving the safety and efficiency of the maritime operations while also preventing the exposure of the ship crew to on-board hazards (Wróbel et al., 2017). The specification of requirements and procedures for safety assurance in autonomous ships is complex and risks must be accounted for at early design stage. This challenge is also reflected in International Maritime Organization (IMO) who require that future Maritime Autonomous Surface Ships (MASS) should operate at an equivalent level of safety (i.e. be “at least as safe as”) conventional vessels (IMO, 2018).

Autonomous ships are expected to be highly complex with software-intensive interacting systems, that require the application of systemic hazard analysis methods that capture hazardous systems interactions (Basnet et al., 2019). These methods assume that the ship is a system comprising of sub-systems that interact with each other (Leveson, 2011; Valdez Banda et al., 2019). To conduct this hazard analysis, a hierarchical systems description of the autonomous ship is necessary.

In an attempt to open the way toward such developments, this paper reviews results of two of the major research projects in the field of autonomous ship operations namely MUNIN (Maritime Unmanned Navigation through Intelligence in Networks) and AAWA (Advanced Autonomous Waterborne Applications). Consequently, based on lessons learnt, systems theory and STCW functional requirements it suggests an initial hierarchical systems structure for the risk assessment of an autonomous ship at a level of autonomy AL4. In this sense, it contributes toward developing a new framework for hazard analysis beyond classical methods such as the IMO classic Fault Tree Analysis currently used for the development of rules and regulations within the context of Formal Safety Assessment.

2. Necessity of systemic hazard analysis for autonomous ship systems

2.1. Systemic hazard analysis

Systems theory was introduced in 1930’s to cope with the complexity of the systems starting to be built in different domains at that time (Ackoff, 1971; Leveson, 2011). The approach defines complex systems as systems of systems, where every system has a function (or purpose), elements (or components), and interconnections (Arnold & Wade, 2015). According to the hierarchy principle in the systems theory, each system at its level could be a sub-system at a higher level and a set of sub-systems at a lower level (Adams, 2011). The sub-systems interact and work together to perform their main system function and cannot be decomposed into independent physical components (Adams, 2011).

Systems thinking applied to safety revealed that safety is a system property that is affected by the interactions of its components (Hollnagel, 2004; Leveson, 2004). The hazards emerging from these interactions lead to unexpected accidents that were not considered in the traditional risk assessments (Hollnagel, 2004; Leveson, 2004). The systemic hazard analysis methods came as a response to the limitations of the traditional hazard analysis and risk assessment techniques in identifying the hazards associated with the interactions (Aven, 2016; Leveson, 2011).

Numerous traditional linear (cause-effect) hazard analysis methods have been developed and applied to different systems that humans had designed. The most widely applied are Fault Tree Analysis, Event Tree Analysis and HAZOP, which were developed many decades ago. These methods were successful in hazard analysis and risk assessment of relatively simple technical systems (Altabbakh, AlKazimi, Murray, & Grantham, 2014). However, the same techniques applied to the modern complex sociotechnical systems have shown very less effectiveness as they focus only on the components’ failure in a linear causal analysis, which cannot detect the non-linearity in today’s complex systems (Aven, 2016). In addition, these methods rely on historical data of the system, which puts the risk decisions under an increased...
uncertainty about the knowledge of the emerging technologies that do not have historical data (Aven, 2016; SRA, 2015). Therefore, modern complex systems need a systemic approach for hazard analysis and risk assessment in order to consider both the hazards related to components failures and the new hazards emerging with components interactions.

The most popular system theoretic hazard analysis methods as employed in the literature are STPA (System Theoretic Process Analysis) and FRAM (Functional Resonance Analysis Method). FRAM and STPA applied to complex modern systems have been successful in coping with complexity of the modern systems and capturing the hazards associated with their components interactions (Patriarca et al., 2017; Valdez Banda and Goerlandt, 2018).

2.2. Autonomous ships as complex systems

Autonomous ships are systems with embedded software and high functional dependencies and integration. This makes them complex systems, where a software may control separated subsystems, and depend on other systems operating across the physical boundaries (Utne et al., 2017)

As explained in the previous section, systemic hazard analysis could then be applied to autonomous ships as complex systems and prevent the hazardous scenarios related to both their components and interactions. Applying these modern techniques at the systems development and design stages could improve safety (Fleming et al., 2013; Ishimatsu et al., 2014; Valdez Banda et al., 2019). The results of the systemic hazard analysis of autonomous ships will then contribute to their safe deployment. The representation of the autonomous ship as a system of systems working together to perform the autonomous ship function would allow the systemic hazard analysis at this early stage of its development.

2.3. Autonomous ship functions and the role of humans in the loop

Fully autonomous ships are supposed to perform all previous functions of the technical systems and hence compensate the human absence. In addition, autonomous ships with their different levels of autonomy should be at least as safe as conventional ships as prescribed by the IMO (IMO, 2018).

The lack of experience in designing and operating autonomous ships justifies the need to employ the experience gained in designing and operating traditional ships. Besides, “the autonomous ships will most likely remain ships” and will navigate and behave like conventional ships (Wróbel and Montewka, 2019), which justifies more the need to consider the experience gained in conventional ship operations. Furthermore, the development of the autonomous systems started already by replacing the human capabilities when developers identified the required technologies to replace the human senses during navigation. Some of the suggested technologies were for example cameras and microphone arrays to compensate the human visual and hearing capabilities respectively.

The IMO standards have been continuously amended to hold the experience gained through the design and operation of conventional ships. The International Convention on Standards of Training, Certification and Watch-keeping for Seafarers (STCW) is one of the main IMO legal instruments that has continuously accommodated the updates in the functions of the ship crew based on the experience gained in the ship operation.

3. Review of autonomous ship technical concepts

3.1. MUNIN

The European project “Maritime Unmanned Navigation through Intelligence in Networks” (MUNIN) was the first research project dedicated on developing the technical concept of an autonomous cargo ship. It studied the feasibility and safe implementation of the concept with tests on an existing dry bulk carrier (MUNIN, 2016). The concept suggested that for a simple first application and with the limitation of the connectivity bandwidth, the autonomous ship
should be able to sail in open seas most of the time under full autonomy mode (MUNIN, 2015). The definition of the concept has been supported by different IMO conventions including the STCW convention. As shown in Figure 1, five new systems namely: (a) an Advanced Sensor Module (ASM), (b) an Autonomous Navigation System (ANS), (c) an Autonomous Engine Monitoring and Control System (AEMCS), (d) an Autonomous Ship Controller (ASC) and (e) a Shore Control Centre (SCC) were suggested to be essential for the safe operation of autonomous ships in deep sea. In addition, the two old Bridge Automation System and Engine Automation System were existing in the use case ship. The port approaches and special manoeuvres were excluded from the autonomous operation in order to reduce complexity for the early applications.

Figure 1: Overview of the autonomous ship modules (MUNIN, 2013)

The advanced sensor module was created in order to complement the absence of humans on-board in performing the lookout function (C. Bruhn, Burmeister, T. Long, & A. Moræus, 2014). The ANS function is “navigating the unmanned autonomous ship safely from boarding point to boarding point (MUNIN, 2015). Under this main function, the ANS should conduct weather routing, determine ship dynamics, control buoyancy and stability, avoid collision and manage alarm and emergencies (MUNIN, 2015). The AEMCS monitors and controls all the engine room systems. The ASC assesses the data from different ship sensors and from the shore and controls the autonomous ship operation. The SCC conducts the voyage planning with the administrative tasks, manages the distress communication and monitors the overall ship operation to manage the complex emergencies. The BAS and the EAS would have to perform the same functionalities in the existent ship; the BAS receives navigation alerts through NAVTEX, keeps log book and follows track with autopilot, while the EAS provides engine data.

The project results recognised that satellite bandwidth and communication quality are great challenges to a full-time remote operation and argued that the ship should be able to operate autonomously most of the time. The same challenge was also recognized by AAWA project late and a dynamic level of autonomy during the voyage was suggested (AAWA, 2016). Thus, the SCC will serve as back up with a remote control in special manoeuvres and critical situations (Rødseth et al., 2013). One more backup system is the “fail to safe” situation, when both the autonomous ship controller and the SCC fail to control the ship or execute the adequate tasks. In this emergency case, the ship should follow a predefined set of actions or route that takes it to a safe situation without considering its initial plan execution.

### 3.2. AAWA

In AAWA project, the leading Rolls Royce marine group with other partners from the maritime industry and academia sought for applicable technologies with site tests in a defined testbed in Finland. The focus was on autonomous navigation systems. The project defined the
autonomous navigation architecture as a set of modules that could together enable the safe navigation of the autonomous ship from port A to port B (AAWA, 2016). Figure 2 illustrates four modules of the ANS (Ship State Definition, Route Planning, Collision Avoidance, Situational Awareness and Dynamic Positioning).

The Ship State Definition module also known as “Virtual Captain” is the highest in the hierarchy of the ANS architecture and it receives and processes information from the other modules in order to make decisions based on a full awareness of the ship situation.

The Route planning module on the other hand is charged of delivering the route plan based on a software that considers information provided in the voyage plan received from the shore. It generates the route on a static mode, while the Collision Avoidance module generates the dynamic path to avoid collision during the plan execution.

The Situation Awareness module fuses the data from its different sensor types and extracts the adequate information to map the ship surroundings. The surroundings map is necessary for the Collision Avoidance module. The project suggested that the currently available sensors technologies can provide the lookout required for a safe navigation if the adequate sensor fusion combinations for each situation are determined (AAWA, 2016). The identified set of sensors having the potential to replace the human lookout were HD cameras, IR cameras, Radar, short range Radar, Lidar (Light Detection and Ranging) and microphones.

The Dynamic Positioning (DP) module controls the propulsion system in order to track a defined route or keep a defined position. Furthermore, the DP module monitors the ship motion and manoeuvrability constraints in order to act accordingly.

4. Combining MUNIN and AAWA concepts with reference from STCW functions

In order to conduct future systemic analysis that are aligned with the development trends, the contribution of MUNIN and AAWA projects should be considered in describing the hierarchical ship systems structure. For this reason in this paper, the combination of the technical concepts in MUNIN and AAWA is considered as the starting point to develop the autonomous ship systems structure. A cross verification with the systems identified based on the seafarers’ functions in STCW convention is then conducted to add the missing functions in the structure or merge the systems with same functions. First, the general concept of MUNIN application is employed because it was not restricted to the ANS and it gave the context of operation, which could be considered as a level of autonomy AL4 in Lloyds Register’s definition. Then, as AAWA project was focused mainly on the ANS and the research was conducted more recently, and gave more details about the system’s technologies to be employed, it was combined with the general concept of MUNIN.
Table 1 illustrates the transition from the different functions of the STCW convention to the correspondent autonomous ship systems that would perform these functions. As each system should have a purpose and a set of sub-systems, each function in the STCW convention at the operational level could be assigned as the purpose of a system in the autonomous ship.
<table>
<thead>
<tr>
<th>STCW Functions</th>
<th>Autonomous Ship Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan route</td>
<td>Route Planning System (SU)</td>
</tr>
<tr>
<td>Determine position, speed and heading</td>
<td>Positioning, Navigation and Timing System</td>
</tr>
<tr>
<td>Reporting</td>
<td>Communication and reporting system</td>
</tr>
<tr>
<td>Track route</td>
<td>Dynamic Positioning (DP) system (SU)</td>
</tr>
<tr>
<td>Interpret and apply weather information</td>
<td>Weather Monitoring and Information System</td>
</tr>
<tr>
<td>Avoid collisions (consider COLREGs, lights and sound signals)</td>
<td>Collision Avoidance System (SU)</td>
</tr>
<tr>
<td>Maintain proper lookout</td>
<td>Navigational Situation Awareness System (SU)</td>
</tr>
<tr>
<td>Respond to emergencies</td>
<td>Safety and Security System</td>
</tr>
<tr>
<td>Respond to distress signals</td>
<td>Safety and Security System</td>
</tr>
<tr>
<td>Maneuvering</td>
<td>Maneuvering DP System (SU)</td>
</tr>
<tr>
<td>Anchoring and mooring</td>
<td>Anchoring and Mooring System</td>
</tr>
<tr>
<td>Loading and stowage</td>
<td>Cargo Loading and Stowage System</td>
</tr>
<tr>
<td>Care during the voyage</td>
<td>Cargo Loading and Stowage System</td>
</tr>
<tr>
<td>Compliance with pollution prevention</td>
<td>Pollution Prevention System</td>
</tr>
<tr>
<td>Ship stability (Trim, buoyancy, watertight integrity)</td>
<td>Ship Stability and Integrity System</td>
</tr>
<tr>
<td>Fire prevention, control and fighting</td>
<td>Fire Prevention and Fighting System</td>
</tr>
<tr>
<td>Life-saving appliances operation</td>
<td>Life-saving Appliances (SU)</td>
</tr>
<tr>
<td>Medical aids application</td>
<td>Medical Aids (SU)</td>
</tr>
<tr>
<td>Compliance with legislation</td>
<td>Legislation Compliance System</td>
</tr>
<tr>
<td>Use hand tools, electrical and electronic measurement and test equipment for fault finding, maintenance and repair operations</td>
<td>Maintenance Planning System</td>
</tr>
<tr>
<td>Monitoring of engineering and systems</td>
<td>Monitoring System</td>
</tr>
<tr>
<td>Apply safety and emergency procedures</td>
<td>Safety and Emergency Procedures System</td>
</tr>
<tr>
<td>Controlling the operation of the ship and care for persons on board</td>
<td>Control and Monitoring System</td>
</tr>
<tr>
<td>Controlling the operation of the ship and care for persons on board</td>
<td>Control and Monitoring System</td>
</tr>
<tr>
<td>Controlling the operation of the ship and care for persons on board</td>
<td>Control and Monitoring System</td>
</tr>
<tr>
<td>Controlling the operation of the ship and care for persons on board</td>
<td>Control and Monitoring System</td>
</tr>
</tbody>
</table>

**Table 1: STCW Functions and the Corresponding Autonomous Ship Systems**
Figure 3. The proposed hierarchical systems structure of the autonomous cargo ship.
5. Proposed structure

Figure 3 shows the proposed hierarchical systems structure of the autonomous cargo ship. It is obtained from the analysis described in the previous sections with technical information provided by the mentioned research projects. However, the structure is an initial suggestion of the functional boundaries of the autonomous ship systems and could be subject of further investigation in future work. More details under each function will vary by cargo type, especially for the cargo handling and monitoring system. In addition, autonomous ships other than cargo ships could have additional systems that perform other functions depending on the type of the vessel.

In this structure, each orange box represents one of the autonomous ship systems, the smaller grey boxes are their respective sub-systems. The blue box in the figure represents the SCC with its sub-systems under it with grey boxes. The name of each system refers to the function it performs as specified in the Table 1.

The structure presents the ship systems until two levels of hierarchy: systems and their sub-systems. Only the collision avoidance and the navigational awareness sub-systems have been further detailed into a third level of the hierarchy. Their respective sub-systems were added in the structure in yellow boxes and with the name referring to their functions as suggested in AAWA description of the ANS. Under the PNT and the navigational situation awareness systems, the components as suggested in MUNIN and AAWA were added in text without boxes.

The Autonomous Ship Control System (ASCS) is placed on top of the other systems in the figure only due to its control over the other systems, without any link to the principle of hierarchy in the systems theory. The ASCS is the "virtual captain" that assesses the general ship situation and controls all ship systems.

The ANS sub-systems are described in the next sections.

5.1. Route planning system

This system generates the route plan based on the information in the voyage plan. The voyage plan is delivered by the SCC. The route plan includes the way points, the speed and the heading from point to point.

5.2. Positioning, Navigation and Timing (PNT) system

This system will provide PNT information that will be distributed to other ship systems for different purposes. It will employ the technologies of the Global Navigation Satellite Systems (GNSS) receivers with satellite-based augmentation systems for better accuracy and integrity (Cueto-Felgueroso, 2018; MUNIN, 2015). Other navigation sensors such as the speed log, the Compass and the Inertial Measurement Unit (IMU) could provide the PNT information for redundancy (MUNIN, 2015).

5.3. Reporting and communication system

This system will be responsible for the automatic reporting to the shore and the Automatic Identification System (AIS). It will also conduct simple automatic communications with the ships in a collision avoidance condition. The complex communications and the distress communications will be a responsibility of the SCC.

5.4. Dynamic Positioning (DP) system

Dynamic Positioning system was suggested by Rolls Royce in AAWA project in order to steer the ship with more accuracy with the track mode having control of the ship propulsion and steering systems. The advanced DP system suggested by Rolls Royce will also have better manoeuvrability in addition to the ability of keeping a fixed position even under rough weather (AAWA, 2016). The DP system function in the proposed structure combines the “route tracking” and “manoeuvring” from Table 1.
5.5. Weather monitoring and interpretation system

This system collects the weather information from the associated shipborne sub-systems and the received weather forecast and safety warnings from the shore. It interprets this information to determine their effect on the other ship systems performance, such as visibility for the navigational situational awareness system.

5.6. Collision avoidance system

The collision avoidance system should avoid collisions in different encounter situations with conventional, remote-operated or autonomous ships. It should act according to COLREGs convention; the rule of the road in maritime traffic (AAWA, 2016). It should assess the risk of collision with the identified targets and generate a collision avoidance path with respect to COLREGs (AAWA, 2016; Perera et al., 2015; Varas et al., 2017; Lyu & Yin, 2019). It includes then two sub-systems in Figure 3 with these functions.

5.7. Navigational situation awareness system

The navigational situational awareness system merges the raw data from different sensors’ readings including the traditional navigation equipment such as Radar and AIS, and the advanced sensors designed for the autonomous navigation such as infrared cameras or Lidars. As a sub-system of the ANS, it provides the situation awareness of the ship vicinity for the navigational purpose. This system will conduct the surroundings mapping to create a representation of the ship vicinity (AAWA, 2016). In addition, it should detect and identify the objects in the ship vicinity to compensate the absence of humans on board for the lookout function (AAWA, 2016). The surroundings mapping, object detection and object identification could be sub-systems of the navigational situation awareness system. The set of the components technologies under this system was proposed by AAWA project.

5.8. Anchoring and Mooring system

This system would conduct special functions of anchoring and mooring. Depending on the operational conditions, the system could be also operated by the SCC.

6. Discussion

The proposed hierarchical systems structure has included the functions of the autonomous ship under various systems that work together to steer the autonomous ship between ports.

The analysis presented the development trends in this research field as it included the ANS proposed by a more recent project than MUNIN. The route planning system in the ANS is more comprehensive than the weather routing proposed in MUNIN because it will generate a route that considers not only the weather conditions as a constraint but also other voyage plan data. Moreover, with the DP having the tracking and manoeuvring functions, it could maintain the ship position in extreme emergencies and avoid bad consequences (AAWA, 2016). This could be one scenario of the fail to safe mode, when the ship is out of control.

The analysis has also considered the experience gained in conventional ships operation by including the functions prescribed in the STCW convention. The same convention was also one important standard that helped to develop the first technical concept in MUNIN project.

The proposed structure in this paper considers the functional characteristic of each system, which means that every system and sub-system was given a function, rather than focusing on the physical boundaries of the systems. In MUNIN, the autonomous ship description was a mixture of the functions and the physical boundaries of the systems as the researchers were testing the feasibility of the concept on an existing conventional ship. The Bridge Automation for example was considered as a system while it was a mixture of components belonging to different systems. However, focusing on the physical boundaries when describing the autonomous ship systems that are under development could limit the early assessment of the safety of these systems.
The proposed structure suggests that the situational awareness module in AAWA could be called a navigational situation awareness as it ensures the awareness of the ship surroundings for the navigation. The situation awareness in its extended definition is not limited to knowing what is going around (Endsley, 2019). It should also include the awareness of the status of the ship stability, machinery, cargo and other systems that could affect the ship predefined route plan or take it into an emergency (Queensland Government, 2016). This was the function of the ship-state definition module in AAWA and of the ASCS in MUNIN. Therefore, the same function could be assigned to a sub-system (ASCS). It will receive the status and alarms data from each system and process it to provide concise situational awareness data for the ASCS decision-making. Moreover, a concise situational awareness data could be transferred to the SCC especially that the connectivity bandwidth is limited and not ready for huge amount of data (Hoyhtya et al., 2017).

On the other hand, the limited details about the technologies to be installed makes the structure missing the technical components of each system. Rolls Royce already suggested some of these components for the navigational situation awareness and many other components installed on-board currently operated ships are supposed to be part of the autonomous ships. In the future, when further details will be available about the technical components of each of the autonomous ship systems, they could be added to the proposed structure. A refined systemic hazard analysis could be then applied, which is an effective process of designing new complex systems or improving existent systems (Leveson, 2011).

The proposed structure in this study does not include the links between different systems and sub-systems as those are still not specified for all ship systems. It does not also give a strict prescription to the design of the autonomous ships. It rather represents the current development in the autonomous shipping in a structure that would be useful for systemic hazard analysis. The results of a hazard analysis based on this structure would then provide the recommendations for the design process.

7. Conclusion

In software intensive systems such as the autonomous ship systems, software could control components that contribute to the function of the system but are out of the same physical boundaries. The functional characteristic of systems as described in the systems theory was the focus of this paper. The proposed systems structure is based on available autonomous ship systems description from major research projects and known human functions from conventional ship operations.

The hierarchy was developed for conducting future systemic hazard analysis of the autonomous ship under development and contributing to its safety-based design. Deeper analysis of experienced seafarers’ tasks in combination with a systemic hazard analysis technique would allow the identification of the interactions between each system components. That would also help to identify the hazards emerging with these interactions. In addition, the same approach if applied to the autonomous ship as a whole system would identify the interactions between the different ship systems and their associated hazards.
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ABSTRACT

The adage “prevention is better than cure” is at the heart of safety principles. However, effective accident prevention is challenging in complex, highly automated systems such as modern DP-driven vessels, which are supposed to safely transfer technicians in often unfavourable environmental conditions. FMEA analysis, which is required for DP-driven vessels, is helpful to build-in a necessary level of redundancy and thereby mitigate consequences of failures, but not particularly helpful to inform preventive measures, not least against functional glitches in controlling software. In this paper we develop a set of functional safety requirements which are aimed at prevention of causal factors behind drift-off, drive-off and other hazardous scenarios. For this purpose, we use a systemic hazard analysis by STPA, which delivers both failure and interaction-based (reliable-but-unsafe) scenarios. The functional requirements cover both design and operational (human element related) requirements, which are then ranked based on our proposed heuristic. The ranking is not predicated on statistics or expert option but instead it is proportional to the number of hazardous scenarios a requirement protects against, hence indicating the relative importance of the requirement. The paper also summarises the suggested areas of safety improvement for DP-driven vessels.
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1. INTRODUCTION

1.1 SERVICE OFFSHORE VESSELS

Offshore wind-framing is becoming a major source of renewable energy in many countries. As wind farms are moving further offshore, significant innovations in the infrastructure and services are required to maintain the judicious trend. One of such innovations is the specialised service vessels, or service offshore vessels (SOVs), which are offering new logistical concepts for servicing windfarms further offshore. They enable an extended stay of technicians (typically for two weeks) in the vicinity of a windfarm, thereby replacing the logistical concept of technician transfer from shore. The latter becomes unreasonable due to prolonged sailing times and increased risk of seasickness. SOVs, which are typically around 90 meters in length, can also endure more severe environmental conditions and offer a wide array of services. They are smart ships (highly automated), hosting dozens of technicians, heavy equipment and means of its handling. SOVs are also complex systems with many components (some subsystems are partly autonomous) and layers of communication between them.

* Corresponding author: +44 141 548 32 45 and r.puisa@strath.ac.uk
There are various ways of how the SOV can be utilised, and depends on specific circumstances (current and future) of a windfarm. In some cases, the SOV can be the only vessel at a windfarm to transfer technicians and equipment. In others, it can be part of a bigger fleet of vessels of various sizes and functions; a SOV would normally interact with all players in the fleet. Such a fleet, for instance, can comprise a SOV, daughter crafts, and a floatel (floating hotel). The latter is well suited for technicians and crew to be resting on undisturbed, when the other vessels are serving turbines 24/7. Daughter crafts (DCs) are medium size boats (under 20 meters) which are carried by the SOV and used to transport lighter equipment to turbines in moderate environmental conditions (< 1.8m significant wave height). DCs are loaded with technicians and launched from a SOV deck by some davit system (typically 3-5 times per day) and then recover (lift up) DCs from the water. SOVs would also have a sophisticated system for transferring technicians and equipment to and from a turbine. It is normally a motion-compensated (3 or 6 DoF) gangway which allows for the safest (based on experience so far) and time-efficient (within 5 minutes) transfer.

Regardless a logistical concept selected for a given windfarm, there are a number of functional requirements that a SOV has to fulfil. One of them is station keeping, i.e. the ability to maintain position and heading within their tolerable ranges and for an extended period of time under all operational conditions. Another is the ability to strictly follow a predefined trajectory along waypoints. These two functions are needed for both productivity (the number of turbines serviced per unit of time) and safety (prevention of injury and death among crew and technicians). The key system that provides these functions is the dynamic positioning system (DP system). The DP system is the object of this paper.

![Figure 1: Operation modes when DP system is used](image)

The DP system is, hence, involved in multiple operational modes of a SOV (cf. Figure 1). That is, when the vessel is transiting from shore to a windfarm, resting (night time) with people onboard, manoeuvring between turbines, and interfacing with turbines or daughter crafts. These modes of operation are safety critical and there are different safety hazards to watch for. For instance, during a transit or manoeuvring, the vessel might collide with turbines or other vessels, e.g. when the vessel deviates from a correct trajectory or inadequately performs collision avoidance. This can happen even in the area of a windfarm where fishing and other vessels are allowed to enter, as the case in the UK and other nation states. The loss of position or heading due to drift-off or drive-off scenarios are primary hazards during the resting and interfacing modes. Drift-off is a situation of the vessel drifting away after a loss of thruster power, whereas drive-off happens when the vessel is being pushed away by excessive thruster force.
1.2 SAFETY ASSURANCE AND ITS DEFICIENCIES

These safety hazards are normally pre-empted by ensuring a necessary level of reliability of station (position and heading) and trajectory keeping functions. Reliability of critical sub-systems and components is achieved through their redundancy. The vessel can operate at a different level of reliability (aka DP-equipment class (IMO, 1994)), depending on the safety criticality of a current mode of operation. For instance, DP-equipment class 1 (DP1) does not require redundancy and would normally be used when the vessel is resting, transiting and manoeuvring within so-called safe zones. In turn, DP2 and DP3 would be used in other operational modes where station keeping is key, e.g. technician transfer to or from a turbine. Therefore, DP2 and DP3 require redundancy against single failures of active and statics components such as generators, thrusters, valves, cables etc. Such single failures also include inadvertent acts by the people onboard the vessel. Currently, the main design and verification method of sufficient redundancy is the failure mode and effect analysis (FMEA) (DNVGL, 2015; IMCA, 2015). Other operational hazards, including those occurring when the vessel is in DP mode, are essentially left to be “managed by vessel operators as part of their safety management system.” (IMCA, 2015).

However, although this approach to achieving safety is necessary, it is insufficient in several aspects. Firstly, ensuring reliability of both technology and people does not guarantee safety in complex systems, and can even be iatrogenic (Besnard & Hollnagel, 2014; N. G. Leveson, 2011). Complex systems feature complex interactions between system components, i.e. “the interactions in an unexpected sequence” (Perrow, 1984, p. 78), and accident can occur because of uncontrolled interactions of otherwise healthy components (Tiusanen, 2017, p. 464). Example interactions occur when one component is using another component when it should not or how it should not, i.e. typical cases of mode confusion. As these interactions within the entire system, safety is a system but not a component property. A related issue is that FMEA is used in a bottom-up manner, i.e. it attempts to identify the effect of a component failure on system safety. This is contrary to the notion that safety is a system property. Consequently, FMEA becomes also insufficient, for it is fundamentally biased towards accident scenarios caused by component failures and discounts those caused by dysfunctional interactions, i.e. system design errors. Secondly, one cannot foresee all interactions (and effects thereof) in complex systems, and hence a safety analyst should focus on improving control of component interactions at the functional level, as opposed to physical level where FMEA would normally operate at. Thirdly, FMEA would also misinterpret the contribution of people and software to accident scenarios (Victor Bolbot et al., 2018), for neither people nor software can credibly be said to fail rather than merely following wrong instructions (Dekker, 2014; N. G. Leveson, 1995).

1.3 CONTRIBUTION

Given these deficiencies of the current approach to safety of DP-driven vessels, we applied an alternative one. It is based on the method of systems theoretic process analysis (STPA) (N. Leveson, 2011; N. Leveson & Thomas, 2018). The method allowed addressing the highlighted deficiencies of failure-based analysis by FMEA and end up with functional safety requirements, which can be used by both system designers (e.g., software developers and integrators) and operators as part of their safety management systems. STPA is a hazard analysis method and it, hence, targets the initial phase of risk assessment, namely the hazard identification and analysis (ISO 31000, IEC/ISO 31010). The paper explains how we performed the STPA analysis of the DP system within various modes of SOV operation (cf. Figure 1), specifically focusing on hazards, analysis process, development of functional requirements, and result communication.

The latter conventionally requires to quantitatively rank individual scenarios identified through hazard analysis, essentially following the bottom-up approach. This was found especially challenging, given that the information about individual scenarios is scant (unreliable) or absent. We, hence, developed a heuristic to bypass this difficulty: instead of scenarios (paths to system hazards), functional requirements against these scenarios were ranked. The used approach is congruent with the systems thinking that underpins STPA.
STPA has been applied to DP-driven vessels before, e.g. (Abrecht & Leveson, 2016; Rokseth et al., 2017). However, the analysis presented in this paper addresses different operational context and modes of operation (e.g., SOV interfacing with a turbine), and covers scenarios exclusive to SOV servicing of windfarms. The paper does not explain the STPA method and expects the reader to be conversant with it. The unfamiliar reader is referred to the STPA handbook (N. Leveson & Thomas, 2018).

The paper is organised in two parts. The first part explains the assumptions behind the hazard analysis by STPA. Essentially, it explains what has been done, how and why. The second part summaries the analysis results in terms of high-level requirements, and concludes the paper.

2 ANALYSIS ASSUMPTIONS

This section covers essential assumptions behind the hazard analysis process by STPA. These assumptions concern about the system analysed, its objectives and hazards, generation of hazardous scenarios and corresponding functional requirements for their prevention and mitigation. The adopted approached for ranking and validation of the requirements is also discussed in this section.

2.1 SYSTEM AND ITS HAZARDS

As explained in the introduction an SOV is a highly-automated and multifunctional vessel. The DP-system is used in various, fairly mutually exclusive, modes of SOV operation and interaction with other objects in a windfarm (cf. Figure 1). The overall system of such interactions is shown in Figure 2. The analysis covered the five interactions whose safety is affected by the DP system. These interactions are of physical contact (e.g., SOV and turbine), communication via radio (e.g., SOV and shore, turbine and shore), and sensory (distance, visual, and audio) by installed sensors and people. Other interactions at the system level (i.e. the links between the DC and turbine or other ships) were not analysed.

![Figure 2: System components and system boundary](image)

Figure 3 shows a simplified version of hierarchical control diagram with the DP control system involved. The human operator (HO) acts as the top controller and there are essentially four modes of interaction with the DP system:

1. DP system is in auto mode. DP autonomously achieves position, heading, or trajectory setpoints, whereas the role of HO is only supervisory with the ability to intervene when required. DP can also automatically switch thrusters to manual control by levers if failure or other anomalies are detected.
2. DP system in joystick mode. HO can control certain vessel axes (sway, surge or yaw) with DP controlling others. DP can also switch thrusters to manual control as described above, in turn HO can ask DP to take over control of manually controlled axes.

3. DP system controls some axes only. HO uses manual levers to control specific thrusters.

4. DP system is not controlling thrusters and it is either in standby or disabled mode. HO controls thrusters by manual levers.

During the transit mode, the SOV can either be in auto pilot (i.e., DP controls thrusters by following waypoints) or manual (joystick or levers). During manoeuvring between turbines (incl. turbine approach and departure), all axes of the SOV would normally be controlled by joystick. However, an autonomous manoeuvring would also be possible on novel vessels, when the SOV would autonomously approach a turbine, unload/load technicians and equipment via a gangway, and depart. In this case, the DP system will need to have this function. During interfacing with a turbine or DC, the SOV is supposed to keep station (position and heading) and this is usually done by the DP system being in auto mode (i.e., controlling all axes).

The control diagram in Figure 3 also shows other controllers such as the power management system (PMS). The interactions between these systems were included in the presented analysis, however PMS hierarchy and other systems were analysed in a separate study also presented in this conference (V. Bolbot et al., 2019).
Once the system has been defined, the next step is to formulate accidents (undesirable losses) and system-level hazards (how these losses can occur). The used rule of thumb, when formulating accidents and system hazards, was that accidents would correspond to undesirable deviations from or disturbances to the prime system objective (this formulation agrees with the definition of risk in ISO 31000), whereas hazards would essentially correspond to violated constraints which are necessary to achieve the objective. For instance, the prime system objective is to safely transfer technicians and equipment in minimal time (or minimal fuel consumption rate) and across a range of prescribed environmental conditions. Requirements and constraints to achieve this objective correspond to availability of adequate capacity of engineering systems (e.g., DP, davit) and adequate interactions between technology and people. Specific violations (or disregard) of such requirements and constraints, would allow formulating the hazards such as drifting off or driven off the position or hearing. Thus, in our case the accidents in question are: (A1) Injuries or loss of life, (A2) damage or loss of ship or other assets (daughter craft, gangway, davit system, or turbine).

Table 1 list system hazards considered in various modes of operation. Note, only hazards related to the DP system and the interaction between DP and HO are shown, whereas other hazards (e.g., the gangway is retracted while in use by technicians) were also considered but are outside the scope of this paper. Some of the listed hazards were informed by current safe rules and recommendations such as IMO COLREGS (safe navigation), IMCA MSF (safe operation of DP, (IMCA, 2015)), etc.

Table 1 System hazards

<table>
<thead>
<tr>
<th>Mode of operation</th>
<th>System hazards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transit</td>
<td>H1: Sailing and stopping (crash stop) within a distance appropriate (minimal safe distance) to the prevailing circumstances and conditions (other ship, turbine etc.) is not achieved. H2: Ship course does not change promptly to avoid collision (astern, forward, sway, yaw). H3: Large and observable alteration of course are not achieved (as opposed to small alterations).</td>
</tr>
<tr>
<td>Maneuvering between turbines (incl. turbine approach and departure)</td>
<td>H1 H4: Required course cannot be maintained for predefined time (on autopilot / DP / manual).</td>
</tr>
<tr>
<td>Rest</td>
<td>H5: Position and/or heading is not maintained (drive-off, drift-off) within the predefined ranges before an operation is completed. H6: Station keeping capability does not match the operational requirements of the vessel.</td>
</tr>
<tr>
<td>Interface with turbine</td>
<td>H5, H6</td>
</tr>
<tr>
<td>Interface with daughter craft</td>
<td>H5, H6</td>
</tr>
</tbody>
</table>

The control diagram in Figure 3 was analysed by considering four separate loops: HO-joystick-DP, HO-levers-Thruster Controller, DP-Thruster Controller, Thruster Controller-Thrusters. The system hazards were decomposed into loop-related sub-hazards to facilitate the local analysis. For instance, the loop Thruster Controller-Thrusters had the following sub-hazards:

- H5.1: Setpoints are not achieved in required time.
- H5.2: Setpoints are not maintained within alarm limit.
- H5.3: Communication between thruster and remote controller is not maintained at required frequency.
- H5.3: Loading of el. motors and/or diesel engines exceeds the limits.

Table 2 summarises control actions per control loop. The list of analysed control actions is helpful to grasp the scope and detail of the analysis.
Table 2 Summary of control actions per control loop

<table>
<thead>
<tr>
<th>Control loop</th>
<th>Control actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO-joystick-DP</td>
<td>• Update setpoint (sway, surge, yaw, or all)</td>
</tr>
<tr>
<td></td>
<td>• Change joystick device gain for manual heading/position/rotation and</td>
</tr>
<tr>
<td></td>
<td>thrust bias (low, medium, high)</td>
</tr>
<tr>
<td></td>
<td>• Change axis control mode (auto, joystick, no control/levers)</td>
</tr>
<tr>
<td></td>
<td>• Change centre of rotation</td>
</tr>
<tr>
<td></td>
<td>• Change DP control mode (relaxed, normal)</td>
</tr>
<tr>
<td></td>
<td>• Change vessel control mode (manual/auto position, auto/manual sway,</td>
</tr>
<tr>
<td></td>
<td>auto/manual surge, manual/auto heading, trajectory)</td>
</tr>
<tr>
<td></td>
<td>• Change vessel draught in operation monitor panel (for auto heading)</td>
</tr>
<tr>
<td></td>
<td>• Change alarm/warning limits (4/5m for default warning/alarm)</td>
</tr>
<tr>
<td></td>
<td>• Wait until DP settles (20 min)</td>
</tr>
<tr>
<td></td>
<td>• Release to Manual</td>
</tr>
<tr>
<td></td>
<td>• Change operational objective/task</td>
</tr>
<tr>
<td></td>
<td>• Change IMO DP class</td>
</tr>
<tr>
<td>HO-levers-Thruster</td>
<td>• Start thruster (make thruster ready to use; lever in command)</td>
</tr>
<tr>
<td>Thruster Controller</td>
<td>• Update setpoint (RPM, pitch, direction)</td>
</tr>
<tr>
<td></td>
<td>• Enable/disable thruster</td>
</tr>
<tr>
<td></td>
<td>• Stop/shutdown thruster</td>
</tr>
<tr>
<td></td>
<td>• Control transfer (transfer command between bridge and engine control room)</td>
</tr>
<tr>
<td></td>
<td>• Command transfer (take command from other controllers of thruster. Make the</td>
</tr>
<tr>
<td></td>
<td>lever in command)</td>
</tr>
<tr>
<td>DP-Thruster</td>
<td>• Update setpoint for individual thrusters or thruster group (RPM, pitch,</td>
</tr>
<tr>
<td>Controller</td>
<td>direction, moment, timing/acceleration)</td>
</tr>
<tr>
<td></td>
<td>• Enable thrusters</td>
</tr>
<tr>
<td></td>
<td>• Disable thrusters</td>
</tr>
<tr>
<td></td>
<td>• Take control of axis</td>
</tr>
<tr>
<td>Thruster</td>
<td>• Acknowledge communication signals from remote control system</td>
</tr>
<tr>
<td>Controller-Thrusters</td>
<td>• Achieve setpoint (RPM, pitch, direction)</td>
</tr>
<tr>
<td></td>
<td>• Maintain load control (azimuth thrust controllers)</td>
</tr>
</tbody>
</table>

2.2 HAZARDOUS SCENARIOS

We used the STPA process described in (N. Leveson & Thomas, 2018) to come up with hazardous scenarios, i.e. combinations of unsafe control actions (UCAs) and their causal factors (CFs). The identification of UCAs and CFs was done manually, and with the guidance of the conventional modes and guidewords for UCAs (e.g., control action is not provided, wrong provided, provided too late, etc.) and CFs (e.g., inconsistent process model, out-of-range disturbances etc.); see (N. Leveson & Thomas, 2018).

Formulation of potential CFs is generally more challenging than of UCAs. It is particularly strenuous when it comes to human controllers, as opposed to automated counterparts. CFs for the latter were addressed by answering the following guiding questions:
• What process model (PM) would cause a given UCA?
• How such a PM would be created?
• How PM should be interpreted to cause the UCA?
• How the control action should be executed to cause UCA?

For human controllers (e.g., human operator controlling the vessel position by manual levers), similar questions could be asked (although replacing PM by the mental model). Additionally, we used a list of further guidewords grouped into four phases of decision/action making on the part of human: observing/receiving information, interpreting and updating the mental model, deciding on specific action, and executing action. Some of the generic causal scenarios of how each group can be undermined are shown in Table 3; comments on these scenarios are found in (Bainbridge, 1983; Hollnagel, 2017; Lee, 2008; N. Leveson, 2011; N. G. Leveson, 1995; Sarter et al., 1997). These generic scenarios can be regarded as templates for specific causal factors which reflect the context at hand.

Table 3 Sample guidewords for formulating causal factors for human controllers

<table>
<thead>
<tr>
<th>Function</th>
<th>How this function can be undermined</th>
</tr>
</thead>
</table>
| 1. Observing/receiving | • Clarity of information (display design, visual destructions etc.): information is unnoticed, noticed too late or misunderstood  
• Low alertness, monotonicity of process: information is unnoticed or noticed too late  
• Graceful failure of automation: information is unnoticed or noticed too late  
• Supra commands (missing, wrong, untimely): no relevant and timely information from top controllers  
• Operator is unskilled and over loaded: automation requires more skilful and less loaded operator for effective reaction in emergencies  
• Controlled software/process does not provide adequate feedback on operator errors, who hence does not notice them or notice too later (in life such feedback often instant and clear)  
• Tunnel vision (extreme fear or distress, most often in the context of a panic attack, sleep deprivation): information is incomplete or wrong  
• Control panel displays change unexpectedly and to a different, less familiar one / operator is used to some display, but it changes to different one in emergency: information is unnoticed, ignored or misinterpreted  
• Uncertain default settings which do not change with operational modes (difficult to know when the settings are hazardous): crucial information is ignored, misinterpreted |
| 2. Interpreting and updating mental model | • Mode confusion when modes change automatically/autonomously, seamlessly, without warning: crucial information is unnoticed, misinterpreted  
• Operator does not know what task the computer is dealing with and how (unclear allocation of responsibilities): information is misinterpreted, ignored  
• Nondeterministic automation, irregular, unpredictable behaviour: information is misinterpreted or ignored (e.g. assuming a fault or outlier)  
• Complacency, overreliance on automation (when automation makes no sense): information is misinterpreted or ignored  
• Training, experience: information is unnoticed, misinterpreted or ignored (e.g. unfamiliar factors are ignored) |
### 2.3 FUNCTIONAL REQUIREMENTS

A function is a useful capability provided by one or more components of a system. Functional requirements describe what the system must do (or, formally, ‘shall do’), rather than how it must do it (Young, 2004). The latter is addressed by non-functional requirements. Functional safety requirements (incl. safety constraints at the functional level) define functions for safety barriers (or defences) to be put in place against specific hazardous scenarios. Each requirement should have a rationale, type, priority and other information to facilitate decision making by designers or operators (see for instance ISO/IEC/IEEE 29148:2018). In our work, the rationale corresponded to hazardous scenarios—combinations of UCAs, CFs and hazards—and other contextual information such as corresponding control actions, controlled processes etc.

<table>
<thead>
<tr>
<th>Causal factors</th>
<th>Unsafe control action</th>
<th>Hazardous states</th>
</tr>
</thead>
<tbody>
<tr>
<td>The env. conditions have significantly changed (e.g., wind changes to the opposite direction) which makes the previously used joystick device gain/thruster bias too aggressive/sluggish.</td>
<td>Operator orders too high/low thrust, leading to large and sudden overshoot/undershoot</td>
<td>Vessel control does not reflect environmental conditions and other pertinent factors</td>
</tr>
</tbody>
</table>

**Prevention requirements**
Control panel shall inform operator of how significant changes in env. conditions might affect the vessel inertia when axis is controlled by joystick

**Mitigation requirements**
The derived requirements were classified into UCA prevention and mitigation requirements as illustrated in Figure 4. Prevention requirements would directly aim at causal factors, thus preventing UCAs in the first place. Mitigation requirements would react to the realisation of the UCAs, so they do not lead to hazards. Clearly, the adopted classification is subjective and relative to what we put in the middle of the bowtie. For instance, if a hazard (some hazardous system state) is in the centre, then both requirements become preventive. Both set of requirements were further classified into design and operational.

As the hazard analysis covered four control loops (cf. Section 4), requirements were primarily aimed at design and operation of controllers. Some controllers (e.g., human operator) were involved in several loops and hence contexts. That allowed to derive additional requirements for such controllers. As the number of requirements was significant, were ranked according to a heuristic described in the next section.

2.4 REQUIREMENT RANKING

A hazard analysis by STPA would normally end up with many hazardous scenarios—in our case hundreds of them—with similar number of requirements (typically smaller, for some requirements cover multiple scenarios). The myriad of requirements is obviously unconducive to the communication of hazard analysis results. Therefore, some quantitative ranking of requirements is usually adopted to alleviate this problem. Ranks would normally reflect risk-related information attached to corresponding scenarios, e.g., scenario likelihood, consequences or both.

However, the likelihood information was missing in our case. The uncertainty with scenario likelihood (or probability) is common, especially for non-standard and new technology. We were also reluctant about eliciting subjective estimates from domain experts, given how biased and unreliable outcomes could have been, e.g. (Skjong & Wentworth, 2001). The situation with scenario consequences was much simpler, for the identified scenarios led to predefined hazards and corresponding accidents.

There are, however, a number of conceptual issues with quantification of hazardous scenarios. Firstly, there is no evidence that quantification per se improves safety (e.g., by directing resources to high risk scenarios) (Rae et al., 2012). Inaccurate estimates of associated likelihoods can be precarious, equally as navigating by a map of a wrong city. It is hence better to have no guidance at all, than the wrong one. Secondly, safety is an emergent system property, i.e. the system is not the sum of its components (Rasmussen, 1997). Hence, the assumption is that—given the emergent property of safety—there is no need to quantify individual scenarios leading to system hazards, in fact it would be incongruent with systems thinking. Quantification should only be done to system hazards—based on experience (typically supported by statistics) or expert opinion—but not to component-level scenarios.
With the above in mind, we adopted a heuristic to rank the requirements, as opposed to hazardous scenarios directly. We took advantage of the available traceability between requirements and accidents, additionally factoring in the information on the type of requirements. Figure 5 shows a resultant tree of the hazard analysis by STPA. Functional requirements (FRs) address specific causal factors (CFs) or directly unsafe control actions (UCAs). In the latter case, the requirements would be of mitigation type (e.g., FR1). If a requirement is implemented, it blocks specific pathways to accidents in question. As shown in Figure 5, FR1 would blocks just one pathway, whereas FR2 and FR3 block 8 and 2 pathways respectively. Clearly, the importance of a requirement is proportional to the number of pathways it blocks. Note, there could be also a path from one UCA to another (e.g., UCA2 to UCA3) in the scenario tree. This path reflects the control hierarchy, i.e. UCA2 belong to a high lever controller which controls (or affects in some other way) a controller that issues UCA3. This result scenario tree is comprehensive.

In addition to the number of pathways to accident, which reflects the impact level of a requirement, the requirement type was factored in into the requirement rank. In this case, the requirement type corresponded to whether a requirement aims to prevent or mitigate a UCA. We followed the general principles compactly reflected in the adages: “prevention is better than cure” and “an ounce of prevention is worth a pound of cure”. In other words, prevention of some unfavourable events such as UCAs is more effective than their mitigation; recall the hierarchy of control by HSE (Books, 1997) and risk control by NASA (Bahr, 2014, p 29). Other figures such as the difficulty to implement a requirement (as proxy for cost) can also be added, but they are not discussed in this paper.

The requirement rank was then calculated as follows:

\[
\text{Rank} = \text{Impact} \times \text{Effectivness}
\]  

(1)

Where the impact equals to the number of pathways counted on the result tree (cf. Figure 5), whereas the effectiveness equals 1 for mitigation and 2 for prevention requirements. There is, however, one caveat to the ranking of this kind. Requirements that receive low ranks can, in principle, be equally safety critical as those of high rank. Hence, a low rank should not be the basis for discarding the requirement, but rather as an indicator that the requirement is lower in the review priority list.

Note that some requirements can be complementary (AND) or redundant (OR), as indicated in Figure 5. This information was not factored in the ranking, and is meant to be used during the later stages when requirements are fulfilled by specific safety barriers, i.e. design, operational or organisational measures.
2.5 REQUIREMENT VALIDATION

Requirements validation was performed by designers (of DP and other control systems) and experts working in design approvals. The experts were asked to review the requirements (starting with high rank ones) and corresponding scenarios, and comment on their validity, i.e. if scenarios were possible (can happen) and requirements were realistic and sound. Consequently, only valid scenarios and requirements were retained. An analogous conservative approach for scenarios filtering is advocated by Leveson (N. Leveson, 2015).

3 SUMMARY OF RESULTS

Table 4 contains sample requirements which scored highest ranks. Each requirement blocks dozens of hazardous scenarios behind vessel drift-off, drive-off and other situations. The requirements are predominantly preventive (i.e., target causal factors of UCAs) in the analysed control loops. Same requirements were derived in two control loops: FR3-5 are same as FR7-9, also FR6 is same to FR13. Consequently, these requirements have higher ranks than the others.

In summary, the functional requirements target inadequate feedback to the operator about system malfunction (and early precursors thereof) and healthy states, both of which are hazardous, as well as emergency states. In the latter case, the requirements imply the need for decision support in emergency. Some requirements such as FR19 echo the current requirements for the DP system.

Table 4 Sample requirements of high priority

<table>
<thead>
<tr>
<th>Control loop (simplified versions of Figure 3)</th>
<th>Design requirements</th>
<th>Operational requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design requirements</td>
<td>Operational requirements</td>
<td></td>
</tr>
<tr>
<td>1. Thrust control system shall be able to deal with external obstructions of thrusters (e.g., fishing nets, plastic waste)</td>
<td>2. Precautions shall be in place against manual setting of wrong load limits for el. motor and engines</td>
<td></td>
</tr>
<tr>
<td>3. Indication shall be provided of malfunction criticality of thrusters (not just failed/not failed)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Warning of emergency situation shall be provided to operator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Assessment with and indication of env. effects on vessel’s manoeuvrability shall be provided to operator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Operator shall have adequate conversancy with emergency procedures and recovery actions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control loop (simplified versions of Figure 3)</td>
<td>Design requirements</td>
<td>Operational requirements</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>7. Indication shall be provided of malfunction criticality of thrusters (not just failed/not failed)</td>
<td>12. Timely and unambiguous communication of operational objectives to operator shall be provided</td>
<td></td>
</tr>
<tr>
<td>8. Warning of emergency situation shall be provided to operator</td>
<td>13. Operator shall have adequate conversancy with emergency procedures and recovery actions</td>
<td></td>
</tr>
<tr>
<td>9. Assessment with and indication of env. effects on vessel’s manoeuvrability shall be provided to operator</td>
<td>14. DP system shall get immediate awareness of all failure modes of thrusters/thruster controller</td>
<td></td>
</tr>
<tr>
<td>10. Operator shall be advised with recovery actions in emergency</td>
<td>15. DP system shall check the entered (by operator) position/heading/trajectory alarm limits against safety etc. criteria (i.e., sanity check)</td>
<td></td>
</tr>
<tr>
<td>11. Accurate visuals (using cameras etc.) of the relative vessel position/heading with respect to turbine, DC etc. shall be provided to operator</td>
<td>16. DP system shall warn operator about inadequate alarm limits</td>
<td></td>
</tr>
<tr>
<td>12. Operator shall have a conversancy with emergency procedures and recovery actions</td>
<td>17. DP system shall consider delays and irregularities in thruster signals</td>
<td></td>
</tr>
<tr>
<td>13.DP system shall perform continuous assessment of the effect of environmental conditions on DP operability</td>
<td>18. DP system shall notify operator about communication delays with thruster</td>
<td></td>
</tr>
<tr>
<td>14. DP system shall get immediate awareness of all failure modes of thrusters/thruster controller</td>
<td>19. DP system shall perform continuous assessment of the effect of environmental conditions on DP operability</td>
<td></td>
</tr>
<tr>
<td>15. DP system shall check the entered (by operator) position/heading/trajectory alarm limits against safety etc. criteria (i.e., sanity check)</td>
<td>20. Operator shall check the entered position/heading/trajectory alarm limits against safety etc. criteria (i.e., sanity check)</td>
<td></td>
</tr>
</tbody>
</table>

### 4 CONCLUSIONS

The paper has summarised a hazard analysis of a DP-driven vessel servicing windfarms which are located far offshore. The objective of the analysis was to come up with functional design and operational requirements to be used as input to a vessel design process, as well as to the development of a safety management system (SMS). The requirements were meant to be at the functional level (non-prescriptive), so designers could use them at early design stages and decide on specific safety measures that fulfil them. To this end, the hazard analysis was performed by the method of systems theoretic process analysis (STPA), which we found pertinent to achieve this objective.

The hazard analysis has focused on the DP system as it operates in various operational modes when vessel drift-off, drive-off and other hazards can happen. Hundreds of scenarios that can lead to such system hazards have been identified and used to derive functional safety requirements. The requirements were ranked by the proposed heuristic which takes advantage of the scenario tree and other aspects. The scenario tree allows to count the number of hazardous scenarios (component-level pathways to system hazards) a requirement protects against, hence indicating the relative importance of the requirement. In other words, the ranking is not predicated on scenario risk contribution, likelihood or other scenario-level information. And it is not because creditable likelihood information on hazardous scenarios in is absent in complex systems, but that quantifying individual
scenarios is incongruent with the systems thinking. Hence, the proposed ranking approach matches the systemic spirit of STPA.

The paper has then summarised and discussed design and operational requirements which received high ranks. Thus, adequate feedback (timely, accurate and complete) to the bridge operator was found to be indispensable to maintain safety during technician and equipment transfers by the SOV. And improvements should be firstly directed to providing adequate:

- Feedback to the bridge operator about system malfunctions and early precursors thereof.
- Feedback on DP settings that can become hazardous in certain modes.
- Feedback when the vessel enters emergency states.
- Feedback on current and unfolding environmental conditions, and their effect on the DP and vessel performance.
- Decision support in emergency.

There are a few caveats to the study. The paper has not discussed how the requirements can be implemented or achieved, given these are only functional requirements that define functions for safety barriers but not barriers themselves. Consequently, cost effectiveness analysis of corresponding safety barriers could not be considered. The paper has not provided a detailed comparison of the derived requirements against the current requirements for the DP systems, although some high priority requirements (cf. FR19 in Table 4) echo the existing safety rules; a detailed gap analysis will be the object of a follow-up study.
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ABSTRACT

According to the UN Law of the Sea Convention (LOSC), states have the duty to protect objects of an archaeological and historical nature found at sea and shall cooperate for this purpose. The 2001 UNESCO Convention on the Protection of the Underwater Cultural Heritage stipulates that in-situ preservation of underwater cultural heritage (i.e. on the seabed) must be considered as the first and preferred option before allowing or engaging in any activities directed at this heritage. To prevent incidental damage the State Party shall use the best practicable means at its disposal to prevent or mitigate any adverse effects that might arise from activities under its jurisdiction incidentally affecting underwater cultural heritage. A Systems-Theoretic Accident Modelling and Processes (STAMP) approach to operational safety management considers accident occurrence as the result of a lack of, or inadequate enforcement of, constraints imposed on the system design and operations at various system levels. The objective of this study in progress is to apply the STAMP based Systems-Theoretic Process Analysis (STPA) to identify the system level hazards and potentially unsafe ship anchoring control actions incidentally affecting and damaging underwater cultural heritage objects in the Estonian national Vessel Traffic Service (VTS) Centre sea area in the Gulf of Finland, Baltic Sea. The physical damage to underwater monuments and heritage conservation areas caused by anchoring of ship is identified as an accident (an undesired and unplanned loss event) and the legal protection and preservation restrictions applicable to underwater monuments and the protected zone thereof are considered to be the underwater cultural heritage protection and preservation constraints to be enforced. The critical role of VTS in effective hazard control actions and the enforcement of preventive constraints in real time is identified.

Keywords: Systems-Theoretic Accident Modelling and Processes; Systems-Theoretic Process Analysis; Underwater Cultural Heritage; ship anchoring.

1. INTRODUCTION

According to the UN Law of the Sea Convention (LOSC) states have the duty to protect objects of an archaeological and historical nature found at sea and shall cooperate for this purpose (UN, 1982). The 2001 UNESCO Convention on the Protection of the Underwater Cultural Heritage (UNESCO, 2001) stipulates that in-situ preservation of underwater cultural heritage (i.e. on the seabed) must be considered as the first and preferred option before allowing or engaging in any activities directed at this heritage. It is stated also that underwater cultural heritage faces a wide array of threats and negative impacts that endanger its preservation and therefore the protection of underwater cultural heritage is at the heart of this Convention, together with public enjoyment and the fight against commercial exploitation. It is specified further that activities incidentally affecting underwater cultural heritage, despite not having underwater cultural heritage as their primary object or one of their objects, may physically disturb or otherwise damage underwater...
cultural heritage. The State Party shall use the best practicable means at its disposal to prevent or mitigate any adverse effects that might arise from activities under its jurisdiction incidentally affecting underwater cultural heritage.

Referring to Estonian Heritage Conservation Act in force (EHCA, 2019) “A monument is a movable or immovable, a part thereof, a body of things or an integral group of structures under state protection which is of historical, archaeological, ethnographic, urban developmental, architectural, artistic or scientific value or of value in terms of religious history or of other cultural value and due to which it is designated as a monument pursuant to the procedure provided for in this Act”. It is stated further, that the underwater monuments can be things or bodies of things specified by this Act which are located in internal and transboundary water bodies, inland and territorial seas and exclusive economic zones. It is prohibited to destroy or damage monuments and as additional restrictions applicable to underwater monuments and the protected zone thereof it is prohibited to anchor, trawl, dredge and dump solid substances within underwater monuments and the protected zones thereof.

The Systems-Theoretic Accident Model and Processes (STAMP) approach considers safety as emergent property of the system, arising from the interaction of system components within a given environment and the accident occurrence as the result of a lack of, or inadequate enforcement of, constraints imposed on the system design and operations at various system levels (Leveson, 2011). In STAMP the safety is viewed as a control problem, and safety is managed by a control structure embedded in an adaptive socio-technical system while the system itself is viewed as interrelated components that are kept in a state of dynamic equilibrium by feedback loops of information and control (Leveson, 2004). Thus, the basic concepts in STAMP are constraints, control loops, process models and levels of control, and the safety management is defined as a continuous control task to impose the constraints necessary to limit system behavior to safe changes and adaptations.

The STAMP based Systems-Theoretic Process Analysis (STPA) (Leveson, 2011; Thomas, 2012) is a powerful new hazard analysis method designed to go beyond traditional safety techniques has been successfully applied e.g. to space engineering applications (Ishimatsu, Leveson, Thomas, Fleming, Katahira, Miyamoto, Ujie, Nakao, & Hoshino, 2014) as well as to analysis of maritime traffic safety in the Gulf of Finland (Aps, Fetissov, Goerlandt, Kujala, & Piel, 2017). However, the STAMP approach based protection of Underwater Cultural Heritage has attracted less attention so far.

This study is a part of the INTERREG BSR project “Baltic Sea Region Integrated Maritime Cultural Heritage Management (BalticRIM)”. The aim of this study in progress was to apply the STAMP based STPA methodology to the underwater cultural heritage management domain. The objective was to identify the system level hazards and potentially unsafe ship anchoring control actions incidentally affecting and damaging underwater cultural heritage objects in the Estonian part of the BalticRIM Tallinn-Helsinki pilot area covered by national Vessel Traffic Service (VTS) in the Gulf of Finland, Baltic Sea.

2. STUDY AREA

According to IMO (2006) “The mandatory ship reporting system in the Gulf of Finland covers the international waters in the Gulf of Finland. In addition, Estonia and Finland have implemented mandatory ship reporting systems to their national water areas outside VTS areas. These reporting systems provide the same services and make the same requirements to shipping as the system operating in the international waters. The mandatory ship reporting system and the Estonian and Finnish national mandatory ship reporting systems are together referred as the GOFREP and their area of coverage respectively as the GOFREP area” (Figure 1).

Facilitation of exchange of information between the ship station and the shore station aiming at supporting the safe navigation and the protection of the marine environment is seen as the primary objective of the GOFREP system. The GOFREP/VTS Center operator is able to observe the controlled maritime traffic process through the radar and Automatic Identification System (AIS) surveillance of traffic and to actuate the process if the ship under control proceed against ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage requirements.
Figure 1. The mandatory ship reporting system in the Gulf of Finland (Baltic Sea)  
(Source: Estonian Maritime Administration)

The GOFREP maritime traffic control system is jointly managed by the Finnish Transport Agency, Estonian Maritime Administration and the Federal Agency for Maritime and River Transport of Russian Federation and is based on the activities of GOFREP Traffic Centers of Estonia (Tallinn Traffic), Finland (Helsinki Traffic) and the Russian Federation VTMIS Centre in Petrodvorets (Saint Petersburg Traffic).

The BalticRIM Tallinn-Helsinki pilot sea area is situated in the central part of the Gulf of Finland and the Estonian part of this pilot sea area extends from shoreline to the outer border of the Estonian exclusive economic zone (Figure 2).

Figure 2. Locations of underwater cultural heritage (UCH) objects in the BalticRIM Tallinn-Helsinki pilot sea area (Source: Estonian National Registry of Cultural Monuments and Estonian Maritime Administration)
Underwater cultural heritage objects in the BalticRIM Tallinn-Helsinki pilot sea area and the high shipping intensity AIS pattern in the background are presented in the Figure 3.

The BalticRIM Tallinn-Helsinki pilot sea area is characterized by high shipping intensity (Figure 3). The ship anchoring within this shipping intensive area is one of the biggest threats to underwater monuments and heritage conservation areas and therefore the analysis focuses on that threat.

At the same time, to enable effective hazard control and the enforcement of preventive constraints in real time, it is established (IMO, 2003) that on receipt of a position message, the GOFREP/VTS operators are determining the relationship between the ship position and the information supplied by the position-fixing equipment available to them while the information on course and speed is helping operators to identify one ship among a group of ships. This is achieved automatically if the Automatic Identification System (AIS) transponder is used. If necessary, individual information can be provided to a ship, particularly in relation to positioning and navigational assistance or local conditions and if a ship needs to anchor due to breakdown or emergency the operator can recommend suitable anchorage in the area.

2. MARITIME NAVIGATION SAFETY MANAGEMENT IN THE GULF OF FINLAND

The levels of hierarchical structure of maritime navigation safety management in the Gulf of Finland from European to ship on-board level (Figure 4) are connected by communication channels, and referring to Leveson (2011) “… a downward reference channel is providing the information necessary to impose safety constraints on the level below and an upward measuring channel to provide feedback about how effectively the constraints are being satisfied”.

The SafeSeaNet is functioning at the European level as the maritime information and exchange system established to facilitate the exchange of information in an electronic format between EU Member States and to provide the Commission with relevant information in accordance with Community legislation.

The GOFREP/VTS Centers represent the onshore level of maritime traffic safety management and communication in the Gulf of Finland. According to IMO (2003), the functions of GOFREP/VTS Centers are performed through a combination of 1) radar and Automatic
Identification System (AIS) surveillance of traffic and navigational marks in the Ship Reporting System (SRS) sea area with particular scrutiny of the development of conflicts in ship traffic, 2) radio communication, and 3) the maintenance of direct and separate communication links between the GOFREP/VTS Centers for the exchange, updating and co-ordination of information. The system is capable of providing an automatic alarm to identify any track that strays into the unauthorized area.

The ship onboard level is characterized by the Integrated Navigation System that provides ‘added value’ to the functions and information needed by the Officer on Watch to plan, monitor or control the progress of the ship. However, as argued by House (2007) “Shipping the world over is notorious for experiencing the unusual and the unexpected. In most cases if and when routine practice goes wrong, the weather is usually a key element which influences the cause and very often the outcome. The other variable is often the human element which can work for, or against, the wellbeing of the ship”. Additionally, ship-related hazards are associated with ship-specific equipment or operations.

3. STPA HAZARD ANALYSIS

Referring to Leveson (2011) “Hazard analysis can be described as ‘investigating an accident before it occurs’. The goal is to identify potential causes of accident, that is, scenarios that can lead to losses, so they can be eliminated or controlled in design or operations before damage occurs”.

As stated by Thomas (2012) “The first step in STPA is to identify the potentially unsafe control actions for the specific system being considered. These unsafe control actions are used to create safety requirements and constraints on the behavior of both the system and its components. Additional analysis can then be performed to identify the detailed scenarios leading to the violation of the safety constraints. As in any hazard analysis, these scenarios are then used to control or mitigate the hazards in the system design”. It is added that before beginning an STPA hazard analysis, potential accidents and related system-level hazards are identified along with the corresponding system safety constraints that must be controlled.
It is further specified (Thomas, 2012) - while potential unsafe control actions are identified in the first step of STPA, the second step examines their control loops to identify causal factors for each unsafe control action, i.e., the scenarios for causing the hazard.

In this study the potential physical damage to underwater monuments and heritage conservation areas caused by ship anchoring is identified as an accident (an undesired and unplanned loss event). The legal protection and preservation restrictions stipulated by Estonian Heritage Conservation Act (EHCA, 2019) applicable to underwater monuments and the protected zone thereof, are considered to be the underwater cultural heritage protection and preservation constraints to be enforced.

3.1. System high level hazards and constraints

According to Leveson (2011), a hazard is a system state or set of conditions that, together with a particular set of worst-case environmental conditions, will lead to an accident (loss). It is added further that hazards may be defined in terms of conditions or in terms of events as long as one of these choices is used consistently and the only difference is that the events are limited in time while the conditions caused by the event persist over time until another event occurs that changes the prevailing conditions.

Underwater cultural heritage protection and preservation related high level hazard and ship anchoring constraints that are to be enforced are presented in Table 1.

Table 1. Underwater cultural heritage protection and preservation related high level hazard and ship anchoring constraints

<table>
<thead>
<tr>
<th>Underwater cultural heritage protection and preservation related high level hazard</th>
<th>Underwater cultural heritage protection and preservation related ship anchoring constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controlled ship violate underwater cultural heritage protection and preservation related anchoring requirements</td>
<td>According to Estonian Heritage Conservation Act (2019) it is prohibited to anchor within underwater monuments and the protected zones thereof. Every ship shall at all times use all available means appropriate to the prevailing circumstances and conditions to avoid the potential physical damage to underwater monuments and the protected zone thereof caused by ship anchoring</td>
</tr>
</tbody>
</table>

3.2. Potentially unsafe ship anchoring control actions

Referring to Thomas (2012) “STAMP is based on the observation that there are four types of hazardous control actions that need to be eliminated or controlled to prevent accidents:

1. A control action required for safety is not provided or is not followed
2. An unsafe control action is provided that leads to a hazard
3. A potentially safe control action is provided too late, too early, or out of sequence
4. A safe control action is stopped too soon or applied too long”.

In the context of this study in progress, when situations occur of controlled ship violating underwater cultural heritage protection and preservation related safe anchoring requirements, the control action is required on ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage.

When the required action on ship anchoring adjustment to a safe level appropriate to preservation and protection of underwater cultural heritage is not provided, is provided incorrectly or is provided too late, the system is led to a hazardous state defined as a violation of underwater cultural heritage protection and preservation related safe anchoring requirements.

As the first step of STPA, any potentially unsafe control actions on ship anchoring adjustments to a safe level appropriate to protection and preservation of underwater cultural heritage are identified based on interviews of maritime navigation professionals and their relevant discussions and presented in Table 2.
Table 2. Potentially unsafe control actions on ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage

<table>
<thead>
<tr>
<th>Control action required</th>
<th>Action required but not provided</th>
<th>Action provided unsafe</th>
<th>Action provided</th>
<th>Stopped too soon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control action on ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage</td>
<td>Hazardous state – ship anchoring is not adjusted to a safe level appropriate to protection and preservation of underwater cultural heritage</td>
<td>Hazardous state – ship anchoring is not adjusted properly to a safe level appropriate to protection and preservation of underwater cultural heritage</td>
<td>N/A</td>
<td>Hazardous state – ship anchoring is not adjusted timely to a safe level appropriate to protection and preservation of underwater cultural heritage</td>
</tr>
</tbody>
</table>

3.3. Scenario leading to potentially unsafe ship anchoring control actions

The second step of STPA hazard analysis is performed on a STAMP-Mar standard control loop of the integrated navigation system operated at the ship onboard level (Figure 5). The aim is to identify the causal factors for potentially hazardous control actions on ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage. Analysis is based on interviews of experts - maritime navigation professionals and their topic focused discussions.

Figure 5. The STAMP-Mar standard control loop of the integrated navigation system operated at the ship onboard level (modified from Leveson, 2011)
As a result, experts have suggested that incomplete awareness of the situation by the Officer on Watch caused by malfunction of one or more e-navigation onboard tools (e.g. satellite navigation system, ARPA, radar equipment, AIS) should be considered an important causal factor leading to potentially hazardous control actions on ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage.

3.4. Enforcement of safety constraints

The STAMP-Mar standard control loop of the integrated navigation system operated at the at the ship onboard level (Figure 5) has been verified and discussed by experts to ensure that the safety constraints for identified scenarios (the incomplete awareness of the situation by the Officer on Watch due to malfunction of one or more e-navigation on-board tools) can truly be enforced in system operations. Efficient ship-to-shore and shore-to-ship communication is recognized as a fundamentally important control factor to update the awareness of the Officer on Watch effectively and in real time.

With respect to enforcement of underwater cultural heritage protection and preservation related anchoring safety constraints, and referring to (IMO, 1997), the WTS is “... a service implemented by a Competent Authority, designed to improve the safety and efficiency of vessel traffic and to protect the environment. The service should have the capability to interact with the traffic and to respond to traffic situations developing in the VTS area”. It is added that VTS should comprise at least an information service to ensure that essential information becomes available in time for on-board navigational decision-making and to monitor its effects. It is specified further that the information service is provided by broadcasting information at fixed times and intervals or when deemed necessary by the VTS or at the request of a vessel, and may include for example reports on the position, identity and intentions of other traffic, waterway conditions, weather, hazards, or any other factors that may influence the vessels’ transit. The navigational assistance service is especially important in difficult navigational or meteorological circumstances or in case of defects or deficiencies being normally rendered at the request of a vessel or by the VTS when deemed necessary.

In accordance with the IMO Guidelines and Criteria for Ship Reporting systems (IMO, 1994) the communication between a VTS authority and a participating ship should be conducted and should be limited to information essential to achieve the objectives of the VTS. At that, the IMO Standard Marine Communication Phrases (IMO, 2001) should be used when practicable. In addition, any VTS message directed to a ship or ships should be clear whether the message contains information, advice, a warning, or an instruction. It is suggested (IALA, 2012) that in order to further facilitate shore-to-ship and ship-to-shore communication in a VTS environment, one of the following eight message markers should be used to increase the likelihood that the purpose of the message is properly understood (information, warning, advice, instruction, question, answer, request and intention) leaving it at the discretion of the shore personnel or the ship officer whether to use one of the message markers and, if so, which marker is applicable to the situation.

Furthermore, referring to IALA (2012) the message marker ‘Warning’ is used to convey potentially dangerous situations or observe developing situations. The contents of a warning message should be assessed immediately in conjunction with any additional information that may not be available to the VTS Center and corrective action taken when necessary.

A fundamental principle of VTS communications (IMO, 1997) is that when the VTS is authorized to issue ‘Instructions’ to ship, “... these instructions should be result-oriented only, leaving the details of execution, such as course to be steered or engine manoeuvres to be executed, to the master or pilot on board the vessel. Care should be taken that VTS operations do not encroach upon the master's responsibility for safe navigation, or disturb the traditional relationship between master and pilot”. The message marker ‘Instruction’ conveys that the message is a directive given by the VTS Center under the provisions of a statutory regulation and the sender must have delegated authority to send such a message (IALA, 2012). For example, with aim to support an action on ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage, the ‘Instruction’ messages like ‘Anchoring is prohibited as you are in an area of underwater cultural heritage’ should be issued to the ship concerned.
4. CONCLUSIONS

The potential physical damage to underwater monuments and heritage conservation areas caused by ship anchoring is identified as an accident (an undesired and unplanned loss event). The legal preservation and protection restrictions stipulated by Estonian Heritage Conservation Act, in force and applicable to underwater monuments and the protected zone thereof, are considered to be the underwater cultural heritage preservation and protection constraints to be enforced.

The STPA hazard analysis is performed in order to identify the causal factors and scenarios for potentially hazardous ship anchoring control actions based on interviews of experts and their relevant discussions. As a result, the incomplete awareness of the situation by the Officer on Watch due to malfunction of one or more e-navigation on-board tools was identified as the potential hazardous scenario leading to anchoring within underwater monuments and the protected zones thereof. The critical role of VTS Centre in effective hazard control actions and the enforcement of preventive constraints in real time is identified.

The GOFREP/VTS Center operator is able to observe the controlled maritime traffic process through the radar and Automatic Identification System (AIS) surveillance of traffic. The operator is also able to actuate the process if the ship under control proceed against ship anchoring adjustment to a safe level appropriate to protection and preservation of underwater cultural heritage requirements, by issuing the ‘Instruction’ messages like ‘Anchoring is prohibited as you are in an area of underwater cultural heritage’ to the ship concerned.
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ABSTRACT

In material handling and logistics, there’s a trend towards increasingly adaptable and flexible approaches on all system levels: from the supply chain and logistic network level down to the factory and warehouse floors. Recent examples of increasingly flexible material handling technologies on the floor level are autonomously navigating automated guided vehicles (AGVs) and plug-and-work material handling systems, the first allowing adaptable material flow systems with minimal fixed infrastructure, the latter allowing the user to easily re-configure steady conveyor systems on demand. In the field of safety engineering, there has recently been research towards safety assurance of open adaptive systems (OAS) with frameworks such as runtime certification as potential enabler for these novel systems. In this work, we seek to combine recent concepts from the safety engineering community with traditional and advanced technologies from the area of material handling machinery to enable the next step in operational flexibility in this application area. We suggest potential application use cases which would be enabled by the use of dynamic safety contracts: safely cooperating material handling machinery. Compared to machinery with traditional, fixed interfaces, the machine-to-machine cooperation will increase the complexity of the required safety-related control systems and software, which will in turn require new approaches for the risk assessment and safety engineering of these types of systems. We suggest the use of STPA for safety-driven design of cooperative material handling machinery. We discuss one novel application concept, AGV-Storage crane cooperative handover, in detail and present initial results of STPA analysis for the application.

Keywords: STPA; Machinery safety; Material handling; Industry 4.0; Runtime certification.

1. INTRODUCTION

In material handling and logistics, there’s a trend towards increasingly adaptable and flexible approaches on all system levels: from the supply chain and logistic network level down to the factory and warehouse floors (Delfmann, Hompel, Kersten, Schmidt, & Stölzle, 2018). The increasing adaptability and flexibility on the machinery level is driven by increasingly autonomous and networked machines employing decentralised control (Delfmann et al., 2018; Furmans, Schonung, & Gue, 2010). For increasingly complicated machinery applications, new approaches are needed for risk assessment and engineering of safe systems. In this work, we suggest an approach using dynamic safety contracts to enable safe cooperation between material handling machinery to enable more flexibility in material flow systems.

The suggested automated cooperation among machines increases the system complexity and brings challenges to the risk assessment performed during the design phase of the machinery. We suggest using System-Theoretic Process Analysis (STPA), a risk analysis method based on the System-Theoretic Accident Model and Processes (STAMP), developed by Leveson (2011).

The work is structured as follows. In section 2 we discuss related work: recent advances in the fields of material handling, such as plug & play material handling and the move towards decentralised control, and in the field of safety engineering, such as recent advances towards safety of open adaptive systems. We additionally provide a brief overview of STAMP and STPA. In
section 3 we discuss the current regulation and state of the art in safety engineering in the machinery industry, mainly from the point of view of the European regulatory framework. In section 4 we introduce the concept of cooperative material handling machinery, and discuss possible new use cases enabled by dynamic safety contracts. Finally, in section 5 we utilise STPA to analyse one example application with cooperative material handling machinery. Last, we discuss our initial experiences with the method and the results of the analysis as well as future work and research directions.

2. RELATED WORK

2.1 Recent approaches in material handling

Some recent trends in the area of material handling machinery have been increasing autonomy and decentralisation of control, enabling so called plug-and-play or plug-and-work material handling systems. Increasing autonomy in material handling machinery is best exemplified by the developments in automated guided vehicle (AGV) technology. Modern vehicles utilise, for example, laser scanners for autonomous navigation, with the help of natural landmarks and additional infrastructure (reflectors as artificial landmarks) (Ullrich & Kachur, 2015) or most recently only based on natural landmarks, as the AGVs developed in the KARIS PRO-project (Project Consortium KARIS PRO, 2017). This autonomy is enabled by safety technology integrated in each vehicle: laser scanners for protection fields, connected to safety controllers which bring the vehicle to a stop if humans or other objects are detected in the protection fields. Autonomous vehicles enable flexible material handling operations, which can adapt to changing layouts, for example, in a dynamic production environment.

Furmans, Schonung and Gue (2010) have suggested design patterns for flexible future material handling systems: material handling systems should consist of highly independent modules (modularity), which contain all functions necessary to perform their tasks (function integration). Additionally, the actions of the modules are controlled by their own controllers (decentralised control), with adjacent modules freely exchanging information and goods (interaction). This should be possible through the use of standardised physical and information interfaces. Some examples of such plug-and-work material handling systems are the FlexConveyor (Mayer, 2009) and the GridSorter (Seibold, 2016). As another example of decentralised control, the KARIS PRO AGV implements the task management system through decentralised decision making (Colling, Ibrabimpasic, Trenkle, & Furmans, 2016), removing the need of a centralised task management system.

2.2 Safety of Open Adaptive Systems

In safety engineering, recent research has focused on open adaptive systems, driven by, for example, challenges related to cooperative autonomous driving. One framework for safety assurance in open adaptive systems was the concept of runtime certification, first suggested by Rushby (2008). Rushby (2008) suggested that parts of the traditional certification process could be automated and transferred to “runtime”. Compliance to standards is replaced by assurance cases, constructing explicit goals, evidences and arguments. These assurance cases could be formally verified at runtime (runtime verification) thus “certifying” the system. In later work Rushby (2016) discusses a possible medical application based on self-integration of safety-related systems.

For example Trapp and Schneider (2014) have built on top of Rushby’s suggestions and they suggest different possible approaches, where the traditional safety engineering is increasingly transferred to runtime for increased flexibility at the cost of increased complexity. The simplest case is the so called safety certificate at runtime-approach, where subsystems check for assumptions and demands for safe integration. The integration scenarios are pre-engineered at design time, while the exact runtime integration partners are not known. Schneider (2014) studied this approach based on the concept of conditional certificates, ConSerts, for tractor implement automation (TIA). The ConSert-approach was used as a basis for dynamic safety contracts for automotive cooperative applications by Müller and Lliggesmeyer (2016) and for cooperative medical applications by Leite, Schneider, and Adler (2018).
There have been further advances such as the approach of Calinescu et al. (2018) for adapting assurance cases at runtime, but here we focus on the simplest case of runtime certification, where the integration scenario is pre-designed. The machines have pre-defined interfaces to enable the dynamic safety contract for a specific application scenario.

A similar approach is studied currently in the SmartFactoryKL project (Popper et al., 2018), however the focus is on modular machine configurations (automated integration of machine modules to form a complete machine), whereas our focus here is on dynamic safety contracts between complete machines.

2.3 STAMP and STPA

The accident causality model STAMP, suggested by Leveson (2011), is based on systems theory. Safety is considered an emergent system property and is treated as a dynamic control problem instead of a failure prevention problem. The accident causality model has been used as a basis to create a new risk analysis method, STPA. In STPA the studied system is modelled as a hierarchical control structure, which is used as a basis to find unsafe control actions and causal factors against which further design control or other mitigation measures can be implemented. Due to the background in systems theory, STPA is better suited to detect complex causal chains in modern software-intensive systems. (Leveson, 2011; Leveson & Thomas, 2018)

STPA has been studied extensively in other industries such as defense (Leveson, 2011), aviation (Fleming & Leveson, 2014; Fleming, Spencer, Thomas, Leveson, & Wilkinson, 2013) and automotive (Abdulkhaleq, 2017). So far there seems to be little published work about using STPA for machinery systems, though a robotics example is provided by Leveson (2011).

3. MACHINERY SAFETY ENGINEERING

Machine products sold on the European market must adhere to the essential health and safety requirements originating from the Machinery Directive (European Parliament and The Council of the European Union, 2006). Typically machinery manufacturers follow harmonized safety standards, such as the ISO 12100 (2010), to ensure conformance to the Machinery Directive. A typical machine lifecycle model and the risk assessment & reduction process according to ISO 12100 (2010) is illustrated in Figure 1.

When a new machine is designed, the risks related to hazards arising from the machine are to be assessed and reduced to an acceptable level. The focus of the Machinery Directive (European Parliament and The Council of the European Union, 2006) and the machinery safety standardisation is the safety of the machine operators and personnel in the vicinity of the machinery. According to ISO 12100 (2010), risk is considered to be the combination of the probability of occurrence of harm and the severity of that harm, harm being physical injury or damage to health, which might occur due to a hazard. The risk reduction can be achieved through inherently safe design, technical protective measures or lastly through information for use. Technical protective measures are designed according to the relevant functional safety standards, with additional information, such as the required rigor of implementation, defined in product standards. If the machine or application is not yet covered by a product standard, risk graphs in, for example, ISO 13849 (2015) can be used for risk estimation. If the safety-related functions are used as a risk reduction measure, the functional safety standards typically require strict separation of the safety-related parts of the control system and the process control system. After design, the machine is taken into use and the overall safety is validated. During the machine lifetime, there might arise a need for modification or retrofitting the machine with newer technology, which can trigger a return to the relevant lifecycle phase.
4. SAFE COOPERATION OF MATERIAL HANDLING MACHINERY

Combining the design patterns suggested by Furmans et al. (2010) and the concept of dynamic safety contracts, new application use cases can be considered. A problem point in the flexibility of current systems is especially at the material handling system interfaces, where the payload is transported from one type of material handling equipment to another (handover operation). Some storage equipment, such as storage cranes or automated storage and retrieval systems (AS/RS) could be provided with more flexible interfaces if one allows them to make dynamic safety contracts for the duration of load handover scenarios, enabling machinery to exchange safety-related information. One such example is provided in the following section, where a storage crane uses the laser scanners of an AGV for collision avoidance during a load handover use case.

Further use cases can be imagined with cooperating AGVs. Two or more AGVs could cooperate to transport heavier loads, a scenario where sharing the protection field data from one AGV to another to enable collaborative collision avoidance would be possible through dynamic safety contracts between the AGVs for the duration of the operation. Further use cases could include dynamically integrating different attachments to AGVs depending on the current use case, such as picking arms, like PiRo (Colling et al., 2017), for order picking.

The focus here is only on what Trapp & Schneider (2014) refer to as “Safety certificate at runtime”, meaning that we suggest only use cases where the integration scenario is known at design time, only the exact runtime partner is not. The risk related to the application scenario can be assessed at design time and relevant risk reduction measures can be pre-engineered. The machines check at integration time that all assumptions for the safety certificate are fulfilled. Thus, the safety engineering lifecycle remains overall very similar to the current approach discussed in the previous section.

The new application scenarios introduce higher complexity, especially with regards to the safety-related parts of the control systems. Whereas the current machinery systems are often still analysed using failure modes and effects analysis or with the help of checklists, the likely hazards in such cooperative scenarios are caused by undesired interactions between the machinery, not only by component failures. Therefore we suggest that STPA, with its basis in systems theory, would provide a sound basis for the risk analysis of such scenarios. The STPA analysis can be used to drive especially the definition of the dynamic safety contracts and software safety...
requirements. In order to fulfil current safety standardisation for machinery, for the final systems the STPA will have to be accompanied with a risk graph estimates for the determined loss scenarios to determine the possibly required performance level of the related risk reduction measures, as well as a probabilistic reliability analysis to determine whether the required performance level was reached.

5. STPA FOR A COOPERATIVE MATERIAL HANDLING APPLICATION

In this section, we discuss our initial approach and experiences in using STPA for a cooperative material handling application: automated payload handover between an automated storage crane and an AGV. For the analysis, the STPA process steps (Leveson & Thomas, 2018) were followed:

1. Define purpose of the analysis
2. Model the control structure
3. Identify unsafe control actions
4. Identify loss scenarios

A system description of the analysed application is provided in section 5.1. The rest of the sections follow the same structure as the basic STPA procedure. The analysis presented here is done only for an initial concept for a future cooperative system. The presented analysis is thus preliminary and incomplete, and we leave further iterations of the analysis with a more detailed concept as future work.

5.1 System description

The analysed system concept is based on the ongoing research project KrasS (“Kransystem zur reproduzierbaren, automatischen und sicheren Stapelung von Gitterboxen” – “A crane system for reproducible, automated and safe stacking of pallet cages”) at the Institute for Material Handling and Logistics at Karlsruhe Institute of Technology. The original system concept (Bolender, Oellerich, Braun, Golder, & Furmans, 2018) is shown on the left side in Figure 2. The original system concept is based on an electric overhead bridge crane, which is used for automated storage of pallet cages in a similar manner as automated container handling cranes at container terminals. The storage crane is equipped with a load handling device (LHD) capable of grabbing the pallet cage with the use of corner locks. The storage of the pallet cages is done on an area separated from other operations in the building. The separation could be implemented, for example, by using physical barriers with access monitoring or by safety light curtains. Transporting payloads to or from storage is done through a permanently built handover point and a human-machine interface (HMI). The payload is manually transported to the handover point and a storage operation is requested through the HMI. The payload is automatically picked up by the storage crane, during which the prohibited zone for other operations needs to be extended to include the handover point. When retrieving payloads from storage the process steps are similar, just executed in a different order: HMI-request, automated delivery to handover point, followed by manual pickup.

The main benefit of the manual handover is that the process is quite simple, and can be robustly automated given the fixed handover point. The disadvantages are the need for manual labour, additional fixed infrastructure (handover point) and the large prohibited space when the crane travels to the handover point. The latter could arguably be reduced by limiting the movement of the crane to specific areas when outside the storage stack, as well as with an optimised configuration of the physical barriers or opto-electronic protective devices monitoring the handover point.

The new concept, analysed in this work, is shown on the right side in Figure 2. The concept remains the same when it comes to the storage crane and the storage area. In the new concept the fixed handover point is removed. Instead, the payload is directly transported by the storage crane to or from an AGV for retrieval or storage operation, respectively. The personnel protection during the operation is achieved by sharing the AGV protection field status to the storage crane. If a person or object is detected in the AGV protection field during the operation, both machines stop until the field is clear.
The process steps for a handover operation are conceptually as follows:

1) Transport task request and establishing a dynamic safety contract
2) Handover process
   a. For retrieval operation: Storage crane retrieves the payload from storage
   b. Crane drives on top of the AGV
   c. Alignment of AGV for the operation
   d. Handover: LHD is lowered down, grabs or releases the payload and is lifted back up
   e. Once the LHD is back at traveling height, the handover is finished
3) Termination of safety contract, transport task finished, machines return to individual automated operation (For storage operation: Crane stores payload to stack)

The dynamic safety contract here means a short-term safety-related integration of the two machines for the duration of the shared operation. This means opening a real-time communication channel for safety-related communication and sharing of safety-related information. During the integration, both machines will react to protection field breaches detected by the AGV. If an emergency stop-button is activated on either of the machines, they will both react to it. The storage crane is able to issue positioning requests to the AGV to properly align the AGV underneath for the payload lowering or lifting. Additionally the storage crane is able to send a safety-related disable command to the AGV electric drives to prevent AGV movement during the lowering or lifting operation.

For the process description above, some assumptions have been made. There needs to exist a wireless communication channel to enable reliable communication between the two machines. Additionally, there exists a method for the crane to reliably locate the AGV independently of the AGVs self-reported position, this could in practice be achieved for example through a combination of cameras and a real-time locating system. This is required, since the AGVs self-reported position typically cannot be directly used for safety-related functionality. A more detailed technical design of the system is still open; the goal in this work is to utilise STPA on the current concept and use the analysis results for safety-driven design as future work.

The main benefit of the new approach is increased flexibility in material flow operations, with the main disadvantage of increased complexity of the safety automation. The handover can take place anywhere, where enough place for the AGV exists and where the crane can safely drive. The fixed handover place does not need to be installed, saving costs by re-using the existing safety sensors on the AGVs and leaving the surrounding of the crane storage freely re-configurable, depending on the current needs of the production or logistics system supported by the storage crane. A further benefit is, that if the handover interface is standardised, any AGV or, for example, a self-driving lift truck could be used to interface with any storage crane, as long as both were designed capable of the operation.

5.2 Purpose of the analysis

Defining the purpose of the analysis includes identifying unacceptable system-level losses, hazards and constraints. Losses may be anything of value to stakeholders (Leveson & Thomas, 2018). In this work the focus was on the safety-aspects, which are reflected in the defined losses as shown in Table 1. The scope of the analysis is, however, broader than required by the Machinery Directive (European Parliament and The Council of the European Union, 2006) and machinery safety standardisation, as we also consider material losses. The term “machinery” during the analysis refers to the storage crane and the AGV participating in the handover operation.

Table 1 System-level losses

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-1</td>
<td>Loss of life or injury to people</td>
</tr>
<tr>
<td>L-2</td>
<td>Loss of or damage to the machinery</td>
</tr>
<tr>
<td>L-3</td>
<td>Loss of or damage to the transported goods</td>
</tr>
<tr>
<td>L-4</td>
<td>Loss of or damage to other equipment or objects</td>
</tr>
</tbody>
</table>

Prior to defining the system-level hazards, the boundaries of the analysed system need to be identified. In this work we focus on the system consisting of the storage crane and the AGV, which cooperate for the duration of the handover process. An external transport task management system, which could be a central or decentral system, provides transport tasks to the AGVs, which is included in the control diagram, but is not of core interest in the analysis. Additionally there are service/installation personnel, who install and maintain the equipment, and act as a source of the storage area definitions and other parameters input to the storage crane control system.

The system-level hazards are defined in STPA-terminology as system states or conditions, which together with a particular set of worst-case environmental conditions will lead to a loss (Leveson & Thomas, 2018). The ISO 12100 (2010) definition for a hazard is “a potential source of
harm”, whereas harm is further defined as “physical injury or damage to health”. The ISO 12100 hazard can further be qualified with respect to its origin, for example, mechanical or electrical hazards. The ISO 12100 is as such more specific than the hazard as understood here. In this analysis we follow the terminology established by Leveson and Thomas (2018) in order to maintain a system-level point of view.

As shown by the system-level hazards in Table 2, the hazards we focus on are mechanical in nature. Typically the most relevant possible hazardous events during operation of material handling machinery are mechanical in nature: moving machinery or payload colliding with people, or the machinery losing control of the payload, which may again result in damage to the payload or it colliding with other objects or personnel. These are the types of hazards, against which the typical safety functions in a material handling machine are built for. Considerations for other types of hazards included in ISO-12100 (2010), such as electrical, noise or ergonomic hazards are outside the scope of the analysis. The system-level constraints derived from the hazards are shown in Table 3.

Table 2 System-level hazards

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-1</td>
<td>Moving parts of the machinery collide with other objects or people during automated operation</td>
<td>L-1, L-2, L-4</td>
</tr>
<tr>
<td>H-2</td>
<td>Payload collides with other objects or people during transportation</td>
<td>L-1, L-3, L-4</td>
</tr>
<tr>
<td>H-3</td>
<td>Machinery loses control of the payload</td>
<td>L-1, L-2, L-3, L-4</td>
</tr>
</tbody>
</table>

Table 3 System-level constraints

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-1</td>
<td>Machinery shall maintain separation to other objects and people</td>
<td>H-1</td>
</tr>
<tr>
<td>SC-2</td>
<td>Separation of payload to other objects or people during transport shall be maintained</td>
<td>H-2</td>
</tr>
<tr>
<td>SC-3</td>
<td>Machinery shall maintain control of the payload during transport</td>
<td>H-3</td>
</tr>
</tbody>
</table>

5.3 Control structure

The control structure used for the analysis is shown in Figure 3. The two main controllers in the system are the storage crane control system and the AGV control system. Each controller has an internal model of the controlled process and a control algorithm, which represents the controller’s decision making process (Leveson & Thomas, 2018). Both of the controllers participate in controlling the material transport process.

The storage crane’s main actuators are the load handling device and the electric drives used to drive the crane axes. The details of the electric drives are abstracted away in the control structure, but we assume that all the axes are driven by frequency converter-controlled motor drives in closed-loop speed control, all equipped with holding brakes to prevent movements when the axes are not actively controlled. The speed feedback used in the electric drives is also communicated to the control system. The operation of the electric drives can also be separately enabled or disabled by the control system. The load handling device is equipped with corner locks, which can be turned open or closed and for each corner lock there is a feedback signal indicating whether the lock is fully turned to locked position or not. For automated operation the crane is equipped with sensors for the position of each axis, the current load mass, as well as access monitoring of the storage area, for example, through a light curtain. As mentioned above, we assume that the crane is able to independently detect the AGV position and alignment underneath. As per safety regulations, both machines are equipped with emergency stop-buttons, which when activated will trigger a safety-related stop of the machine.
Figure 3: Control structure for storage crane-AGV-cooperation (CA: Control action, FB: Feedback)
The AGV control system is able to drive the AGV with the assistance of its own electric drives, which provide a similar interface as the ones on the crane. The AGV is equipped with laser scanners for collision avoidance, which also provide point cloud data of the environment, which can be used for localisation and mapping with assistance of the data from the inertial measurement unit. The AGV additionally has other sensors for functions such as battery status estimation and load identification. The AGV receives transport tasks from a transport task management system.

To aid in the building of the control structure, as suggested by Leveson and Thomas (2018), responsibilities for the controllers were defined as refinements of the system-level constraints. The responsibilities assigned to the storage crane are listed as an example in Table 4 in Appendix A.

5.4 Unsafe control actions & Loss scenarios

According to Leveson and Thomas (2018), unsafe control actions (UCAs) always consist of five parts: Source, type, control action, context and link to hazards. There are four ways for control actions to be unsafe: 1) Not providing causes a hazard, 2) Providing causes a hazard, 3) Potentially safe control action is provided too early, too late, or in the wrong order, 4) Control actions last too long or are stopped too soon. The second type of UCA can be further considered for contexts in which the action is always unsafe, contexts in which insufficient or excessive actions is unsafe or for contexts in which the direction of the action is unsafe (Leveson & Thomas, 2018).

The control actions from the task management system, maintenance personnel and the external disable signals were not considered in the analysis. Additionally, since the technical details of the protocol for the dynamic safety contract establishment are for now undefined, the details of the contract building were not considered. For the remaining 17 control actions in the control structure, a total of 119 unsafe control actions were identified. An excerpt from the unsafe control actions-table is shown in Table 5 in Appendix B. The UCAs can be used to define controller safety constraints. As future work we will use the analysis results so far to iterate on a more detailed design. The loss scenario-analysis was not done at this point, as it would require accounting for the process models within each controller.

5.5 Discussion

Utilising STPA for the safety analysis of the application scenario proved challenging. Better initial results would have likely been achieved by starting at higher level of abstraction, as the currently included partial details resulted in a large number of identified UCAs. In defining the UCAs, contexts, not strictly related to the cooperative handover application were also included, which further increased the amount of UCAs, making the analysis more complicated than necessary. Regardless of these problems, the executed STPA process steps provided a structured way to identify necessary controls and feedbacks in the concept and the current results seem like a sound basis for further work.

6. CONCLUSIONS AND FUTURE WORK

In this work we suggested using dynamic safety contracts for safe cooperation of machinery to enable new use cases and increased flexibility in material handling operations. We have suggested using STPA for safety-driven design of these integration scenarios and provided initial results of using STPA for a cooperative material handling application. As future work the analysis for the discussed use case will be further iterated towards a detailed technical system concept and design, including definition of the safety functions and contracts required for the cooperation. Additionally, further cooperative scenarios will be studied.

Several open challenges remain. Technical details, such as the specific communication technologies and protocols used are yet to be defined, as well as suitable sensor solutions for various functions, such as for the storage crane to detect the AGV. The STPA analysis results can be used to specify the requirements for the sensors and communication protocols to drive their design. Analysing the system for security-aspects will also be of interest, as security will play an increasingly important role in such applications. As a long-reaching goal one can imagine
standardised interfaces for typical integration scenarios to enable flexible cooperative material handling between machines from different manufacturers.
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APPENDIX A. CONTROLLER RESPONSIBILITIES

Table 4 Storage control system: Responsibilities and links to system-level constraints

<table>
<thead>
<tr>
<th>ID</th>
<th>Responsibility Description</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1.1</td>
<td>LHD/Payload lifting or lowering shall only be allowed above the pre-defined storage area or above an AGV during a handover</td>
<td>SC-1, SC-2</td>
</tr>
<tr>
<td>R-1.2</td>
<td>Maintain LHD/Payload at top-most lifting position during horizontal movements</td>
<td>SC-1-3</td>
</tr>
<tr>
<td>R-1.3</td>
<td>Prevent lifting if detected load mass exceeds 110% of maximum load</td>
<td>SC-3</td>
</tr>
<tr>
<td>R-1.4</td>
<td>Maintain velocity below maximum allowed velocity for all axes</td>
<td>SC-3</td>
</tr>
<tr>
<td>R-1.5</td>
<td>Maintain crane position between the allowed limits for all axes</td>
<td>SC-1-3</td>
</tr>
<tr>
<td>R-1.6</td>
<td>Stop and prevent crane movements if light curtain to storage area breached</td>
<td>SC-1, SC-2</td>
</tr>
<tr>
<td>R-1.7</td>
<td>Stop and prevent crane movements if external disable is active</td>
<td>SC-1, SC-2</td>
</tr>
<tr>
<td>R-1.8</td>
<td>Monitor internal sensors and actuators, stop and prevent crane movement if internal</td>
<td>SC-1-3</td>
</tr>
</tbody>
</table>
fault has been detected

R-1.9 All corner locks shall be locked before lifting the payload  SC-3

R-1.10 Corner locks shall not be opened before the payload is lowered on the storage area or on an AGV  SC-3

R-1.11 Enforce maximum stacking height as allowed by the payload  SC-3

R-1.12 During handover, stop and prevent crane movements if AGV protection field is breached  SC-1, SC-2

R-1.13 During handover, stop and prevent crane movements if the AGV moves unrequested  SC-1-3

R-1.14 During handover, stop and prevent crane movements if external disable is activated through the AGV  SC-1, SC-2

R-1.15 During handover, stop and prevent crane movements if fault detected is reported by the AGV  SC-1-3

R-1.16 During handover, issue orientation/positioning requests to the AGV until proper alignment under the crane has been detected  SC-3

R-1.17 During handover, monitor the timing of cyclic status updates from the AGV, stop and prevent crane movements if the timing requirements (TBD) are not fulfilled  SC-1, SC-2

**APPENDIX B. EXCERPT FROM UNSAFE CONTROL ACTION TABLES**

Table 5 Excerpt from UCA-tables (SCCS: Storage crane control system, LHD CL: Load handling device corner locks, AGVCS: AGV control system, AGVED: AGV electric drives)

<table>
<thead>
<tr>
<th>CA</th>
<th>Not providing causes hazard</th>
<th>Providing causes hazard</th>
<th>Too early, too late, out of order</th>
<th>Stopped too soon, Applied too long</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA-1: Lock/release (SCCS to LHD CL)</td>
<td>UCA-1.1: SCCS does not provide lock command to all corner locks when attempting the grab a payload [H-2, H-3]</td>
<td>UCA-1.3: SCCS provides release command while payload is grabbed and lifted in air [H-2, H-3]</td>
<td>UCA-1.4: SCCS provides release commands while payload has not been fully lowered [H-2, H-3]</td>
<td>UCA-1.7: SCCS stops providing lock-command to CLs before all are locked during payload grabbing [H-2, H-3]</td>
</tr>
<tr>
<td></td>
<td>UCA-1.2: SCCS does not provide release command to all corner locks when attempting to release a payload [H-2, H-3]</td>
<td></td>
<td>UCA-1.5: SCCS provides lock-commands while LHD has not yet been fully lowered on the payload [H-2, H-3]</td>
<td>UCA-1.8: SCCS stops providing release-command to CLs before all are released during payload releasing [H-2, H-3]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>UCA-1.6: SCCS provides lock/release commands while upward driving command has already been issued (LHD/Payload still fully/partially on ground) [H-2, H-3]</td>
<td></td>
</tr>
<tr>
<td>CA-10: Enable/Disable drives (AGVCS to AGVED)</td>
<td>UCA-10.1: AGVCS does not disable driving while external disable (directly or through crane during handover) is active [H-1, H-2]</td>
<td>UCA-10.6: AGVCS disables driving during handover while alignment-phase is not yet finished. [H-1, H-2, H-3]</td>
<td>UCA-10.7: AGVCS disables driving too</td>
<td>UCA-10.8: AGVCS re-enables driving before handover operation is finished (crane still relies on protection field) [H-1, H-2]</td>
</tr>
<tr>
<td></td>
<td>UCA-10.2: AGVCS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requirement</td>
<td>Description</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCA-10.3</td>
<td>AGVCS does not disable driving while protection fields are breached [H-1, H-2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCA-10.4</td>
<td>AGVCS does not disable driving when maximum allowed velocity has been exceeded. [H-1, H-2, H-3]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCA-10.5</td>
<td>AGVCS does not disable driving when internal faults, communication faults detected or fault reported by crane during handover [H-1, H-2, H-3]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>late after commanded by SCCS during handover [H-1, H-2, H-3]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT

As windfarms are moving further offshore, their maintenance has to be supported by the new generation Service Operation Vessels (SOV) with Dynamic Positioning capabilities. For the SOV safe operations it is crucial that any hazardous scenario is properly controlled. Whilst international regulations require the implementation of Failure Modes and Effects Analysis (FMEA) for SOV power systems, FMEA has been criticised for not addressing properly failures in control systems. In this study, System-Theoretic Process Analysis (STPA) is employed for identifying the hazardous scenarios in terms of Unsafe Control Actions (UCAs) in Direct Current (DC) and DC with batteries power systems. Then the identified UCAs are ranked based on their risk. The results demonstrate that the number of hazardous scenarios derived by the STPA increases in a power system with batteries in comparison to a conventional DC power system, thus depicting higher complexity of this system. However, the increase in overall risk is small and within acceptable limits, whilst the risk reduces for a number of UCAs leading to Diesel Generator overload sub-hazard.

Keywords: Windfarm Service Operation Vessels, Safety, Blackouts, Diesel-Electric Propulsion, Hybrid Diesel-Electric Propulsion

1 INTRODUCTION

Offshore wind-farming is becoming a major source of the renewable energy in many countries. However, the offshore wind farms maintenance cost currently impacts on the competitiveness of the electricity produced. Present safety requirements and needs of the service personnel influence wind farm locations and operational flexibility. Consequently, future Service Operation Vessels (SOVs) need to be more efficient and safer in order to meet future demands. Next generation support vessels providing safe and more efficient offshore wind farm servicing (the EU-funded NEXUS project) is aiming to deliver an advanced SOV design optimised for efficiency, performance, safety, and working environment whilst minimising costs throughout the life-cycle by 20% compared to the current state of the art vessels (EC, 2019). As wind farms are moving further from the coast, significant innovations in the SOV design are required. This, together with stringer emission regulations and fluidity in the fuel market prices, render attractive the use of alternative fuels and power generation systems, including hybrid power supply, where diesel-generators and batteries are used to cover ship energy needs.

The incorporation of batteries achieves fuel consumption reduction by running Diesel Generator (D/G) sets at optimum load by peak load shaving and functioning as a spinning reserve
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Implementation of batteries support the D/G sets downsizing, which results in the D/G sets operation at their most efficient load ranges (Brandsaeter et al., 2015). Other advantages include higher redundancy in the system and lower emissions due to the batteries charging from the local grid in harbour (Brandsaeter et al., 2015; Geertsma et al., 2017). On the SOV, due to the Dynamic Positioning (DP) power requirements, the D/G sets are often oversized or pushed to operate at lower loads to be able to withstand a sudden loss of a D/G set in adverse weather conditions. Therefore, incorporation of batteries to provide the necessary spinning reserve during faulty conditions or power during power peaks on SOV can provide substantial benefits in terms of fuel savings during DP and other operations. Batteries disadvantages include relatively high procurement cost (Brandsaeter et al., 2015; Geertsma et al., 2017), large batteries size and weight (Räsänen, 2017), limited number of recharging cycles (Räsänen, 2017) and addition of new hazardous scenarios to the system (Bolbot, Theotokatos, Boulougouris, & Vassalos, 2019; Brandsaeter et al., 2015).

On the next generation SOV, with increased technicians and crew numbers, ensuring safety of power generation system is paramount as any malfunctions such as blackout or brownout may lead to contact/collision/grounding. These accidents in turn can result in ships progressive flooding and capsize with crew and technicians getting drown (Vassalos et al., 2019). In addition, the introduction of batteries increases hazardous scenarios number resulting in fire, explosion and crew intoxication (Brandsaeter et al., 2015), e.g., a fire on hybrid-electric tugboat occurred due to malfunction of Battery Management System (Hill, Agarwal, & Gully, 2015), whilst a number of similar incidences have been reported in other industries (Hill et al., 2015). In this respect, it is crucial to ensure that all these scenarios are identified and properly addressed during the system design.

The primary reference for designing safe power generation systems is the IMO regulations (Organization, 2014) and classification society rules (DNVGL, 2015). Currently, the main hazard identification method in the DP systems is the Failure Mode and Effect Analysis (FMEA), which is applied to ensure adequate system components redundancy (DNVGL, 2015; IMCA, 2015). In previous studies, a high-level FMEA has been used for comparative safety analysis of different propulsion systems, including power system with batteries in other ships, for example a Ferry boat in (Jeong, Oguz, Wang, & Zhou, 2018). However, FMEA has been criticised for not addressing properly the automation functions in the system (Bolbot, Theotokatos, Bujorianu, Boulougouris, & Vassalos, 2019; Rokseth, Utne, & Vinnem, 2017; Sulaman, Beer, Felderer, & Höst, 2017; Thomas, 2013). On the other hand, control and automation functions have an important role for power generation on DP vessels (United Kingdom Protection & Indemnity Club, 2015). Considering this, System-Theoretic Process Analysis (STPA) has been proposed to be used to address the complexity in interactions between the control systems and physical processes (N. G. Leveson, 2011). In (Bolbot, Theotokatos, Boulougouris, et al., 2019) the safety of hybrid-electric propulsion system and classical propulsion system using Alternate Current for electrical power distribution has been compared using STPA on a cruise ship vessel. Other studies have referred to potential safety issues on ship power systems with batteries but they did not follow a hazard identification method for their analysis (Hill et al., 2015).

Pertinent literature reveals a number of research gaps: (a) hazard analysis of power systems with Direct Current (DC) power network and DC power with batteries system on SOV using STPA and (b) incorporation of risk as a measure in STPA to compare different designs. The research gap leads to the aim of this study, which is to analyse the safety of power systems on SOV with batteries using STPA and to compare it with standard DC power systems in terms of risk.

This paper is organised as follows: in section two, the methodology steps are presented; in section three, a short description of the analysed system is provided; in section four, the analysis results and safety recommendations are given; finally, in section five, the main findings of this study are summarised.
2 METHODOLOGY

As it has been referred in the introduction, STPA has been selected in this study to identify the hazardous scenarios. However STPA has been criticised for not allowing risk estimation and criticality analysis (Dawson et al., 2015); for this reason the STPA method has been enhanced. The method steps are presented in Figure 1 and described in more detail below.

STPA defines the accident as: “an undesired and unplanned event that results in loss, including loss of human life or human injury, property damage, environmental pollution, mission loss, financial loss, etc.” (Leveson & Thomas, 2018). The hazards in the STPA framework are understood as: “system states or set of conditions that together with a worst-case set of environmental conditions, will lead to an accident” (Leveson & Thomas, 2018). The hazards in STPA are viewed on a system level, so they go beyond the single failures that may occur in the system and should be referred to a specific state of the system. Sub-hazards are considered states in a worst-case scenario leading to hazard realisation. Generic requirements can be specified, based on the hazards and sub hazards.

The development of a functional control structure is one of the differentiating points of the STPA analysis, compared with the other methods (Leveson & Thomas, 2018). Usually, it starts with a high-level abstraction of the system and proceeds to a more detailed system description. The initial control structure consists of the high-level controller, the human operator and the controlled process with the basic control, feedback and communication links. A more detailed description would incorporate a hierarchy of controllers. Both high-level and detailed control structure can be used for the safety analysis at different system design stages. After the development of the basic control structure, the next step is its refinement. The required actions include a) the identification of each controller responsibilities; b) the process model with process variables and potential process variable values; c) the control actions; d) the behaviour of the actuators; e) the information from the sensors; f) the information from the other controllers.

The actual hazards identification starts by finding the Unsafe Control Actions (UCAs). The possible ways to proceed are either by using the control actions types as initially proposed for the STPA (N. Leveson, 2011) or by using the context tables as proposed in Thomas (2013). Herein, the second of the two approaches has been selected. According to both approaches, the possible UCAs can be of the following seven types (Leveson & Thomas, 2018):

- Not providing the action leads to a hazard.
- Providing of a UCA that leads to a hazard.
- Providing the control action too late.
Providing the control action too early.
Providing the control action out of sequence.
Control action is stopped too soon
Control action is applied for too long.

According to the STPA, there is also another type of UCA, when the safe control action is provided but is not followed. This type of failure mode is addressed during the identification of causal factors in the second step of the method. Similarly, with the system hazards, safety constraints can be derived for the UCAs, aiding the identification of possible safety barriers.

The second step in the hazard identification of the STPA has the purpose of determining all the scenarios and causal factors leading to the UCAs. This is done by examining the hazardous scenarios, including software and physical failures as well as design errors. There are several ways to organise the results of the hazardous scenarios by using tables or lists. In this work, the process was augmented by a checklist, developed on the basis of previous studies (Becker & Van Eikema Hommes, 2014; Blandine, 2013). The main categories of causal factors are:

- Inappropriate control input
- Hardware failure
- Software faulty implementation
- Software faulty design
- Erroneous or missing input
- Inadequate control command transmission
- Flawed execution due to failures in actuator or physical process
- Conflicting control actions

The systemic and contributory causal factors (Puisa, Lin, Bolbot, & Vassalos, 2018) have not been considered during identification of the causal factors, as the implementations of proper training for system operator and maintenance is out of the scope of system designer. The aim of the designer is to ensure the adequate reliability and availability of system functions. Therefore, the aim of the analysis is to rank the different hazardous scenarios identified by the STPA to allow better allocation of resources to specific controllers; hence the different scenarios (UCAs) risk is estimated.

The new part of the STPA in the presented methodology is the risk estimation for the identified UCAs. The basic assumption behind the estimation is that UCA can be considered as the central undesired event in the system, thus being in the centre of the Bow Tie as depicted in Figure 2. Then the total risk can be estimated as aggregation of individual UCAs risks. In a similar way with Level of Protection Analysis method (BSI, 2004), the risk of an UCA is considered dependent on its causal factors, the effectiveness of mitigation barriers, and coincidence with inadvertent environmental factors. If the causal factors likelihood, the accident severity, the mitigation barriers/measures effectiveness and relevant inadvertent environmental factors are quantified, the risk for each UCA can be estimated.

For the analysis presented in the methodology herein, with the exception of the above, the following additional assumptions have been made:

- The UCAs causal factors are independent (Blandine, 2013) as the systemic and contributory factors (Puisa et al., 2018) are omitted as the focus is on the system design.
- If UCA leads to more than two hazards, then paths with the smaller risk can be ignored.
- Similarly, if multiple causal factors result in UCAs, the causal factors with smaller likelihood can be ignored for estimations.
- The overall risk can be aggregated and calculated for the system based on individual UCAs risk.
- Each mitigation barrier can mitigate the 90% of relevant hazardous conditions. This is rather a conservative assumption with regard to effectiveness of mitigation barriers (BSI, 2004).
- The UCA causal factors frequency and the UCA context factors frequency are independent from each other.
• The UCA causal factors frequency is estimated by considering it together with the relevant UCAs preventative barriers effectiveness.
• Accidents are considered as disjoint and independent.
• If UCAs are caused by other UCAs (they are practically their causal factors), then these causal UCAs are omitted for estimation of risk for UCAs. Instead, these causal UCAs are considered to contribute to risk independently from other UCAs.
• Causal factors resulting in multiple UCAs occurring are repeated for each UCA risk estimation, as this assumption has no influence on estimation of the total risk.

\[
P_{LL} = \sum_i \sum_j f_{ij} c_{ij}
\]

Where \(f_{ij}\) is the annual frequency of accidental scenario (event tree terminal event) \(l\) with personal consequences \(j\) and \(c_{ij}\) is expected number of fatalities in each accidental scenario (event tree terminal event) \(l\) with personal consequences \(j\).

The \(P_{LL}\) is connected to the Individual Risk (IR) according to the following equation (Johansen & Rausand, 2012), where \(N\) is the number of people in population exposed to risk:

\[
P_{LL} = N \times IR
\]

Based on the assumptions above, the \(P_{LL}\) can be approximated as sum of risk of \(n\) individual UCAs as follows:

\[
P_{LL_{app}} = \sum_k^n R_k
\]

Now the risk \(R_k\) for each UCA using \(f_k\) frequency of accidental scenario and \(c_k\) consequence of accidental scenario expressed in fatalities per year is estimated as follows:

Figure 2 The simplified Bow Tie

The Potential Loss of Life (PLL) is one of the expressions of Societal Risk (International Maritime Organisation, 2013) and is defined as expected value of the number of fatalities per year (International Maritime Organisation, 2013; Vinnem, 2014):

\[
P_{LL} = \sum_i \sum_j f_{ij} c_{ij}
\]
The frequency of each accidental scenario is estimated using UCA frequency $F_{UCA}$, effectiveness of mitigation controls $M$ and probability of inadvertent environmental context $E$ as in eq. (5) and the severity of each accidental scenario is estimated as in eq. (6):

$$f_k = F_{UCA} \times M \times E = F_{UCA} \times 10^{M_k-6} \times 10^{E_k-3}$$ [events per ship-year] \hspace{1cm} (5)

$$c_k = 10^{S_k-3}$$ [fatalities per events] \hspace{1cm} (6)

The ranking $M_k$ for effectiveness of mitigation measures is implemented according to Table 1. For the ranking $M_k$ of available mitigating barriers, different mitigating barriers type are considered namely a) the presence of redundant component implementing the same function with the faulty one, b) available safety or reconfiguration functions c) humans operators rectification actions. The ranking of inadvertent environmental factors ($E_k$) is implemented as in Table 3. The Severity Index for accident ($S_k$) is selected according to Table 2 retrieved from Formal Safety Assessment Guidelines (International Maritime Organisation, 2013).

The UCA is described by referring to the controller, the control action, the control action failure type, the context and the link to the hazard (Leveson & Thomas, 2018). Practically though, an UCA will occur if specific control action failure mode is realised in specific context. In case of a Fault Tree this relationship would be represented using AND gate, hence multiplication between frequency of control action failure mode and probability of specific context is required. However, the control action failure mode can be attributed to the specific causal factors, identified previously, which can be connected using OR gate to the UCA (Blandine, 2013). Wrong execution practically refers to one of the UCAs types (Leveson & Thomas, 2018) and has been already included in identification of causal factors. Therefore, the UCAs frequency ($F_{UCA}$) is estimated as in eq.(7) using frequency of causal factors $F_{cf}$ leading to relevant control action failure mode, the number of controllers $m$ in system, which can implement the specific UCA and the probability of the UCA context:

$$F_{UCA} = m \times Max(F_{cf}) \times 10^{UC_k-4}$$ [events per ship-year] \hspace{1cm} (7)

The $F_{cf}$ is ranked using Table 4, retrieved from Formal Safety Assessment Guidelines (International Maritime Organisation, 2013) and is estimated as in eq.(8), whilst $UC_k$ ranking used for estimating the probability of UCA context is based on Table 5.

$$F_{cf} = 10^{F_{cf}-6}$$ [events per ship-year] \hspace{1cm} (8)

<table>
<thead>
<tr>
<th>Ranking ($M_k$)</th>
<th>Definition</th>
<th>Unavailability of mitigation measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>No controls provided</td>
<td>$10^{-0}$</td>
</tr>
<tr>
<td>5</td>
<td>Some mitigation controls availability (One control barrier)</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>Adequate mitigation controls availability (Two control barriers)</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>3</td>
<td>Rare mitigation controls unavailability (Three control barriers)</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>Remote mitigations controls unavailability (Four control barriers)</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>1</td>
<td>Extremely remote mitigations controls unavailability (Five control barriers and above)</td>
<td>$10^{-5}$</td>
</tr>
</tbody>
</table>
Table 2 Ranking for severity of UCAs hazards/accidents (International Maritime Organisation, 2013).

<table>
<thead>
<tr>
<th>Ranking ($S_k$)</th>
<th>Definition</th>
<th>Effects on human Safety</th>
<th>Effects on ship</th>
<th>Oil spillage</th>
<th>Equivalent fatalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Catastrophic</td>
<td>Multiple fatalities</td>
<td>Total loss</td>
<td>Oil spill size between &lt; 100 - 1000 tonnes</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Severe</td>
<td>Single fatality or multiple severe injuries</td>
<td>Severe damage</td>
<td>Oil spill size between &lt; 10 - 100 tonnes</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>2</td>
<td>Significant</td>
<td>Multiple or severe injuries</td>
<td>Non-severe ship damage</td>
<td>Oil spill size between &lt; 1 - 10 tonnes</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>Minor</td>
<td>Single or minor injuries</td>
<td>Local equipment damage</td>
<td>Oil spill size &lt; 1 tonne</td>
<td>$10^{-2}$</td>
</tr>
</tbody>
</table>

Table 3 Ranking for inadvertent environmental factors.

<table>
<thead>
<tr>
<th>Ranking ($E_k$)</th>
<th>Definition</th>
<th>Probability of inadvertent environmental factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Uncontrolled UCA will always lead to accident</td>
<td>$10^0$</td>
</tr>
<tr>
<td>2</td>
<td>Uncontrolled UCA will sometimes lead to accident</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>Uncontrolled UCA will rarely lead to accident</td>
<td>$10^{-2}$</td>
</tr>
</tbody>
</table>

Table 4 Ranking for causal factors frequency (International Maritime Organisation, 2013).

<table>
<thead>
<tr>
<th>Ranking ($F_{k_j}$)</th>
<th>Definition</th>
<th>$F$ (per ship year)</th>
<th>$F$ (per ship hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Likely to occur once per month on one ship</td>
<td>10</td>
<td>$1.14 \times 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>Likely to occur once per year in a fleet of 10 ships, i.e. likely to occur a few times during the ship's life</td>
<td>$10^{-1}$</td>
<td>$1.14 \times 10^{-5}$</td>
</tr>
<tr>
<td>3</td>
<td>Likely to occur once per year in a fleet of 1,000 ships, i.e. likely to occur in the total life of several similar ships</td>
<td>$10^{-3}$</td>
<td>$1.14 \times 10^{-7}$</td>
</tr>
<tr>
<td>1</td>
<td>Likely to occur once in the lifetime (20 years) of a world fleet of 5,000 ships</td>
<td>$10^{-5}$</td>
<td>$1.14 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

Table 5 Probability of UCA context.

<table>
<thead>
<tr>
<th>Ranking ($UC_k$)</th>
<th>Definition</th>
<th>Probability of inadvertent environmental factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Always</td>
<td>$10^0$</td>
</tr>
<tr>
<td>3</td>
<td>Sometimes</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>Rarely</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>1</td>
<td>Remotely</td>
<td>$10^{-3}$</td>
</tr>
</tbody>
</table>

3 CASE STUDY DESCRIPTION

The initial power system and hybrid-electric power system single line diagram are presented in Figure 4 whilst the functional control structure for both systems is given in Figure 3. Two switchboards and engine rooms are required to comply with the DP requirements. The power network is of the Direct Current type. Power Management System (PMS) starts/stops the engines based on the ship consumers electric load demand. Switchover between the plant Diesel Generators (D/G) is implemented based on the D/G sets running hours. The PMS can implement a fast-electrical load reduction for the propulsion motors and bow thrusters as well as preferential tripping functions (fast load reduction) by tripping electrical consumers. The D/G sets can operate in the variable speed
mode and their power output is regulated by speed governor (ECU 7) and Automatic Voltage Regulator (AVR) whilst delivered power to network through converters is controlled by the Generator Control Unit (GCU). A number of other smaller functions are supported by EIM and EMU units on the D/G sets. Power transferred between sections is controlled by Bus Tie Unit (BTU). Several safety systems are used to trip the D/G sets and the propulsion motors if a fault had been observed.

In the investigated hybrid-electric power system, in addition to the initial system components, one battery pack per switchboard is installed. The battery output and condition are controlled by a dedicated Battery Management System (BMS), which monitors the actual battery health state, the battery and cell capacity and controls the battery cells charge status, the discharging/charging rate, the power output and the battery auxiliary systems. The BMS communicates with PMS to determine the actual power status and power demand implementing in this way the Energy Management System functions. The BMS also communicates with fire-fighting systems to ensure the firefighting
actions operation. Battery capacity is considered adequate to cover the whole ship power demand for a limited period. The considered battery is of Li-Ion type.

The following has been assumed with respect to the systems operation:
- The power system control network is isolated from other networks, so no hazardous scenarios are developed in the system because of cyber-attacks.
- The human operator does not introduce new hazards, only mitigates them.
- Power plant operates with the bus-tie circuit breaker disconnected.
- Power can be transferred from switchboard to a switchboard using converters at Bow thruster motor 3.

With respect to the case study it has assumed that the $S_k$ for each UCA is either 2 (Significant) or 3 (Severe). In addition the number of people on the ship, including crew and technicians has been estimated as 60.

4 RESULTS AND DISCUSSION

Based on previous Formal Safety Assessment studies, the following causality scenarios can be considered as accidents (IMO, 2008):
- Collision [A-1]
- Contact [A-2]
- Grounding [A-3]
- Fire [A-4]
- Explosion [A-5]
- Machinery damage [A-6]
- Foundering [A-7]
- Operating personnel injury or death [A-8]

These accidents are not fully disjoint, as a fire can lead to collision and vice versa (Hamann, Papanikolaou, Eliopoulou, & Golyshhev, 2013). In addition, numerous hazards can be connected to the accidents on a cruise ship and there can be interactions between different hazards. Herein, the most important and those related to the system under analysis are referred (Bolbot, Theotokatos, & Vassalos, 2018; IMO, 2008):
- Propulsion loss [H-1] leading to collision, contact and grounding accidents. The propulsion loss can be further developed into the following sub-hazards:
  - D/G sets overload [H-1-1].
  - Transients [H-1-2].
  - Imbalanced power generation [H-1-3]
  - D/G sets unavailability [H-1-4]
  - Batteries unavailability [H-1-5]
  - Propulsion motors unavailability [H-1-6]
- Conditions contributing to fire in the engine room [H-2].
- Uncontrolled electrical faults in equipment leading to [H-3] fire and explosions in system components or blackout (propulsion loss).
- Toxic/flamable atmosphere in battery room leading to crew intoxication and/or fire [H-4].
- Anomalous conditions in batteries leading to fire and its expansion [H-5].
- Arson – deliberate act resulting in fire [H-6].
- Human erroneous operation [H-7]
- Cyber-attack leading to any of previous hazards [H-8].
- Water ingress [H-9]
Although, it is acknowledged that there is contribution from hazards \([H-6]-[H-9]\) to the overall system risk, these hazards can be considered as external to the system presented in Figure 4 and Figure 3 and thus their analysis has been omitted. The interconnection between hazards and accidents is schematically shown in Figure 5.

The developed control structure has been already provided in Figure 3. The difference between the two power systems can be found in the presence of Battery Management System and additional interactions between the fire-fighting system and the power system. The description of responsibilities of each controller and their control actions, although necessary and used for the analysis, have been omitted for brevity and confidentiality purposes.

The results of applying STPA and risk analysis and comparing the different results are presented in Table 7, Table 8, Figure 6 and Figure 7. A guiding example of application of the method is provided in Table 6. As it can be observed from Table 7, the number of the UCAs and the associated causal factors is significantly higher in the system with batteries. This is owed to the increased number of interactions between the control systems and the physical processes in a power system with batteries. However, the estimated risk is only slightly higher in the power system with batteries. The estimated individual risk for different Severity Indexes is smaller than negligible \(10^{-6}\) and in every case smaller than the maximum tolerable risk for the crew \(10^{-3}\) and maximum tolerable risk for passengers \(10^{-4}\) (International Maritime Organisation, 2013). So it can be considered as acceptable. However, it should be noted that the estimated risk includes only failures in control systems, whilst some scenarios that could be potentially identified with FMEA have not been addressed. Consequently, the estimated risk would be greater, if FMEA related accidental scenarios have been incorporated. It should be also noted, that there is a specific subjectivity in the analysis, as a) uncertainty in the estimated frequencies and probabilities has not been incorporated and b) there are numerical approximations in calculations due to the use of tables with rankings. Consequently, the estimated risk must be taken with precaution. The subjectivity that exists in the risk assessments is one of its major weaknesses (Aven, 2016; Goerlandt, Khakzad, & Reniers, 2016). Last, but not least the risk is estimated for a system and not the whole vessel, so it can be used for comparison with acceptable values with precaution; it can be used though for comparison of different systems and scenarios.

As it can be observed from the Table 8, the incorporation of batteries reduces the risk in all the controllers but BMS. In addition, from the Figure 6, it can be observed that the contribution of the D/G sets overload \([H-1-1]\) sub-hazard to risk is smaller in the system with batteries than in the initial system design. This can be attributed to the fact that batteries act as an additional barrier to the overload sub-hazard. However, despite this, the total fire risk (including H-2 and H-5 hazards) as can be observed is significantly higher in the system with batteries, as the batteries themselves are a new potential source of fire.

Comparing Figure 6 with Figure 7, it can be observed that the relative contribution to the total risk of the UCAs related to \([H-1-1]\) sub-hazard (48%) is double of the relative contribution of the UCAs number associated with \([H-1-1]\) sub-hazard to the total (24% in the initial design). Similarly, the number of the UCAs contributing to H-1-4 sub-hazard is 34% of the total contribution number, yet their risk is only 11% of the total. This is due to the abundancy of barriers tackling the problem of the D/G sets unavailability (sub-hazard \([H-1-4]\)), compared to the other hazards, such as redundancy in available D/G sets, whilst D/G set overload condition (sub-hazard \([H-1-1]\)) can lead to a hazardous condition if few barriers are faulty. Therefore, the scenario number can be considered as inappropriate metric for safety comparison of different systems.
### Table 6
Example of application of the method.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Controlee</th>
<th>Control action</th>
<th>Failure mode</th>
<th>Context</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hazard/Subhazard</td>
<td>Accident</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Causal factor</td>
<td>Mitigating barriers</td>
<td>Environmental factors</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Risk</th>
<th>Risk</th>
<th>Risk</th>
<th>Risk</th>
<th>Risk</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>M/Ic</td>
<td>M/Ic</td>
<td>M/Ic</td>
<td>M/Ic</td>
<td>M/Ic</td>
<td>M/Ic</td>
</tr>
<tr>
<td>FL/1</td>
<td>FL/1</td>
<td>FL/1</td>
<td>FL/1</td>
<td>FL/1</td>
<td>FL/1</td>
</tr>
<tr>
<td>st/1</td>
<td>st/1</td>
<td>st/1</td>
<td>st/1</td>
<td>st/1</td>
<td>st/1</td>
</tr>
</tbody>
</table>

**Figure 5**: Interconnection between hazards and accidents.
Some critical UCAs are provided in Table 7. As it can be observed, failures in the power reduction functions applied during hazardous conditions are considered as the most critical in both systems, as they constitute the last safety barrier before blackout in the systems. Another critical failure is the faulty tripping of the D/G sets by the firefighting system in an engine room, as in this case more than one D/G set can be disconnected from the network, leading to D/G sets overload conditions. In a power system with batteries, the batteries failures management is also considered as critical, as it can lead to fire with a reduced mitigation measures number. Hence, proper design and testing of these functions shall be ensured in the power system.

Table 7 Comparison between initial and system with batteries.

<table>
<thead>
<tr>
<th>STPA results</th>
<th>Initial design</th>
<th>Batteries included</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCA number</td>
<td>215</td>
<td>300 (+40%)</td>
</tr>
<tr>
<td>Causal factors number</td>
<td>2247</td>
<td>3228 (+43%)</td>
</tr>
<tr>
<td>Estimated risk PLL [fatalities/year]</td>
<td>6.19 $10^{-7}$ (SI=2) – 6.19 $10^{-6}$ (SI=3)</td>
<td>7.17 $10^{-7}$ (SI=2) – 7.17 $10^{-6}$ (SI=3) (+16%)</td>
</tr>
<tr>
<td>Estimated risk IR [fatalities/year]</td>
<td>1.03 $10^{-8}$ (SI=2) – 1.03 $10^{-7}$ (SI=3)</td>
<td>1.20 $10^{-8}$ (SI=2) – 1.20 $10^{-7}$ (SI=3)</td>
</tr>
</tbody>
</table>

Sample of most critical UCAs
- Firefighting system falsely activates quick closing fuel valve
- Power Management System (PMS) disconnects consumers necessary for power generation functions, during overload conditions
- PMS falsely reduces the propulsion motors and bow thrusters speed (and hence load)
- PMS trying to disconnect the already disconnected heavy consumers, hence not allowing the implementation of power reduction function on propulsion motors and thrusters.
- PMS failing to reduce thrusters load

Table 8 Distribution of risks for initial and system with batteries.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Initial PLL</th>
<th>Hybrid PLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVR</td>
<td>4.80E-07</td>
<td>4.80E-07</td>
</tr>
<tr>
<td>BMS</td>
<td>0.00E+00</td>
<td>1.90E-06</td>
</tr>
<tr>
<td>Bus-tie controller</td>
<td>1.10E-07</td>
<td>1.10E-07</td>
</tr>
<tr>
<td>ECU 7 controller</td>
<td>4.53E-07</td>
<td>3.41E-07</td>
</tr>
<tr>
<td>EIM controller</td>
<td>3.57E-07</td>
<td>1.30E-07</td>
</tr>
<tr>
<td>Firefighting controller</td>
<td>1.08E-06</td>
<td>1.08E-06</td>
</tr>
<tr>
<td>GCU</td>
<td>1.08E-06</td>
<td>9.67E-07</td>
</tr>
<tr>
<td>PMS</td>
<td>2.62E-06</td>
<td>2.15E-06</td>
</tr>
<tr>
<td>Sea Water Cooling Pump controller</td>
<td>1.60E-08</td>
<td>1.42E-08</td>
</tr>
<tr>
<td>Thermostat</td>
<td>1.60E-09</td>
<td>1.42E-09</td>
</tr>
<tr>
<td>Total</td>
<td>6.19E-06</td>
<td>7.17E-06</td>
</tr>
</tbody>
</table>
As it can be observed from the results, the method allowed a rough estimation of the risk metrics for different hazardous scenarios, the overall risk for the system and comparison of risk for different systems. It was also possible to estimate the risk for different hazards and controllers. Furthermore, the most critical controllers and scenarios in each system were highlighted. However, the estimated risk was not for the whole ship but for a specific system which complicated the comparison with IMO acceptable values. In additions for the system risk estimation, some failure driven scenarios have not been included. Further guidance on how to estimate the UCA consequences and inadvertent environmental factors probability would be also beneficial for this approach. Last, but not least there are several numerical approximations in the methods.
5 CONCLUSIONS

In this study, a new approach for estimating risk metrics in a system based on the STPA has been presented. The proposed approach was applied for comparison of Direct Current power system with Direct Current power system with batteries on an SOV vessel.

The main findings of this study can be summarised as follows:

- The new method allowed risk metrics estimation and comparison for different systems as well as ranking of different scenarios.
- The estimated risk for the failures in control systems, for both systems, is in tolerable regions, according to criteria set by the method.
- The risk, in the power system with batteries may slightly increase due to the increase in the number of scenarios leading to fire.
- The risk due to D/G sets overload reduces in system with batteries as batteries act as an additional barrier to the propulsion loss hazard.
- Comparing the number of hazardous scenarios for two systems can lead to wrong conclusions. Still the hazardous scenarios number can be used for comparison of systems complexity.
- The new approach can be used as basis for development of a method for safety comparison between cyber-physical systems.

Whilst the applied methodology was useful for identifying the critical UCAs and comparing risk metrics failures for different systems, still it can be considered as a premature. The methodology could be enhanced by incorporating uncertainty analysis or by integrating it with other methods. The approach could also be enhanced by incorporating multiple experts ranking. However, all these constitute suggestions for future research.

ACKNOWLEDGEMENTS

The work described in this paper was produced in research project NEXUS†. The project has received funding from the European Union's Horizon 2020 research and innovation programme under agreement No 774519. Kongsberg Maritime CM AS is kindly acknowledged for provision of the relevant system information. The authors greatly acknowledge the funding from DNV GL AS and RCCL for the MSRC establishment and operation. The opinions expressed herein are those of the authors and should not be construed to reflect the views of EU, DNV GL AS and RCCL.

REFERENCES


Becker, C., & Van Eikema Hommes, Q. (2014). Transportation systems safety hazard analysis tool (SafetyHAT) user guide (version 1.0). Retrieved from

Blandine, A. (2013). System theoretic hazard analysis applied to the risk review of complex systems: an example from the medical device industry. (Doctor of Philosophy), Massachusetts Institute of Technology, Cambridge, MA, USA Retrieved from https://dspace.mit.edu/handle/1721.1/79424 (849655099)


† www.nexus-project.eu


https://ac.els-cdn.com/S0306261917301940/1-s2.0-S0306261917301940-main.pdf?_tid=c25a54a8-082b-11e8-8fb4-00000aab0f26&acdnat=1517584647_0166d0b4d7d583733c6775031f16cdac. doi:http://dx.doi.org/10.1016/j.apenergy.2017.02.060


https://ac.els-cdn.com/S0925753516301795/1-s2.0-S0925753516301795-main.pdf?_tid=c7347efe-082b-11e8-981d-00000aacb35e&acdnat=1517584655_29fa2fde71b875e9cbee7debadd193b4. doi:http://dx.doi.org/10.1016/j.ssci.2016.08.023


Thomas, J. (2013). Extending and automating a systems-theoretic hazard analysis for requirements generation and analysis. Massachusetts Institute of Technology,


**ABBREVIATIONS LIST**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVR</td>
<td>Automatic Voltage Regulator</td>
</tr>
<tr>
<td>BMS</td>
<td>Battery Management System</td>
</tr>
<tr>
<td>BTU</td>
<td>Bus Tie Unit</td>
</tr>
<tr>
<td>D/G</td>
<td>Diesel Generator</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Modes and Effects Analysis</td>
</tr>
<tr>
<td>IMO</td>
<td>International Maritime Organisation</td>
</tr>
<tr>
<td>SOV</td>
<td>Service Operation Vessels</td>
</tr>
<tr>
<td>STPA</td>
<td>System-Theoretic Process Analysis</td>
</tr>
<tr>
<td>PMS</td>
<td>Power Management System</td>
</tr>
<tr>
<td>PLL</td>
<td>Potential Loss of Life</td>
</tr>
<tr>
<td>UCA</td>
<td>Unsafe Control Actions</td>
</tr>
</tbody>
</table>
Changing risks in existing gas infrastructure in the Netherlands: are traditional hazard analysis methods equipped for an energy transition?
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ABSTRACT
Countries with extensive gas infrastructures are increasingly turning towards gasses that are produced from renewable energy sources, such as biomass, solar and wind. While these renewable gasses such as biogas/green gas and possibly hydrogen are compatible with existing infrastructure, they exhibit different combustion and explosion behavior. Current safety practices designed for natural gas are not sufficient to ensure a similar level of safety, and must be updated to mitigate changing risks. Additionally, new actors are emerging who are involved with the production and distribution process. The current paper analyzes the extent to which the gas sector in the Netherlands is equipped to deal with a changing risk profile by elaborating on two risk analysis methods. These methods are applied to a segment of the green gas. We find that the Bowtie method that is currently used in the sector provides an understanding of the physical and technical aspects of risks related to green gas provision and is instrumental in communicating them to a general audience. It is also, however, largely static and does not accommodate changing technical and institutional features of gas provision. The System-Theoretic Accident Model and Processes (STAMP) model, conversely, provides better tools to understand the interaction between incumbent and new actors and technology in the gas sector and provides comprehensive design recommendations for renewable gas systems to a specific audience.

Keywords: STAMP; Bowtie; Renewable Gas; Energy Transition; Safety

1. INTRODUCTION

The transition towards renewable energy sources gives rise to a variety of safety concerns in the Dutch gas infrastructure. Natural gas is increasingly substituted by renewable gasses to curb CO₂ emissions, limit global warming and make up for dwindling domestic natural gas resources. While these renewable gasses can be transported through existing natural gas infrastructure, they exhibit different combustion and explosion behavior compared to natural gas. As is the case for natural gas, the major safety hazard related to renewable gasses is leakage. Across the whole of the gas system, leakage can lead to a wide range of accidents: it can result in poisoning, explosion or fire inside dwellings or outdoors. Yet, the risks posed by renewable gasses—while these include hydrogen and synthetic gasses, we limit these to biogas in the current paper—change and their transport and combustion may also give rise to new hazards. For example, the relative high density of biogas (compared to air, but also compared to natural gas) causes explosions to stay low
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above the ground, whereas natural gas explosions shoot up. This may lead to larger
damages and requires new or updated mitigation strategies for grid operators and
emergency services. However, renewable gasses do not by default pose a higher risk than
natural gas. The use of hydrogen, for example, would eliminate the danger of carbon
monoxide poisoning because its combustion does not release anything but water, as
opposed to the potential carbon monoxide release during natural gas and biogas
combustion. In short, actors associated with maintaining safety in and around the gas
infrastructure must be prepared for a rapidly changing hazard profile.

Safety in the Dutch gas sector has long been maintained by relatively small group of
actors. Traditionally these actors comprised of two large oil and gas companies Shell and
Exxon-Mobil to produce and sell natural gas; the Dutch state to orchestrate annual gas
production mandates and (high-pressure) infrastructure development; and a variety of
municipal and provincial governments that owned local gas (low-pressure) distribution
companies. Since the liberalization of the gas sector in the 1990s, gas provision has been
strictly separated between commercial and non-commercial activities. Gas production, trade
and sales are executed by private parties while the transport of gas is operated by system
operators owned by municipalities, provinces and/or the state. Importantly, liberalization
facilitated entry to the gas market for new gas producers and granted them access to existing
infrastructure. The anticipated growth in renewable gas production is set to increase the
number of gas producers and is likely to make gas production more diverse. The production
of gas is no longer limited to large oil and gas companies, but increasingly involves actors
such as operators of waste treatment plants or farms that produce biogas. As a
consequence, existing safety protocols and guidelines must be updated to include changing
risks, new hazards and more actors involved in (potentially) causing and mitigating these.
The current paper investigates if the hazard analyses that are currently in use in the Dutch
gas sector can sufficiently address these changing technical and institutional realities.

Hazard analysis in the Dutch gas sector is now primarily done by Bowtie analyses (Coteq
Netbeheer 2017; Liander 2015). These analyses are not limited to natural gas, but also
actively used to anticipate on hazards associated with biogas and hydrogen (Van Eekelen et
al. 2012; KIWA 2018; RVO 2016). Bowtie analyses focus on a central event—the hazard—
that may ultimately result in a variety of accidents. Barriers are then identified that can
prevent the hazard from happening (the left side of the bowtie), or that can mitigate
consequences (the right side) (de Ruijter and Guldenmund 2016). The resulting bowtie gives
a visual representation of different hazard scenarios that is easy to understand and popular
among academics and practitioners. As industries grow increasingly advanced, however,
new hazard analysis methods have been developed that include more (possible) causal
factors. Authors propagating these hazard analyses, such as Nancy Leveson and Erik
Hollnagel, claim that traditional hazard analyses are ill equipped to analyze safety in
industries where increasingly more components interact to a common goal, often assisted by
advanced software and cognitively challenging human operator skills (Hollnagel and
Goteman 2004; Leveson 2011). Various comparisons between traditional hazard analyses
and their newer counterparts have indeed yielded different and complementary results
(Chatzimichailidou et al. 2018; Leveson 2016; Merrett et al. 2019). The current article is
similar in that it puts forward a comparison between the Bowtie method and Leveson’s
Systems-Theoretic Accident Model and Processes (STAMP) in order to investigate if the
Bowtie method is sufficient in analyzing safety in the rapidly changing Dutch gas system. We
test this question by comparing the traditional bowtie analysis as employed in the Dutch gas sector with the new STAMP methodology.

The comparison of both models is focused on the injection of biogas/green gas in the regulated distribution grid. This case reflects the changing reality of gas provision in the Netherlands, as it concerns 1) the production of biogas; 2) the relative small scale of production facilities; and 3) the injection of gasses in the low to medium pressure distribution and not in the centrally controlled high pressure transmission grids. Our findings hold implications for the future development of biogas grids but also for hydrogen and other gasses. The comparison of the two methods yields an extensive list of safety requirements that raise fundamental issues for further research but the theoretical implications reach farther. We link the outcomes of the hazard analyses to specific institutional problems that are left for further research. In the following section, we provide the background of hazard analysis theory and introduce relevant terminology; Section 3 describes the biogas case and explains the use of green gas, and analyzes it using both methods; Section 4 compares and analyzes the results, discussing their relevance and possibilities for improvement; Section 5 concludes.

2. HAZARD ANALYSIS THEORY

Several key concepts and words must be clarified before discussing various hazard analyses. The focal point of a hazard analysis, a hazard, is “a set of conditions that may lead to an accident or loss” (Riemersma et al., forthcoming; Leveson, 2013). Hazard analyses aim to identify hazards so as to assist avoiding accidents and losses. The likelihood of accidents and losses happening, combined with their severity—or, in other words, the risk—can be estimated in a consequent risk analysis (Aven 2011; Christensen et al. 2003). Risk is expressed as a number, whereas hazard analysis can also be qualitative. Hazard and risk analyses have at least a century old history, and are developing still. This article discusses two hazard analyses: one that is currently in use in the Dutch gas sector (Bowtie), as well as an alternative (STAMP). We first introduce both methods before applying them in Section 3.

2.1. Bowtie Method

The Bowtie method is a consolidation of several models that were developed over the course of the 1960s and 1970s. It is centered around a critical event and resembles a bowtie as shown in Figure 1. This figure shows how different causes on the left side can initiate the event, after which it can lead to accidents with various consequences; the safety barriers are installed to prevent (left side of the bowtie) the hazard or mitigate (right side) accidents (de Ruijter and Guldenmund 2016; Swuste et al. 2016). Barriers are not limited to the bowtie methodology, and have been used to visualize and understand safety protocols by many
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more scholars (Reason 1990). They help to make safety measures more visible and identify areas that lack sufficient protection (De Dianous and Fievez 2006).

Figure 1. Typical Bowtie analysis (De Dianous and Fievez 2006)

There are a number of varieties of the Bowtie method; the version most common in the gas industry in the Netherlands and also used in this paper was developed by Shell (de Ruijter and Guldenmund 2016). Compared to other variations of the same method, the Shell version is more straightforward and serves to visualize simple cause-effect relationships. Single root causes have a direct line to the central event, and from there can cause any accident outlined on the right hand side (cf. Figure 1). This makes it difficult to analyze how multiple factors can all contribute to an accident. This Shell Bowtie explicitly calls for the level of detail to remain “within reasonable boundaries” so that it remains useful and relevant for its target audience (Visser 1998, 52).

2.2. STAMP Method

There are many methods that provide alternatives to the Bowtie. However, the Bowtie method, as well as other popular hazard analysis methods such as hazard and operability studies (HAZOP) and failure mode and effect analysis (FMEA)3, have been criticized for not being able to incorporate larger dependencies and more advanced technologies of current systems (Cameron et al. 2017; Dunjó et al. 2010). This section focuses on a hazard analysis tool derived from Nancy Leveson’s System-Theoretic Accident Model and Processes (STAMP) model. This tool, called System-Theoretic Process Analysis (STPA), shifts the focus away from accident or operator failure to including the wider environment in which hazards emerge. The analysis identifies the conditions under which a system is in control, and specifies the requirements that must be met to preserve the safe state. A loss of control—the release of a hazard—results from failure to enforce safety requirements. The STPA approach allows for identification of design errors (either hardware or software) and organizational failures: even if all individual elements of a system work perfectly, STPA can identify hazards that occur from their interaction through poor design.

STAMP is based on systems theory and views a system as interacting control loops. These control loops represent the behavior of different system components (human, physical

3 Also used in the Dutch gas sector, but omitted from this paper.
or social) and function by means of control actions executed by controllers. The system is interpreted as a hierarchical structure, where each level imposes constraints on the level below it. In other words, control actions enforce safety constraints on lower-level components. The analysis aims to identify the conditions under which control actions become unsafe and, by consequence, can result in a hazard. The control actions are derived from a visual representation of the control structure, which represents the functional working of the relevant system. The control structure is accompanied by a hierarchical structure that illustrates the elements in the system that exercise control over it. The process will be illustrated by means of a green gas feed-in structure in the next section.

3. Case analysis

Our analysis focuses on hazards related to the provision of biogas in the Netherlands. More specifically, we limit our analysis to the injection of green gas into the distribution grid. Biogas refers to all gas produced from biomass but can vary substantially in quality. When biogas is upgraded to match the quality standards of natural gas it is referred to as green gas, and virtually similar to natural gas. Green gas is permitted in existing infrastructure and exhibits the same combustion and explosion behavior as natural gas. It is checked for quality before it enters the grid in order to guarantee compatibility with existing infrastructure and appliances. The inadvertent entry of biogas (i.e. not matching natural gas properties) could jeopardize the integrity of the gas infrastructure in a number of ways. For example, it increases the risk of material deterioration due to aggressive physical properties (i.e. highly corrosive and poisonous hydrogen sulfide); changes explosion behavior so that emergency services are unaware of mitigation strategies; and it emits more toxic gasses upon inadvertent release. The combustion of biogas is also potentially hazardous. Appliances in the Netherlands are attuned to a specific gas quality; departing from these specifications may result in incomplete or faulty combustion, resulting in leakage and risk of poisoning (KIWA 2018; RVO 2016). It is therefore essential to supervise green gas production in order to limit grid entry only to gas that meets the requirements set out in national legislation.

While natural gas and green gas are alike in physical properties, their production methods differ significantly. Natural gas is extracted from domestic resources or imported from abroad on a large scale after which it is transported at high-pressure (67-80 bars) through a transmission system connected to large industrial users and points that connect to lower-pressure (4-8 bars) distribution systems. At these points, responsibility for safe transport shifts accordingly from a single national transmission system operator (TSO) to any of the seven distribution system operators (DSO) located throughout the country. DSOs function as a regional monopoly and have a dedicated service area; they transport the gas onwards to industrial customers attached to the 4-8 bar distribution network until gas eventually reaches small industries and houses through a 100-300 millibar network. Quality control for natural gas is executed by the TSO and takes place at the transfer point between transmission and distribution grid. Hence, DSOs have always been ensured of uniform gas quality in their networks. Unlike natural gas, however, green gas is injected directly into the distribution grid.

The emergence of green gas production created new roles for DSOs. They are responsible for the quality of gas injected into their grid, so they perform checks on the gas
that is delivered by green gas producers. While the share of green gas production is still small at 0.3% of the total gas consumption, it is growing rapidly. 2018 saw the total production rise by 11% to 109m³ and the total amount of green gas producers increase from 36 to 43 (Netbeheer Nederland 2019b). In short, the provision of gas—both natural and green—is set to change rapidly. In the next two sections we will analyze hazards associated with green gas feed-in using two methods. The Bowtie analysis (§3.1) is adapted from a variety of Dutch research reports that investigate hazards associated with biogas, green gas and hydrogen. It focuses mostly on the physical properties of biogas, as these are relevant during the process of upgrading to green gas as well as in the case of inadvertent release of biogas into the distribution grid. The STAMP analysis (§3.2) will build on and elaborate the findings of the Bowtie analysis, and add a stronger organizational focus.

3.1. Bowtie Analysis

The Bowtie is currently the most popular hazard analysis method in the Dutch gas sector. Coteq, a DSO that operates in the eastern part of the Netherlands, details their hazard analysis strategy in their yearly report (Coteq Netbeheer 2017). They develop several Bowtie methods in order to visualize risks and safety concerns. The Bowties are periodically updated by assessing new safety concerns, such as those caused by renewable gasses, that are collected through a variety of sources, both internal and external. DSOs collaborate to develop Bowties for gas provision and disseminate relevant information between them. However, DSOs are not the only institutions that make use of this hazard analysis: a report commissioned by the ministry of Economic Affairs also relies on Bowtie methodology to propose guidelines for biogas transport (RVO 2016) and the same holds for an inquiry into the preparedness of Dutch gas networks to renewable gasses (Netbeheer Nederland 2019a).

The analyses quoted above show strong similarities in analyzing hazards associated with renewable gasses. All use established natural gas hazards as a reference point after which hazards associated with biogas or hydrogen are added or modified. The most detailed analysis, concerning biogas hazards, is shown in the appendix and results in a list of barriers summarized in Table 1. Technical consultancy and certification institute KIWA analyzed the hazards associated with hydrogen provision in a similar way (KIWA 2018). They tested the efficiency of barriers in the natural gas bowtie for hydrogen provision, specifying new and changing concerns for safety.

Table 1: Relevant information from Bowtie analysis (summarized from Appendix 1)

<table>
<thead>
<tr>
<th>Notable barriers (aimed at threat)</th>
<th>Notable barriers (mitigating accident)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrosion/deterioration of pipeline due to biogas properties:</td>
<td>Fire, explosion, suffocation, intoxication in rural areas</td>
</tr>
<tr>
<td>• Adapt pipeline quality to withstand hazardous biogas properties</td>
<td>• Stop gas flow by facilitating leak recognition (i.e. detectors, gas smell, awareness of emergency contact info)</td>
</tr>
<tr>
<td>• Regulate biogas quality so as to limit the amount of hazardous properties</td>
<td>• Incorporate distance of 3.5 meters between biogas pipeline and buildings and check trajectory yearly for changes</td>
</tr>
<tr>
<td>• Stop feed-in process when gas leak has occurred</td>
<td>• Create awareness among emergency</td>
</tr>
<tr>
<td>Excavation damage</td>
<td></td>
</tr>
</tbody>
</table>

4 Interview with DSO, may 15th 2019
3.2. STPA Analysis

We limit the STPA analysis to the feeding in of green gas to the grid. This part of the renewable gas infrastructure is especially relevant because it reflects the larger diversity of actors associated with future gas provision.

3.2.1. Accidents to consider, high-level hazards and high-level safety constraints

The STAMP analysis starts by listing accidents that must be avoided. Following STAMP terminology we define an accident as “an undesired or unplanned event that results in a loss, including loss of human life or human injury, property damage, environmental pollution, mission loss etc.” (Leveson 2011, 181). A list of accidents to be considered for the transport of biogas was adapted from the Bowties analyzed in the previous section and include:

- A1: Fire/Explosion/Suffocation/Intoxication in rural areas
- A2: Fire/Explosion/Suffocation/Intoxication in urban areas
- A3: Fire/Explosion/Suffocation/Intoxication inside dwellings
- A4: Loss of revenue

As is the case in §3.1, the accidents are all potential results of gas leakage. We specify a number of high-level safety hazards at the outset of our analysis with the aim of further specifying them. Similarly, we identify high-level safety constraints that are generic safety practices that must be put in place to prevent safety hazards from happening. These high-level safety constraints, too, will be further refined during the analysis. Both are summarized in Table 2.

<table>
<thead>
<tr>
<th>High-level Safety Hazards (HLSH)</th>
<th>High-level Safety Constraints (HLSC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[HLSH-1] Uncontrolled release on-spec gas from the distribution grid [A-1, A-2]</td>
<td>[HLSC-1] The hierarchical control structure (HCS) must prevent uncontrolled gas release [HLSH-1, HLSH-2]</td>
</tr>
</tbody>
</table>
3.2.2. Control structure, high-level hierarchical structure and safety control actions

Figure 2 (next page) shows the control structure for a feed-in installation of green gas, as well as the authorities surrounding it in the high-level hierarchical structure. All elements of the hierarchical structure exert influence on the control structure by imposing constraints by means of regulation, instructions or certification for example. These constraints can be further specified according to the information derived from the current analysis.

The control structure—within the dotted line—is our focal part of analysis. It illustrates the process where the gas is transported by the gas producer from the production plant to the regulated gas grid. The gas producer has equipment to verify if the produced gas meets the quality as specified by the Gas Act; values of Methane (CH4), Hydrogen Sulfide (H2S), Carbon Dioxide (CO2), Oxygen (O) and Nitrogen (N) are checked every 5 minutes. Based on the feedback received from these sensors, the producer can execute two control actions: 1) continue gas production or 2) stop gas production. Before the gas is injected into the gas grid, then, the distribution system operator provides another quality check in order to independently verify whether or not the gas meets requirements. The information regarding gas quality is received through sensors and sent to a DSO operating center. From there, the DSO can decide remotely whether to 3) feed-in the gas or 4) eject the gas into the air (i.e. flare it).
3.2.3. Potentially unsafe control actions and safety requirements

The previous section identified four control actions. We will now analyze the conditions under which these can become unsafe. Control actions can generally be hazardous in four ways (Leveson 2011):

1. Control action required for safety is not provided or not followed
2. An unsafe control action is provided that leads to a hazard
3. A potentially safe control action is provided too late, too early, or out of sequence
4. A safe control action is stopped too soon or applied too long (for a continuous or non-discrete control action)

For all four identified control actions, we analyze whether any of these four conditions can lead to unsafe behavior. This is summarized in Table 3 for two of the four possible control actions. For our current purposes, we have limited the analyses to control actions 3 and 4. 1 and 2 may follow at a later stage. Control Actions 3 and 4 can yield hazardous situations under 4 specific circumstances—outlined in Table 4 as Unsafe Control Actions (UCAs) 1 through 4. Safety constraints must be designed in order to mitigate these four UCAs; these are also shown in Table 4.
### Table 3: identifying unsafe control actions

<table>
<thead>
<tr>
<th>Control action</th>
<th>Not providing causes hazard</th>
<th>Providing causes hazard</th>
<th>Wrong timing or order causes hazard</th>
<th>Stopped too soon or applied too long</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Continue production</td>
<td>To Be Determined</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
</tr>
<tr>
<td>2. Stop production</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
</tr>
<tr>
<td>3. Feed-in gas</td>
<td>Controller does not provide gas feed-in when the gas is on-spec (1)</td>
<td>Controller provides gas feed-in when it is out-of-spec (2)</td>
<td>Controller provides feed-in gas too early when gas is out-of-spec (3)</td>
<td>Controller provides feed-in gas too long when gas is out-of-spec (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Controller provides feed-in gas too short when gas is on-spec (5)</td>
</tr>
<tr>
<td>4. Flare gas</td>
<td>Controller does not provide flaring of gas when gas is out-of-spec (6)</td>
<td>Controller provides flaring of gas when gas is on-spec (7)</td>
<td>Not hazardous</td>
<td>Controller provides flaring of gas too late when gas is out-of-spec (8)</td>
</tr>
</tbody>
</table>

### Table 4: Relating unsafe control actions to safety constraints

<table>
<thead>
<tr>
<th>Unsafe Control Actions (UCA)</th>
<th>Safety constraints (SC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCA-1 Controller does not provide gas feed-in when the gas is on-spec (A4)</td>
<td>SC-1 Controller must provide gas feed-in when the gas is on-spec [UCA-1]</td>
</tr>
<tr>
<td>UCA-2 Controller provides gas feed-in when it is out-of-spec (A1, A2, A3)</td>
<td>SC-2 Controller must not provide gas feed-in when it is out-of-spec [UCA-2]</td>
</tr>
<tr>
<td>UCA-3 Controller provides feed-in gas too early when gas is out-of-spec (A1, A2, A3)</td>
<td>SC-3 Controller must feed-in gas only if it is on-spec [UCA-3, UCA-4, UCA-5]</td>
</tr>
<tr>
<td>UCA-4 Controller provides feed-in gas too long when gas is out-of-spec (A1, A2, A3)</td>
<td>SC-4 Controller must provide flaring of gas when gas is out-of-spec [UCA-6]</td>
</tr>
<tr>
<td>UCA-5 Controller provides feed-in gas too short when gas is on-spec (A4)</td>
<td>SC-5 Controller must not provide flaring when gas is on-spec [UCA-7]</td>
</tr>
<tr>
<td>UCA-6 Controller does not provide flaring of gas when gas is out-of-spec (A1, A2, A3)</td>
<td>SC-6 Controller must provide flaring only when gas is out-of-spec [UCA-8]</td>
</tr>
<tr>
<td>UCA-7 Controller provides flaring of gas when gas is on-spec (A4)</td>
<td></td>
</tr>
<tr>
<td>UCA-8 Controller provides flaring of gas too late when gas is out-of-spec (A1, A2, A3)</td>
<td></td>
</tr>
</tbody>
</table>

### 3.2.4. Identifying Loss Scenarios

The identified Unsafe Control Actions and Safety Constraints can be further understood by creating loss scenarios. Creating scenarios possibly enables the identification of more detailed safety constraints and it is also important in identifying how several factors may interact to lead to a hazard. This step, also referred to as STPA Step 2, will be executed for a subsequent version of the current article and is deemed more effective when there is consensus on the appropriate execution of earlier steps (i.e. §3.2.1. – §3.2.3.).
4. ANALYSIS AND DISCUSSION

The two hazard analyses yield significantly different results. The results—summarized in Table 5—indicate that the Bowtie yields generic recommendations whereas STPA provides more detailed and in-depth results (i.e., safety constraints). The Bowtie analysis’ visual representation allows for a good communication of risk and barriers to a general audience, whereas the STAMP outcomes are better suited for insiders with a high level of specific knowledge. These findings are in line with the purposes of both methods as indicated in Section 2 and also resemble earlier comparisons (Chatzimichailidou et al. 2018; Merrett et al. 2019).

Table 5: Comparison Bowtie and STPA analysis

<table>
<thead>
<tr>
<th>Bowtie method results</th>
<th>STPA method results</th>
</tr>
</thead>
<tbody>
<tr>
<td>● Regulate biogas quality so as to limit the amount of hazardous properties</td>
<td>● Controller must provide gas feed-in when the gas is on-spec</td>
</tr>
<tr>
<td>● Stop feed-in process when gas leak has occurred</td>
<td>● Controller must not provide gas feed-in when it is out-of-spec</td>
</tr>
<tr>
<td></td>
<td>● Controller must feed-in gas only if it is on-spec</td>
</tr>
<tr>
<td></td>
<td>● Controller must provide flaring of gas when gas is out-of-spec</td>
</tr>
<tr>
<td></td>
<td>● Controller must not provide flaring when gas is on-spec</td>
</tr>
<tr>
<td></td>
<td>● Controller must provide flaring only when gas is out-of-spec</td>
</tr>
</tbody>
</table>

The wider scope of the STPA analysis allows for a more detailed analysis of complex systems. The results of a more detailed analysis are already visible in Table 5. Unlike the results of the Bowtie methodology, the six Safety Constraints generated from the STPA method pay attention to specific conditions that may contribute to accidents. Not only does STPA generate safety constraints that target physical damage, it is worth noticing that the Safety Constraint [SC-5] targets loss of revenue [A4]—a kind of accident unlikely to be covered in more conventional safety analyses. The STPA method captures more links in the chain leading to possible accidents: where the Bowtie method links action recommendations to a gas leak (i.e., a hazard), the STPA method links them to the measurement of gas quality (i.e., a condition that may result in a hazardous state when out-of-spec).

The list of Safety Constraints that results from the STPA analysis raises many questions with regards to their preferred implementation. Most immediately, we have not distinguished among the two controllers currently involved with green gas provision: distribution system operators and green gas producers. Both are faced with new roles that must be embedded in existing institutional structures. The governance of these existing structures must be modified to allocate more responsibilities to said actors and facilitate communication and feedback among them, as well as incumbents such as lawmakers, regulators and the transmission system operator. New coordination problems emerge with regards to essential responsibilities for safety governance such as quality control for green gas injected into the transmission grid or the increased involvement of publicly owned DSOs in commercial tasks. These issues must be addressed in further research, but are taken into consideration for future versions of the current paper.

The data for both hazard analyses can be extended by further feedback from relevant actors to arrive at stronger outcomes. The current data has been gathered from interviews with relevant stakeholders over the past two years as well as extensive literature review (Riemersma, Correljé, and Künneke 2019). Further interviews and site visits should be
conducted focusing on the interaction between the DSO and green gas producers. These should result in more clearly specified control actions, as well as the conditions under which they are rendered unsafe. Potentially, the analysis could be broadened to include the transmission system operator. It is likely that green gas will eventually be transported through high-pressure transmission grids to balance supply and demand. This would introduce the TSO as a third relevant controller, further complicating the distribution of safe control actions. Additionally, safety hazards related to the provisioning of green gas may also resurface for hydrogen and other gasses that will increasingly be transported in the Dutch gas system.

5. CONCLUSION

This paper analyzes the safety of renewable gas systems by applying Bowtie and STPA hazard analysis methods. By focusing on the feeding in of green gas into the distribution grid this paper highlights the way in which both hazard analyses emphasize different aspects of safety. The Bowtie method provides a comprehensive but non-exhaustive overview of changing risks compared to the provision of natural gas. The main outcomes relevant to our case include the regulation of biogas/green gas quality to limit the amount of hazardous properties in the gas and stopping the feed-in process once a leak has occurred. It is striking that the Bowtie analysis includes those risks that were present for natural gas (i.e. regulate gas quality), but fails to mention new risks associated with the provision of green gas (i.e. checking for quality of green gas). While these changing risks can be included into an updated Bowtie rather simply, it does underscore the importance of extending the scope of hazard analysis beyond risks traditionally assumed with natural gas distribution.

The STPA focuses on the detection of gas quality before grid entry and develops strategies to prevent the feed in of gas that does not meet quality requirements. A detailed list of Safety Constraints can assist in shaping institutions that effectively govern safety in future gas systems. We illustrate how the STPA is able to capture hazards that did not surface in existing Bowtie analyses, and argue that the method is superior in identifying and illustrating hazards in an increasingly complex gas system. The visualization of the gas system using control loops situated in a hierarchical system provides a clear overview of the different actors at play, and how they relate to the provision of renewable gas. Especially as the Dutch gas system grows increasingly heterogeneous with more and different controllers, the detailed STPA yields better results than the static Bowtie analysis.

The comparison between the two analyses highlights their different focus. The Bowtie analysis is appropriate for educative purposes among academics and particularly practitioners. Its visualization facilitates an easy understanding of causal relationships between accident causes and accidents as well as offers a good template for identifying and strengthening safety barriers. The STPA analysis is more thorough than the Bowtie and yields more detailed and even new results. It is therefore useful for identifying root causes not (currently) present in the Bowtie analysis and valuable for shaping safety policy for renewable gas provision. These results hold implications not only for green gas or biogas. Keeping within gas provision, many of these findings might hold for the future distribution of hydrogen through existing pipelines or even in independently operated natural gas grids. Beyond the gas sector, these results are relevant for water and electricity provision—traditionally centralized service infrastructures which are increasingly disrupted by new actors operating on a decentralized level.
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Appendix 1: Edited version of bowtie

Threats and preventive barriers on the left, accidents and mitigating barriers on the right. Edited from (RVO 2016)
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ABSTRACT

Several definitions and approaches have been proposed to study resilience in different fields like materials, ecology, psychology and infrastructures. A general definition, applicable also to human-made or engineered systems, describes resilience as the ability to maintain capability in case of disruption.

Thanks to its systemic, top-down approach, STAMP (System-Theoretic Accident Model and Processes) has been already identified in literature as a very effective and “conductive” reference when reasoning about the possible need of resilience of a complex system. The STAMP-based tool named STPA (System Theoretic Process Analysis) establishes the following steps: identify system accidents, hazards; draw functional control structure; identify unsafe control actions (UCAs); identify accident scenarios; formulate decisions and recommendations. It focuses on what actually is in the hands of the system designer and operator i.e. the possibility to take action on hazards that can be eliminated or controlled.

In this paper an approach to design resilience into a cruise vessel will be proposed. An application case will be developed considering the specific hazard of dead ship condition i.e. of energy black-out on board. In case of navigation close to the shore and in heavy weather condition, this situation can rapidly evolve into a loss. The ship energy production and delivery system, both for the propulsion and for the hotel services, will be considered. Running the procedure up to the level of UCAs enables the identification of the possible disruptive events capable to degrade the operational performance of the system. Starting from this point, suggestions will be discussed for a selected UCA, able to prevent or mitigate it. A metric for ship resilience will be proposed as well with the aim to allow comparisons among different design solutions.

Keywords: STPA, Resilience; Dead-ship condition.

1. INTRODUCTION

The issue of power generation and delivery on board is very relevant for any kind of ship. It is well known for example that for both passenger and cargo vessels an emergency sources of electrical power shall be provided, for essential services under emergency conditions (IMO, 2014). Emergency generator and emergency switchboard of the ship should be located above the uppermost continuous deck, should have independent fuel supply and be capable of giving power for the period of 18 hours for the cargo ship and 36 hours for the passenger ship.

It should be capable of supplying simultaneously at least the following services, very basic:
- Emergency lightening (at the alleyway, stairways, and exits, muster and embarkation stations, machinery space, control room, main and emergency switchboard, firemen’s outfits storage positions, steering gear room)
- Fire detecting and alarming system
- Internal communication equipment
- Daylight signalling lamp and ship’s whistle
- Navigation equipment
- Radio installations, (VHF, MF, MF/HF)
- Watertight doors
- Fire pumps, emergency bilge pump

The dead-ship condition however is when the ship has just the emergency generator/s working in compliance with what above, but there is no power for ship propulsion and manoeuvring, neither for the hotel services. It is a very critical situation especially for cruise ships due to the significant number of human lives on board. In recent years characterized by the increment of cruise vessels size, the concept that the ship herself represents the best possible lifeboat has earned credit in the safety rules framework. Therefore, the need to guarantee a proper amount of energy, in addition to the traditional emergency generator support, has become evident. For passenger ships, the safety implications of power availability on board are so relevant that from June 2010 the Safe Return to Port standard (IMO, 2006) has been introduced. The regulation requires that passenger vessels with a length of 120 metres or more or with three or more main vertical zones is to be designed in such a way that in the event of a flood or fire emergency, passengers and crew can stay safely on board as the ship proceeds to port under her own power. Safe Return to Port criteria defines a threshold where the ship's crew should be able to return to port without requiring passengers to evacuate. The power generation that is to be guaranteed onboard is meant not only for propulsion but also for the hotel services that can provide a sufficient level of vital comfort to passengers while the ship is on the way back to the safe port.

The overall functional requirements are intended to provide the following capabilities after an incident of fire or flooding:
- Ensure propulsion, steering, manoeuvring and navigational capabilities
- Ensure necessary service of the safety systems (fire safety and watertight integrity) in the remaining part of the ship that is not directly affected by the casualty
- Support safe areas for passenger and crew for the duration of the return to port voyage (e.g. water, sanitation, food, ventilation and light).

If the casualty extends beyond the defined threshold and the ship must be abandoned, the regulations require a limited number of systems to be remain available for 3 hours to facilitate an orderly abandonment.

The outcomes of Safe Return to Port in terms of design features of modern large passenger ships is an increased redundancy on board for propulsion, steering systems and electrical power delivery as well as new adapted architecture of safety or any other relevant systems.

Nevertheless it is well known that safety is not only a matter of redundancy and systems availability. In fact also for ships complying with the Safe Return to Port standards and the relevant implied redundancy, black-out is still an issue therefore worth to be investigated with a different perspective.

The dead-ship situation (i.e. the ship in black-out, the loss of energy for propulsion and minimum services vital for human beings) in fact is an emergency situation that can occur unexpectedly and in case of adverse weather condition and proximity to the shore it can rapidly evolve in ship loss.

In this paper an approach enabling the integration by design of resilience capability against black-out on board a cruise vessel will be proposed and discussed. The importance of a proper framework to model and discuss at an early design level interactions and integration among the energy system, the automation system and the human operators become evident during the application, evidencing also the importance of designing for operations.

The current evolution of safety paradigm (from safety-I to safety-II) defines safety as the ability to succeed under varying conditions. The understanding of everyday functioning is therefore a necessary prerequisite for the understanding of safety performance (Hollnagel et al. 2006; Hollnagel, 2016). In ‘Safety II’, humans are seen as a resource necessary for flexibility and resilience. But in an era where human error is considered the cause of the majority of maritime casualties, the view of humans as a safeguard and not a problem is one of the biggest challenge.

In this respect, a starting point for organizations interested in Safety II is to enhance their employees’ resilience, as the ability to monitor things and handle situations (Hollnagel et al. 2015). At present and for the specific case of ships, these abilities have to be considered as the result of a virtuous integration with IT on board and in particular with the automation system (Rahimia & Madni, 2014).
Focusing on what goes right, rather than on what goes wrong, changes the definition of safety from ‘avoiding that something goes wrong’ to ‘ensuring that everything goes right’ (Hollnagel., 2014). The attitude implied in Safety-II is ensuring that things go right but the first step is to acknowledge the inevitability and necessity of performance variability, second to find ways to monitor it, and third to find ways to control it (Hollnagel, 2016).

To this aim it seems very helpful the use of STAMP technique and in particular of STPA and the Safety Control Structure appears to be effective to model and reason about the best ways to enforce and implement safety from the top to the bottom of the structure, by monitor and control.

2. STPA APPROACH FOR RESILIENCE ASSESSMENT

Systems-Theoretic Accident Model and Process (STAMP) is a top-down system-based accident model that focuses on enforcing constraints rather than preventing failures (Leveson, 2011). In this approach, safety is a dynamic control problem rather than a reliability problem. The system is described by a hierarchical Safety Control Structure in which each part of the system is identified and analyzed with its relationship with the other parts of the system, underlining what they communicate and do. The main focus of this approach is to identify the safety constraints that are exerted from the Safety Control Structure, because events leading to a loss can occur only when safety constraints from a higher level in the Safety Control Structure are not enforced.

STAMP is used to come up with high-level list of hazards in which disruptive events could arise, considering each part of the system as a contributor to the ongoing development of the emergent behaviours properties.

System-Theoretic Process Analysis (STPA) is the hazard technique (Leveson, 2011) built upon the foundation provided by STAMP, that mainly consists of creating basic system engineering information, identifying unsafe control actions and identifying causal factors of unsafe actions.

The roadmap of STPA consists of: define the purpose of the analysis (identify losses and hazards, define system boundaries), model the control structure, identify the unsafe control actions, identify loss scenarios.

In this perspective STPA is applied as a very effective way to understand where and how performance variability might happen (Leveson at al. 2006). Therefore it can also suggest how to better handle situations. An interesting application of STPA to favour resilience integration is formulated in Beach et al. (2018) where a particular attention to the development of metrics is given in order to compare different resilience solutions.

The STPA approach can be assumed as a possible technique to spot the need of resilience when pursuing an emergent property like safety and to subsequently guide its implementation during the design process with a link to the operational life of a complex system and the involved human operators. The perspective is that safety represents the overall target and resilience is just an enabling mean or better “the ability of the system to monitor the changing risk profile and take timely action to prevent the likelihood of damage” (Madni & Jackson, 2008). As already mentioned, STPA focuses on behavioural safety constraints and it enables the analysis at the socio-organizational level. Therefore it can suggest the most appropriate level and “typology” of resilience that should be enforced to manage such aspects.

STPA outputs can be used in many different ways, among which:
- Drive the system architecture
- Create executable requirements
- Identify design recommendations
- Identify mitigations and safeguards needed
- Drive new design decisions (if STPA is used during development)

Therefore the four possible resilience modes i.e. avoiding, absorbing, adapting and recovering (Madni & Jackson, 2009) can be formulated and implemented in a logic of interactions and interfaces to manage (monitor and take timely actions) an hazard.

The integration of resilience can be performed by design methods grounded in experience. One of the most popular is the so called physical redundancy but since we are interested to overcome the traditional reliability, the functional redundancy should be considered at least as more promising for the purpose of this paper. Many other design methods can be mentioned and a
comprehensive list is reported in Madni & Jackson (2009), useful for the last part of the application and significant because able to involve also crew members in the process of design for operations.

3. APPLICATION TO A LARGE CRUISE SHIP

A typical solution for cruise ships is the propulsion performed by electric engines, that are the main load for what concerns the electric power generation and delivery system on board. Nevertheless for large passenger ships, the sum of all the electric loads necessary for the ship operational profile (generally indicated as the “hotel loads”) is comparable to the electric load for propulsion. The shipboard power plant consists of electric generator units, for instance synchronous generators, that are usually coupled with turbines or diesel engines.

The power generated by the whole power plant is provided by different units and delivered to the main electrical panel (main switchboard) in medium voltage. For the ships with more than 3 MW installed on board, the Safety of Life at Sea Convention – SOLAS (IMO, 2014) requires that the main panel has to be splitted in at least two sections. The rated voltage usually used for the main panel are 3,3kV, 6,6 kV and 11kV. On board cruisers the rated voltage is usually 6,6 kV or 11 kV.

The power supply of the electrical users is ensured by the distribution grid, that is usually subdivided in primary and secondary grid. The first one is in medium voltage, the second one in low voltage. Low voltage is usually 690, 440, 230 and 120V. The primary grid supplies the loads that need high power, such as the propulsion engines, the thrusters and the air conditioning compressors. The low voltage switchboards power the loads that require limited voltage (i.e. 230 V, 120 V). Moreover, in order to supply high power required by some specific user groups, there are some substations to ensure a specific service, for instance the galley (440 V) or the engine room (690 V). The shipboard distribution grids can be structured in different ways, depending on the type of ship and the power installed on board, such as radial or ring grid.

An example of a typical power generation and distribution system of a large cruise ship is shown in figure 1 (Vie, 2014).

![Figure 1: a typical layout of the power generation and distribution system for a cruise ship (Vie, 2014)](image)

In this paper the attention will be focussed on a large cruise ship, during a very preliminary design phase when some reasoning about the black-out issue is very appropriate: it is both a safety issue (in case the ship propulsion is lost, especially in stormy weather close to the shore) and a
commercial issue (in case the hotel service is lost with strong disappointment and discomfort for passengers). Usually, the starting point is a scheme like the one shown in figure 1. In an innovative perspective, the human factor, its integration with the automation system and the socio-organizational aspects as well, should be added into the discussion.

Following the STPA steps as mentioned in the previous paragraph, the hazards, the Safety Control Structure and the UCAs have been identified. Since the focus is on the black-out issue onboard, the identified hazards are the ones reported in table 1:

<table>
<thead>
<tr>
<th>H</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>the ship propulsion is lost</td>
</tr>
<tr>
<td>2</td>
<td>the ship hotel services are lost</td>
</tr>
</tbody>
</table>

In figure 2 the Safety Control Structure sketched for the application is presented.

The diagram has been used then to derive the Unsafe Control Actions (UCAs). Such phase is very long and resource consuming, therefore for the purpose of this paper, only a sub domain of UCAs has been reported in table 2 (where GEN-SETs indicate the diesel generators, MSWB is the main switchboard and GRID is the general indication for distribution grid).

The considered UCAs are relevant only to the control and feed-back actions between the Automation System and the GEN-SETs. Power generators, in fact, they are assumed as one of the most important elements when analysing the black-out condition and their functioning is strongly dependent on the Automation System. This in turn means that the safety of the ship deriving from power delivery is strongly dependent on the proper Automation Systems actions.

A further selection will be made among the considered UCAs in order to create some examples to be finalized with proposal of resilience implementation. To this aim the attention has been focused only on one control action i.e. "set the functional mode of the Gen-sets for the requested electric..."
loads” and UCAs have been formulated only for the class “not providing causes hazard” (UCAs from 1 to 9 in Table 2).

The further step, i.e. the definition of scenarios, means that two questions are arising:

a) Why would Unsafe Control Actions occur?
b) Why would control actions be improperly executed or not executed, leading to hazards?

The definition of scenarios for all the UCAs mentioned in Table 2 would be too long and challenging for the purpose of this paper. Therefore only selected scenarios for UCA – 1 are formulated and reported, limiting the analysis to the area of the Safety Control Structure as evidenced in figure 3.

In the same figure 3 it is clarified that, thinking about the specific UCA, the two above mentioned questions a) and b) in turn requires to meditate on:

α1) Unsafe controller behavior
α2) Causes of inadequate feedback/information
β1) Control path
β2) Other factors related to controlled process

As described in Table 2, UCA-1 is: “AUTOMATION does not provide the functional mode of the Gen-sets for the requested electric loads during navigation [H 1, H 2]”.

The identified scenarios are summarized in table 3.

For the purpose of this paper scenarios 2 and 3 are considered. It is worth mentioning that in some cases the sensors and the algorithm of the automation system can be challenged by the ship large motions when operating in extreme weather conditions.

With reference to them, a selection of design heuristics i.e. qualitative design methods grounded in experience are identified as a practical basis to provide resilience to the ship in operations for example in heavy seas.
Table 2 The list of Unsafe Control Actions (UCAs): a subset

<table>
<thead>
<tr>
<th>Control Action</th>
<th>Not providing causes hazard</th>
<th>Providing causes hazard</th>
<th>Too early, too late, out of order</th>
<th>Stopped too soon, applied too long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set the functional mode of the Gen-sets for the requested electric loads</td>
<td>UCA-1 AUTOMATION does not provide the functional mode of the Gen-sets for the requested electric loads during navigation [H 1, H 2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>UCA-2 AUTOMATION does not provide the functional mode of the Gen-sets for the requested electric loads during manoeuvring [H 1, H 2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>UCA-3 AUTOMATION does not provide the functional mode of the Gen-sets for the requested electric loads in harbor [H 1, H 2]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 The definition of scenarios for UCA -1

**Scenario 1** for UCA – 1: the Gen-Sets controller (automation system) fails during navigation, causing an interruption of power delivery.

**Scenario 2** for UCA – 1: the sensors report inadequately to the automation system that parameters are out of the safety range.

The Gen-Sets do not provide power to the ship in navigation because the automation system has ordered the shutdown: it detects that the engines are going to suffer a significant damage due to some functioning parameters out of safety range, due to inadequate sensor feedback.

**Scenario 3** for UCA – 1: the specified control algorithm is flawed, so the automation system detects that the Gen-Sets parameters are out of the safety range.

The Gen-Sets do not provide power to the ship in navigation because the automation system has ordered the shutdown: it detects that the engines are going to suffer a significant damage due to some functioning parameters out of safety range, decided by a flawed control algorithm.

**Scenario 4** for UCA – 1: the automation system sets the Gen-Sets parameters but this is not received by the system.

**Scenario 5** for UCA – 1: the Gen-Sets suffers of a technical breakdown or malfunction.

From Madni & Jacknson (2009), among the fourteen design heuristics proposed by the authors, six could be defined as appropriate for the application:

- **Functional redundancy**: there should be alternative ways to perform a particular function that does not rely on the same physical systems.
- **Human backup**: humans should be able to back up automation when there is a context change that automation is not sensitive to and when there is sufficient time for human intervention.
- “Human in the loop”: humans should be in the loop when there is a need for “rapid cognition” and creative option generation
- Intent awareness: system and humans should maintain a shared intent model to back up each other when called upon
- Learning/Adaptation: continually acquiring new knowledge from the environment to reconfigure, re-optimize, and grow
- Context spanning: system should be able to survive most likely and worst case scenarios, either natural or man-made.

Starting from these selection, In table 4 and 5 some proposals are made in order to implement resilience in relation with selected scenarios 2 and 3. The reason why such scenarios are selected is because they seem more appropriate to formulate resilience as the integration of operators, automation and design.

For scenario 2, functional redundancy, human backup and context spanning are selected as suitable design heuristic. For scenario 3 the learning/adaptation option has been preferred to the functional redundancy.

Table 4 Proposal for discussion of resilience implementation – UCA - 1 Scenario 2

<table>
<thead>
<tr>
<th>Scenario 2</th>
<th>Functional redundancy</th>
<th>Human backup</th>
<th>Context spanning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsidiary devices should provide information about parameters working point to assess whether they actually are outside the safety range</td>
<td>The operators should be able to make decisions independently from automation system and act accordingly. Possibly supported by subsidiary devices (see column on the left).</td>
<td>In the preliminary design all the possible operational scenarios have to be identified in order to define the operational domain of on board systems (to be assumed in the technical specifications, for example with reference to roll angle and/or list angle in heavy seas).</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 Proposal for discussion of resilience implementation – UCA - 1 Scenario 3

<table>
<thead>
<tr>
<th>Scenario 3</th>
<th>Learning/Adaptation</th>
<th>Human backup</th>
<th>Context spanning</th>
</tr>
</thead>
<tbody>
<tr>
<td>The control algorithm should be able to introduce in the logic of the procedure the awareness for example of stormy weather condition and in such case submit to human beings the decision about engine shutdown.</td>
<td>In specific cases like engine shut down the operators should be “consulted” by the automation system. Operators should receive the proper training for this.</td>
<td>In the preliminary design all the possible operational scenarios has to be identified in order to define the operational domain of on board systems (to be assumed in the technical specifications, for example with reference to roll angle and/or list angle in heavy seas).</td>
<td></td>
</tr>
</tbody>
</table>

From what above it appears how ship resilience is the result of an effective integration between operators and automation systems. This is a very important issue at present since automation is more and more exploited on board ships. The issue is even more important when automation has the total control on systems like GEN-SETS having a strong relation with safety: a stronger integration between human operators and the automation should be developed to drive a successful decision making for safety. The Safety Control Structure (the relevant part is reported in Figure 4) is very effective to put in evidence the hierarchy among them and the necessary control and feedback.
When mitigations and safeguards are identified it might be useful to investigate and compare different alternative solutions. In this perspective quantifiable metrics for resilience are in principle necessary. Of course more than one indicator can be used and moreover a proper characterization also in terms of costs could help to better appreciate the cost/benefit ratio of the alternatives under investigation (Yodo & Wang, 2016).

With an approach based on STPA, which focuses on the possibility to take action on hazards that can be eliminated or controlled, it seems natural to define the metric hinged on the identified hazard. For the proposed application, the identified hazard is the missing or insufficient power delivery. A possible indication for the purpose of this paper is to define as a quantitative indicator the percentage of available power with respect to the total power needed, as described below.

$$\varepsilon(t) = \frac{P(t)_{delivered}}{P(t)_{needed}}$$

It ranges from 0 to 1. When \( \varepsilon = 1 \) it means that the implemented resilience makes possible the complete delivery of the necessary power. The possibility to monitor with subsidiary devices the GEN-SETs could be implemented for all the units or just the number considered sufficient for avoiding the situation of total black-out. When \( \varepsilon = 0.5 \) it means that only one half of the needed power is available. Whether it is sufficiently safe or not is to be decided assuming criteria that set the minimum power necessary for propulsion (the weather condition should be considered in this case) and for hotel services.

The resilience by human backup is strongly linked with the provision of subsidiary information and training since the decision to interfere with the automation system should be based on the possibility to increase the situational awareness in terms of safety. Finally it is worthwhile mentioning that this kind of metric is able to quantify the effect of resilience over a specific issue like electric power production and delivery. The assessment of an overall and more comprehensive ship resilience is, in principle, possible but very complex.

5. CONCLUSIONS

In the paper the possibility to apply STPA technique has been investigated in order to find out where and how resilience should be implemented on board relying on appropriate design heuristics. An application case has been carried out with reference to a large cruise vessels. The specific issue of black-out on board has been selected and the hazards of propulsion and/or hotel services loss have been identified. Relying on the Safety Control Structure, a selection of Unsafe Control
Actions has been reported. One UCA has then been selected for the development of scenarios and the relevant need for resilience is spotted out.

STPA has enabled the visualization of the hierarchy among the ship energy system, the automation system and the crew members useful to discuss in a design stage the characteristics and the logic of the automation system (integration with crew members in decision making included), especially when some disruptive conditions like extreme ship motions can characterize the scenario and make things difficult for the automation system reliability.

The implementation of resilience has been proposed in terms of functional redundancy, learning/adaptation, human back up and context spanning. It has been put in evidence, in a design for operations perspective, how the capability of a better integration between humans and the automation systems is envisaged in such a way that system should allow for human intervention needed without requiring humans to make unsubstantiated assumptions.

REFERENCES


IMO 2014 SOLAS consolidated edition

IMO 2006 Resolution MSC.216(82) Amendments to the International Convention for the Safety of Life at Sea, 1974, as amended


Border crossing point as a socio-technical system:
applying STAMP and STPA to border security

Laura Salmela¹⁷, Eetu Heikkilä², Sirra Toivonen³ and Risto Tiusanen⁴
¹³ Risk and Asset Management, Technical Research Centre of Finland VTT, Finland
²⁴ Machine Health, Technical Research Centre of Finland VTT, Finland

ABSTRACT

Digital transformation of European border management entails multiple benefits. Novel digital systems and cyber-physical infrastructures, such as biometrics-enabled automated border control and advanced analytics aim to equip border agencies with more effective tools against constantly evolving border security threats. Additionally, they provide new means to increase the agencies' performance in the context of growing volumes in trade and travel. Besides a myriad of opportunities for improved border management, the development, deployment and sophistication of these technologies compared to legacy systems bring about new vulnerabilities that may be hard to identify and manage with techniques used today.

This paper employs a systems-theoretic approach to address the security of border control systems. The focus is on border checks, which involve technologies used for ensuring and controlling that persons and the objects in their possession are authorised to enter or exit the EU area at external borders. The paper provides a preliminary review of current literature and discusses the basic tenets and main features of security analyses in this field by reflecting them against the STAMP model and the STPA technique for security analysis purposes.

The systems-theoretic approach is demonstrated in this paper by presenting the first phase of a coarse STPA-inspired security analysis at air borders with a particular interest on automated border control systems. Based on the analysis, STPA was found as a suitable approach for security analysis, as it supports assessment of the interactions between various stakeholders within the border control system. As a conclusion, we also provide insights for future research directions in cyber-physical border check systems and applications of systems-theoretic analysis methods in this particular field.

Keywords: border management; digitalisation; systems theory; STAMP; STPA-Sec.

1. INTRODUCTION

Since their first introduction in 2007 through the Portuguese RAPID programme (Frontex 2012), automated border control (ABC) systems have gradually become an established practice at Europe’s external borders and a key component of smart, digitalised border control systems. Throughout the years, ABC systems have undergone significant development phases, and they have evolved “from biometric-enabled access-control-like systems operated by a set of known habituated users towards complex e-border systems operated by a flow of unknown non-habituated users” (Gorodnichy 2015, p. 59). When compared against the former systems, ABC systems now include a constantly growing number of non-biometric components, such as technologies for travel document verification, behavioural analysis of persons inside and within close proximity of the ABC gates and passenger risk assessment based on the use of various data sources. Total user volumes have also significantly increased, and the shift in user group

* Corresponding author: +358407498548 and laura.salmela@vtt.fi
characteristics from mostly experienced to mostly inexperienced has influenced the scope of human factors that can be adequately controlled during passenger processing in immigration control. (Gorodnichy 2015)

Deepening sophistication of ABC systems has had an impact on the ways in which their performance should be evaluated, also from the point of view of security. International standards designed for individual sub-components of the system, such as ICAO guidelines for machine-readable travel documents (e.g. Doc 9303) and ISO standards on biometrics (e.g. ISO/IEC 19794-5), have been considered too narrow to sufficiently account for “all system components and factors and their relationship with each other” (Gorodnichy 2015, p. 59). Traditional approaches to evaluate performance according to matching error rates may not provide sufficient results if a biometric system need to be assessed comprehensively (Thieme 2009). Current security analysis techniques focus on analysis of specific technologies or information security, but mostly lack the capability to perform comprehensive analysis regarding the complex, human-machine interaction at the actual border control point. Thus, system-theoretic approaches were found as a potential way to approach the problem, although their use is largely unexplored in this domain.

This paper is constructed as follows. Section 2 provides a short theoretical background by discussing the application of STAMP and STPA for security critical systems. Section 3 provides a brief description of the system in focus, while Section 4 presents a short literature review on what kind of approaches have previously been applied in analysing the security of/risks related to automated border control systems. Section 5 presents the preliminary results of a coarse STPA analysis, and Section 6 concludes the paper by reflecting the results against current development trends and present research.

2. STAMP AND STPA FOR SECURITY CRITICAL SYSTEMS

STAMP approach formulated by Leveson (2012) is a safety analysis approach based on systems theory. Contrasting with traditional component failure oriented approaches, STAMP defines safety as a control problem and models the system from the point of view of safety control. This provides efficient means for identifying hazards arising from the various interactions within the system. STAMP-associated hazard analysis method STPA provides a systematic process for identifying unsafe control actions within the system that may lead to losses. STAMP approach and STPA analysis have been mostly used in the context of safety, either to analyse existing systems or to support the investigation of accidents. Recently, the approach has seen increasing use also in the context of security-critical systems. This has spurred the development of some modifications and additions to the basic STPA, most notably the STPA-Sec (Young & Leveson, 2013) and STPA-SafeSec (Friedberg et al., 2017), both intended for safety and security co-analysis. Further expansions and improvement actions have been proposed by Schmittner et al. (2016) and Procter et al. (2017).

STPA-Sec provides a top-down approach for assessing a system from a security perspective. While STPA focuses on various unintended disruptions to a system, STPA-Sec extends the approach to account for intentional attacks towards a system. STPA-SafeSec provides a further process model for clearly taking into account both safety and security issues.

Existing STAMP-based studies on border control systems are not known to the authors. However, STPA and STPA-Sec have been recently applied in a number of cases dealing with various critical infrastructure related aspects. Some examples of applications relevant to the scope of this paper include the following:
- Williams (2015) has applied a STAMP-based approach on port security, arguing that, while preliminary in nature, the study suggests benefits in the paradigm shift from preventing failures towards enforcing security control actions.
- Beaumont & Wolthusen (2019) have successfully applied STPA-Sec in the context of critical infrastructure in the energy sector.
- The STPA methodology has further been elaborated and applied by Shapiro (2016) to account also for privacy-related issues, which is a key theme also in border security.

STPA and its extensions are fairly new methods in the research of security critical systems. Based on the studies referenced above, it is a promising approach for assessment of complex,
socio-technical systems also from the security perspective. However, it should be noted that in the context of border security, a security breach does not necessarily result from an intentional activity, but can be also caused through various unintentional events, while still being considered as a security issue. In this paper, the general STPA approach is applied, as a distinction between security and safety related issues in this context is not seen relevant by the authors.

3. SYSTEM DEFINITION

By approaching the border check process from a general perspective, the core task of border authorities is “to determine whether persons are authorised to enter or leave the territory of a state, including checking their means of transportation and the objects in their possession and processing them accordingly” (European Commission 2010, p. 29). The main objective of an ABC system thus is to automate the authorisation control task. Border guards as human operators remain a very important part of ABC systems “as they make the ultimate decision about whether a person of interest has been identified” (Graves et al. 2011, p. 154).

The main functions of an ABC system are:
1) to authenticate the travel document of the passenger,
2) to verify the passenger’s identity by connecting the passenger to the travel document,
3) to check the eligibility of the passenger to cross the border,
4) to permit or deny the passage of the passenger, and
5) to control the overall security of the process e.g. by providing alerts on tailgating attempts (Frontex 2015a).

The physical infrastructure of present ABC systems in operational use consist of two major sub-systems: an e-gate(s), which works as a physical barrier and with which the passenger interacts; and a control station(s) from which a border guard(s) monitors the automated process. The main components of an e-gate are (a) electric doors, (b) passport reader, (c) biometric capture device(s), (d) system management hardware and software, and (e) monitors for passenger guidance. Besides physical barriers, the automated process may also include a separate kiosk, where the passenger completes certain parts of the process (e.g. enrolls his/her live biometrics to the system) before crossing the border through the physical barrier. The control station is equipped with a user interface for monitoring and intervening the automated process.

ABC system boundaries may be drawn beyond the physical infrastructure. The definition of the system boundary for ABC much depends on the selected topology and physical design in a border crossing point†. For example, MacLeod and McLindin (2011) include within the ABC system boundary also the guidance of the passengers into automated procedures prior to actual border check formalities (e.g. in-flight instructional video, and signage at the airport). In addition, the manual border control counter(s) designed to handle exceptional situations and passengers, who do not succeed in using the e-gates though being eligible, are incorporated.

4. ENSURING SECURE BORDER CONTROL SYSTEMS

Evaluating the performance of biometric systems is highly important, because they can create failures, as none of the biometric modalities is free of errors (Gorodnichy 2009). In the generic guidelines on ABC implementation produced by the European Border and Coast Guard Agency Frontex, border agencies are advised to evaluate system risks particularly in the planning phase of a deployment process. Specifically, authorities should focus their assessment on the technical and operational requirements, which define the system’s biometric matching performance and ensure secure flow of data. Software security on the other hand should be managed in cooperation with the technology vendors. In addition to this, the system’s risk assessment should address user-related aspects, as the automation of control procedures changes the traditional work tasks of border guards and may create resistance within the organisations. Change management is suggested as an appropriate tool for this. (Frontex 2015a)

† A comprehensive description on current topologies used for ABC system across Europe can be found for example in the Best Practice Operational Guidelines for Automated Border Control (ABC) drafted by Frontex (Frontex 2015).
Once in operational use, the ABC system of a Member State may become a subject of an external EU-level evaluation and monitoring mechanism as specified in the Council Regulation 1053/2013. The objective of the regulation is to ensure that Member States meet the requirements established in the Schengen acquis (Council of the European Union 2013). The European Commission leads the evaluation system, but the Member States “influence the implementation of the evaluation mechanism as a whole” (Kaasik & Tong 2019, p. 14). The ABC system may also become evaluated through Frontex’ vulnerability assessments (VAs) which aim to examine “the capacity and readiness of Member States to face upcoming challenges, including present and future threats at the external borders”. The assessments focus on “the availability of the technical equipment, systems, capabilities, resources, resources, infrastructure, adequately skilled and trained staff”. (European Parliament 2016) The methodologies used for the Schengen evaluation and Frontex’ vulnerability assessment are not open to public.

In research, several methods for the evaluation of ABC system security have been proposed. Individual international standards or standard families/frameworks, such as the ISO/IEC 27000 on information security management or ISO/IEC 31000 on risk assessment are considered to offer comprehensive tools for assessing system vulnerabilities (Heikkilä et al. 2017). Authors have also focused on particular aspects or sub-components of the system. With regards to data management, Schumacher (2017) proposes that a Data Protection Impact Assessment (DPIA) should be carried out in the design phase of the system. In contrast, Spreeuwers, Hendrikse & Gerritsen (2012) and Opitz & Kriechbaum-Zabini (2015) have evaluated the performance of the face recognition technologies, while Anand et al. (2016) examined multimodal biometric recognition (i.e. face and fingerprint) and suggested means to enhance biometric data fusion. In their performance assessment methodology, also MacLeod and MacLindin (2011) address system security from a component perspective, namely focusing on the matching performance of the biometric algorithm. All these analyses, however, focus on specifics of the technologies applied within ABC systems, but do not provide a wider systemic perspective on the entire socio-technical system. Thus, new analysis methods need to be

5. PRELIMINARY STEPS OF STPA ON AUTOMATED BORDER CONTROL

Based on the EU regulation 2016/399 (Schengen Borders Code) governing cross-border traffic within the European Union and across its external borders (European Parliament 2016b), an indicative, exemplary list of high-level system losses and hazards may be derived as described in Tables 1 and 2. Identification of hazards is also based on previous literature and research work conducted in the FastPass project.

The Schengen Borders Code can be said to emphasize three aspects in particular: rights, security and respect of the rule of Community laws. The hazards may originate from risks internal to a Member State(s) (own nationals) or the border check process managed and implemented by the competent authority of a Member State. On the other hand, risks can be inflicted by actors external to Member States (e.g. terrorism, cross-border crime conducted by non-nationals or non-EU nationals). The first step of STPA constitutes definition of the analysis purpose, based on description of system losses (Table 1) and system-level hazards (Table 2).

<table>
<thead>
<tr>
<th>Losses</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>Violation of rights of free movement</td>
</tr>
<tr>
<td>L2</td>
<td>Violation of fundamental rights</td>
</tr>
<tr>
<td>L3</td>
<td>The internal security of any of the Member States is jeopardised</td>
</tr>
<tr>
<td>L4</td>
<td>External border control not carried out in accordance with EU regulations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hazards</th>
<th>Related losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 Traces of cross-border movement of persons enjoying the right of free movement are recorded</td>
<td>L1</td>
</tr>
<tr>
<td>H2 The performance of technologies is biased against different groups of people (e.g. biometric system)</td>
<td>L2</td>
</tr>
</tbody>
</table>
The security control structure for preventing the realisation of the identified losses and hazards is depicted in Figure 1. In the figure, both vertical and horizontal interactions between different system levels are presented in terms of control actions and feedback. Downward arrows and arrows leaving from the Border Authority indicate control actions, while upward arrows along with arrows leading to the Border Authority reflect feedback. The hierarchical order of stakeholders being positioned horizontally is not completely straightforward. For example, Airport Stakeholders include actors that operate at the international level and those who have activities only within a single airport. However, in order to keep the model simple, the stakeholders were grouped into larger units. In addition, other law enforcement authorities may pose requests (i.e. control actions) towards the Border Authority in connection with their specific mission tasks. Nevertheless, also in this case, this was discarded from the figure. Table 3 provides a generic, non-exhaustive description on the responsibilities of involved stakeholders ranging from local, regional and national level actors to international groups and organisations. The process owner for border checks both in manual and automated operational models is an administrative unit of a border authority that governs a particular border crossing point or border checks at a terminal facility (e.g. airport). The border guards who operate the border control system work under the administrative unit.

Figure 1. Security control structure for automated border control.
As an illustrative example, the following ABC system sub-components can be defined as actuators and sensors according to the established method of STPA (e.g. Thomas 2018)\(^\ddagger\). With respect to the actuators and sensors, one needs to bear in mind that the automated border check process is initiated by the traveler who places the travel document onto the document reader. As noted in ABC studies focusing on usability issues (e.g. Ylikauppila et al. 2014), this is a critical step potentially having a major impact on the success of the whole process or the total crossing time.

**Actuators**
- Processing unit performing optical document checks, accessing and reading document data, verifying document data
- Processing units (1) initiating the capture of biometrics, (2) verifying capture biometrics

**Sensors**
- Document reader (incl. a radio frequency reader module)
- Biometric capture device (camera, fingerprint reader)

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU Decision-Making Bodies</td>
<td>Proposes and establishes initiatives and policies and sets legislation and regulations on border security within the EU</td>
</tr>
<tr>
<td>European Border and Coast Guard Agency</td>
<td>Provides operational and technical assistance to MSs, monitors the situation and risk analysis at external borders, assists MSs in returns of nationals in non-EU countries, develops training programmes, cooperates with international organisations</td>
</tr>
<tr>
<td>Law Enforcement Authorities</td>
<td>Performs risk analysis in fields under jurisdiction (e.g. customs risk analysis on transported goods), exchanges data with border authorities on persons of interest</td>
</tr>
<tr>
<td>National Parliament</td>
<td>Sets legislation and regulations on border security at the national level</td>
</tr>
<tr>
<td>National Government</td>
<td>Proposes and establishes policies related to border security at the national level</td>
</tr>
<tr>
<td>Ministry of Internal Affairs</td>
<td>Overviews the implementation of national and EU policies and regulations, funds the operations of the border authority</td>
</tr>
<tr>
<td>Border Authority</td>
<td>Implements national and EU policies and regulations, directs and overviews border control operations at national level, develops, plans, procures and maintains equipment and systems for border control, directs human resource management at national level</td>
</tr>
<tr>
<td>Administrative Unit of Border Authority</td>
<td>Manages border check process at border crossing point(s), collects passenger information from carriers, performs risk analysis, conducts border checks on passengers, their means of transport and objects in their possession</td>
</tr>
<tr>
<td>Airport Stakeholders</td>
<td>Transmit passenger information to border control authorities e.g. Advanced Passenger Information (API) or Passenger Name Record (PNR) data (i.e. carriers); provide sector-specific guidelines, standards and other tools to control, manage and improve activities in aviation and within the airport environment and the travel industry in general (e.g. ICAO, IATA)</td>
</tr>
</tbody>
</table>

\(^\ddagger\) A comprehensive technical specification for ABC systems can be found e.g. in Frontex 2015.
5. DISCUSSION AND CONCLUSION

As noted by Kukula et al. (2010), the performance of biometric system is not dependent only on the matching algorithm but also on the user, the environment and the interrelationships between them. Current research together with evaluation methods derived from international standards offer good tools for addressing the risks at the sub-system or component level or the risks of specific aspects of the system, such as information security. However, as the sophistication of the ABC systems increases and interactions between different components become more complex, a more comprehensive approach is required to better identify and emphasize the real origin of system vulnerabilities and to propose specific countermeasures for their control.

As shown by the preliminary application of the STPA analysis technique in this paper, a systems-theoretic approach offers promising steps towards this direction. In particular, the security control structure for the automated border control system illustrates exhaustively the roles and responsibilities of different stakeholders. Also, by taking the analysis further, the STPA serves as an efficient technique for highlighting areas, which are and which are not in the direct control of the ABC system owner or the technology vendor. For example, an ABC system owner may establish a requirement to the vendor that a biometric system should not introduce gender or racial bias thus avoiding the potential violation in fundamental rights (see e.g. the London Policing Ethics Panel 2019 on the use of live facial recognition). In contrast, advanced fraud techniques, such as image morphing used in travel document application processes (see e.g. Raghavendra et al. 2017), constitute a major threat to ABC system security and EU border security. However, efficient countermeasures against such threats cannot be resolved within a single Member State but require interagency and cross-organisational cooperation at several levels of the security control structure.

The work presented in this paper also provides directions for future research in the area of applying systems-theoretic approaches on border security. For instance, comprehensive STPA studies should be performed on both manual and automated border control activities to provide comparisons of their strengths and weaknesses. Furthermore, as the work presented here is a first exploration of STAMP and STPA in a new domain area, broader applicability studies are also needed.
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ABSTRACT

Coordination of maritime traffic has developed over centuries with the main purpose of decreasing collisions and groundings of vessels. It has evolved from rudimentary measures, such as lighthouses, into an increasingly digitized setting with technologies like satellite positioning services and traffic coordination systems, such as the Automatic Identification System (AIS). In the future, increasingly intelligent shipping practices are expected to set further requirements not only for the ships themselves, but also for the coordination systems in maritime transport. Advanced and reliable coordination is especially seen as a key enabler for remote operated and autonomous ships.

The introduction of autonomous and unmanned smart ships is likely to be gradual, and coordination techniques of different technology levels are likely to co-exist in the maritime setting for an unforeseen period: there will be highly connected intelligent vessels and those applying very basic means of perception and communication. Based on the Systems-Theoretic Accident Model and Processes (STAMP) approach, as well as the related STPA hazard analysis methodology, this paper presents a control structure of maritime traffic coordination as it is now, and provides an overview of STPA hazard analysis performed on the system. It also discusses changes foreseen in the structure due to changing means of coordination in the future, providing basis for better understanding of the risks and opportunities. Additionally, the paper provides insights on applicability of STPA on a new application area of maritime traffic coordination.

Keywords: Maritime traffic coordination, technology levels, STAMP, STPA

1. INTRODUCTION

Maritime traffic coordination is needed to avoid collisions and groundings of ships, as well as to ensure efficient flow of maritime traffic. The methods used for maritime traffic coordination have substantially evolved in the past decades, with the introduction of technologies such as satellite navigation systems and digital tools for route planning and optimization. As a notable ongoing development, the International Maritime Organization (IMO) is working on standardization of electronic navigation in the e-Navigation effort (IMO, 2018). In the future, maritime traffic is expected to become increasingly autonomous, including also new means for maritime traffic coordination. Furthermore, meeting new energy efficiency targets requires new ways of managing marine traffic (Porathe et al., 2014). This is likely to result in situations where different vessels employing various levels of coordination co-exist at the same time.

To form an understanding of the various technology levels already present in the maritime setting and expected in the future, Wahlström et al. (2019) have proposed a categorization of Marine traffic coordination technology levels (Table 1). The categorization consists of six levels, each representing an increased level of coordination over the previous one. In Table 1, some examples are provided of each level. Currently, maritime traffic utilizes mostly coordination...
methods ranging from levels 0 to 3, with developments ongoing to at least partially reach coordination level 4.

Table 1. A proposed categorization for Marine traffic coordination technology levels (adapted from Wahlström et al., 2019)

<table>
<thead>
<tr>
<th>Marine traffic coordination technology level</th>
<th>Examples of coordination means</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level 0 – “I can see you”</strong>: non-technological coordination only</td>
<td>Visual assessments, verbal communication, piloting activities</td>
</tr>
<tr>
<td><strong>Level 1 – “I can see your flags”</strong>: shared rules and passive communication mediums</td>
<td>Flags, lights, right-of-way rules, sea routes, lighthouses</td>
</tr>
<tr>
<td><strong>Level 2 – “My radar sees you”</strong>: signal-based detection, localisation and communication systems</td>
<td>Radar, radio communication, transponders</td>
</tr>
<tr>
<td><strong>Level 3 – “I can see data about you”</strong>: digitally enhanced coordination (sharing digitally stored data)</td>
<td>Automatic Identification System (AIS), waypoint and route-sharing using transponders or radio communication, Vessel Traffic Service (VTS), Electronic Chart Display and Information System (ECDIS)</td>
</tr>
<tr>
<td><strong>Level 4 – “My robot sees you”</strong>: smart coordination (localized/fleet/ship-level coordination based on machine learning and other predictive technologies)</td>
<td>On-board object detection systems, fleet management of intelligent ships</td>
</tr>
<tr>
<td><strong>Level 5 – “My robot sees what your robot sees”</strong>: internet of intelligent ships (global coordination based on machine learning, using shared data)</td>
<td>Artificial Intelligence (AI) optimized route generation, shared situational awareness, internet of intelligent ships and relevant land-based entities</td>
</tr>
</tbody>
</table>

2. METHODS

The aim of this paper is to provide views on potential changes in maritime traffic coordination due to introduction of technologies especially the highest levels, and especially due to the introduction of autonomous shipping. While details of the future direction of maritime traffic coordination and its policies are uncertain, it is certain that future maritime coordination constitutes a complex, socio-technical challenge. To understand the development of coordination in such context, a systemic approach is seen beneficial to identify the various interactions in maritime traffic coordination, as well as to provide a basis for further analyses regarding the risks of new coordination scenarios. Thus, to illustrate the coordination interactions, a systems-theory based approach was selected.

Specifically, the work performed in this paper follows the Systems-Theoretic Accident Model and Processes (STAMP) approach introduced by Leveson (2011). In STAMP, the analysed system is represented as a control structure, describing the various feedbacks within the system. In the maritime setting, STAMP has been utilized in various cases, such as in accident investigation (e.g. Kim et al., 2016), as well as in higher-level studies of maritime safety management (Valdez Banda & Goerlandt, 2018), (Aps et al., 2017). In this study, STAMP-associated STPA hazard analysis methodology (Leveson & Thomas, 2018) was applied on the maritime traffic coordination system, and based on this application, preliminary conclusions, as well as pointers for future research are presented.

3. APPLYING STPA ON MARITIME TRAFFIC COORDINATION

The basic process of performing STPA analysis has been described by Leveson & Thomas (2018). The process consists of four steps, starting from definition of the purpose of the analysis. In this case, the analysis background also has two underlying perspectives that should be introduced. Firstly, the aim is to provide insights for the maritime industry to form a better understanding of the future maritime coordination technologies, their interactions and related risks in the era of autonomous and intelligent ships, and especially to be better prepared for potential risks scenarios that may arise. Secondly, the study also serves as an exploration of STAMP and STPA in a new application area. So far, STAMP approach and STPA hazard analysis methodology have mostly been utilized in analysis of existing technologies or investigation of accidents that already occurred. In this paper, the approach is not only applied to analyse the current system, but also to support making predictions towards potential future scenarios with a number of uncertain
elements. Thus, the work presented here should not be considered as complete hazard analysis, but rather as a means to support in building a view of current and future maritime coordination.

In the first step of STPA, the purpose of the analysis is defined based on identifying losses, system-level hazards, as well as system-level constraints. The losses considered here were defined as follows:

L-1: Loss of life or injury of people
L-2: Loss of or damage of vessel
L-3: Environmental loss

The first step also includes definition of the system boundary, i.e. what is to be included in the analysis. Here, a definition was made that only commercial vessels, and coordination measures relevant to them, are included in the consideration. Next, the identification of system-level hazards was performed, and the following system-hazards were identified:

H-1: Vessel operates in shallow waters or close to ground [L-1, L-2, L-3]
H-2: Vessels pass each other without sufficient passing distance [L-1, L-2, L-3]

To conclude the first step of STPA, system level constraints were identified as follows:

SC-1: Vessel must operate in marked fairways [H-1]
SC-2: Vessel must maintain safe passing distance [H-2]

The second step of STPA focuses on modelling the control system. In Figure 1, a STAMP control structure of maritime traffic coordination is presented. The model is based on a generalized view of the current situation with the examined vessel deploying typical coordination measures of marine traffic coordination technologies up to level 3 (see Table 1). As described in the previous step, the analysis is limited on commercial ships. It should also be noted, however, that all the coordination measures presented in Figure 1 may not be applicable to all commercial vessel types, and neither in all regions.

Figure 1. STAMP control structure describing current maritime traffic coordination, consisting of coordination means between levels 0 and 3 as described in Table 1.
The third step of STPA is to analyse the control structure to identify unsafe control actions (UCAs). To limit the scope of this paper, the study was focused on the control actions directly connected with the vessel. That is, the legislative and authority aspects pictured in the control structure were not studied in detail in this context. The identified UCAs are presented in Table 2.

Table 2. Identified unsafe control actions.

<table>
<thead>
<tr>
<th>Control action</th>
<th>Not providing causes hazard</th>
<th>Providing causes hazard</th>
<th>Too early, too late, out of order</th>
<th>Stopped too soon, applied too long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction</td>
<td>UCA-1: Coordination services do not provide directions when Vessel is close to ground [H-1]</td>
<td>UCA-3: Coordination services provide directions based on incorrect vessel status information [H-1, H-2]</td>
<td>UCA-4: Coordination services provide directions too late for the vessel to react [H-1, H-2]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>UCA-2: Coordination services do not provide directions when Vessel is violating safe passing margins [H-2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guidance (fleet management system)</td>
<td>UCA-5: Commercial fleet management system provides guidance that contradicts with coordination services [H-1, H-2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guidance (physical measures)</td>
<td>UCA-6: Physical coordination measures are not in place correctly [H-1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication (other vessels)</td>
<td>UCA-7: Other vessels do not communicate their intentions when vessels are passing each other [H-2]</td>
<td>UCA-7: Communication by other vessels is incorrect and leads to misunderstandings when vessels are passing each other [H-2]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The fourth and final step of STPA focuses on identifying loss scenarios. Based on the UCAs, a vast number of scenarios can be formulated. For example, UCA-1 above can be related to various scenarios, which may be related e.g. to issues within providing the coordination services, or incorrect feedback from the vessel. Similarly, a number of different scenarios can be identified for each of the UCAs. An exhaustive scenario listing is not provided here as it falls outside the scope of this paper.

4. DISCUSSION AND CONCLUSIONS

Based on the control structure presented in Figure 1, as well as the brief STPA analysis, it becomes apparent that currently maritime traffic coordination is a highly distributed system, as has also been argued e.g. by van Westrenen and Praetorius (2014). It consists of a number of separate means, like coordination services, various rules, communication practices, and other means often maintained by separate entities. The control structure also displays areas where feedback is missing, or where similar (potentially contradicting) control actions are provided by different entities. Thus, the focus is set on the responsibility of the vessel and its master, leaving the ship to optimize its own state, and emphasizing practices of good seamanship – a factor especially challenging to define and implement in autonomous shipping (Jalonen et al., 2018).

The continuing digital transformation in shipping, as well as the developments towards autonomous shipping, are likely to cause changes in the maritime traffic control structure. This is likely to introduce new risks, but also chances to improve the coordination of maritime traffic, which is currently distributed and reliant on the actions of individual vessels. STPA analysis was found
promising in terms of identifying underlying issues in coordination systems. When considering a future situation where higher coordination levels are introduced, we can identify a number of potential changes based on literature findings and the control structure and STPA analysis above. The expected changes include:

- The role of commercial fleet management becomes increasingly important as ships become more autonomous. It is unclear how this will interact with the current services such as the VTS. Some sort of a centralized control system combining a number of actors that currently operate separately, may be beneficial or even necessary for autonomous shipping to develop. One example of such coordination is the proposed Sea Traffic Management approach by Lind et al. (2016).
- A situation where all vessels employ high-level coordination measures is unlikely in the near future. Instead, it is likely that vessels at coordination levels 4 and 5 still need to interact with vessels with lower level coordination measures. Thus, the ability to communicate in a way that can be interpreted by vessels at lower coordination levels will be necessary. In future research, separate STPA analyses of these different scenarios can enlighten such situations.
- Increasingly advanced on-board situational awareness systems can provide shared data for coordination, and may provide changes to the feedback loops in the control structure.
- Optimized coordination may also involve other actors that are not directly linked to the actual vessel operation but should be added to the control structure. For example, this can mean optimization of container shipping considering the entire logistics chain, including e.g. port and landside operations.
- In addition to changes in the vessels, some of the coordination measures (such as piloting service) may also be subject to substantial changes. Separated areas with differing coordination means are also possible.

Based on the above findings, a number of relevant themes for future research can be identified. Firstly, as the STPA analysis performed here was limited, it will be beneficial to expand the analysis to cover further aspects (some of which are already modeled in the control system in Figure 1) and to identify further unsafe control actions that are possible in the current coordination activities, potentially providing means for improving the safety of maritime transport. Additionally, a number of detailed scenarios, depicting future alternatives of various coordination strategies shall be studied to provide suggestions for further developing the coordination systems. Finally, the application of STAMP and STPA on coordination systems should continue to provide more rigorous analysis of its suitability in this type of problems.
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ABSTRACT

System analysis for security and for safety are both focused on identifying potential accidents and attacks, to implement prevention strategies. Security system analysis aims to counter intentional acts that could make the system vulnerable. Systems-Theoretic Process Analysis (STPA) is a holistic approach to system safety analysis. In this paper, we explore the possibility to combine STPA analysis with Attack-Defence Trees (ADTrees) modeling to strengthen a system security analysis. We also discuss how the identification of the intentions and capabilities of the attackers could focus the priorities of the analysis and reduce its scope. We suggest an approach on how to combine ADTrees’ attack modelling and STPA to elicit unsecure control actions. To illustrate this approach, we apply it on a case study.
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1. INTRODUCTION

System security analysis and safety analysis have in common the identification of the circumstances that could threaten the functions of the system or its integrity. While safety is concerned with avoiding accidents, the analysis of the security system aims to prevent the system from suffering from intentional acts. In security analysis, this modeling of the intention of an attacker is carried out with the identification of security targets and, in combination with the mapping of the attack surface, helps to specify the defence of the system to be built.

Systems-Theoretic Process Analysis (STPA) is a hazard analysis technique based on Systems-Theoretic Accident Model and Processes (STAMP) which structures the system analysis around the notion of control loops. Understanding how a control loop could malfunction or could fail to achieve its goal lead to identifying the system’s safety constraints. STAMP integrates the notion of causal factor to elicit these safety properties. Such modeling is intrinsically focused on the point of view of the system while a security analysis should include the attacker’s intention and capabilities. Because of its safety focus, STPA does not capture the attacker’s intention in the analysis. Gleaning such intentions could lead to the identification of system vulnerabilities that are more likely to be used in an attack scenario. As the system’s control loops are the core of STPA analysis, we propose to integrate their modeling of the system in the attack strategy modeling. Attack trees are an example of attack strategy modeling. Attack trees are a graphical representation for modeling and analysing potential attack strategies. They could be extended to consider defensive patterns in Attack-Defence Trees (ADTrees).

In this paper, we explore the possibility of combining STPA analysis and ADTrees modeling to strengthen a system security analysis. STPA is a top-down approach to identify unsafe control actions from the control structure. Each element of the STPA control loops of a system could be the direct or indirect target of an attack. Deriving ADTrees is in itself a top-down analysis so we suggest guiding its refinement process with steps to make explicit the way an attack impacts a control loop. A bottom-up approach to security analysis starts by considering the system’s attack surface to evaluate how potential vulnerabilities could be exploited. We propose to integrate this
attack surface perspective in our approach to combine ADTrees and STPA. To complement the modeling of attack intentions, we suggest to include attack profiles in our ADTree modeling to describe the potential attacker in terms of its skills and motivation. Associating attack profiles with attack scenarios help to narrow the scope of an analysis.

The structure of the paper is as follows: Section 2 gives background and related work on safety and security analysis approaches, Section 3 proposes an approach to integrate ADTrees with STPA, Section 4 applies the proposed approach to a case study of the steel plant, and Section 5 concludes.

2. BACKGROUND AND RELATED WORK

In this section we introduce the main background of our work, ADTrees and STPA. We then present some related works.

Attack trees (Schneier, 1999) are a graphical representation of the potential scenarios of an attack as a tree of potential attack strategies. Attack trees aim to provide a way of thinking about the system exposure to attacks. The root node of an attack tree is the goal of the attacker. The relationship between a parent node and its children nodes is following a logical structure called variance. Children nodes are either considered as conjunctions (AND) of actions that lead to the parent node state, or a disjunction (OR) of actions all resulting in the same parent node state. Attack trees have many flavours. Jhawar, Kordy, Mauw, Radomirović, & Trujillo-Rasua (2015) introduced the sequential conjunctive operator (SAND) that enforces an order in which the actions are to be conducted in the attack. Kordy, Mauw, Radomirović, & Schweitzer (2014) extended attack trees by considering defensive patterns in the so-called Attack Defence Trees (ADTrees). According to Kordy et al. (2014), original attack trees do not address the interactions between attacks scenario and the defences of the system. ADTrees contain defensive nodes called countermeasures. Those nodes could appear at any level on the tree and follow the logical structure AND and OR. Defensive nodes are system actions that are to prevent attack steps (Kordy et al., 2014). In ADTrees, a defensive node drawn as child or an attack node indicates that the attack is prevented by the defence.

STPA is safety analysis approach based on STAMP. STPA’s approach focuses on accidental causes and safety constraints. STPA identifies the root of accidents which are hazardous scenarios to define safety constraints that need to be fulfilled by the system to prevent these accidents. It is top-down process to identify failure states of the system by analysing the controls of the system and how they can fail. This analysis leads to stating safety constraints the system must fulfil (Leveson & Thomas, 2013). STPA has four basic analysis steps. First, to define the purpose of the safety assessment, system losses and system hazards. Second, to identify the control actions of the system’s control model. Third, to establish the safety constraints and requirements from the identified unsafe control actions. Fourth, to identify causal scenarios. While STPA guides the analysis in identifying causal scenarios leading to failed control loop, it does not provide guidance for the identification of intentional causal scenario based. A security causal scenario is characterised for instance by the attacker’s intention, the attacker’s capabilities, the system’s surface of attacks.

A number of ongoing researches are proposing to extend safety system analysis for security. We discuss some of these works as they relate to the approach we are discussing in this paper.

STPA-Sec (Young & Leveson, 2013) aims at providing a solution to this security modeling need with a semi integrated approach between safety and security. It follows the STPA top-down approach but focuses on identifying losses and vulnerable states in order to strengthen the security of a system. STPA-Sec has the same basic process of STPA where vulnerabilities replace hazards. Even though STPA-Sec is an analysis approach for safety and security, it does not distinguish between intentional causal scenarios that are central to security analysis.
The Failure Mode Vulnerabilities and Effect analysis (FMVEA) is a step by step approach for investigating vulnerabilities-based failure mode and the potential effects these weaknesses could have in terms of decreased readability and availability of the system (Schmittner et al., 2014). It is an extension from The Failure Mode and Effect analysis (FMEA) used in safety to document the analysis of the impact of a component failure on the overall system. FMVEA proposes to include vulnerabilities and attack models to identify potential attack vectors of concern for the system. FMVEA uses cause effect chains into vulnerabilities, threat agents, threat modes, threat effects and attack probabilities in its modeling of attacks.

STPA-SafeSec (Friedberg, McLaughlin, Smith, Laverty, & Sezer, 2016) is a fully integrated approach between combining safety analysis and security analysis. The authors explain that their approach goes beyond STPA-Sec as it provides guidance to evaluate the safety impact the constraints derived from the security analysis could have. STPA-SafeSec extends the core of STPA’s approach by considering security causal factors on integrity and availability. It claims to overcome limitations in STPA-Sec’s approach by adding physical components layer into the control loop analysis to model the surface of attack and its link with the core safety features of the system. It also advocates for mapping security and safety constraints to the control layer in order to mitigate potential safety and security conflicts.

S-cube were introduced as a joint safety and security analysis model for industrial control system (Kriaa, Bouissou, & Laarouchi, 2015). S-cube is enabling formal modeling for system architecture and automates the generation of attack and failure scenarios. The automation results are depending on assigned hypothesis.

3. INTEGRATING ATTACK MODELING AND SYSTEM ANALYSIS

In this section, we will explain the proposed approach of the attack model for system security analysis. In section 3.1 we will present a brief on the proposed approach. In section 3.2, we explore to link the attackers’ intentions and their strategies with STPA control loops of the system. Section 3.3 relates the ADTrees analysis and the attack surface of the system. In Section 3.4, we suggest extending this approach to using attack profile to focus the analysis of attack strategies.

3.1. Integrating Attack Modeling to the STPA Process

Attack modeling for system security analysis is an approach on top of STPA. Figure 1 illustrates the attack modeling process. The approach extends STPA process with three main steps which are the identification of attack profiles, the identification of unsecure control actions and the refinement into attack strategies. The attack profiles are defined to focus the analysis on specific attacker’s capabilities.
3.2. Bridging STPA Control Loops and Attack Defence Trees

In this section we explore how intention becomes action and how intention affects the STPA control loop. The difference between safety analysis and security analysis lies in the fact that the first does not consider the intention of an attacker. The attacker's intention and potential attack scenarios to accomplish the attacker's goal could be modelled using ADTrees with the root and upper attack nodes of the tree representing the attacker's intention and these nodes being decomposed further down the tree into specific attack steps.

To combine STPA and ADTrees modeling for security analysis, we suggest structuring the attack modelling following this pattern. Taking one attacker's aim as root of an ADTrees, we decompose it into more strategic intentions the attacker could envision to pursue the goal. We name this top part of the tree the Intention Tier. This part is composed only of attack nodes and is free of elements from the system’s modeling.

From each resulting individual intention, we continue the ADTrees modelling by building subtrees which are now in the Control Tier. This step is done by considering the attacker's intention faced with the STPA control loop of the system. The attack node is systematically decomposed into sub attack nodes targeting or tempering with each element of the STPA control loop. We name this refinement between single intention attack node and its control-loop specific attack sub-nodes a Tampering Chords as its aim is to identify how an intention could tamper with one element of the control loop and eventually resonate with the entirety of the control loop. This represents how the attacker could tamper with the system's control and therefore trigger unsecured actions. Tampering Chords are the sets of connections between the Intention Tier and the Control Tier.
Different strategies or phases of an attack are analysed with regards to the STPA control loops of the system in the Control Tier of the ADTree. In the Control Tier the description of attack scenarios remains high level. The attack and defence nodes at the Control Tier are associated with an STPA control loop. Tampering Chords are the connections between the nodes in the Intention Tier and the Control Tier, they are the bridges to translating the attacker’s intentions into specific disruptions to the system’s STPA control loops. Tampering Chords are the key to establishing unsecure control actions triggered by the attacker’s actions that need to be prevented.

The generic STPA control loop consists of four main elements which are Controller, Actuator, Controlled process and Sensor. The control model presented in STPA is meant to define unsafe control action for the controller and the control process. An attacker could tamper with any element of the control loop in a way that would trigger an unsecure control action by the system. Missing or inadequate actions in a control loop could be hazardous for the system.

Suspected system behaviour could be expressed as an intentional system failure (triggered by an attacker’s action) and non-intentional system failure. The STPA causal factors can provide the rationale for how non-intentional system failures can occur. These could be complemented by ADTrees to give the rational for how intentional system failures can occur. We can use security constrains as countermeasures for the attack scenarios. Defence nodes are a shortcut for establishing security requirements.

3.3 Attack Surface and ADTrees

Individual attack nodes within the Control Tier are related to an element of the STPA Control Loop. These individual attack nodes might have sub defence nodes which will correspond to security constraints. They could also be refined further into more concrete actions. This refinement should reach a point where the attacker is exploiting a vulnerability of a component of the system to start or continue its attack. Such concrete attack actions are leaves in the ADTree. These leaves represent the attack surface of the system. The way they are combined gives the dependency between components’ vulnerabilities. We name this part of the ADTree the Component Tier as it is closely related to the physical implementation of the system. Steps of concrete attacks in the Component Tier are combined to reach nodes of the Control Tier. By using these separate tiers, we distinguish the system surface of attack’s exploit and the deception of the intelligence of the system by attacking its control loops.

Figure 2 illustrates how Tempering Chords seat at the boundary between Intention Tier and Control Tier, and how Components Tier refines the attack strategies by highlighting the attack surface vulnerabilities they exploit.
3.4. Enhancing attack scenarios by attaching Attack Profile

An *Attack Profile* is a way of expressing the attacker’s abilities. Inspired by attack characterisations in (Schmittner, Ma, & Smith, 2014), we define attack profile as being composed of two mains categories: the attack agent and the attack mode.

*Attack agent* is the abilities, knowledge and capabilities to attempt attack regardless of the intention. They could be categorised into script kiddie (attacker with a medium expertise, and he can apply self-learning material), blue hat (experience attacker who makes his attack with the purpose of showing his skills), black hat (experienced attacker who makes his attack for the purpose of terrorising, for money, for political ideals or religion motives) and elite hacker (expert designing and deploying their own tool to sell vulnerabilities that they discover in the black market). The capabilities of cyber-attacks are very high because the attackers have access to wide recourses and because such skills are related to intelligence.

*Attack mode* could be malicious, denial of service, spoofing identities and publish tools. Malicious code can be defined as a piece of code that usually connects to another program and can cause the system to behave unpredictably. Each code is designed for different reasons. The activation time depends on the design, for example trojans, worms and viruses. Their propagation is variable. User interaction may not be required like with viruses. Denial of Service: it is intensive connection from a group which aims to block the service provider and cause network congestion which lead to service delays. Spoofing Identities: is defined as a process in which a single computer, email, or other account associated with the service or a computer receive is hijacked or stolen by hackers. It necessitates some technique like fishing or social engineering.

Defining appropriate attack profiles and attaching attack profiles to ADTrees could help to focus the analysis by employing only capabilities related to the profile to narrow down the assessment. However, this approach should not prevent exploring wider attack profiles but helps to organise the analyses.
4. CASE STUDY

4.1 Cyber Attack Steel mill in Germany

The second known cyber-attack that resulted in a damage to physical systems concerned a German steel factory in December 2014. The Federal Office for Information Security announced the steel mill accident in their annual report without mentioning the name of the factory. Reportedly, the attackers used phishing email to gain access to the plant’s network and then gain access to the production mill’s network. The malware, which redirected to a malicious website, was downloaded to the targeted computer from a trusted email. The attacker was able to cause system components failure. This had a specific impact on the shutdown of critical components, which led to the impossibility of stopping the blast furnace (Lee, Assante, & Conway, 2014).

The steel mill was targeted with the intention to cause physical damage. The general network of the facility was hacked at the beginning of the attack. Then, the plant’s production network which contains the management software of the steel mill was penetrated. The attacker took control of the plant’s controlling system and succeeded in disabling the furnace’s safety settings which caused serious damage to the infrastructure. According to the report, the attacker had a good knowledge and experience of the system. Figure 3 shows the design of the blast furnace’s controlling system (Lee et al., 2014). The controlling system has a dashboard with several indicators such as the temperature of the furnace, its pressure, the water level in the tank. An operator has access to the dashboard and can require in an emergency the pumping of more water from the backup tank into the main tank or to stop hot blast and water bump. The computer of the controlling system controls the temperature of the furnace automatically by opening the blast furnace hot air valve and closing it. The cooling system is also controlled by the computer automatically using water pumps. The temperature in the furnace must be between 1500°C and 2000°C in order to produce steel.

![Figure 3: Steel Mill Simple Design System](image)
4.2 STPA Analysis for Steel Mill Case Study

The first step in STPA is to define the purpose of the analysis, the system boundary, and losses and hazards for the system (see below).

Objective: to produce and sell steel

Losses:
L1- People die or injured in the steel mill.
L2- Steel mill production is stopped.

Hazards:
H1- Furnace is overheated [L1, L2]
H2- Furnace is unable to produce steel [L2]
H3- Furnace is physically injuring people [L1]

Safety constraints:
SC-1 Furnace temperature must be operated within limits [H1,H2,H3]
SC-1.1 Furnace temperature must not exceed 2000C [H1,H2,H3]
SC-1.2 Furnace temperature must not get lower than 1500C [H2]

The second step is to model the control structure. The analysis must identify the physical process and controllers, then define an unsafe control structure. Figure 4 shows the model of the control structure for the cooling mechanism, the heating of the furnace and their interactions.

Figure 4: Steel Mill STPA Simple Control Loop

The third step in STPA is to identify unsafe control actions from the control structure which is mainly to find the behaviour to be prevented. Table 1 gives the system’s unsafe control actions.

Table 1: STPA Unsafe Control Actions

<table>
<thead>
<tr>
<th>Not providing causes hazard</th>
<th>Providing causes hazard</th>
<th>Too early, too late, order</th>
<th>Stopped too soon/Applied too long</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Open water pump</strong></td>
<td>UCA-1: Computer does not provide open water valve when hot air valve close</td>
<td>UCA-2: Computer provides open water pump more than X seconds after hot air open</td>
<td>UCA-3: Computer stops providing open water pump too soon before the hot air valve fully open</td>
</tr>
<tr>
<td><strong>Close water pump</strong></td>
<td>UCA-4: Computer provides close</td>
<td>UCA-5: Computer provides close</td>
<td></td>
</tr>
<tr>
<td>Open hot air</td>
<td>Close hot air</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>water pump while hot air open</td>
<td>UCA-8: Computer does not provide close hot air</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[H1,2]</td>
<td>when water pump is closed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>water pump more than X seconds before hot air</td>
<td>UCA-9: Computer provides close hot air more than</td>
<td></td>
<td></td>
</tr>
<tr>
<td>close</td>
<td>X seconds after water pumps close</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCA-6: Computer provides open hot air while</td>
<td>UCA-10: Computer stops providing close hot air</td>
<td></td>
<td></td>
</tr>
<tr>
<td>water pump is closed</td>
<td>too soon before fully opening</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[H1,2]</td>
<td>before water pump is closed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCA-7: Computer provides open hot air more than</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X seconds before water pumps open</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Therefore, we can establish safety constraints (see below) from these unsafe control actions.

SC-1: The computer must not supply the open water valve when the hot air valve closes [UCA-1]
SC-2: The computer must not supply the open water pump for more than X seconds after opening the hot air [UCA-2]
SC-3: The computer must not supply the open water pump too early before fully opening [UCA-3]
SC-4: The computer must not supply a closed water pump when hot air is open [UCA-4]
SC-5: The computer must not supply the water pump closed more than X seconds before the hot air closes [UCA-3]
SC-6: The computer must not supply open hot air while the water pump is closed [UCA-6]
SC-7: The computer must not supply open hot air for more than X seconds before the water pumps open [UCA-6]
SC-8: The computer must supply hot air nearby when the water pump is closed [UCA-8]
SC-9: The computer must not supply hot air closed more than X seconds after the water pumps are closed [UCA-9]
SC-10: The computer must not interrupt the supply of hot air nearby too soon before closing [UCA-10]

The last step in STPA is to identify loss scenarios. This step is to explain how unsafe system behaviours could occur. For these scenarios, we consider multiple potential unsafe control actions. The updated model of Figure 5 includes the unsafe control action with the generic control diagram in blue. In Figure 6, the process model in red indicates what the controller believes. The process model for the water level indicates that the controller is to pump water from the reserve tank or use the backup pump when the water level is low. The temperature is normal. Thus, we need to redefine the process model in such a way that the computer should generate an alarm whenever the water level is getting low, helping the operator to send the command to stop the hot air or choose to do it manually.
S-1: The operator did not recognize the rapid increase in the temperature indicator because the indicator showed normal status.

S-2: The operator responses to the water level decreases by pumping more water into the cooling system and switching the backup pump.

S-3: The rapid increase of the temperature leads to water leak; which results in more water being pumped to the cooling system; which results in the mixing of water and iron; which leads to the explosion.
4.3 Steel Mill Attack Modeling

In this section we use ADTrees to model potential attacks in relation with the STPA analysis. In this case study, the intention of the attack is to cause life losses or enormous physical damage.

We build our ADTree, see Figure 7, following the steps of Section 3. The goal of the attacker is decomposed into intentions. Here, to simplify the tree, we showed a single intention. We then consider how this intention can tamper with the control loop of the system. We created three attack nodes as children of the intention attack node. These three nodes, which are unsecure control actions (USECA), could be later refined into specific attack sequences. In the example of Figure 7, the leftmost sub-tree corresponds to the successful attack described in the report. They exploited vulnerabilities in the networks and operating system (the sub-tree reaches elements of the attack surface). The rightmost sub-tree shows an example of a defence node.

The following USECAs correspond to the attack scenarios of Figure 7.
USECA-1 Attacker manipulates temperature reading
USECA-2 Attacker increases hot air in furnace
USECA-3 Attacker prevents cooling

For each USECA we could derive scenarios of attack from the ADTree, for instance the following scenario.
USECA-1
Components: Sensor
Control action 1: Gain access to controlling system
Control action 2: Gain access to general network
Control action 3: Gain access to production network
Control action 4: Run malware on controlling system

The attack leaves of the tree correspond to the vulnerabilities of the system. Note that an attack scenario would exploit individual vulnerabilities. The scenarios of attack indicate how these exploits could be combined. Such scenarios are therefore building a set of vulnerability dependencies which map the attack surface of the system.

The scenarios modelled with ADTrees can be refined using attack profiles. For instance, exploiting the networks and operating system vulnerabilities could well be done by attackers with
different levels of expertise (e.g. script kiddie or elite hacker) which will make steps in the attacks to be more or less likely to take place. Their intentions might also differ. Attaching these attack profiles to the ADTrees could focus the analysis by bringing additional realistic aspects to the scenarios of attack.

5. CONCLUSION

In conclusion, we explored the modeling of attack strategies together with control structure of STPA using ADTrees. This should facilitate the elicitation of vulnerabilities most likely to cause harm to the system, and to define attack countermeasures. We propose to guide the building of ADTrees by scrutinising the way attacker’s intention meet the control loops of the system. We also suggest using attack profiles to produce capability-focused attack scenarios. We applied this approach on a case study. We believe that this example shows the potential to help narrow down the attack scenarios modelled with the help of attack profiles. The connection between the STPA control loop and ADTrees elements offers a perspective in the design of modeling tools to establish unsafe actions in STPA, including the attacker’s intention. This work is still in progress. We are developing prototype modeling tools to evaluate the implementation and effectiveness to help assess in the security of complex systems.
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