Today, switched reluctance machines (SRMs) play an increasingly important role in various sectors due to advantages such as robustness, simplicity of construction, low cost, insensitivity to high temperatures, and high fault tolerance. They are frequently used in fields such as aeronautics, electric and hybrid vehicles, and wind power generation. This book is a comprehensive resource on the design, modeling, and control of SRMs with methods that demonstrate their good performance as motors and generators.
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### Preface

The past decade has witnessed a marked growth in the use of switched reluctance machines (SRMs) in a wide variety of consumer products and industrial applications. Prominent examples of such use are kitchen robots, vacuum cleaners, washing machines, machine tools, mechanical presses, electric vehicles, and textile machinery. Indeed, over the last 50 years SRMs have proven to be an attractive option due to their excellent performance at high speeds and intermittent operation. SRM design is based on simple construction with windings and a magnetic core. Its activation depends on an external electronic circuit, without the need for any mechanical switching system, making an SRM a robust machine in any environment, particularly one that requires operation at high speed or intermittently. The first prototypes SRMs appeared in the middle of the nineteenth century, and due to initial lack of knowledge, noise problems and torque oscillations attributed to non-linearities and problems in the smooth coupling of the electronic switching circuit with the magnetic circuit of the machine. Only in the mid-twentieth century, with the computational improvement of the analysis of magnetic circuits and the rapid evolution of electronic drive circuits by specialists in power electronics, these machines finally found their practical applications in electric drives.

Despite the visible successes of SRMs, there is still a substantial misunderstanding in terms of their intrinsic potential, how they compare to other electric machines, and their strengths and main limitations. In part, the misunderstanding stems from the circumstances that the optimum drive waveform is not a pure sine wave, due to the relatively non-linear torque of the rotor in its displacement, and the inductance is greatly dependent on the position of the stator phase windings. This book examines improvements to the design, modeling, and control of SRMs in the aspects of software, hardware, electrical and magnetic circuits, and of the machine and drive systems.

This volume contains fourteen chapters written by experts in the field from Asia, Europe, South America, and the United States. The book is organized into two parts. The first part focuses on modeling and explains the essence of the mathematical models for numerical simulation and the ideas underlying the machine design methodologies. This part ends with a chapter dedicated to design of ultra-high speed SRMs. The second part covers the control techniques of SRM where the potential of the controllers presented is demonstrated in numerical and experimental results. The last chapter addresses the challenging topic of control of a linear SRM.

The idea to edit this book stems from a very good collaboration between the editors. It began in 2018 when Ana Mamede, a PhD student supervised by José Camacho, was invited to work as a mobility student at the Faculty of Engineering of the University of Porto (FEUP) in Portugal. Since then the editors have participated in joint research. Some chapters in this book are the result of that collaboration.

We would like to express our special thanks to the chapter authors for their contributions and cooperation throughout the publication of this book.
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Modeling and Design
Chapter 1
Modeling and Simulation of Switched Reluctance Machines
Mahmoud Hamouda and László Számel

Abstract
This chapter discusses the modeling and simulation approaches for switched reluctance machines (SRMs). First, it presents the modeling methods for SRMs including analytical models, Artificial intelligence based models, and lookup tables based models. Furthermore, it introduces the finite element method (FEM) and experimental measurement methods to obtain high fidelity magnetic characteristics for SRMs. Step-by-step procedure is explained for SRM modeling and analysis using FEM. The direct and indirect measurement methods of SRM magnetic characteristics are included, comparison between the measured and FEM-calculated characteristics is achieved, and good agreement is seen. In addition, this chapter gives the mathematical modeling of SRM, and explains its model development using MATLAB/Simulink environment. Simulation and experimental results are obtained, a very good agreement is observed.

Keywords: switched reluctance machines, magnetic characteristics, analytical models, artificial intelligent models, lookup tables, finite element analysis, experimental measurement, MATLAB simulation

1. Introduction
Accurate modeling of switched reluctance machines (SRMs) is the key stone for developing and optimizing different control strategies. Accurate prediction of machine performance under transient and steady-state conditions requires precise knowledge of its magnetic characteristics. However, the doubly salient structure, deep magnetic saturation, switching form of supply, and highly nonlinearity make it very complicated to accurately model the magnetic characteristics of SRMs [1–4].

Several approaches are used to model the magnetic characteristics of SRMs including analytical models, artificial intelligent models, and lookup tables based models [5, 6].

The analytical models can be derived directly from machine geometry, and magnetic theory [4, 7–10]. They can also be driven from the previously obtained data using finite element analysis (FEA) or experimental measurements [11–15].

Intelligent techniques such as fuzzy logic and artificial neural networks (ANNs) are inherently suitable to model the nonlinear characteristics of SRMs. They have been reported for SRM modeling in [16–19]. However, the training needs high skills and a large number of given data. It should be noted that although the accuracies of aforementioned intelligence methods are relatively high, they still demand substantial measured samples to train the network or generate the rules.
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The analytical models can be derived directly from machine geometry, and magnetic theory [4, 7–10]. They can also be driven from the previously obtained data using finite element analysis (FEA) or experimental measurements [11–15].

Intelligent techniques such as fuzzy logic and artificial neural networks (ANNs) are inherently suitable to model the nonlinear characteristics of SRMs. They have been reported for SRM modeling in [16–19]. However, the training needs high skills and a large number of given data. It should be noted that although the accuracies of aforementioned intelligence methods are relatively high, they still demand substantial measured samples to train the network or generate the rules.
For the lookup tables’ techniques, the models are commonly based on interpolation and extrapolation. The accuracy of the lookup table methods heavily depends on the number of stored samples. The data can be obtained by FEA or measurements with efficient resolution to achieve a highly trusted model [20, 21].

The analytical functions and the intelligent approaches introduce errors in the model and even the ones capable of a high grade approximation are usable only on certain machines. The output quantities have values different from the real ones measured on the test bench, making the model unusable for the optimization of the geometry and/or control. Thus the need of building models based directly on the magnetization curves obtained by FEA or by measurements on a test bench, capable of taking into account all nonlinearities and eliminating all inaccuracies arose. In the early days, the process of modeling electromagnetic field of SRMs with FEM based software was considered slow and demanding, but nowadays with the evolution of computers the FEM analysis has become imperative in describing the behavior of SRMs. Therefore, this chapter focuses on the modeling of SRM using data obtained from FEA or measurements in form of lookup tables.

2. Analytical modeling of SRM

Analytical models play an important role to easy the machine analysis as the integrations and differentiations are easier to be performed analytically. They can be of great help in the initial estimations of machine torque, efficiency that is required for the better selection of machine drive, where a trade-off between model accuracy and computation time can be made [5]. For high performance SRM drive, sometimes accurate analytical models become indispensable for machine simulation and real-time implementation as it is may be the simplest.

Several researches have been directed to analytically model SRM directly from its physical information. In order to express the idea of analytical models, an example is explained as follows. In [7], an analytical model is derived based on a piecewise analysis of machine fundamental geometry and turns per phase. The flux is represented by Eq. (1) as follows:

\[
\lambda(i, \theta) = a_1(\theta)\left[1 - e^{a_2(\theta)i}\right] + a_3(\theta)i
\]  

where \(i\) is the motor current, \(\theta\) is the rotor position, and \(a_1(\theta), a_2(\theta),\) and \(a_3(\theta)\) are the unknown coefficient that needs to be calculated. The incremental inductance can be obtained from flux derivative as:

\[
l(i, \theta) = \frac{\partial \lambda(i, \theta)}{\partial i} = -a_1(\theta) \cdot a_2(\theta) \cdot e^{a_2(\theta)i} + a_3(\theta)
\]  

Unsaturated phase inductance \(L\) can be represented as a function of rotor angle as:

\[
L(\theta) = -a_3(\theta) \cdot a_2(\theta) + a_3(\theta)
\]  

Equation (3) is rearranged as,

\[
a_2(\theta) = \frac{a_3(\theta) - L(\theta)}{a_1(\theta)}
\]  

DOI: http://dx.doi.org/10.5772/intechopen.89851
The unknown coefficients $a_1(\theta)$, $a_3(\theta)$, and $L(\theta)$ are functions of rotor angle and needed to be determined. Figure 1 shows the proposed piecewise linear models for these coefficients. The angle $\theta_a$ and $\theta_u$ refer to the aligned and unaligned rotor positions respectively. From $\theta_0$ to $\theta_1$, the stator and rotor pole arcs are fully covered. After $\theta_1$, the rotor pole arc starts to uncover stator pole arc. At $\theta_2$, the pole arcs become fully uncovered. Eleven parameters are included to be determined in calculation process that are four Magnetization coefficients ($a_1(\theta_a), a_3(\theta_a), a_1(\theta_u), a_3(\theta_u)$), three Inductive constant ($L_{max}, L_{min}, L_{corner}$), and four angular breakpoints ($\theta_1, \theta_1', \theta_2, \theta_u$). The angular breakpoints are found directly from motor design parameter. Inductive constant $L_{max}$ is found from Eq. (3), while determination of $L_{corner}$ and $L_{min}$ require dimensional detail of the rotor and stator poles. The magnetization coefficient $a_1(\theta_a)$ and $a_3(\theta_u)$ are found iteratively. Step-by-step procedure of finding each parameter is covered in [7].

In [8], an analytical model for SRM is derived using the flux tube method. It divides the angle between the aligned and the unaligned positions into three regions. In [9, 10], the analytical model is derived from the equivalent magnetic circuits of SRM. In [4], a proposed method of determining the stator winding flux linkages and torque of a fully pitched mutual coupled SRM is presented.

A popular method for analytical model development of SRMs is to fit the previously obtained magnetic characteristics using analytical formulations. In [22], an exponential equation is used for SRM modeling. It was not enough to achieve an adequate model. Hence, an additional term depending on rotor position was introduced in [23]. In [5, 24], exponential functions are used for SRM modeling. It has a better accuracy, but requires intensive computation to find model parameters using least square method. In [25–27], Fourier series is used for SRM modeling. But the determination of Fourier series coefficients is complicated.

**Figure 1.**
Piecwise linear model assumed for unsaturated phase inductance, magnetization coefficient $a_1$ and $a_3$, as a function of rotor angle $\theta$. 

Diagram showing the piecewise linear model for unsaturated phase inductance, magnetization coefficient $a_1$ and $a_3$, as a function of rotor angle $\theta$. The model is divided into three regions: aligned (0 to $\theta_a$), unaligned (0 to $\theta_u$), and corner (0 to $\theta_0$). Each region is characterized by specific coefficients and equations.
3. Artificial intelligence-based models

Among the artificial intelligence techniques, fuzzy logic and artificial neural networks (ANNs) are employed to model the nonlinear magnetic characteristics of SRMs. They have been reported in SRM modeling in [28–31]. In [28], a two-layer recurrent ANN is employed to identify the damper currents and resistance of phase winding from operating data. By this modeling method, the accurate nonlinear model can be obtained. Likewise, complex expressions and fitting algorithms are circumvented. In [29], a four-layer back-propagation (BP) ANN is applied to estimate the electromagnetic characteristics under the stator winding fault condition. Similarly, fuzzy logic systems also have strong nonlinear approximation ability. In [30], a fuzzy logic system is adopted to describe the electromagnetic characteristics, which shows high reliability and robustness. On this basis, an improved fuzzy logic system is implemented in [31] and it only requires 264 rules compared to nearly 1000 rules in [30] while maintaining a high accuracy. It should be noted that the intelligence methods require a high number of measured samples to train the network or generate the rules.

4. Finite element analysis of SRM

It is well known that finite element method (FEM) is used to determine the magnetic vector potential over complex geometry with nonlinear magnetic characteristics such as SRMs. In the early days, the process of modeling electromagnetic field of SRMs with FEM based software was considered slow and demanding, but the recent programs for finite element analysis (FEA) make the calculation of SRM magnetization characteristics much easier and speed up computations by static magnetic field analysis. Lately, several software programs are available for FEA that can provide 2D or 3D analysis. The 3D software may require longer time but provides better accuracy. The 2D software can provide the required accuracy with proper settings, which can efficiently save time and effort. Hence, 2D FEA for SRMs is a good choice; it can provide accuracy similar to 3D FEA [13]. FEMM (Finite Element Method Magnetics) is a free 2D software for FEA, it has a basic advantages of being executed using MATLAB. Only an Octave is needed to link FEMM with MATLAB. It needs only 1/4 of the stator geometry to draw/represent the complete motor. The complete analysis and output data storage can be executed and plotted using MATLAB, which can provide an easy way for machine analysis and optimization. Therefore, FEMM is used in this work.

4.1 Equations used for FEA

A set of equations describing the problem is given below. The magnetic flux density \( B \) in a magnetic material can be given as [32],

\[
B = \mu H = \frac{H}{\gamma}
\]  

(5)

where \( H \) is the magnetic field density, \( \mu \) is permeability of the magnetic material and \( \gamma \) is the reluctivity of the magnetic material. From Ampere’s law,

\[
\text{curl}(B) = \mu J_o
\]  

(6)

where \( J_o \) is the current density.
Defining the magnetic vector potential A as,

\[ B = \text{curl}(A) \]  
\[ \text{curl}(\text{curl}(A)) = \mu J_o \]  
\[ \nabla^2 A - \nabla A = \mu J_o \]  

This implies that,

\[ \nabla^2 A = -\mu J_o \]  

Using the assumption (c) below, the above expression can be written as,

\[ \frac{\partial}{\partial x} \frac{\partial A}{\partial x} + \frac{\partial}{\partial y} \frac{\partial A}{\partial y} = -\mu J_o \]  

The solution of Eq. (11) gives the magnetic vector potential A inside the motor. It is obtained using an interpolation technique to minimize the nonlinear energy functional,

\[ F = \int_{Q} \left[ B \int_{0}^{B} H dB - J_o \int_{0}^{A} dA \right] dQ \]  

where Q is the problem region of integration.

The entire problem region Q is subdivided into triangular finite elements. The elements are defined such that the sides of the triangles coincide with the boundary of each material. FEMM implements this by allowing the placement of nodes on each of the boundaries. The following assumptions are made to estimate the magnetic field inside SRM [14, 21, 32]:

a. The magnetic materials of the stator and rotor are isotropic

b. The magnetic vector potential and current density have z-directed components only.

c. The stator windings are identical and positioned symmetrically along the stator bore.

d. The stator and rotor are concentric and the air gap which separates them has constant width at aligned position.

e. The end effects, hysteresis effects, the skin effect are neglected.

4.2 Modeling of SRM using FEA

Modeling of SRM using FEMM requires three sequential stages. The first stage is to read the motor dimensions and plot its geometry. The second stage defines the
materials properties over machine geometry, circuits, and boundary conditions. The final stage analyses the machine and calculates the desired magnetic characteristics. The code is written using FEM-Octave to link FEMM software with MATLAB software. The FEM-Octave file contains all the required functions to draw, define and analysis the studied geometry [33].

Before starting of geometry plotting, it is needed to open a new FEMM file with the desired settings. For SRM analysis, the new file is an electromagnetic problem with the following definitions:

4.2.1 Geometry plotting

The FEM-based electromagnetic analysis of an SRM starts by creating the geometry of real machine. The geometrical dimensions of the studied 8/6 SRM are gathered in Table 1. Figure 2 shows the cross-sectional area of SRM considering the symmetry along the length of the machine.

After the geometrical parameters are known, a lot of mathematical formulation should be deduced to define the Cartesian coordinates for each corner point in this geometry (in our case the SRM). The studied machine is an 8/6 SRM, it has 8 stator poles and 6 rotor poles as shown in Figure 2. The SRM has a symmetrical geometry. Only one rotor pole can be drawn and rotated five more times with 60° shift, the

<table>
<thead>
<tr>
<th>Geometry parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output power (kW)</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>Rated voltage (V)</td>
<td>—</td>
<td>600</td>
</tr>
<tr>
<td>Rated RMS current (A)</td>
<td>—</td>
<td>9</td>
</tr>
<tr>
<td>Rated speed (r/min)</td>
<td>—</td>
<td>1500</td>
</tr>
<tr>
<td>Turns per pole</td>
<td>N</td>
<td>88</td>
</tr>
<tr>
<td>Phase resistance (Ω)</td>
<td>R</td>
<td>0.64 Ω</td>
</tr>
<tr>
<td>Shaft diameters</td>
<td>Dsh</td>
<td>36</td>
</tr>
<tr>
<td>Bore diameters</td>
<td>Dbore</td>
<td>96.7</td>
</tr>
<tr>
<td>Stator outside diameter</td>
<td>Doy</td>
<td>179.5</td>
</tr>
<tr>
<td>Height of rotor pole</td>
<td>htr</td>
<td>18.1</td>
</tr>
<tr>
<td>Height of stator pole</td>
<td>hts</td>
<td>29.3</td>
</tr>
<tr>
<td>Air-gap length</td>
<td>lg</td>
<td>0.4</td>
</tr>
<tr>
<td>Rotor pole arc</td>
<td>βr</td>
<td>21.5°</td>
</tr>
<tr>
<td>Stator pole arc</td>
<td>βs</td>
<td>20.45°</td>
</tr>
<tr>
<td>Stack length</td>
<td>Lst</td>
<td>151</td>
</tr>
</tbody>
</table>

Table 1. The design data of SRMs in mm.
same can be done for the stator but the rotation will be seven more times with 45° shift. The procedure is well explained through the following Figures 3–5.

After the calculation of the required (x, y) coordinates for one rotor pole, it can be plotted as shown in Figure 3(a). One rotor pole is drawn by the definition of 5 points (P1-p5). First, the five points need to be added to the FEMM file, after that the connection between points is achieved. Using the Octave functions (mi_addnode, mi_addsegment, and mi_addarc) to connect between the points as follows:

```matlab
%% rotor points
mi_addnode(x_p1,y_p1);
mi_addnode(x_p2,y_p2);
mi_addnode(x_p3,y_p3);
mi_addnode(x_p4,y_p4);
mi_addnode(x_p5,y_p5);

%% connect between rotor points
mi_addsegment(x_p1,y_p1,x_p2,y_p2);  % segment P1 - P2
mi_addsegment(x_p3,y_p3,x_p4,y_p4);  % segment P3 - P4
mi_addsegment(x_p3,y_p3,x_p2,y_p2);  % segment P3 - P2
mi_addarc(x_p3,y_p3,x_p2,y_p2,theta32,5);  % arc-segment P3 - P2
mi_addarc(x_p5,y_p5,x_p4,y_p4,theta54,5);  % arc-segment P5 - P4
```

The variable (theta32) is the angle of arc-segment that connects points P3 and p2. Noting that the arc is drawn counterclockwise direction with 5 segments. After drawing of one rotor pole, the other poles can be drawn by copying and rotation of this pole with 60° shift. The rotation function is (mi_copyrotate). It needs first to select the parts that will be rotated. For the rotor pole, the rotated parts are 2
segments (segment P1-p2, segment P4-p3,) and 2 arc-segments (arc-segment P2-p3, arc-segment P4-p5). The following MATLAB script explains the process:

```
%% Select the rotor parts that will be rotated
mi_clearselected; % clears all the selected parts
mi_selectsegment(x_p1,y_p1); % select segment P1 - p2
mi_selectsegment(x_p4,y_p4); % select segment P4 - p3
mi_selectarcsegment(x_p2,y_p2); % select arc-segment P2 - p3
mi_selectarcsegment(x_p4,y_p4); % select arc-segment P4 - p5
mi_copyrotate(0, 0, 60, 6); % rotate selected parts around (0,0)
mi_clearselected;
```

After the rotation, the rotor will be completely drawn as shown in Figure 3(b). The same procedure can be done for the stator pole including the windings. One stator pole can be drawn by the definition of (x, y) coordinates of 13 points (P6-p18) as shown in Figure 4(a). The final stator poles will be as shown in Figure 4(b). The complete geometry of SRM is shown in Figure 5.

![Figure 3](image)

**Figure 3.**
The rotor plotting for 8/6 SRM. (a) One rotor pole drawing (b) The complete rotor drawing.

![Figure 4](image)

**Figure 4.**
The stator plotting for 8/6 SRM. (a) One stator pole drawing (b) The complete stator drawing.
4.2.2 Definition of materials, circuits and boundary conditions

4.2.2.1 Definition of materials properties

After defining the geometry, it is necessary to attribute to each area its magnetic properties of the corresponding material. The areas of air and copper winding are set with a unitary relative magnetic permeability. It is important to note that the central circular area as shown in Figure 3(b) is not filled by air but corresponds to machine shaft that is made of a nonmagnetic material with a unitary relative magnetic permeability. Hence, the shaft can be considered as air. For the stator and rotor areas, the magnetization curve is very essential.

The FEMM has its materials library that contains the magnetic properties for quiet enough number of materials. For SRM, it is needed to define the magnetic properties for three materials. The air-gap can be defined as air, and the coils can be defined as copper (for example, 18 AWG). The type of steel core differs from machine to another; it should be defined carefully according to its steel type. Generally M-19, M-27, M-36, M-43, M-47, and M-50 are mostly used in rotary electric machines.

Before defining the material properties, it should be first added to the FEMM file using function (mi_getmaterial) as follows:

```matlab
%% Add materials
mi_getmaterial('Air');
mi_getmaterial('18 AWG'); % copper
mi_getmaterial('Cold rolled low carbon strip steel'); % Steel core
```

The added materials are fully defined within the FEMM. So there is no need for more definitions. If it is necessary to change the material definitions, one can use function (mi_modifymaterial). If the material does not exist in FEMM materials library, one can use function (mi_addmaterial), but it is needed to define the material carefully.

Once all the materials are added and fully defined as desired, they should be included in the drawn geometry as shown in Figure 6. The shaft is defined as air, the rotor and stator iron are defined as cold rolled low carbon strip steel, the air-gap is defined as air, and the windings are defined as 18-AWG copper.

To achieve that, first you should add block label in each area, it is needed to set the block properties. This can be done by using (mi_addblocklabel, mi_setblockprop) functions.

4.2.2.2 Definition of current circuits

Now, it is time to define the current circuit for copper windings. In our case for 8/6 SRM, there are four independent phases (A, B, C, D). Each phase consists of two coils located at two opposite poles. The direction of current in motor windings must make magnetic field direction generated by both phase windings to be coherent. The flux will flow out from one pole to enter its opposite pole. According to the current direction in the coils, one pole is north and the other is south. It should be noted that, the current direction in FEMM is always positive, there is no negative currents, but it can be achieved if the number of turns is set to negative. The two coils on two opposite poles can be connected either in parallel or series.

Figure 7 shows the sign for the turns number for phase A. the pole on right is north and the other on left is south. If the turns are set wrong, for example both poles are north or both are south, the flux will diminish each other and the resultant flux will be almost zero.
To add the circuit properties, the function (mi_addcircprop) can be used. Then the properties of the previously defined 18 AWG blocks can be set to include the circuits. A code example is given below:

```
% To draw phase A (on the right and above)
mi_selectlabel(x_a, y_a);
mi_setblockprop('18 AWG', auto_mesh, mesh_size, A, 30, group, -N);
mi_clearselected;

% To draw phase A (on the right and below)
mi_selectlabel(x_a, -y_a);
mi_setblockprop('18 AWG', auto_mesh, mesh_size, A, 30, group, N);
mi_clearselected;

% To draw phase A (on the left and above)
mi_selectlabel(-x_a, y_a);
mi_setblockprop('18 AWG', auto_mesh, mesh_size, A, 30, group, -N);
mi_clearselected;

% To draw phase A (on the right and below)
mi_selectlabel(-x_a, -y_a);
mi_setblockprop('18 AWG', auto_mesh, mesh_size, A, 30, group, N);
mi_clearselected;
```

Each phase is defined by 4 copper blocks as shown in Figure 7. The four copper blocks should be included in the circuit with proper connection as described by the given code above. The (x, y) coordinates for each block are defined by (x_a, y_a). If
FEMM is set to automatically choose mesh size, then auto_mesh = 1. Otherwise auto_mesh = 0 and mesh_size should be chosen as desired. N is the number of turns per pole.

Figure 6.
The final drawn geometry with materials definitions.

Figure 7.
Setting the number of turns for one phase.
4.2.2.3 Definition of boundary conditions

It is needed to specify the area where the magnetic field is confined within the motor. A negligible flux leakage can be observed outside the stator, so the yoke circumstance can be defined as a zero potential vector \((A = 0)\). Dirichlet boundary conditions are the best choice for such problems.

4.3 Results of FE analysis

In 2D FEA, the solution accuracy depends on field nature and mesh size. The mesh size for any component of the entire model can be controlled by FEMM. Figure 8 shows two different mesh sizes at the unaligned rotor position \((\theta = 0^\circ)\) regarding phase A.

To obtain the solution, the value of phase current must be specified. This is done by applying a current driven source for a certain phase using \(\text{mi_setcurrent('A',i)}\) Octave function, and \(i\) is the value of the desired current. The phase current values used to obtain the model are between 0A and 30A with 1A increment. The rotor angles are changed from unaligned rotor position \((\theta = 0^\circ)\) to the aligned rotor position \((\theta = 30^\circ)\) with step of 0.5°. These current and angle resolutions are small enough to achieve high accuracy model for the studied 8/6 SRM. The FEMM analysis is achieved using \(\text{mi_analyze; mi_loadsolution}\) Octave functions.

Once a solution is obtained, the magnetic potential vector distribution is known, and hence the magnetic flux in each phase can be calculated. The flux density

![Figure 8](image.png)

**Figure 8.** The mesh size for SRM with (a) 23,473 nodes and (b) 28,703 nodes.
4.2.2.3 Definition of boundary conditions

It is needed to specify the area where the magnetic field is confined within the motor. A negligible flux leakage can be observed outside the stator, so the yoke circumstance can be defined as a zero potential vector ($A = 0$). Dirichlet boundary conditions are the best choice for such problems.

4.3 Results of FE analysis

In 2D FEA, the solution accuracy depends on field nature and mesh size. The mesh size for any component of the entire model can be controlled by FEMM. Figure 8 shows two different mesh sizes at the unaligned rotor position ($\theta = 0°$) regarding phase A.

To obtain the solution, the value of phase current must be specified. This is done by applying a current driven source for a certain phase using $mi\_setcurrent('A',i)$ Octave function, and $i$ is the value of the desired current. The phase current values used to obtain the model are between $0A$ and $30A$ with $1A$ increment. The rotor angles are changed from unaligned rotor position ($\theta = 0°$) to the aligned rotor position ($\theta = 30°$) with step of $0.5°$. These current and angle resolutions are small enough to achieve high accuracy model for the studied 8/6 SRM. The FEMM analysis is achieved using $mi\_analyze; mi\_loadsolution$ Octave functions.

Once a solution is obtained, the magnetic potential vector distribution is known, and hence the magnetic flux in each phase can be calculated. The flux density distribution at $\theta = 15°$ with an excitation current of $10(A)$ is shown in Figure 9. The flux lines at different rotor positions are shown in Figure 10.

The Magnetic flux linkage in phase A as a function of rotor position and excitation current as obtained by the finite element model is shown in Figure 11(a). Once the flux linkage is obtained, the inductance profile can be deduced according to Eq. (13) as shown in Figure 11(b). The air-gap torque produced on phase A as a function of the rotor position and excitation current as calculated by the finite-element model is shown in Figure 11(c). The doubly salient structure makes the flux, inductance and torque highly nonlinear functions of current magnitude ($i$) and rotor position ($\theta$).
5. Experimental measurement methods

Generally, the experimental measurements can be categorized into direct and indirect methods [21, 24]. The direct methods utilize magnetic sensors to directly measure pole flux [24], or they may measure the pole flux directly after proper processing of induced voltage over search-coil that is mounted on stator pole [14].

\[ L(i, \theta) = \frac{\lambda(i, \theta)}{di} \]  

(13)

5.1 Measuring method and platform

The phase voltage (V) and current (i) are used to measure phase flux linkage indirectly. At a desired rotor position (\( \theta \)), a pulsed dc voltage is applied to one phase winding, and the phase voltage and current are measured and recorded. The flux-linkage (\( \lambda \)) is calculated according to Eq. (10) or its discrete form in Eq. (11) [14].

\[ \lambda_i(\theta) = \lambda_0 + \int V - R \cdot i(\theta) \, dt \]  

(14)

\[ \lambda_n(\theta) = \sum_{k=1}^{n} V_k(\theta) - R \cdot i_k(\theta) \frac{\Delta t}{T_s} + \lambda_0 \]  

(15)

where \( R, n, T_s \) are the phase resistance, adopted number of samples and sampling period, respectively. \( \lambda_0 \) is the initial pole flux. It equals to zero because SRM has no magnets.

The same principle is used for torque measurement, but the phase current and torque signals are measured and recorded directly while rotor is locked at a specific position. The measurement procedure of flux/torque should be repeated several times owing to the desired angle resolution to generate the complete flux/torque data.

Figure 12 shows the schematic diagram of measurement platform.

5.2 Measurement results

As SRM has an identical geometrical structure, only one phase can be used for measurement, and only half electric period of 30° mechanical degrees are adopted for measurement. The remaining part of characteristics can be estimated by proper
The direct methods are rarely used because of the leakage flux that affects the accuracy [24]. On the other hand, indirect methods use phase voltage and current to estimate flux [12]. They can provide simple structure, low cost, and better accuracy [24]. Hence, they are adopted in this work.

5. Experimental measurement methods

Generally, the experimental measurements can be categorized into direct and indirect methods [21, 24]. The direct methods utilize magnetic sensors to directly measure pole flux [24], or they may measure the pole flux directly after proper processing of induced voltage over search-coil that is mounted on stator pole [14].

5.1 Measuring method and platform

The phase voltage (V) and current (i) are used to measure phase flux linkage indirectly. At a desired rotor position (θ), a pulsed dc voltage is applied to one phase winding, and the phase voltage and current are measured and recorded. The flux-linkage (λ) is calculated according to Eq. (10) or its discrete form in Eq. (11) [14].

\[
\lambda(i, \theta) = \int (V - R \cdot i) \cdot dt + \lambda(0) \quad (14)
\]

\[
\lambda(n) = \sum_{k=1}^{N} [V(k) - R \cdot i(k)] \cdot T_s + \lambda(0) \quad (15)
\]

where R, n, Ts are the phase resistance, adopted number of samples and sampling period, respectively. \(\lambda(0)\) is the initial pole flux. It equals to zero because SRM has no magnets.

The same principle is used for torque measurement, but the phase current and torque signals are measured and recorded directly while rotor is locked at a specific position. The measurement procedure of flux/torque should be repeated several times owing to the desired angle resolution to generate the complete flux/torque data. Figure 12 shows the schematic diagram of measurement platform.

5.2 Measurement results

As SRM has an identical geometrical structure, only one phase can be used for measurement, and only half electric period of 30° mechanical degrees are adopted for measurement. The remaining part of characteristics can be estimated by proper
mirroring. The measurement process starts at the unaligned position ($\theta = 0^\circ$) and ends at the aligned position ($\theta = 30^\circ$).

5.2.1 The measured results of flux-linkage

The tested 8/6 SRM is equipped with a search coil on stator poles. The search coil is used for verification purposes. The integration of voltage ($e$) induced on search coil gives directly the phase flux linkage. The measured phase voltage and current

![Figure 13. The measured waveforms at 17° for (a) voltage and current, (b) flux.](image)

The measured voltage and current waveforms at 17°. The graphs show the current and voltage over time, along with the integrated flux.

![Figure 14. The measured and FEM flux curves.](image)

The measured and Finite Element Method (FEM) calculated flux curves are compared in Figure 14. A good agreement is observed between the measured and FEM results.
are given in Figure 13(a). Their corresponding measured flux linkage is illustrated in Figure 13(b). The adopted current for measurements is 20A with positioning step of 1°. Figure 14 shows the obtained flux curve at five different rotor positions. It compares between the direct, indirect, and FEA methods. A very good agreement can be seen.

5.2.2 The measured results of static torque

The electromagnetic torque of the SRM is measured directly using a DRBK torque sensor. The DRBK has a limited sampling frequency of 1 kHz. This may affect the measurement accuracy. Better accuracy can be achieved if it is possible to measure reasonable number of samples. This can be achieved by increasing the measurement time. This time is the rising time of phase current. Adding an external inductance in series with phase winding can extend measurement time. The added inductance can increase time constant. Hence, current increase becomes slower allowing recording more torque samples. Figure 15 shows the measured torque signal along with phase current at position of 16.5°. The measured torque curves are shown in Figure 16. Figure 17 shows a comparison between measured and FEM-calculated torque characteristics, a very good agreement is observed.

![Figure 15](image1.png)
*Figure 15. The measured current and torque waveforms at 16.5°.*

![Figure 16](image2.png)
*Figure 16. The measured torque curves.*
5.3 Error analysis and minimization

There are several introduced errors during measurement process such as signal errors, parameter errors, and calculation errors. These errors need to be well post-processed to reduce them.

The signal errors include sensor-offsets and nonlinearities, electronics noises, and the quantization errors. Therefore, the voltage and current transducers need precise inspection to compensate signal error. The quantization errors can be reduced through differential connection of DAQ. In this connection, the analog to digital converter (ADC) of DAQ can achieve higher resolution that can ensure minimized quantization errors.

The parameter errors include rotor position and phase resistance. These errors happen as measured values differ from their actual values. The variation of phase resistance can be reduced by two methods. A dc measurement of phase resistance can be done several times while the average value is reported as the real one. Besides, the temperature effect on coil resistance can be minimized by using very low frequency (< 1 Hz) voltage pulses [7, 10]. The rotor position error comes from the encoder itself as the SRM is locked in a certain position. Therefore, in order to reduce rotor position error, a small angular step encoder is advised.

The calculation errors occur mainly because of the numeric integration. These errors depend on integration method and the sampling frequency. If a too low sampling frequency is used, the voltage and current waveforms will be distorted. Hence, the truncation errors of the numerical calculations will increase. On the contrary, if a too high sampling frequency is adopted, the rounding error will increase because of the huge number of computations.

6. Model development using MATLAB/Simulink

The switched reluctance drive system simulation is more complex than DC and AC drives. The dynamic simulation is carried out based on its mathematical model that is given through Eq. (16) to Eq. (24). These equations are solved simultaneously using MATLAB/Simulink.

6.1 Mathematical model of SRM

Due to the double salient structure, the flux linkage $\lambda(i, \theta)$, inductance $L(i, \theta)$, and torque $T(i, \theta)$ are functions of both current magnitude ($i$) and rotor position ($\theta$).
In \( \frac{3}{4} \) phases SRMs, almost two phases conduct simultaneously. The incoming and outgoing phases are denoted as \( k^{th} \) and \( (k-1)^{th} \) phases respectively. The phase voltage equations can be derived as follows [24, 34]:

\[
v_k = R_i k + \frac{d\lambda_k}{dt}, \quad v_{k-1} = R_i k - 1 + \frac{d\lambda_{k-1}}{dt}
\]

(16)

where \( v_k \) and \( v_{k-1} \) are the voltage for incoming and outgoing phases respectively. \( i_k \) and \( i_{k-1} \) are the current for incoming and outgoing phases respectively. When mutual flux is considered, flux linkage for incoming \( (\lambda_k) \) and outgoing \( (\lambda_{k-1}) \) phases can be expressed as:

\[
\lambda_k = \lambda_{k,k} + \lambda_{k,k-1}, \quad \lambda_{k-1} = \lambda_{k-1,k-1} + \lambda_{k-1,k}
\]

(17)

where \( \lambda_{k,k} \) and \( \lambda_{k,k-1} \) are the self-flux linkages of \( k^{th} \) and \( (k-1)^{th} \) phases respectively. \( \lambda_{k,k-1} \) and \( \lambda_{k-1,k} \) are the mutual flux linkages.

The flux linkage can be represented as Eq. (18) in terms of self and mutual inductances.

\[
\begin{bmatrix}
\dot{\lambda}_k \\
\dot{\lambda}_{k-1}
\end{bmatrix} =
\begin{bmatrix}
L_{k,k} & M_{k,k-1} \\
M_{k-1,k} & L_{k-1,k-1}
\end{bmatrix}
\begin{bmatrix}
i_k \\
i_{k-1}
\end{bmatrix}
\]

(18)

where \( L_{k,k} \) and \( L_{k-1,k-1} \) are the self-inductances of the \( k^{th} \) and \( (k-1)^{th} \) phases respectively. \( M_{k,k-1} \) and \( M_{k-1,k} \) are the mutual inductances.

Considering magnetic saturation, the phase voltage equations are derived as:

\[
\begin{bmatrix}
v_k \\
v_{k-1}
\end{bmatrix} =
R \begin{bmatrix}
i_k \\
i_{k-1}
\end{bmatrix} +
\begin{bmatrix}
L_{inc,k} & M_{inc,k,k-1} \\
M_{inc,k-1,k} & L_{inc,k-1}
\end{bmatrix}
\begin{bmatrix}
\frac{di_k}{dt} \\
\frac{di_{k-1}}{dt}
\end{bmatrix}
\]

\[+ \omega_m \begin{bmatrix}
\frac{\partial L_{k,k}}{\partial \theta} & \frac{\partial M_{k,k-1}}{\partial \theta} \\
\frac{\partial M_{k-1,k}}{\partial \theta} & \frac{\partial L_{k-1,k-1}}{\partial \theta}
\end{bmatrix}
\begin{bmatrix}
i_k \\
i_{k-1}
\end{bmatrix}
\]

(19)

where \( \omega_m \) is angular speed of SRM. \( L_{inc,k} \) and \( L_{inc,k-1} \) are the incremental inductances of the \( k^{th} \) and \( (k-1)^{th} \) phases respectively. \( M_{inc,k,k-1} \) and \( M_{inc,k-1,k-1} \) are the incremental mutual inductances. Incremental inductance and incremental mutual inductance are given in Eq. (20) and Eq. (21). In linear magnetic region, the incremental inductance is equal to the self-inductance.

\[
L_{inc,k} = L_{k,k} + i_k \frac{\partial L_{k,k}}{\partial i_k}, L_{inc,k-1} = L_{k-1,k-1} + i_{k-1} \frac{\partial L_{k-1,k-1}}{\partial i_{k-1}}
\]

(20)

\[
M_{inc,k,k-1} = M_{k,k-1} + i_k \frac{\partial M_{k,k-1}}{\partial i_k}, M_{inc,k-1,k-1} = M_{k-1,k-1} + i_{k-1} \frac{\partial M_{k-1,k-1}}{\partial i_{k-1}}
\]

(21)

Electromagnetic torque of \( k^{th} \) phase can be derived as:

\[
T_{e(k)} = \frac{1}{2} \frac{\partial L_{k,k}}{\partial \theta} i_k^2
\]

(22)

where \( T_{e(k)} \) is the torque produced by \( k^{th} \) phase. For SRM with \( m \)-phases, the total electromagnetic torque \( T_e \) can be represented as:
The equation for mechanical dynamics is expressed as:

\[
T_e - T_L = B\omega_m + J \frac{d\omega_m}{dt}
\]

where \(T_L\) is the load torque, \(B\) is the friction constant, \(J\) is the machine inertia.

6.2 Simulation of SRM drive

A simulation model for the experimentally tested 8/6 SRM is achieved using MATLAB Simulink environment. The model can use the data obtained from measurements or from FEA. As discussed earlier in Section 5, both are in a very good agreement, but the measured data have better accuracy. Therefore, the model uses the data obtained from measurements. Using these data, the unwanted approximations introduced by the analytic models are eliminated, the precision of the results is increased and the perspective on the machine is more accurate. To avoid the inaccuracies inherent to the analytical model, the characteristics of current versus rotor position and flux and of torque versus rotor position and current are stored in lookup tables and are introduced in the model of the SRM. In this manner an accurate model of the machine is obtained, capable of providing an objective perspective on the behavior of the SRM under different operating conditions. The model can be further used in the optimization of control and/or design. Although these models are very close to the real behavior of the machine, the mutual coupling between phases, reported by previous work as having a small influence on the machine’s operation, is not taken into account [14, 21].

Modeling and simulation of one phase of SRM is shown in Figure 18. The inputs are the rotor position (\(\theta\)) and the phase voltage (\(V\)). The outputs are phase current (\(i\)) and phase torque (\(T\)). The model utilizes the measurement data of flux and torque after proper rearrangement in form of lookup tables [20, 21]. The torque data can be rearranged easily as the torque is measured as a function of current and position \(T(i, \theta)\). The hard task appears with the flux data \(\lambda(i, \theta)\), as the model calculates current as a function of flux and position \(i(\lambda, \theta)\). Hence, the measured flux data \(\lambda(i, \theta)\) should be processed and rearranged to produce required current data \(i(\lambda, \theta)\). This can be achieved by interpolation and extrapolation of flux data against current for different rotor positions. Due to the enormous measured

---

**Figure 18.**
Simulation of one phase of SRM.
The equation for mechanical dynamics is expressed as:

\[ T_e = B \omega_m + J \frac{d\omega_m}{dt} \]  

(24)

where \( T_e \) is the load torque, \( B \) is the friction constant, and \( J \) is the machine inertia.

6.2 Simulation of SRM drive

A simulation model for the experimentally tested 8/6 SRM is achieved using MATLAB Simulink environment. The model can use the data obtained from measurements or from FEA. As discussed earlier in Section 5, both are in a very good agreement, but the measured data have better accuracy. Therefore, the model uses the data obtained from measurements. Using these data, the unwanted approximations introduced by the analytic models are eliminated, the precision of the results is increased and the perspective on the machine is more accurate. To avoid the inaccuracies inherent to the analytical model, the characteristics of current versus rotor position and flux and of torque versus rotor position and current are stored in lookup tables and are introduced in the model of the SRM. In this manner an accurate model of the machine is obtained, capable of providing an objective perspective on the behavior of the SRM under different operating conditions. The model can be further used in the optimization of control and/or design. Although these models are very close to the real behavior of the machine, the mutual coupling between phases, reported by previous work as having a small influence on the machine’s operation, is not taken into account [14, 21].

Modeling and simulation of one phase of SRM is shown in Figure 18. The inputs are the rotor position (\( \theta \)) and the phase voltage (\( V \)). The outputs are phase current (\( i \)) and phase torque (\( T \)). The model utilizes the measurement data of flux and torque after proper rearrangement in form of lookup tables [20, 21]. The torque data can be rearranged easily as the torque is measured as a function of current and position \( T(i, \theta) \). The hard task appears with the flux data \( \lambda(i, \theta) \), as the model calculates current as a function of flux and position \( i(\lambda, \theta) \). Hence, the measured flux data \( \lambda(i, \theta) \) should be processed and rearranged to produce required current data \( i(\lambda, \theta) \). This can be achieved by interpolation and extrapolation of flux data against current for different rotor positions. Due to the enormous measured samples of flux, the interpolation and extrapolation of current \( i(\lambda, \theta) \) can ensure a sufficient accuracy.

The SRM cannot run directly from an AC or DC source; it requires continuous commutation from one phase to another. So, the motor itself and its converter are considered as one unit. For system simulation, the converter and the position sensing unit need also to be modeled. The most common converter for SRM is the asymmetric bridge converter as shown in Figure 12 for one phase of SRM. The position sensing unit feeds the controller with the correct position for each phase. According to the phase position, the controller determines the firing angles for this phase. The control defines the switching state for each phase according to the switch-on (\( \theta_{on} \)) and switch-off (\( \theta_{off} \)) angles. The voltage +V is applied when \( \theta_{on} < \theta < \theta_{off} \) and the voltage is −V when \( \theta \geq \theta_{off} \). The phase currents of the motor can

---

**Figure 19.**
Block diagram of SRM control system.

**Figure 20.**
Simulation results under transient conditions: (a) motor speed; (b) the total electromagnetic torque; and (c) the reference current and one phase current.
be limited using chopping process. The block diagram of SRM control system is shown in Figure 19. It has an outer loop speed controller that outputs the reference current signal (I_{ref}) according to speed error signal (\Delta\omega). An inner loop current controller is needed to regulate motor phase current (i) to track its reference current. A feedback of rotor position is essential for motor operation.

6.2.1 Simulation results

The SRM operates in two modes according to the motor speed. At low speeds the back-emf is very small compared to the applied voltage, the current increases rapidly after the instant of switching-on. The rapid increase of the phase current must be limited to an allowable value by Hysteresis Current Control (HCC). On the other hand, at high speeds the back-emf is considerable and the current is lower than the permissible value. In this case, the voltage is a single pulse.

Figure 20 shows the simulation results under transient conditions. The motor speed changes from 1000 r/min to 2000 r/min at 0.4 sec. The load torque changes from 10 Nm to 6 Nm at time 0.3 sec. The speed response is shown in Figure 20(a). The total torque is given in Figure 20(b), as noted it has a highly noticeable ripple that is the major drawback for SRMs. Figure 20(c) shows the performance of current controller as it regulates phase current to track its reference current.

The current profile under low and high speed is shown in Figure 21. For low speed, the current is regulated using HCC, the phase voltage is changed between +V and −V to achieve that control, the shape of phase flux is a little bit away to form a triangular shape as shown in Figure 21(a). For high speeds, the phase voltage becomes a single pulse, the current limitation is no longer in use, the flux becomes a pure triangle as shown in Figure 21(b).

7. Experimental verification

For the detailed experimental verification of the established model, a series of results are obtained. A comparison between the simulated and experimentally
be limited using chopping process. The block diagram of SRM control system is shown in Figure 19. It has an outer loop speed controller that outputs the reference current signal (I_{ref}) according to speed error signal (\Delta \omega). An inner loop current controller is needed to regulate motor phase current (i) to track its reference current. A feedback of rotor position is essential for motor operation.

6.2.1 Simulation results

The SRM operates in two modes according to the motor speed. At low speeds the back-emf is very small compared to the applied voltage, the current increases rapidly after the instant of switching-on. The rapid increase of the phase current must be limited to an allowable value by Hysteresis Current Control (HCC). On the other hand, at high speeds the back-emf is considerable and the current is lower than the permissible value. In this case, the voltage is a single pulse. Figure 20 shows the simulation results under transient conditions. The motor speed changes from 1000 r/min to 2000 r/min at 0.4 sec. The load torque changes from 10 Nm to 6 Nm at time 0.3 sec. The speed response is shown in Figure 20(a). The total torque is given in Figure 20(b), as noted it has a highly noticeable ripple that is the major drawback for SRMs. Figure 20(c) shows the performance of current controller as it regulates phase current to track its reference current. The current profile under low and high speed is shown in Figure 21. For low speed, the current is regulated using HCC, the phase voltage is changed between +V and -V to achieve that control, the shape of phase flux is a little bit away to form a triangular shape as shown in Figure 21(a). For high speeds, the phase voltage becomes a single pulse, the current limitation is no longer in use, the flux becomes a pure triangle as shown in Figure 21(b).

7. Experimental verification

For the detailed experimental verification of the established model, a series of results are obtained. A comparison between the simulated and experimentally obtained current waveforms is achieved for different operating as given in Figure 22. As seen a very good agreement is achieved that reflects the modeling accuracy.

8. Conclusions

This chapter explains the modeling and simulation methods for SRMs. It discusses the analytical and intelligent methods for SRM modeling. Besides, it determines the static performance of an 8/6 switched reluctance machine as obtained from the two dimensional finite-element method analysis using FEMM and compares the results with experimental obtained ones. A very good agreement is observed. Then it gives the simulation of the SRM drive system in MATLAB/Simulink environment.
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Chapter 2
Switched Reluctance Motor
Modeling and Loss Estimation
Pedro Sousa Melo and Rui E. Araújo

Abstract
Switched reluctance machines (SRM) are an alternative to conventional and permanent magnet (PM)-based machines. They are simple, robust and fault tolerant, and able to reach very high speeds with high efficiency. However, they operate with high torque pulsation and are noisy. Also, a nonconventional power converter type and specific control schemes must be included. Furthermore, SRM operation is characterized by high nonlinear features, which makes it difficult to be modeled and controlled. SRM energy conversion principles are a keystone to understand its operation. SRM efficiency increases with speed, where core and mechanical losses are more significant. For this machine, core loss estimation is a complex task, due to the nonlinear behavior of the magnetic materials. In addition, flux waveforms are not sinusoidal and particular waveforms appear in different core sections. Empirical formulas are usually considered in core loss estimation, but this is insufficient for SRM.

Keywords: SRM geometric and magnetic features, modeling, energy balance, torque production, loss characterization

1. Introduction
Switched reluctance machines (SRM) have been recognized as an alternative to conventional AC and DC motor drives. They have a multi-domain potential, such as electric vehicle, household appliances, aircraft industry, and servo system, to name a few examples [1]. They are simple, rugged, and fault-tolerant machines, with low cost. Moreover, they can reach very high speeds with high efficiency, since there are no windings or permanent magnets (PM) in the rotor [2]. A considerable attention to SRM drives has been given by both industry and research community, mainly due to the absence of PM. Limitations on rare-earth element availability and their increasing cost are the main reasons, since those elements are fundamental in PM composition [1]. Nonetheless, there are some drawbacks that need to be tackled: they have high torque pulsation and noisy operation. Also, a nonconventional power converter type with specific control schemes must be included. Furthermore, its efficiency (low speed) and power density are lower than in PM machines [3, 4].

SRM modeling is fundamental for two basic reasons: design and control development. In the first one, reducing prototype costs, while optimizing its design (e.g., better efficiencies with reduced torque ripple and noise), is a crucial goal [5]. On the other hand, control development is necessary to achieve the desired performance, which is often challenging due to the nonlinear behavior of the machine.
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Abstract

Switched reluctance machines (SRM) are an alternative to conventional and permanent magnet (PM)-based machines. They are simple, robust and fault tolerant, and able to reach very high speeds with high efficiency. However, they operate with high torque pulsation and are noisy. Also, a nonconventional power converter type and specific control schemes must be included. Furthermore, SRM operation is characterized by high nonlinear features, which makes it difficult to be modeled and controlled. SRM energy conversion principles are a keystone to understand its operation. SRM efficiency increases with speed, where core and mechanical losses are more significant. For this machine, core loss estimation is a complex task, due to the nonlinear behavior of the magnetic materials. In addition, flux waveforms are not sinusoidal and particular waveforms appear in different core sections. Empirical formulas are usually considered in core loss estimation, but this is insufficient for SRM.
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1. Introduction

Switched reluctance machines (SRM) have been recognized as an alternative to conventional AC and DC motor drives. They have a multi-domain potential, such as electric vehicle, household appliances, aircraft industry, and servo system, to name a few examples [1]. They are simple, rugged, and fault-tolerant machines, with low cost. Moreover, they can reach very high speeds with high efficiency, since there are no windings or permanent magnets (PM) in the rotor [2]. A considerable attention to SRM drives has been given by both industry and research community, mainly due to the absence of PM. Limitations on rare-earth element availability and their increasing cost are the main reasons, since those elements are fundamental in PM composition [1]. Nonetheless, there are some drawbacks that need to be tackled: they have high torque pulsation and noisy operation. Also, a nonconventional power converter type with specific control schemes must be included. Furthermore, its efficiency (low speed) and power density are lower than in PM machines [3, 4].

SRM modeling is fundamental for two basic reasons: design and control development. In the first one, reducing prototype costs, while optimizing its design (e.g., better efficiencies with reduced torque ripple and noise), is a crucial goal [5]. On the
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other hand, coupling the SRM model with power converter and load models is fundamental for developing better control algorithms [1].

SRM operate under strong nonlinear conditions, where modeling can be a very challenging task. Finite element analysis (FEA) is a very accurate but time-consuming method. Analytical models and lookup tables are much faster but have reduced accuracy. Therefore, SRM modeling must be addressed as a trade-off between simulation accuracy and computational speed [6].

For any electrical machine, loss estimation is fundamental for design optimization and control. Furthermore, an accurate loss evaluation is vital for achieving the desired operation conditions [7]. Like in other electric machines, SRM losses occur in stator windings, core materials (stator and rotor), and mechanical moving parts. In high-speed operation, where SRM has better performances, core losses have a significant weight, together with the mechanical ones. Iron loss estimation in SRM is a complex task, mainly due to nonlinearities of the magnetic core. In addition, flux density waveforms are not sinusoidal, and different ones must be considered in several magnetic circuit parts, depending on the machine geometry [8]. Moreover, those waveforms are conditioned by control features.

This chapter is structured as follows: Section 2 starts with an overview on reluctance machines. Next, fundamental geometric and magnetic features, for conventional SRM, are addressed. Operation principles are discussed, highlighting the correlation between machine features and control parameters. In Section 3, energy conversion is deeply analyzed, based on a lumped parameter model. The focus is given to torque production mechanism. Section 4 addresses SRM losses, where common methods for SRM loss estimation are discussed. The impact of sinusoidal and nonsinusoidal flux density waveforms is also discussed.

2. SRM characterization

This section intends to present a general SRM overview. Several subjects are addressed, starting with the main advantages and drawbacks. Geometric and magnetic features, as well the operation principles, are also discussed.

2.1 Reluctance machines (RM) and SRM basic features

For every RM, torque production is a consequence of rotor movement to a position where the self-inductance of the excited winding is maximized (i.e., minimum magnetic reluctance). The motion may be rotary or linear, and the rotor may be interior or exterior [9]. This is a different principle from conventional machines, such as induction, synchronous (cylindrical rotor), or DC motors, where torque development results from the combination of two magnetic fields (stator and rotor).

Stator and rotor magnetic circuits are made of laminated soft magnetic iron. Generally, windings are located only in stator, consisting in several electrically independent phase circuits. They may be excited separately (e.g., SRM and stepper motor) or together (e.g., synchronous reluctance motor, SRM, and stepper motor). The rotor has no windings or permanent magnets, and its shape has a significant role in maximizing the phase inductance variation with its position. In fact, all these machines have in common a magnetic circuit with deep anisotropic features. The rotor simplicity is the main advantage when compared to permanent magnet or rotor winding machines. The manufacturing cost can be lower than in other types of motors; also, the reliability and robustness are improved and rotor cooling is not so
critical [9]. Figure 1 depicts the basic structure of SRM and synchronous reluctance motor (Synch_RM):

- SRM higher simplicity can be observed: stator winding coils are concentrated around its salient poles ($N_s$); usually, diametrically opposite windings are connected in series. Motor phases can be formed by one of these pairs or groups of pairs. The rotor geometry has also a set of salient poles ($N_r$)—in this case $N_s = 6$ (two poles/phase), while $N_r = 4$.

- Synch_RM has an AC conventional slotted stator, where the windings are sinusoidally distributed. Figure 1(b) represents a four-pole rotor with axially magnetic laminations.

Although SRM presents a similar structure when compared to variable reluctance (VR) stepper motors, there are important differences that should be highlighted: usually SRM have a small pole number, with a larger stepping angle. Most often, the rotor has a continuous movement, and its output power is much higher than in VR stepper motor [9].

In conventional SRM design, stator and rotor poles features are usually attached to the following conditions:

\[ N_s > N_r \]  
\[ \beta_r \geq \beta_s \]  
\[ \epsilon = \frac{1}{m} \cdot \frac{2\pi}{N_r} \]  
\[ \epsilon < \text{Torque Zone} < \beta_s \]  
\[ m = \frac{N_s}{N_s - N_r} \]

where $N_s$ and $N_r$ are, respectively, the stator and rotor poles (even numbers); $\beta_s$ and $\beta_r$ are, respectively, the stator and rotor pole arcs; $\epsilon$ is the stroke angle, i.e., the rotor displacement due to a single pulse current; and $m$ is the SRM phase number.

The denominator in Eq. (3) gives the total phase pulses/revolution, while Eq. (4) assures the motor can start, independently of rotor initial position. For an $m$-phase
SRM, there are several \((N_s; N_r)\) combinations, according to Eqs. (1) and (5). Table 1 shows the most common configurations.

Usually, the average torque is higher for large \(N_s\) and \(N_r\), with a smaller ripple. However, the number of power devices (switches and diodes) in the converter will increase. Therefore, the cost is higher, as well the switching losses. Conduction time is also higher, which increases copper losses. In addition, since phase current frequency \(f_s = \omega_r N_r\) \((\omega_r: \text{rotor angular speed})\), core losses will be higher. Nevertheless, torque ripple filtering becomes easier, due to its higher frequency [10].

2.2 SRM background and development

The SRM drives for industrial applications are relatively recent. Although the earliest recorded SRM is from 1838 [9], its actual development stage would not be possible without the semiconductor-based solid-state power switching technology in the early 1960s. This brought a huge interest in new machine development, as well in control methods, where the SRM is included.

In the last 40 years, different configurations of reluctance motor and switching methods have been investigated, both theoretically and experimentally. This is quite clear when the 67 worldwide registered patents on SRM before 1976 are compared to the 1755 ones, between 1976 and 1999 [11]. According to this reference, the total number of papers published in these periods increased from 11 to 1847, respectively. Presently, most significant SRM patents are the basis for its manufacture. The development of digital control and power electronics has made possible to exploit in an effective way the SRM characteristics [11].

From the power conversion perspective, the SRM main disadvantage is related to the absence of permanent magnets and windings in the rotor: the machine power density is limited by the single stator excitation source [10]. Also, due to the magnetic circuit geometry, the machine is very sensitive to the effects of fringing fields and magnetic saturation. This introduces high nonlinear features that must be considered in SRM operation. A power converter and a controller must be integrated with the SRM, since phase currents are electronically commutated. The consequent pulsed magnetic fields have a major contribution in torque ripple and acoustic noise, which are the main drawbacks of SRM drives [12]. In order to tackle these drawbacks, research efforts have been focused on control strategies [13, 14], but machine design [15] and power converter structure [16] have also been addressed.

Another relevant SRM particularity is a small phase mutual inductance. In many applications it is considered null, i.e., each phase is magnetically independent from

<table>
<thead>
<tr>
<th>(m)</th>
<th>(N_s)</th>
<th>(N_r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 1. SRM phase and poles configurations.

1 Chapter 2 of this reference includes an interesting and detailed overview on SRM historic development.
each other. This has a deep impact on the machine operation: since a phase fault has no influence in the other ones, SRM have a significant fault-tolerance capacity. As phase number increases, the smaller is the impact of a faulted phase. However, in high-speed operation, currents in adjacent phases can overlap for a significant portion of the conduction cycle. Therefore, the mutual flux linkages between phase windings can be most relevant, so their effects should be considered. This suggests that different model and control approaches must be addressed, whether SRM is operating in low or high speeds.

2.3 Geometric specifications

SRM phase inductance depends on both the current (due to saturation effect) and rotor position (θ). The unsaturated values of the aligned inductance (La) and the unaligned inductance (Lu) are fundamental in SRM basic theory, in particular the ratio \( \frac{L_a}{L_u} \) [9]. In addition, the machine geometric features have also a significant role, particularly the size and shape of stator and rotor poles, as well the air gaps. Figure 2 depicts some of the most relevant geometric parameters, given by:

\[
\tau_s = \frac{2\pi}{N_i} \tag{6}
\]

\[
\tau_r = \frac{2\pi}{N_r} \tag{7}
\]

\[
\theta_i = 2\pi \left( \frac{1}{N_r} - \frac{1}{N_i} \right), \text{with } N_i > N_r \tag{8}
\]

The stator and rotor pole pitch are, respectively, \( \tau_s \) and \( \tau_r \), where \( \theta_i \) is the phase shift between successive stator phase inductances. It can easily be seen that \( \theta_i = \epsilon \), by substituting Eq. (5) in Eq. (3).

2.4 Magnetic features

Figure 3 represents a set of magnetization curves, for one phase of an SRM, where each one is related to a different rotor position (θ). The aligned and
unaligned positions are the set limits. Also, the influence of magnetic saturation is visible.

Admitting uniform flux density, with no flux leakage and no saturation/hysteresis effect, the phase inductance can be approximated by:

\[ L_s = N_s^2 \cdot A(\theta) \left[ 2 \cdot \left( \frac{l_p}{\mu_{fe}} \cdot \frac{A(\theta)}{A_p} + \frac{l_0}{\mu_0} \right) + \frac{l_y}{\mu_{fe}} \cdot \frac{A(\theta)}{A_y} \right]^{-1} \]  

(9)

where: \( \mu_{fe} \) and \( \mu_0 \) are, respectively, the core material and the air magnetic permeability; \( A_p \) is the cross section of one stator and rotor magnetic pole (considering similar sections); \( A_y \) is the cross section of one yoke section (considering similar sections); \( l_p \) is the phase linkage flux longitudinal length in stator pole + rotor pole path; \( l_0 \) is the phase linkage flux longitudinal length in the air gap path; \( l_y \) is the phase linkage flux longitudinal length in yoke path between two stator magnetic poles.

Under the previous conditions, for both the aligned and unaligned position, one has \( A(\theta) = A_p \). The airgap term in Eq. (9) denominator is dominant, so \( l_0 \) has a profound impact in \( L_a \) and \( L_u \). Moreover, since SRM anisotropic features play a fundamental role on its performance, maximizing \( L_a/L_u \) is crucial in SRM design. In order to increase \( L_a \), the correspondent \( l_0 \) should be as small as possible. This highlights the fact that SRM aligned air gap must be tighter than for other machines. As a consequence, manufacture imperfection or rotor eccentricity will have a considerable negative impact in SRM operation [7].

From Figure 3, it can be seen that \( L_s(\theta) \) gradient is more relevant in the overlapping region, meaning that this is the most relevant torque production zone. In the overlapping regions, \( L_s \) varies approximately linearly with \( \theta \). Thus, it is reasonable to admit \( A(\theta) \) as:

\[ A(\theta) = l \cdot R \cdot \theta, \quad 0 < \theta < \beta_r \]  

(10)

where \( l \approx \) machine’s axial length; \( R \approx \) rotor pole radius; \( \beta_r \) rotor pole arc.

Nonetheless, it should be noted that \( A(\theta) \) is in fact much dependent on the machine pole shape.
2.5 SRM operation fundamentals

Torque production conditions can be seen in Figure 4, where an elementary single-phase machine is depicted, for different rotor positions.

In (a), rotor poles are perfectly aligned with the stator phase poles, where its inductance is maximum. Thus, no torque is produced. The rotor unaligned position is depicted in (d): its interpolar axis is aligned with the stator poles. The torque has a null value, since the rotor poles are displaced in an equivalent position related to the stator poles (here the phase inductance is minimum, since magnetic reluctance is maximum). As the rotor moves from the unaligned position and comes closer to any stator pole, the torque is no longer zero and tries to align the rotor with that particular stator pole: in (b) and (c), the developed torque tends to bring the rotor back to (a) position—this is a stable equilibrium position, while (d) is an unstable equilibrium position [9]. Torque direction is contrary in (b) and (c), which highlights the fact that switching currents in stator windings must be implemented according to the rotor position—it becomes clear that stator phases must be energized for rotor position between maximum and minimum phase inductance. This elementary machine highlights three important SRM general features [9, 10]:

i. In order to avoid situations (a) and (d) in Figure 4, all SRM verify the condition: \( N_s \neq N_r \). In those positions the motor is not able to start when stator phase is excited.
ii. Torque is produced by sequentially switching the currents in the stator phase windings when there is a variation of reluctance, which depends on rotor position. This is the reason why a controlled power converter supply system is mandatory with rotor position feedback. Therefore, SRM operation is always implemented with a converter + controller (SRM drive).

iii. Winding current polarity has no influence in torque development, since this is a reluctance torque.

The fundamental concepts in correlating SRM rotor position to its control are depicted in Figure 5. Phase current \(I(\theta)\) is represented for both motor and generator SRM modes, as well the torque production zones \(T(\theta)\). Except for the red \(L_s(\theta)\) curves which denote saturation effect, all the others assume ideal conditions (no saturation and hysteresis; ohmic winding resistance is zero).

It can be seen that \(L_s\) is a periodic function of \(\theta\), with period \(\tau_r\). The following expressions can be considered:

\[
\begin{align*}
\theta_1 &= \frac{\pi}{N_r} - \beta_s + \beta_r \div C18/C19 \\
\theta_2 &= \beta_s (12) \\
\theta_3 &= \beta_r + \beta_s (13) \\
\theta_4 &= \beta_s (14) \\
\theta_5 &= \frac{\pi}{N_r} - \beta_s + \beta_r \div C18/C19 (15)
\end{align*}
\]

The instantaneous torque is controlled by current amplitude regulation and the switching instants \(\theta_{ON}\) and \(\theta_{OFF}\). In addition, rotor speed has also a significant impact on control modes.

The \(L_s(\theta)\) top flat zone is related to the difference between the stator and rotor pole arcs, respectively, \(\beta_s\) and \(\beta_r\): as it tends to zero, the top flat becomes narrower. Although this is a "dead zone" since there is no energy conversion (torque is null), it might help to avoid braking torque in the demagnetizing period \(\theta_{OFF}\). It should be emphasized the unidirectional current polarity in both modes. Torque development is clearly associated to \(dL_s = 0\) (i.e., the overlapping poles regions); it is associated to motor (+) and generator (−) modes. This stresses the fact that current impulse rise \(\theta_{ON}\) and fall \(\theta_{OFF}\) periods have a fundamental role in SRM operation features: \(\theta_{ON}\) must be as small as possible, while current should reach its maximum when stator and rotor poles start to overlap. As for \(\theta_{OFF}\) (the defluxing period), it depends on how fast the energy stored in the linkage magnetic field can be turned to zero. Therefore, \(\theta_{OFF}\) limits must assure a zero current at the beginning of \(dL_s = 0\), in order to avoid a braking torque. These are important issues that must be addressed by the drive controller.

The SRM core magnetic features, together with pole geometry, have a fundamental role in the \(L_s(\theta)\) profile. This is crucial in estimating \(\theta_{ON}\) and \(\theta_{OFF}\) values. Moreover, magnetic characteristics are particularly influenced by local saturation in stator and rotor poles, which also depends on SRM operation conditions.

Phase current commutation, in addition to SRM geometry, is responsible for torque ripple components. This contributes for increasing the complexity demanded to the SRM drive controller.

In short, the phase current pulse waveform as a function of \(\theta\), in addition to \(\theta_{ON}\) and \(\theta_{OFF}\), plays a keystone role in all SRM operation modes. Therefore, the machine must be integrated with the power converter and the controller, working as a single system.

3. SRM modeling and energy balance

SRM can be modeled in a similar way as for conventional electrical machines. Therefore, a model based on lumped parameters can be a first option. However, depending on the purpose (e.g., design or control), particular attention should be addressed when applying conventional methods for modeling this machine, due to its specific nonlinear operation features.

Nonetheless, this section intends to address the SRM energy conversion principles, where a lumped parameter approach is well suited. The mathematical model is based on the following equations:

- Voltage equation

Figure 5.

\(L_s(\theta)\) profile, current pulses (motor and generator), and torque zones.

\(L_s(\theta)\) origin is at the unaligned rotor position.
ii. Torque is produced by sequentially switching the currents in the stator phase windings when there is a variation of reluctance, which depends on rotor position. This is the reason why a controlled power converter supply system is mandatory with rotor position feedback. Therefore, SRM operation is always implemented with a converter + controller (SRM drive).

iii. Winding current polarity has no influence in torque development, since this is a reluctance torque.

The fundamental concepts in correlating SRM rotor position to its control are depicted in Figure 5. Phase current \(I(\theta)\) is represented for both motor and generator SRM modes, as well the torque production zones \(T(\theta)\). Except for the red \(L_s(\theta)\) curves which denote saturation effect, all the others assume ideal conditions (no saturation and hysteresis; ohmic winding resistance is zero).

It can be seen that \(L_s\) is a periodic function of \(\theta\), with period \(\tau_r\). The following expressions can be considered:

\[
\begin{align*}
\theta_1 &= \frac{\pi}{N_r} - \left(\frac{\beta_s + \beta_r}{2}\right) \\
\theta_2 - \theta_1 &= \beta_s \\
\theta_3 - \theta_2 &= \beta_r - \beta_s \\
\theta_4 - \theta_3 &= \beta_s \\
\theta_5 - \theta_4 &= \frac{\pi}{N_r} - \left(\frac{\beta_s + \beta_r}{2}\right)
\end{align*}
\]

The instantaneous torque is controlled by current amplitude regulation and the switching instants \((\theta_{ON} \text{ and } \theta_{OFF})\). In addition, rotor speed has also a significant impact on control modes.

The \(L_s(\theta)\) top flat zone is related to the difference between the stator and rotor pole arcs, respectively, \(\beta_s\) and \(\beta_r\): as it tends to zero, the top flat becomes narrower. Although this is a “dead zone” since there is no energy conversion (torque is null), it might help to avoid braking torque in the demagnetizing period \((T_{OFF})\). It should be emphasized the unidirectional current polarity in both modes. Torque development is clearly associated to \(dL_s/d\theta \neq 0\) (i.e., the overlapping poles regions); it is associated to motor (+) and generator (−) modes. This stresses the fact that current impulse rise \((T_{ON})\) and fall \((T_{OFF})\) periods have a fundamental role in SRM operation features: \(T_{ON}\) must be as small as possible, while current should reach its maximum when stator and rotor poles start to overlap. As for \(T_{OFF}\) (the defluxing period), it depends on how fast the energy stored in the linkage magnetic field can be turned to zero. Therefore, \(T_{OFF}\) limits must assure a zero current at the beginning of the \(dL_s/d\theta < 0\), in order to avoid a braking torque. These are important issues that must be addressed by the drive controller.

The SRM core magnetic features, together with pole geometry, have a fundamental role in the \(L_s(\theta)\) profile. This is crucial in estimating \(\theta_{ON}\) and \(\theta_{OFF}\) values. Moreover, magnetic characteristics are particularly influenced by local saturation in stator and rotor poles, which also depends on SRM operation conditions.

Phase current commutation, in addition to SRM geometry, is responsible for torque ripple components. This contributes for increasing the complexity demanded to the SRM drive controller.

In short, the phase current pulse waveform as a function of \(\theta\), in addition to \(\theta_{ON}\) and \(\theta_{OFF}\), plays a keystone role in all SRM operation modes. Therefore, the machine must be integrated with the power converter and the controller, working as a single system.

3. SRM modeling and energy balance

SRM can be modeled in a similar way as for conventional electrical machines. Therefore, a model based on lumped parameters can be a first option. However, depending on the purpose (e.g., design or control), particular attention should be addressed when applying conventional methods for modeling this machine, due to its specific nonlinear operation features.

Nonetheless, this section intends to address the SRM energy conversion principles, where a lumped parameter approach is well suited. The mathematical model is based on the following equations:

- Voltage equation
\[ V_{\text{phase}} = R_s \cdot i + \frac{d\Psi(i, \theta)}{dt} \]  
\[ (16) \]

where \( R_s, i, \) and \( \Psi(i, \theta) \) are, respectively, the stator phase resistance and current and flux linkage.\(^3\)

- Magnetic equation
  \[ \Psi(i, \theta) = L_s(i, \theta) \cdot i \]  
\[ (17) \]

where \( L_s(i, \theta) \) is the stator phase self-inductance.

- Electromechanical equation (instantaneous torque)
  \[ T_e = \sum_{j=1}^{m} T_j(i, \theta) \]  
\[ (18) \]

where \( T_j \) is the torque developed by phase \( j \) and \( m \) is the SRM phase number.

- Mechanical equation
  \[ T_e - T_{\text{load}} = J \frac{d\omega}{dt} + K_f \omega \]  
\[ (19) \]

where \( T_{\text{load}} \) is the mechanical load, \( J \) is the system inertia, \( \omega \) is the instantaneous rotor mechanical angular speed, and \( K_f \) is the viscous friction coefficient, due to bearing lubricant fluid.

It should be noted that magnetic feature complexity is not entirely depicted in Figure 3 (flux density waveforms in different SRM sections cannot be addressed). The high complexity of SRM modeling lies in Eq. (17), which has a significant impact on torque production, since it depends on the magnetic anisotropic features. In order to take a deeper insight on Eq. (18), the torque production mechanism is now analyzed with more detail.

### 3.1 Electromechanical energy conversion and torque production

Since SRM are electromechanical energy converters, a review on energy balance relationships is first addressed. An electromechanical system is based on an electrical system, a mechanical system, and a coupling field (i.e., electromagnetic and electrostatic fields), common to both systems. From this interaction, energy can be transferred from one system to the other. It should be noted that both coupling fields can exist simultaneously, while the electromechanical system may have several electrical and mechanical subsystems. Different losses by heat dissipation occur in the electrical and mechanical systems, as well in the coupling field. Several phenomena contribute to this [17]:

- Electrical losses, due to current-carrying conductor ohmic resistance
- Mechanical losses, due to friction of moving parts

\(^3\) Phase mutual influences and leakage flux are neglected.
• Magnetic losses in the core ferromagnetic materials (magnetic fields) and dielectric losses (electric fields)

**Figure 6** depicts the energy balance in an elementary electromechanical system—according to the energy conservation principle (first thermodynamic law)—where losses and stored energy components are represented.

The black dotted arrows represent the adopted convention for positive W’s. The energy balances for the electric and mechanical systems are then expressed as:

\[
W_E = W_{eL} + W_{eS} + W_{ef} \quad (20)
\]

\[
W_M = W_{mL} + W_{mS} + W_{mf} \quad (21)
\]

where \( W_E \) is the energy supplied by the electrical source, \( W_{eL} \) is the electrical losses, \( W_{eS} \) is the energy stored in the fields (electric or magnetic) not coupled with the mechanical system, and \( W_{ef} \) is the energy transferred to the coupling field from the electrical system. In a similar way, \( W_M \) is the energy supplied by the mechanical source, \( W_{mL} \) is the mechanical losses, \( W_{mS} \) is the energy stored in the moving parts of the mechanical system, and \( W_{mf} \) is the energy transferred to the coupling field from the mechanical system. The colored arrows represent the physical energy flux: except for the losses (irreversible phenomena), all the W’s flux can be reversible, depending on the system operation. From **Figure 6** it can be seen that:

\[
W_{ef} + W_{mf} = W_f + W_{fl} \quad (22)
\]

where \( W_f \) is the energy stored in the coupling field and \( W_{fl} \) is the loss energy within the coupling field. Combining Eq. (20) and Eq. (21) gives:

\[
W_E + W_M = (W_{eL} + W_{mL}) + (W_{eS} + W_{mS}) + (W_{ef} + W_{mf}) \quad (23)
\]

From this point, only electromagnetic coupling field are considered. Rearranging Eq. (23) gives:

\[
W_E = (W_{eL} + W_{eS}) + (W_{ef} + W_{mf}) + (-W_M + W_{mL} + W_{mS}) \quad (24)
\]

The magnetic coupling field will be addressed as a conservative field, in order to take advantage of a fundamental property: the energy stored in a conservative field depends only on state variable values, and not on the transition between states. The sum of potential and kinetic energy is constant; therefore, the losses are null (i.e., \( W_{fl} = 0 \)). It should be noted that, for the purpose of this analysis, such approach is quite acceptable, since the most significant part of the stored energy in the coupling

---

**Figure 6.** Energy flux (colored arrows) in an electromechanical system.
fields is in the air gaps of the electromechanical device. Air is a conservative medium; thus the energy stored there can be returned to the electrical or mechanical systems. Finally, Eq. (24) can be written as:

\[ W_E = W_{eL} + W_{eS} + W_f - W_{mf} \]  

(25)

where:

\[ W_f = W_{ef} + W_{mf} \]  

(26)

\[ -W_{mf} = -W_M + W_{mL} + W_{mS} \]  

(27)

The voltage equation for a generic electric system (one phase) is given by Eq. (16). For convenience of analysis, it is written again as:

\[ v = r \cdot i + \frac{d\Psi(i, \theta)}{dt} \]

(28)

Therefore, Eq. (25) can be expressed as:

\[ \int v \cdot i \cdot dt = \int r \cdot i^2 \cdot dt + \int \frac{d\Psi(i, \theta)}{dt} \cdot i \cdot dt \]

(29)

Since \( \Psi(i, \theta) \) is the flux linkage, the effect of leakage inductance is neglected. Therefore, \( W_{eS} = 0 \) and the following differential equation can be extracted:

\[ dW_E = dW_{eL} + dW_f - dW_{mf} \]

(30)

\[ dW_E = v \cdot i \cdot dt \]

(31)

\[ dW_{eL} = r \cdot i^2 \cdot dt \]

(32)

\[ dW_f - dW_{mf} = d\Psi(i, \theta) \cdot i \]

(33)

\[ dW_{mf} = -T \cdot d\theta \]

(34)

It is important to stress that \( \Psi(i, \theta) \) is a single-value function, since it represents a conservative field. Therefore, hysteresis is not included here, but saturation can be considered—this is the reason for having “i” as an independent variable. With \( \theta \) as the other independent variable, one has:

\[ d\Psi(i, \theta) = \frac{\partial\Psi(i, \theta)}{\partial i} \cdot di + \frac{\partial\Psi(i, \theta)}{\partial \theta} \cdot d\theta \]

(35)

Substituting this in Eq. (33) yields:

\[ \frac{dW_{ef} + dW_{mf}}{dW_f} - dW_{mf} = \frac{\partial\Psi(i, \theta)}{\partial i} \cdot [1 - \alpha(i, \theta)] \cdot \frac{\partial\Psi(i, \theta)}{\partial \theta} \cdot i \cdot d\theta = \]

\[ \frac{\partial\Psi(i, \theta)}{\partial i} \cdot di + \frac{\partial\Psi(i, \theta)}{\partial \theta} \cdot id\theta \]  

(36)
The function \( \alpha(i, \theta) \) allows a general formulation for infinitesimal variations in the coupling field stored energy and the mechanical energy. However, analytical expressions for \( \alpha(i, \theta) \) are difficult to get. At this point, it is convenient to define the coenergy function \( (W_c) \) as:

\[
W_c(i, \theta) = \int \Psi(i, \theta) \cdot di
\]  

(37)

Under this condition, \( W_f(i, \theta) \) is given by:

\[
W_f(i, \theta) = \int i \cdot d\Psi
\]  

(38)

Both \( W_c(i, \theta) \) and \( W_f(i, \theta) \) are represented in Figure 7 \((i \rightarrow i_1, \theta = \text{constant})\). From Figure 7, it can be seen that \((i = \text{constant})\):

\[
\Psi(i, \theta) \cdot i = W_f(i, \theta) + W_c(i, \theta)
\]  

(39)

Taking Eq. (39) \( \theta \) derivative, one has:

\[
\frac{\partial \Psi(i, \theta)}{\partial \theta} i = \frac{dW_f(i, \theta)}{d\theta} + \frac{dW_c(i, \theta)}{d\theta}
\]  

(40)

In order to take an insight over the torque production in an SRM, the analysis is now addressed taking \( di = 0 \). Under this condition, Eq. (36) is written as:

\[
\frac{\partial \Psi(i, \theta)}{\partial \theta} i = \frac{dW_f(i, \theta)}{d\theta} - \frac{dW_{mf}(i, \theta)}{d\theta}
\]  

(41)

Finally, from Eq. (40), Eq. (41), and Eq. (34), the torque developed by a single phase \((T)\) is given by:

\[
T = \frac{dW_c(i, \theta)}{d\theta} \text{, for } i = \text{constant}
\]  

(43)
For a generic SRM with \( m \) phases, the total electromagnetic torque is:

\[
T_e = \sum_{j=1}^{m} \frac{\partial W_{j}^l(i, \theta)}{\partial \theta}, \quad i = \text{constant} \tag{44}
\]

where \( W_{j}^l \) is the coenergy related to the stored magnetic field of phase \( j \) and \( m \) is the SRM phase number. This highlights the fact that torque production is in close relation with the core magnetic properties, for each rotor position \( \theta \). The average torque \( (T_{av}) \) can be calculated by integrating \( T_e \):

\[
T_{av} = \frac{1}{\varepsilon} \int_{0}^{\varepsilon} T_e \cdot d\theta \tag{45}
\]

A geometric representation may help to clarify how energy is transferred between the electrical domain, the magnetic coupling field, and the mechanical domain. Figure 8 includes two magnetic characteristics for two rotor positions, \( \theta_a \) and \( \theta_b \).

---

**Figure 8.**

(a) Magnetic characteristics for \( \theta_a \) and \( \theta_b \) \((i = \text{constant})\). (b) Stored magnetic and coenergy distribution for \( \theta_a \) and \( \theta_b \) \((i = \text{constant})\).
For a generic SRM with \( m \) phases, the total electromagnetic torque is:

\[
T_e = \sum_{j=1}^{m} J_j \frac{\partial W_j}{\partial \theta_i}
\]

where \( W_j \) is the coenergy related to the stored magnetic field of phase \( j \) and \( m \) is the SRM phase number. This highlights the fact that torque production is in close relation with the core magnetic properties, for each rotor position \( \theta \).

The average torque \( T_{av} \) can be calculated by integrating \( T_e \):

\[
T_{av} = \frac{1}{\epsilon} \int_{\epsilon_0}^{\epsilon} T_e \, d\theta
\]

A geometric representation may help to clarify how energy is transferred between the electrical domain, the magnetic coupling field, and the mechanical domain.

Figure 8 includes two magnetic characteristics for two rotor positions, \( \theta_a \) and \( \theta_b \).

For \( i = i_1 \), \( \Delta W_{source}(i_1, \theta) = i_1 \cdot (\Psi_B - \Psi_A) \) is the energy transferred to the magnetic coupling field from the electrical source, for a rotor position displacement from \( \theta_a \) to \( \theta_b \) (\( A \to B \) in Figure 8(a)). This is related to the difference between rectangles \([0-i_1-B-\Psi_B]\) and \([0-i_1-A-\Psi_A]\) (i.e., the blue rectangle). From Figure 8(b), it can be seen that this difference is given by:

\[
(\Delta W_{stored\_coupling\_field}(i_1, \theta_a \to \theta_b)) + (\Delta W_c(i_1, \theta_a \to \theta_b))
\]

(\( A_{a1} \) and \( A_{b1} \) are the coenergy \( W_c \) related to, respectively, \( \theta_a \) and \( \theta_b \).)

Therefore:

\[
\Delta W_{source}(i_1, \theta_A \to \theta_B) = \Delta W_{stored\_coupling\_field}(i_1, \theta_A \to \theta_B) + \Delta W_c(i_1, \theta_A \to \theta_B)
\]

(47)

For an infinitesimal energy change \( (\theta_A \to \theta_A + d\theta) \):

\[
dW_{source}(i_1, \theta) = dW_{stored\_coupling\_field}(i_1, \theta) + dW_c(i_1, \theta)
\]

which is similar to Eq. (41).

### 3.2 Linear magnetic circuit

If no magnetic saturation exists, the magnetization curves are straight lines (for a fixed \( \theta \)), as represented in Figure 9.

Since \( \Psi(i, \theta) = L_i(\theta) \cdot i \), from Eq. (35), one has:

\[
d\Psi(i, \theta) = L_i(\theta) \cdot di + i \cdot \frac{dL_i(\theta)}{d\theta} \cdot d\theta
\]

(49)

Therefore, from Eqs. (30) and (33), one has:

\[
dW_{source}(i, \theta) = i \cdot L_i(\theta) \cdot di + i^2 \cdot \frac{dL_i(\theta)}{d\theta} \cdot d\theta
\]

(50)

where \( dW_{source}(i, \theta) = dW_E - dW_d \).

---

*Figure 9.*

Magnetic characteristics for \( \theta_a \) and \( \theta_a + d\theta \).
The first and second terms of the second member in Eq. (50) are attached to, respectively, the line segments BC and AB. From Eq. (36), one has:

\[
dW_{\text{source}}(i, \theta) = i \cdot L_s(\theta) \cdot di + (1 - \alpha(i, \theta)) \cdot i^2 \cdot dL_s(\theta) + \alpha(i, \theta) \cdot i^2 \cdot dL_s(\theta)
\]

(51)

From Figure 9, it can be seen that:

\[
\alpha(i, \theta) = \frac{1}{2}
\]

(52)

In other words, for \( i = \text{constant} \), the energy transferred to the magnetic coupling field from the electrical source, as a result of a rotor displacement, is evenly distributed by the stored energy variation in the coupling field and by the coenergy variation (i.e., mechanical energy variation). Finally, Eq. (51) is written as:

\[
dW_{\text{source}}(i, \theta) = i \cdot L_s(\theta) \cdot di + \frac{1}{2} i^2 \cdot dL_s(\theta) + \frac{1}{2} i^2 \cdot dL_s(\theta)
\]

(53)

From Eq. (34), the instantaneous torque for a rotor position \( \theta \) is given by:

\[
T = \frac{1}{2} \frac{dL_s(\theta)}{d\theta} \cdot i^2 (i = \text{constant})
\]

(54)

Some Section 2.5 observations are now more clear from this linear mathematic torque formulation:

- Phase current polarity has no influence in torque production. This is an important feature, since phase current pulses (and flux linkage) can be unipolar. In addition to a simpler controller (compared to other machines drives), iron losses are also smaller.

- Torque development is associated to the growth (+) or decline (−) of stator phase inductance curve \( (L_s(\theta)) \), respectively, for motor and generator modes.

4. SRM loss characterization

As for any electric machine, SRM models must include losses, since its performance is quite dependable on it. Moreover, all losses should be accurately estimated for different operation modes [18]. Compared to conventional AC machines, this is the most demanding task, particularly for the core losses, because flux density waveforms are not sinusoidal [19]. Similar to other machines, losses in an SRM are related to copper, iron core, and mechanical ones. The machine geometry and operation conditions make SRM loss characterization a nontrivial task.

4.1 Overview on developed SRM loss estimation

Different methods for core loss evaluation in SRM have been investigated by several authors. Using finite elements methods, flux density waveforms are obtained by simulation in [8]. The iron losses were then calculated based on the modified Steinmetz equation. In [18] an analytical method for calculating SRM core losses is proposed. The machine magnetization curves are extracted through finite
element simulation, considering different control strategies. The flux density waveforms in the different parts of the SRM are derived from the flux density waveform of the stator pole, obtained by simulation. The specific core losses are separated into hysteresis, classical eddy current, and excess losses. Their calculation is based on the waveforms and time derivatives of the flux density in each zone. In [20], SRM efficiency is evaluated for continuous operation mode (i.e., current does not extinguish during each phase excitation), but only core losses are considered with more detail (copper losses are calculated through the current $rms$ value and the DC phase resistance). Fourier flux density decomposition in the machine core sections is then applied, where core losses are calculated with the modified Steinmetz equation. In order to consider the minor loop influence, a correction factor is included. In [21] a SRM efficiency map is derived based on Fourier flux density decomposition. However, only copper and hysteresis losses are considered. In [22] core losses were calculated through simulation, based on analytic magnetic circuits, considering six different core materials. This approach was validated by comparing the simulation results to experimental ones. However, the paper does not provide information about the magnetic circuit approach.

In the following, an overview on iron loss estimation is addressed, from an engineering perspective. The evolution of the most relevant methods, as well as their merits and limitations, is discussed. Except for [22], the approaches mentioned in the previous paragraph are included here. In the last decades, considerable efforts have been addressing these issues. Nonetheless, further improvements are needed for a precise determination of the flux waveforms and correct calculation of iron loss at nonsinusoidal excitation and nonuniform flux distribution, for a wide range of operation scenarios. This is still an open research field.

As already stated, the focus will be given to iron loss. However, copper losses are usually more significant. Therefore, they are first addressed.

### 4.2 Copper losses

In the presence of nonuniform electric field ($E$) and current density ($J$) distributions, the power dissipated in an arbitrary volume ($V$) of a conductor is given by:

$$P = \iiint_V E \cdot J \, dV$$

(55)

The vector (Ohm’s law) is expressed as$^4$ (vectors $E, J$):

$$E = \rho \cdot J$$

(56)

Thus, $P$ may be formulated as follows:

$$P = \iiint_V \rho \cdot J^2 \, dV$$

(57)

where $\rho$ is the conductor material resistivity ($\Omega \cdot m$). For uniform $E$ and $J$ distributions, Eq. (57) can be written as:

$$P = P_{DC} = R_{DC} \cdot I^2$$

(58)

$I = J \cdot A$ and $R_{DC} = \rho \cdot l/A$ ($R_{DC}$ is the ohmic resistance of the conductor volume ($V$), where $l$ is the length of the current ($I$) path inside $V$ and $A$ is the cross-sectional area.

$^4$ Valid for homogeneous and isotropic materials.
An electrical machine winding is made of several coils, where different phenomena may have an impact on winding losses: $\rho$ increases with temperature ($\text{temp}$), while the skin ($k_{\text{skin}}$) and proximity ($k_{\text{prox}}$) effects have a relevant impact on $I$ distributions, particularly in high frequencies. All these effects should be included for an accurate winding loss characterization, meaning that Eq. (57) must be considered. For a lumped parameter model approach, as in Section 3, the previous effects are addressed by:

$$P_{AC} = R_{AC} \cdot I^2$$  \hspace{1cm} (59)

where $R_{AC}=R_{DC}$ ($\text{temp}$, $k_{\text{skin}}$, $k_{\text{prox}}$).

Therefore, SRM total copper losses can be calculated based on Eq. (59), as the sum of all phase winding losses. Since phase current waveforms are periodic and not sinusoidal (with high frequency), Fourier series may be applied in order to get its harmonic components [23]. It follows that the total winding losses are calculated as:

$$P_w = m \sum_i R_{AC,i} I_{i,\text{rms}}^2$$  \hspace{1cm} (60)

where $m$ is the phase number and $R_{AC,i}$ and $I_{i,\text{rms}}$ are, respectively, the phase AC resistance for the $i$-order harmonic and the current rms of the $i$-order harmonic.

In short, copper loss estimation is a relatively simple task, using the stator current. However, the skin and proximity effects require special attention, particularly for high-frequency components. Furthermore, for similar reasons discussed in the next section, Fourier analysis should be carefully applied. Particularly for high loads, temperature influence must also be included.

### 4.3 Core losses

Usually, lamination manufacturers provide core loss data under sinusoidal excitations in a limited frequency and flux density range. However, this kind of data is not adequate for predicting losses in electrical machines with nonsinusoidal flux waveforms. This requires loss information at high frequencies and high flux densities, particularly for high-speed operation, as in SRM [24].

The development of nonsinusoidal flux density machines and conventional machines fed by power converters (e.g., SR, brushless DC machines, and induction motors with PWM voltages) has motivated researcher’s efforts to reach a deeper characterization of magnetic losses under such excitation waveforms. This can be done either by measurement or estimation [19, 24]. New challenges arise for both approaches, since sinusoidal-conventional methods are clearly insufficient. Moreover, since different flux density waveforms are related to particular electric machine configurations, this suggests that specific approaches for characterizing core losses must be addressed, according to the machine type [24].

SRM core loss modeling is a challenging task, since the nonsinusoidal flux density waveforms depend on motor design (geometry and number of stator and rotor poles, yoke geometry, number of phases), operating conditions (conduction angle and mechanical speed influence the magnetic saturation and lamination skin effect level), and the type of control used [18]. Core losses are more significant as speed increases, so for applications like hybrid and electric vehicles, they must be carefully addressed.

Different approaches have been proposed for calculating SRM core losses, from theoretical supported empirical models\(^5\) to physical mathematical models [25]. The later are more accurate, since they take an insight on the core loss physics, aiming to

---

\(^5\) In literature, they are referred as phenomenological models.
describe its nonlinear mechanism under distorted flux [20]. However, they are complex and computationally heavy. From an engineering perspective, empirical models are the preferred ones, due to its simplicity and faster processing. Parameter estimation is based on curve-fitting methods, validated by manufacturer iron sheet data and experimental results or through finite element modeling [20, 24]. Accuracy is much sensitive to parameter values, so their estimation must be attached to specific conditions (e.g., flux density and frequency ranges). Moreover, the manufacturing process of the machine has also a deep impact on core losses; this is very difficult to address in the parameter estimation process [25, 26]. Cutting and punching operations have a relevant influence in the material properties, since they can create inhomogeneous stresses inside the sheets. This depends on the alloy composite, whereas the grain size in the sheets seems to be the main influencing factor [25].

### 4.3.1 Core loss estimation

Electrical machine core losses can be addressed by three different approaches, in time or frequency domain: empirical equations, loss separation components, and hysteresis models. Only the first two are discussed here.

#### 4.3.1.1 Empirical models based on Steinmetz equation

The Steinmetz coefficients depend on both frequency and flux density [27], so in a waveform with relevant harmonics, it might be difficult to find their values. Based on results of many tests, the classical Steinmetz equation was the first attempt to calculate core loss [28]:

\[
P_{\text{core}} = C_m f^\alpha B_{\text{max}}^\beta
\]

(61)

where \(B_{\text{max}}\) is the peak value of the flux density at the lamination, \(f = 1/T\) is the remagnetization frequency (\(T\) is the hysteretic cycle time interval), and coefficients \(C_m\), \(\alpha\), and \(\beta\) are estimated by fitting the loss model to the lamination manufacturer or measured data. It must be pointed that Eq. (61) assumes sinusoidal flux densities, with uniform distribution across the lamination thickness. Over the years, several upgrades were performed, in order to account for nonsinusoidal waveforms.

The modified Steinmetz equation (MSE) aims to calculate core loss under arbitrary B waveforms. The macroscopic remagnetization rate \(dM/dt\) (which is proportional to \(dB/dt\)) is directly related to the core losses, as a consequence of wall domain motion [29]. Eq. (61) is then replaced by:

\[
P_{\text{core}} = \left( C_{m\text{eff}} f_{\text{eq}}^{\alpha-1} B_{\text{max}}^\beta \right) f
\]

(62)

with

\[
f_{\text{eq}} = \frac{2}{\Delta B^2 \pi^2} \int_0^T \left( \frac{dB}{dt} \right)^2 dt
\]

(63)

where \(\Delta B = B_{\text{max}} - B_{\text{min}}\).

The MSE has the advantage to highlight the physical origin of the losses, with the same parameters as in Eq. (61). A disadvantage is that it underestimates losses for waveforms with a small fundamental frequency part. Another difficulty is the treatment of waveforms with multiple peaks, in which peak-to-peak amplitude is
not an enough description [29]. In fact, this reflects the increasing MSE limitations, as the flux density moves away from the pure sinusoidal waveform.

The generalized Steinmetz equation (GSE) was also developed from the original Steinmetz equation [29], where losses are calculated in time domain. Here, the instantaneous iron loss is assumed to be a single-valued function of the rate dB/dt and B(t). The inclusion of B(t) allows to consider the DC bias influence in the loss calculation, without additional measurements or curve-fitting functions:

\[ P_{\text{core}} = \frac{1}{T} \int_{0}^{T} C_m \left| \frac{dB}{dt} \right|^\alpha |B(t)|^{\beta - \alpha} dt \]  \hspace{1cm} (64)

For different frequency ranges, different parameter values are necessary. Thus, in the presence of relevant harmonics, the accuracy decays. This is an important drawback, particularly in the presence of minor loops. To overcome this limitation, in [30] the flux density waveform is split into a major loop and minor loop(s), in order to consider the later one effect over loss calculation. Nonetheless, DC bias influence is no longer included. This approach was named improved GSE (iGSE). In [31] a test for loss calculation in nanocrystalline materials, with nonsinusoidal excitation voltage, is reported. Harmonic decomposition was considered, including the phase displacements. According to this reference, iGSE gives better results than GSE.

Both MSE and GSE are applied in time domain. It must be pointed out that the time evolution (history) of the flux density waveform is neglected. This has an impact on the physical phenomena insight, where loss evaluation may be affected.

4.3.1.2 Loss separation method

For a general scenario, the hysteresis loss density related to one cycle, in a particular core part, can be calculated by the following expression:

\[ P_h = \frac{f}{m_v} \int_{B_{\text{min}}}^{B_{\text{max}}} H \, dB \]  \hspace{1cm} (65)

where B and H are, respectively, the magnetic flux density and the magnetic flux strength, f is the cycle frequency, and \( m_v \) is the density of the ferromagnetic material\(^6\). The eddy current loss density is derived from Maxwell equations, which is given by:

\[ P_e = \frac{\sigma}{m_v} E^2 \]  \hspace{1cm} (66)

where \( \sigma \) is the material electric conductivity\(^7\). However, in many situations, these equations are unpractical, even with finite element analysis. The complex nonlinear B(H) characteristic, which is also dependent on the lamination thickness, is the main reason [32]. So, empirical models for core loss evaluation are often considered. The most common is the Steinmetz equation [28]: the following expression for core loss density in a ferromagnetic material (formulated as the sum of hysteresis (\( P_h \)) and classic eddy current (\( P_e \)) losses) was first achieved:

---

\(^6\) For \( f \) [Hz] and \( m_v \) [kg/m\(^3\)], then \( P_h \) [W/kg].

\(^7\) For \( E \) [V/m] and \( \sigma \) [S/m], then \( P_e \) [W/kg].
\[ P_{\text{core}} = P_h + P_e = k_h f B_{\text{max}}^{1.6} + k_e f^2 B_{\text{max}}^2 \]  

(67)

which is valid in the range of \(0.1 \, \text{T} < B_{\text{max}} < 1.5 \, \text{T}\). Hysteresis and eddy current loss coefficients are, respectively, \(k_h\) and \(k_e\), which can be extracted from measured data. They both depend on the core material; \(k_e\) also depends on the lamination thickness \(d\). In fact, \(k_e\) has an analytical formulation, which can be derived from Eq. (66):

\[ P_e = \frac{\sigma \pi^2 d^2}{6 m_v} f^2 B_{\text{max}}^2 \]  

(68)

An important remark is that Eq. (65) assumes uniform flux density distribution across the lamination thickness. It should be noted that for SRM this is a most relevant limitation. Over the years, Eq. (67) has been upgraded, which brought higher accuracy. Experimental data showed that the measured eddy current losses are higher than \(P_e\). Based on statistical loss theory, Bertotti proposed an additional term to account for the excess losses \((P_{\text{ex}})\), which can be expressed as [33]:

\[ P_{\text{ex}} = k_{\text{ex}} (f \cdot B_{\text{max}})^3 \]  

(69)

where \(k_{\text{ex}}\) is dependent on the material microstructure, the conductivity, and the cross-sectional area of the lamination. Different theories have been developed to explain excess losses, but this is still under discussion [32].

For the hysteresis term, the power of \(B_{\text{max}}\) was found later to be dependent on the material type, as well on \(B_{\text{max}}\). Therefore, a more accurate expression was adopted for core loss estimation, with a modified hysteresis term \((k_h, a\), and \(b\) are its parameters) and including the excess losses:

\[ P_{\text{core}} = P_h + P_e + P_{\text{ex}} = k_h f (B_{\text{max}})^a + k_e (f \cdot B_{\text{max}})^2 + k_{\text{ex}} (f \cdot B_{\text{max}})^3 \]  

(70)

Further experiments, together with finite element analysis, revealed that it predicts core losses with very good accuracy for \(f \leq 1500 \, \text{Hz}\) and \(B_{\text{max}} < 1 \, \text{T}\). For higher flux densities, it gives good results for frequencies up to 400 Hz [32].

### 4.3.1.3 Core losses under nonsinusoidal and uniform flux densities

Most often, coefficients in Eq. (70) are obtained through curve-fitting techniques, based on manufacturer’s core losses. Moreover, the hysteresis term in Eq. (70) is limited to symmetrically flux density variations about zero (i.e., \(-B_{\text{max}} < B < B_{\text{max}}\)) and, most important, without minor loops included in the main hysteresis loop [34]. In short, the previous expression is mostly suited for sinusoidal flux density waveforms, with uniform distributions in the core. For SRM, these conditions are not valid, so different approaches must be considered. Furthermore, parameter for empirical formulas related to nonsinusoidal flux losses must be based on measured core loss values. Manufacturer’s data for sinusoidal flux may lead to large errors for nonsinusoidal core loss estimation. In order to consider nonsinusoidal waveforms, the product \((f \cdot B)\) is substituted by \((dB/dt)\) in these two terms:

\[ P_{\text{core}} = k_h f (B_{\text{max}})^a + k_e \left[ \int_0^T \left( \frac{dB}{dt} \right)^2 dt \right] + k_{\text{ex}} \left[ \int_0^T \left( \frac{dB}{dt} \right)^2 dt \right] \]  

(71)
where \( T = 1/f \).

However, since SRM usually operates at high frequencies, the influence of skin effect and saturation over eddy current and hysteresis losses cannot be disregarded: it leads to nonuniform field densities, which brings additional challenges for core loss modeling. In order to have accurate estimations, this must be addressed. In the following, a brief discussion about the impact on eddy current and hysteresis losses is addressed.

### 4.3.1.4 Eddy current losses

The skin effect in the magnetic core is due to the field created by eddy currents: for high frequencies, particularly for thick lamination core, the flux density at the lamination surface is higher than the one at its center; moreover, their waveforms are also displaced [24, 32]. Flux penetration in the lamination is measured by the skin depth penetration (\( \delta \)): it is the distance from the steel surface, where the field has decreased by a factor of \( 1/e \), and it is approximately given by:

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}} \tag{72}
\]

where \( f \) is the excitation frequency, \( \mu \) the magnetic permeability, and \( \sigma \) is the material electric conductivity.

Therefore, the magnetic density field has a nonuniform distribution, and it is mainly concentrated on the lamination surface. Eddy current paths have now a higher resistance, meaning that its value and the correspondent losses are smaller, when compared to uniform field densities scenarios. Naturally, this is not foreseen by the previous expressions, which give excessive values. Several models to calculate eddy current loss in electrical machine laminations for nonuniform field density have been proposed [32]. A common approach for a periodic nonsinusoidal flux density waveform is to consider its Fourier series decomposition. The contribution of each harmonic component is calculated based on its frequency and magnitude, through Steinmetz expression. Frequency is particularly relevant, since it determines the skin effect magnitude of the individual harmonics. However, one must not forget that such an approach is based on the superposition principle. In this way, its effectiveness must be always confronted with experimental loss values.

### 4.3.1.5 Hysteresis losses

Due to SRM geometry and operating conditions (in particular, high frequencies, local saturation, and skin effect), the peak flux density may be very different in several parts of the lamination [24]. This causes local hysteresis loops, i.e., minor loops, in addition to the major loop (Figure 10).

As a consequence, several points inside the lamination have different local hysteresis power losses [24, 34], which may lead to core hot spots. It should be noted that a relevant harmonic content in the flux density waveform reflects a significant number of minor loops. Moreover, these additional losses may represent an important proportion of the total hysteresis loss, which stresses the importance of modeling them [35]. A most relevant conclusion in this reference is that minor loop positions inside the main cycle (i.e., the DC flux density value associated to the minor loop) have a significant influence in the hysteresis losses. It should be noted that none of this is considered in the first term of Eq. (71).
where $T = 1/f$.

However, since SRM usually operates at high frequencies, the influence of skin effect and saturation over eddy current and hysteresis losses cannot be disregarded: it leads to nonuniform field densities, which brings additional challenges for core loss modeling. In order to have accurate estimations, this must be addressed. In the following, a brief discussion about the impact on eddy current and hysteresis losses is addressed.

### 4.3.1.4 Eddy current losses

The skin effect in the magnetic core is due to the field created by eddy currents: for high frequencies, particularly for thick lamination core, the flux density at the lamination surface is higher than the one at its center; moreover, their waveforms are also displaced [24, 32]. Flux penetration in the lamination is measured by the skin depth penetration ($\delta$): it is the distance from the steel surface, where the field has decreased by a factor of $1/e$, and it is approximately given by:

$$\delta = \frac{1}{\sqrt{2\pi f \mu \sigma}}$$

where $f$ is the excitation frequency, $\mu$ the magnetic permeability, and $\sigma$ is the material electric conductivity. Therefore, the magnetic density field has a nonuniform distribution, and it is mainly concentrated on the lamination surface. Eddy current paths have now a higher resistance, meaning that its value and the correspondent losses are smaller, when compared to uniform field densities scenarios. Naturally, this is not foreseen by the previous expressions, which give excessive values. Several models to calculate eddy current loss in electrical machine laminations for nonuniform field density have been proposed [32]. A common approach for a periodic nonsinusoidal flux density waveform is to consider its Fourier series decomposition. The contribution of each harmonic component is calculated based on its frequency and magnitude, through Steinmetz expression. Frequency is particularly relevant, since it determines the skin effect magnitude of the individual harmonics. However, one must not forget that such an approach is based on the superposition principle. In this way, its effectiveness must be always confronted with experimental loss values.

### 4.3.1.5 Hysteresis losses

Due to SRM geometry and operating conditions (in particular, high frequencies, local saturation, and skin effect), the peak flux density may be very different in several parts of the lamination [24]. This causes local hysteresis loops, i.e., minor loops, in addition to the major loop (Figure 10). As a consequence, several points inside the lamination have different local hysteresis power losses [24, 34], which may lead to core hot spots. It should be noted that a relevant harmonic content in the flux density waveform reflects a significant number of minor loops. Moreover, these additional losses may represent an important proportion of the total hysteresis loss, which stresses the importance of modeling them [35]. A most relevant conclusion in this reference is that minor loop positions inside the main cycle (i.e., the DC flux density value associated to the minor loop) have a significant influence in the hysteresis losses. It should be noted that none of this is considered in the first term of Eq. (71).

### Figure 10.

Hysteresis loops (major in black, minors in red).

Based on experimental studies, minor loop hysteresis loss evaluation has been frequently addressed through empirical formulas [20, 24] (in [20] the Fourier series harmonic decomposition is considered). However, one must be aware that the effectiveness of this approach is attached to certain simplifications and/or to specific flux waveforms. This highlights the fact that for every kind of electrical machine, under specific operation conditions, a particular formula should be addressed. Therefore, a lot of work still need to be done, in order to get accurate methods to estimate hysteresis minor loop losses [24]. These are important issues to be addressed in SRM core loss characterization.

### 4.3.1.6 Rotational flux losses

Rotational flux densities (due to changes in the flux density vector direction, relatively to a given reference frame) may have important contributions for the total core losses in electrical machines.

### Figure 11.

Magnetic field distribution around stator and rotor tooth.
Particularly in SRM, such rotational flux density variations are well pronounced around the stator and rotor tooth, as represented in Figure 11, due to changes on their relative position.

Predicting rotational flux losses is much more complex than alternating flux, with a fixed magnetic axis. Moreover, measuring them is quite complex, since precisely controlled rotational flux density waveforms are difficult to induce in test samples [34].

Some models have been proposed for estimating iron loss under rotational conditions but are based on sinusoidal flux densities. Usually, the flux density vector is decoupled into two orthogonal components, for a given machine region. For each component, losses are independently calculated and then added [36]. Once again, this approach relies on the superposition principle. Due to hysteresis high nonlinearity, it seems reasonable to question the effectiveness of such approach.

5. Conclusions

SRM are simple, rugged, and fault-tolerant machines, with potential to compete with conventional motors. The major drawbacks are torque pulsation and acoustic noise, due to its high nonlinear operation features. In addition, the power converter requires a particular architecture, together with specific control methods. SRM modeling is a challenging task, due to its geometry and operation conditions. Nonetheless, this is a crucial task, since nowadays design and control developments are much dependent on simulation models. Independently of the modeling approach, a key issue is to understand the SRM electromechanical conversion process.

Accurate SRM loss characterization is crucial for designing and control algorithm development. Electrical machines core loss estimation has been supported by empirical models for sinusoidal waveforms. However, this is not suitable for SRM, since flux density waveforms are not sinusoidal and differ from one another, according to the core sections. Moreover, complex magnetic phenomena must be addressed, which are not considered in most empirical models.

This chapter has two main intentions. The first is to present a general view on conventional SRM, where a substantial effort is given on analytical description of electromechanical conversion. The second one is to give an overview on SRM losses—particularly, the iron loss—including the main challenges for characterizing and estimating them.

As a final remark, there are several open challenges in both subjects. A lot of research work still need to be done.
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Chapter 3

Review of Rotary Switched Reluctance Machine Design and Parameters Effect Analysis
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Abstract

The switched reluctance machine (SRM) has gained much interest in industrial applications, wind power systems, and electric vehicles. This happened because its main disadvantages, such as the ripple in the torque, were overcome due to continuous research and its advantages, such as simple and robust construction, ability to operate at high speeds and variable speeds, insensitivity to high temperatures, and fault tolerance, have made the SRM the right machine for many applications. The SRM project is apparently similar to the traditional machine design, but diverges on several points due to the unique features of the SRM. Over the years, several authors have proposed different project methodologies for SRM, each with its own particularities and often contradicting each other. Thus, for a beginner designer, the SRM project is a challenge from choosing the right design methodology to choosing the values of some dimensions, which are often empirical. This chapter aims to offer the beginner designer a detailed review of the main SRM design methodologies. In addition, an effect analysis will provide useful insights on how each design variable affects machine performance. The designer will thus have important data on which to base his choices during the SRM design.

Keywords: switched reluctance machine, design, effect analysis, design of experiments, definitive screening design

1. Introduction

The switched reluctance machine (SRM) is a machine with double salience, that is, with stator and rotor poles, and this structure contributes to the production of a high output torque. Torque is produced by the alignment tendency of the poles; the rotor tends to move to a position where reluctance is minimized, and thus the inductance of the excited coil is maximized. Although the structure of the SRM is doubly salient, there is no winding or permanent magnets in the rotor [1], simplifying the structure of the machine and contributing to the low manufacturing cost. SRMs differ from traditional electric machines both structurally and in their performance characteristics; however, there are some similarities. A crucial difference when comparing SRM to traditional machines is that the stator and rotor generally have different numbers of poles and cannot operate without an electronic
converter [2]. Other features of the SRM are simplicity of construction, absence of coils in the rotor, tolerance to phase failures, robustness, and low production cost.

The performance of the switched reluctance machine depends heavily on its design and control, which allows reduced ripple in torque and improved torque-speed characteristics [3]. Few researchers have addressed the problem of the sensitivity of SRM performance in relation to its dimensions. In [4] the authors investigated how to mitigate the torque ripple through the variation of SRM geometric parameters based on finite element simulation results. In [5] the effect of the variation of the dimensions was analyzed in relation to copper losses, gains in the machine weight, torque ripple, and average torque value. The analyses were based on the method proposed in [6].

As the design of SRM for a particular application is a compromise between various performance criteria, improvement of a performance parameter may result in the degradation of other important features [7]. Consequently, the designer has to look for solutions that are feasible for all performance parameters. In order to deal with this trade-off and achieve an efficient design, the application of multi-objective optimization techniques to the SRM design seems to be the most appropriate approach. Optimization techniques are known for analyzing a large volume of machines, which demands a high computational cost. However, if the influence of each parameter on the performance of the machine is known, the number of parameters in the optimization can be reduced, making the process faster and more efficient.

Design of experiments (DOE) is a mathematical methodology used for planning and conducting experiments as well as analyzing and interpreting data obtained from the experiments. It is a branch of applied statistics that is used for conducting scientific studies of a system, process, or product in which input variables are manipulated to investigate its effects on the measured response variable [8]. Over past two decades, DOE has been a very useful tool traditionally used for improvement of product quality and reliability [9]. The usage of DOE has been expanded across many industries as part of the decision-making process either in new product development, manufacturing processes, or improvement. It is not used only in engineering field but has also been used in administration, marketing, hospitals, pharmaceutical [10], food industry [11], energy and architecture [12], and chromatography [13]. DOE is applicable to physical processes as well as computer simulation models [14].

There are several DOE methods, such as one-factor-at-a-time, factorial design, central composite design, Latin hypercube design, and others. Each method has its particularities, such as quantity of factors, levels of factors, and number of experiments required, and this is what determines the choice of a method for a specific experiment. Some methods, such as one-factor-at-a-time, for example, will become impractical when more design variables are considered, because the number of experiments increases exponentially with the number of design variables [15]. The design of electric machines generally involves a large number of design variables, and since the relationship between variables is often nonlinear, a three-level experiment is more appropriate because it allows a better evaluation of the curvature in the factor-response relationship [15, 16]. Therefore, with the intention of reducing the computational cost, a three-level class known as definitive screening design (DSD) will be used, which is capable of capturing nonlinearity and identifying the main active effects with a low number of experiments [16].

The main objective of this chapter is to present an effective and direct methodology for SRM design and to indicate the impact of each variable on the machine’s performance, showing how and how much each design parameter affects the SRM response.
2. Structure and operation of SRM

The operational principle of SRM is based on the power effects of the magnetic circuit that tend to minimize the reluctance of the magnetic circuit [2]. The rotor poles tend to align to the diametrically opposite poles of the stator whenever they are excited by a current [6]. If a pair of stator poles is excited, the rotor tries to turn to align with the poles of the stator so that the reluctance of the magnetic circuit would reach the minimum and also the energy of the magnetic circuit would thus be minimized [2]. When the energy minimum is reached, the magnetic forces try to keep the rotor in a position where the energy minimum of the magnetic circuit is preserved. Now, to make the machine rotate again, the magnetic energy must be removed to another pair of poles [2].

Figure 1 shows a typical SRM with six stator poles and four rotor poles. Consider that the rotor poles \( r_1 \) and \( r_2 \) and stator poles \( c \) and \( c' \) are aligned. By applying a current in phase \( a \), a flux is established through the stator poles \( a \) and \( a' \) and \( r_2 \) and \( r_2' \), which tends to pull the rotor poles \( r_2 \) and \( r_2' \) toward the stator poles \( a \) and \( a' \). When they are aligned, the stator current of phase \( a \) is turned off, and phase \( b \) is excited [6].

Due to the operating principle presented above, the self-inductance of each phase of the SRM changes according to the rotor position and current value, as shown in Figure 2. The same SRM can operate as both a motor and generator, depending on the moment of current injection. Figure 2 shows the current pulses for each one.

If the magnetic flux of the SRM varies according to the position of the rotor and current, a group of curves \( \lambda(\theta, i) \), known as magnetization curves, can be obtained and are fundamental for the study of this machine. The effect of saturation is evident in this figure and plays a key role in the SRM. The SRM is designed to achieve a certain level of saturation to maximize energy density, torque, and machine performance. The area delimited by the flux linkage in the aligned and unaligned position determines the mechanical output power of the machine; the greater the difference between these curves, or the inductance values in those positions, the higher the average torque value developed by the machine [2, 6].

The calculation of the torque is a problem because of the dependence of the inductance of the magnetic circuit on both the rotor angle and the stator current. The dependence results from the excessive saturation of the magnetic circuit at certain rotor positions and with high stator currents (Figure 3) [2]. The torque developed is proportional to the area delimited by the curves in Figure 3, which
corresponds to the stored magnetic energy, and can be calculated in terms of co-energy, current, and rotor position by

\[
T_e = \frac{\delta W_f(i, \theta)}{\delta \theta}
\]  

\text{i=}\text{constant} \tag{1}

with the co-energy \(W_f\) being defined by

\[
W_f = \int \lambda(\theta, i) \, di.
\]  

\tag{2}

Figure 2.
Inductance of a saturating reluctance motor as a function of rotor angle with current as a parameter, and the current pulses of a motor drive and a generator drive, when the voltage of the intermediate circuit remains constant \[2\].

Figure 3.
Magnetization curves.
The average torque can be calculated by assuming that the current $I_p$ is maintained constant between the aligned and unaligned positions of the rotor and that the magnetization curve is available [6]. The area between the curve in the aligned position and the unaligned position is denoted as $\delta W_m$ and corresponds to the work done by the machine cycle, which can be calculated from the co-energies, as shown in Eq. (3):

$$\delta W_m = \delta W'_{f-aligned} - \delta W'_{f-unaligned}$$ (3)

The trapezoidal integration, as long as a reasonable number of points are considered in the curve, offers good results. The average torque can be obtained through the total work performed by a machine revolution by Eq. (4), where $N_s$ and $N_r$ are the stator and rotor number of poles, respectively:

$$T_{ave} = \frac{\delta W_m N_s N_r}{2\pi N_m}$$ (4)

### 3. Design procedures

The general theory that governs the design of an electric machine includes studies in the areas of electromagnetism, winding arrangements, magnetic circuit behavior, inductance, and winding resistance [2]. The process of designing an electric machine takes into account all these studies and the empirical knowledge acquired over the years by designers and researchers.

The design of a rotating electrical machine starts by defining certain basic characteristics, such as the type of machine, type of construction, rated power, rated rotational speed, number of pole pairs, operating frequency, rated voltage and number of phases, intended duty cycle, enclosure class, and structure of the machine [2]. In machine design there are a considerable number of free parameters. The task of finding an ideal solution becomes extremely complex unless the number of these parameters is somehow limited [2].

The difficulties of the SRM design can be attributed to several factors, including the following: (1) high magnetic and control nonlinearities; (2) many flexible design parameters, including those that affect vibrations and acoustic noises; (3) interdependence on the design of the converter and control parameters; (4) variable-speed operations; (5) thermal management due to the concentrated coils; (6) difficulty of thermal rating prediction; and (7) possible high sensitivity of design to manufacturing tolerance [17]. Also, during sizing process it is important to establish proper flux density values in the magnetic core. Very low values have the outcome of an unsaturated machine and low energy density, whereas very high values will limit the power developed and cause the core to heat up [18]. Too low values have the outcome of an unsaturated machine, and due to this, poor power density and too high values will limit the developed power and cause core heating [18].

Over the years, research has been based mainly on the design methodologies proposed by [6, 19], proposing changes and optimizing the project according to their acquired knowledge and application requirements [20–23]. The main difference between these two methods is the output equation used for the SRM. In [19], the author proposes a simplified output equation, and the choice of some coefficients is made through a table of typical values based on the application. A more complex output equation is presented by [6]; however, some of its parameters are
still chosen through ranges of typical values, which complicate the first steps in machine design.

The following design procedures are mainly based on [6, 24], presenting useful simplifications for manufacturing and some disagreements with other design methods. The process presented in this section corresponds to a simple and intuitive preliminary design of SRM for beginner designers. The calculation of the flux linkage at various machine positions will be done using the finite element method, performed in FEMM software.

3.1 Starting values

To design a machine for a specific application, one must know its characteristics, which will make up the SRM specifications. The design specifications for the SRM are the required output power \( P_{\text{out}} \) in W, the nominal speed \( n \) in rpm, the allowed peak current in A, and the available supply voltage for the system. From this data the mechanical torque of the machine is fixed and calculated through Eq. (5):

\[
T_{\text{mech}} = \frac{P_{\text{out}}}{2\pi \frac{n}{60}} \tag{5}
\]

**Figure 4** shows all the dimensions that must be determined for the construction of an SRM, where \( \beta_s \) is the stator polar arc, \( \beta_r \) is the rotor polar arc, \( w_{sp} \) is the width of the stator pole, \( b_{sy} \) is the stator back iron thickness, \( b_{ry} \) is the rotor back iron thickness, \( h_s \) is the height of the stator pole, \( h_r \) is the height of the rotor pole, \( D_{sh} \) is the diameter of the shaft, \( D_i \) is the inner diameter, \( D_o \) is the outer diameter, and \( g \) is the length of the air gap.

3.2 Inner, outer, and shaft diameter and core length

In general, the starting point for designing a machine is to obtain the SRM power output equation; this process is presented by [6], and from the output equation, other dimensions are determined. However, the output equation presented by [6]
presents a series of parameters that must be determined arbitrarily so that the calculation of the inner diameter is possible (such as length, efficiency, duty cycle, and specific electric charge, among others), which makes the process a little bit ambiguous. This process can be simplified by using tables presented by international standards such as [25], which determine typical frame values for all rotating machines.

Thus, the initial values for the frame, inner diameter, external diameter, shaft diameter, and core length are selected from tables that relate the output power, nominal velocity, and frame size (FS) present in [25]. These values can be adjusted at the end of the sizing process. The outside diameter is calculated by

\[ D_0 = (FS - x)^2 \] (6)

where \( x \) corresponds to the value of the foot of the machine, usually adopted as 3 mm. Normally, the internal diameter is 0.4–0.7 times the value of the external diameter [19].

The inner diameter is initially set equal to FS, but can be changed according to the need of the application and constructive limitations. In [6], the length of the core is determined as a multiple of the inner diameter \( (k_L) \). The value of \( k_L \) is decided by the nature of the motor application and space limitation. For non-servo applications, the interval for \( k_L \) is given by Eq. (8) and for servo applications by Eq. (9):

\[ L = k_L D_i \] (7)

\[ 0.25 \leq k_L \leq 0.7 \] (8)

\[ 1.0 \leq k_L \leq 3.0 \] (9)

Therefore, since the frame has already been chosen, the upper limit of the core length is already defined, and the lower limit can be determined by the above equations.

3.3 Air gap length

For switched reluctance machines, the air gap length determines the output torque and the volt-ampere requirement in the motor drive. However, the air gap cannot be made as small as possible due to manufacturing constraints, and it is roughly proportional to the motor size [23]. In [6] the air gap value should be chosen according to the size of the machine; for small machines, with power less than 1.0 hp, the air gap should vary between 0.18 and 0.25 mm. Integral horsepower machines, with power above 1.0 hp, may have air gaps from 0.3 to 0.5 mm [6]. For other authors, the air gap length should be selected to be about 0.5–1% of the rotor diameter [2, 19].

3.4 Selection of number of phases and number of poles

The number of phases of an SRM is usually determined through factors, such as directional capacity, reliability, cost, and high speed operation, as described below.

1. Starting capability: In a single-phase SRM, for example, the cost with the control is low; however, there are regions where the torque produced is null, and the consequence of this is the impossibility of the machine being activated in these positions if no artifice is used, such as a permanent magnet.
2. Directional capability: In some applications it is necessary to change the direction of operation of the SRM, and this determines the minimum number of phases for that application. For example, a 4/6 machine is capable of providing unidirectional rotation only, whereas a 6/4 is capable of two-direction rotation. The former case is a two-phase machine, and the latter case is a three-phase SRM [6].

3. Cost: The cost of an SRM relates the cost of the motor itself and the cost of its converter, so a high number of phases demand a high number of power devices in the converter, increasing the total cost of the application and restricting its use to some applications.

4. Reliability: A higher number of phases mean a higher reliability because a failure of one or more phases will not prevent the machine from continuing to operate. This factor may be highly relevant in critical applications where safety of human beings or successful mission completion is the predominant factor [6].

5. Power density: A higher number of phases tend to provide a higher power density in the machine.

6. Efficient high-speed operation: Efficiency is enhanced by reducing the core loss at high speed by decreasing the number of stator phases and lowering the number of phase switchings per revolution [6]. In high-speed operations it is necessary to keep the motor size smaller, which requires a great reduction in losses to maintain the thermal robustness [6].

The limiting factors in the number of poles selection are the number of converter power switches and their associated cost of gate drives and logic power supplies and the control requirement in terms of small rise and fall times of the phase currents [6]. The topologies 6/4 and 8/6, three and four phases, respectively, are common in industry because they are cost-effective; however, other topologies are possible. An increase in the pole number improves the operational accuracy of the motor and the quality of the torque, but simultaneously the structure and control of the converter switches get more complicated [2]. Many applications such as fans or pumps and even in off- and on-highway vehicle propulsion can stand higher commutation torque ripples, for example, than position servos.

The stator frequency for a phase is determined by the maximum machine speed and number of rotor poles. By increasing the number of rotor poles, the frequency in the stator increases in proportion, resulting in higher core losses and greater conduction time to provide the rise and fall of the current than that of an SRM drive with a smaller number of rotor poles [6]. Therefore, the selection of number of phases and number of poles is directly related to the application requirements and available budget.

### 3.5 Stator and rotor pole arc

The values of the stator pole arc and rotor pole arc are chosen to guarantee the proper starting of the machine and to shape the motor torque profile [6]. These requirements are inserted into the SRM project by offering a lower and upper limit for the values of the polar arcs. These restrictions are detailed in [1, 6, 19] and briefly described here.
In order to guarantee proper starting of the machine and to prevent the occurrence of parasitic currents due to the magnetic flux dispersion effect, the rotor polar arc must be larger than the polar arc of the stator [1, 6]:

$$\beta_r \geq \beta_s$$  \hspace{1cm} (10)

Krishnan showed in [6] that the minimum value for polar arcs is set according to the number of poles of the machine by Eq. (11):

$$\min(\beta_s, \beta_r) = \frac{4\pi}{N_s N_r}$$ \hspace{1cm} (11)

The angle between the corners of the adjacent rotor poles must be greater than the polar arc of the stator or there will be an overlap of the stator and rotor poles in the non-aligned position [24]. This implies that the minimum inductance value will be greater, reducing the difference between the maximum and minimum values, which leads to a reduction in the torque value. This relation is presented in Eq. (12):

$$\frac{2\pi}{N_r} - \beta_r > \beta_s$$ \hspace{1cm} (12)

The conditions presented in Eqs. (10)–(12) can be represented graphically in a triangle of possibilities. It is necessary for the values of the polar arcs of the machine to be within this triangle [24]. Figure 5 shows the triangle of possibilities for an SRM 6/4 and an SRM 8/6. For example, for an SRM 8/6, if $\beta_s = 20^\circ$, then $20^\circ \leq \beta_r \leq 40^\circ$. The feasible region restricts the possible combinations of stator and rotor pole angles but does not provide the best solution [26].

An optimum value can be solved for the pole size. This optimum value yields the maximum inductance ratio and simultaneously the maximum average torque. In addition, several other factors affecting the operation of the machine have to be taken into account, such as the torque ripple, starting torque, and the effects of saturation, and therefore no general solution can be attained [2]. Some authors have dedicated themselves to optimizing the values of the polar arcs [27–29].

![Figure 5](image-url)

**Figure 5.**
Triangle of possibilities for $\beta_s$ and $\beta_r$ of (a) a three-phase 6/4 SRM and (b) a four-phase 8/6 SRM (Adapted from [19]).
3.6 Preliminary design

With the previously defined dimensions, the other dimensions of Figure 1 can be calculated as shown below. To begin, it is necessary to have access to the B-H characteristics of the material used for the stator and rotor blades; an example is shown in Figure 6. From the curve the “knee” point is determined and used to limit the flux density inside the motor. SRM is designed to achieve saturation; a saturated machine has the potential to convert approximately twice as much energy as the unsaturated machine to the same dimensions and peak current [30]. Thus, the value of flux density is defined in order to maximize the energy density and machine performance. Assuming the flux density at the stator pole \( B_s \) is equal to \( B_{max} \), the remainder of the machine can be projected by estimating the value of the flux density at the other points.

The stator pole width is determined by the stator polar arc and by the value of inner diameter as follows:

\[
wp = D_i \sin \left( \frac{\beta_s}{2} \right)
\]  

(13)

The stator back iron thickness has to be large enough to support half of the flux density passing through the stator pole. Therefore, the back iron thickness of the stator must be at least half the stator pole width. Due to considerations of mechanical robustness and minimization of vibration, it could have a value in the range of

\[
wp > b_{sy} \geq 0.5wp
\]

(14)

Next, the stator pole height can be calculated as

\[
h_s = \frac{D_0 - 2b_{sy} - D_i}{2}
\]

(15)

The rotor back iron thickness does not need be as much as the stator back iron thickness and neither has to be equal to the minimum value, which is equal to the minimum value of the stator back iron thickness. The rotor back iron thickness in terms of the stator pole width can be set in the range given below:

\[
0.5wp < b_{ry} < 0.75wp
\]

(16)

Figure 6.  
B-H curve for M19 steel.
According to Vijayraghavan [24], securing the flux density at the stator back iron thickness \( b_y \) as approximately half of the \( B_{\text{max}} \) value and the flux density in the \( B_{\text{rc}} \) as approximately 80% of the maximum value is a good practice for SRM projects, because it reduces acoustic noise in the machine. This means choosing the value of \( b_y \) equal to the value of \( w_{sp} \), upper limit of Eq. (14), and \( b_{ry} \) equal to 0.625 \( w_{sp} \). These values can be adopted in a preliminary design, but can be optimized due to their influence on the volume and cost of the machine.

The height of the rotor pole can be determined as follows:

\[
h_r = \frac{D_i - 2g - D_sh - 2b_{ry}}{2}\]  

(17)

With these dimensions, the next step is the design of the coils, and for this it is necessary to analyze the magnetic circuit of the SRM, shown in Figure 7. The reluctances of the stator pole, yoke pole, rotor pole, rotor core, and air gap are represented by \( R_s \), \( R_y \), \( R_r \), \( R_{rc} \), and \( R_g \), respectively.

The equivalent reluctance of the equivalent magnetic circuit \( R_{eq} \) in Figure 7 is obtained as

\[
R_{eq} = 2(R_s + R_r + R_{y'}) + \frac{R_{rc} + R_y}{2}\]  

(18)

The reluctance \( R \) in a particular section can be calculated by Eq. (19), where \( H \) is the magnetic field intensity, \( l \) is the mean path length in the section, \( B \) is the flux density in the section, \( A \) is the area of the section, and \( \varphi \) is the flux in the section:

\[
R = \frac{Hl}{BA} = \frac{Hl}{\varphi} \]  

(19)

The magnetic circuit equation of aligned inductance can be written as

\[
I_{\text{alig}} = NTi = R_{eq}\varphi \]  

(20)

where \( NT \) is the number of turns per phase. The equations for calculating the length of sections, cross-sectional area, and respective value of \( B \) are shown in Table 1. Note that some values of flux density used follow the indications of [6, 24]. The value of \( H \) for each section is obtained through the B-H curve of the magnetic material when estimating the value of \( B \) for each section. We suggest the use of an interpolation algorithm.
As the value of the peak current allowed in the machine was determined at the
beginning of the design, the number of turns NT can be calculated through Eq. (21). The number of turns must be an integer and even. The value of the corrected
current is then corrected through Eq. (22):

\[
i_p^* = \frac{\mathcal{J}}{NT}
\]

As the value of the peak current allowed in the machine was determined at the
beginning of the design, the number of turns NT can be calculated through Eq. (21). The number of turns must be an integer and even. The value of the corrected
current is then corrected through Eq. (22):

\[
i_p^* = \frac{\mathcal{J}}{NT}
\]

The conductor area \(a_c\) can be calculated from the number of phases \(q\), peak
current value \(i_p\), and current density \(J\). The maximum permissible value of \(J\) is
determined by the type of machine and cooling method employed [2, 6]. Usually,
the value adopted for SRM during the preliminary project is \(J = 6\ \text{A/mm}^2\):

\[
a_c = \frac{i_p^*}{J\sqrt{q}}
\]

The section of the normalized conductors is obtained by selecting the section
closer but greater than the value obtained from Eq. (23). The wire diameter \(d_w\)
including insulation is given by Eq. (24):

\[
d_w = \sqrt{\frac{4a_c}{\pi}} + 0.1\text{mm}
\]

The coil must be placed between two consecutive stator poles, and to ensure that
the winding fits, it is necessary to perform the following calculations. If necessary,
the stator dimensions or conductor size can be changed. Assuming a wedge of \(h_{\text{wedge}}\)
is required to hold the windings in place; the stator pole arc length \(t_s\) at the closest
point of the winding to the center of the shaft is given by Eq. (25):

\[
t_s = \left(\frac{D_i}{2} + h_{\text{wedge}}\right)\beta_i
\]

Accounting for the wedges that hold the windings in place leads to the calcula-
tion of a modified stator pole pitch \(\lambda_s\) as in Eq. (26):

\[
\lambda_s = \lambda_i - h_{\text{wedge}}
\]
The maximum height of the winding \( h_w \) which can be accommodated inclusive of the space required to place wedges that hold the windings in place is given by

\[
h_w = h_s - h_{\text{wedge}}. \tag{27}
\]

The number of layers that can be accommodated in this available winding height is given by Eq. (28), where \( f_f \) represents the field factor and is approximately equal to 0.95. The value of \( N_v \) is rounded off to the nearest lower integer:

\[
N_v = \frac{h_w f_f}{d_w} \tag{28}
\]

Now the number of horizontal layers required for winding is given by Eq. (29), and this value is rounded off to the nearest higher integer:

\[
N_h = \frac{NT}{2N_v} + 1 \tag{29}
\]

The width of the winding \( W_t \) is given by Eq. (30):

\[
W_t = \frac{d_w N_h}{f_f} \tag{30}
\]

The space between two stator pole tips at the bore is given by

\[
Z = \lambda_s - t_s. \tag{31}
\]

The clearance between the windings at the bore is given by

\[
Cl = Z - 2W_t. \tag{32}
\]

This value has to be positive and preferably greater than 3 mm. Naturally, the actual clearance between the windings will be slightly higher than the clearance calculated at the bore. If the clearance value is acceptable, the designer can proceed with the analysis, or else a different size conductor can be chosen, and the clearance can be checked again.

### 3.7 Design verification

The next step is to estimate the average torque value and check whether it matches the initial specifications, if the value obtained is not acceptable, it is necessary to modify the design. The average torque can be calculated from the values of the co-energies, according to Eq. (4), for which it is necessary to know the value of the flux linkage in the aligned and unaligned position for the peak current. These values can be determined analytically through different methods such as those presented by [6, 31] or can be obtained through a finite element simulation. Since there are several free and fast finite element simulation software packages available, we strongly suggest using them for the calculation of SRM characteristics.

The analysis of other characteristics of the SRM, such as calculation of losses in the copper and in the iron, by parasitic currents and hysteresis, is detailed by
Therefore, this section examines how and how much each dimension influences to a certain extent, influences the rest of the design and machine performance. SRM, and it can be seen that many dimensions can be chosen within a range which, however, they can also be obtained through finite element simulation. Thus, enough data are available to estimate the efficiency and other parameters of SRM. The control can be designed and the rest of the SRM characteristics determined.

### 3.8 Calculation of losses

The losses in the SRM are composed of copper losses and iron losses. The copper losses only appear in the stator, since there are no windings in the rotor, and can be calculated by

\[ P_{cu} = qI^2R_s, \quad (33) \]

where \( R_s \) is the per-phase resistance of the stator winding and \( I \) is the rms value of the current given by

\[ I = \frac{i_p}{\sqrt{q}} \quad (34) \]

Hence, the copper losses are

\[ P_{cu} = i_p^2R_s. \quad (35) \]

The resistance of a single phase can be computed in terms of the specific resistivity \( \rho \), mean length of the winding \( l_m \), and area of cross section of the conductor \( a_c \) by Eq. (36):

\[ R_s = \frac{\rho l_m}{a_c} NT \quad (36) \]

The mean length of a winding turn is given by Eq. (37):

\[ l_m = 2L + 4W_t + 2D_s + \sin \left( \frac{\beta}{2} \right) \quad (37) \]

The iron losses can be split into two major portions, hysteresis and eddy current losses. Core losses are difficult to predict in the SRM due to the presence of flux densities with various frequencies in stator segments. Further, these flux densities are neither pure sinusoids nor constants [1, 33]. There are two papers that lead the calculation of core losses, the one developed in [33] and the one developed in [34].

The method proposed in [33] is simpler and provides a good estimate of the losses in the core, but does not clearly separate the hysteresis and eddy current losses. Manufacturers of lamination core steel provide data showing the variation of core loss (in watts per pound or kilogram) as a function of flux density and frequency [33]. Once the flux density and iron weight for each part of the machine are known, these data are used to calculate the losses in the core.

### 4. Dimensional effect analysis

The previous section presented the procedures for the preliminary design of the SRM, and it can be seen that many dimensions can be chosen within a range which, to a certain extent, influences the rest of the design and machine performance. Therefore, this section examines how and how much each dimension influences
SRM performance through a new DOE class, a small three-level design that is presented by [16]. This study is an important and useful tool for machine designers, since it allows a basis for decisions for the optimization of the SRM, reducing the search space and contributing to the design of more efficient machines.

Jones and Nachtsheim [16] proposed a new class of three-level designs that provide estimates of main effects that are not biased by any second-order effect, require only one more than twice as many runs as there are factors, and avoid confounding of any pair of second-order effects. The number of experiments required is very low compared to other methods, even if all the SRM design variables are considered, and this is a decisive factor in the choice of this DSD class. For \( m \) factors only \( 2m + 1 \) experiments are required, which is much lower than the amount of experiments required for other classes, such as \( 3^m \) by factorial experiment and \( 2^m + 2m + 1 \) required by central composite design. Thus, the computational cost of the following analysis can be greatly reduced.

The SRM studied is a four-phase motor with eight stator poles and six rotor poles. The effects on the variables \( D_i, D_s, L, g, \beta_s, \beta_r, b_{sy}, \) and \( b_{ry} \) will be analyzed, thus totaling 17 experiments performed. The responses chosen to analyze SRM performance are average torque and machine losses. The experiments performed are finite element simulation performed in FEMM software. The parameters of the SRM studied are shown in Table 2, which also presents machine details and the range adopted for each design variable according to the design guidelines shown in Section 3.

To perform these experiments, three software will be used. Minitab is a statistical software that will help design the experiment and get the results. MATLAB is used to perform the calculations and obtain the results of finite element simulations computed through FEMM.

### 4.1 Effects on average torque

The effects of changes in dimension values can be determined in several ways; in this work the statistical results obtained through Minitab will be presented. The Pareto graph is an important quality tool and allows visualization of the effects
ranked by the magnitude of their contribution [35]. Figure 8 shows the Pareto chart of the standardized effects for the average torque. The Pareto chart shows the absolute values of the standardized effects from the greatest effect to the smallest effect. The standardized effects are t-statistics that test the null hypothesis that the effect is zero. The greater the magnitude of the standardized effect, the greater the evidence against the null hypothesis, that is, the greater the probability that there is a significant difference.

From Figure 8 we can determine which factors cause a greater impact on the average torque value; however, it is not possible to know how each dimension affects the response. The normal plot of standardized effects, shown in Figure 9, shows which effects are positive and negative. Positive effects, right of the line, increase the response when the factor changes from low to high value. Negative effects, left of the line, decrease the response when factor definitions change from low to high. Effects further from 0 are more statistically significant.

Through the results presented in Figures 8 and 9, it is possible to draw important conclusions about the influence of dimensions on the average torque value. The three dimensions that most influence the average torque value are the rotor polar arc ($\beta_r$), the core length ($L$), and the stator polar arc ($\beta_s$). The polar arcs determine the energy conduction angle and thus the torque production interval and the average torque value (see Figure 2). In turn, the core length is a fundamental parameter and directly proportional to the torque value because it allows more energy to be converted into the machine. However, increasing the value of $L$ corresponds to increasing the material volume and cost of the machine. Of less importance, but still significant, the air gap length and inner diameter also play important roles. Of the five significant factors presented in Figure 9, only the air gap has a negative effect on the average torque value, i.e., as the air gap increase, the torque value decreases. The stator and rotor polar arcs, core length, and inner diameter have a positive effect.

4.2 Effects on total losses

When designing a machine, the designer should not be concerned only with the developed power and torque; the amount of losses and efficiency is often a decisive factor for the choice of the machine. Therefore, it is important to know how each dimension influences the value of the total losses, which is the sum of the losses in the windings and in the core. Losses were calculated as presented in Section 3, and in [33], mechanical losses are not considered.

Figure 10 shows the Pareto chart of standardized effects for losses, and Figure 11 shows the normal plot of standardized effects. According to the graphs presented, the stator polar arc and core length are the two dimensions that have the greatest impact on the losses value. This is because higher stator polar arc values cause increased losses in both copper and core as it increases the mean length of the winding, iron volume, and SRM saturation. The factor that causes the second major impact is core length as it has the greatest influence on copper losses, since the longer the core length, the longer the mean length of the winding.

The other dimensions have minor impact on the value of the losses, mainly because they cause change in only one part of the losses, copper losses, or core losses, so the total effect is smaller. Thus, the dimensions that affect the winding are more significant because copper losses represent the vast majority of losses of an electric machine.
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Figure 10.
Pareto chart of the standardized effects for total losses \((P_t)\).
5. Conclusions

This chapter focused on detailed explanation of the design procedures of switched reluctance machines, for which the contributions of several authors are summarized and presented to the reader. At the outset, the structure and operation of SRM are presented. Subsequently, the SRM design procedures are presented, and we can observe that the authors sometimes disagree on the values and procedures. Many dimensions are chosen through intervals, and this choice is often made subjectively and empirically. This fact justified the second part of this chapter, which is an analysis of the effects of dimensions on SRM performance. For this purpose, we used definitive screening design, a class of design of experiments that allows analysis of the effects of each factor with a reduced number of simulations. The impact of eight dimensions on the average torque value and on SRM losses was analyzed, the experiments were conducted through finite element simulations, and the analysis was performed by statistical software.

For the average torque, the most important dimensions are the polar arcs and the core length, since the relationship between the polar arcs determines the torque production interval and, therefore, the average torque value. However, the stator pole arc and core length are the two most significant factors for losses, and this can compromise the machine’s efficiency. These results show that changes in dimensions must be made carefully and that effect analysis is important to draw these conclusions.

The results presented by the effect analysis complement the design procedures and become a useful tool for beginner designers. This data provides an insight into how each variable affects machine performance, which is important information on which choices are based at the design stage.
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Chapter 4

Using Optimization Algorithms in the Design of SRM

Petrushin Alexandr Dmitrievich, Kashuba Alexandr Viktorovich and Petrushin Dmitry Alexandrovich

Abstract

Switched reluctance motors (SRM) are increasingly used in various industries and vehicles, in addition, in household appliances and in medical equipment. This chapter presents the results of research on the geometric optimization of the magnetic circuit of the switched reluctance motor (SRM) and optimization of the control algorithm. The developed optimization method of magnetic circuit geometry is based on the existing Monte Carlo method. It also allows finding global maxima and minima of an objective function. The main differences of the developed method are as follows: it includes the normal distribution and searches for the geometric shape of the rotor pole as smooth curves (the air gap is not necessarily constant). The problem of optimal control was solved using the Pontryagin’s maximum principle. The initial conditions for the auxiliary functions were determined using the Newton-Raphson method. The recommendations on the practical implementation of the optimal control algorithm are given.

Keywords: switched reluctance motor, optimization, Monte Carlo method, magnetic circuit, random curve generation algorithm, optimal control algorithm, Newton-Raphson iteration method

1. Introduction

The approaches used in the design of electric drives are more and more similar to the laws of nature evolution [1–3]. Thus, during the evolution of living organisms, the problem of reliable life support is solved with minimal expenditure of energy with a constant change in natural environmental conditions. The theory and practice of using modern electric drives increasingly give them the features of an intellectual approach. This makes it possible to maintain a high level of reliability and operate efficiency with changing external influences.

In the process of the electric drive synthesis, there is no ideal technical solution for the same terms of reference and formulated requirements (like the laws of nature evolution, there are many different variations).

When creating an electric drive, it is often necessary to make a compromise between a highly specialized technical solution for one specific device and a universal version for use in various fields.
When creating electric drives, the best technical solutions are obtained using optimization algorithms. It should be noted that a more general formulation of the problem and less restrictions provide better results.

There are significant difficulties for the optimization problem (including optimization of the magnetic circuit geometry and control optimization) for the following reason. The existing methods of designing the magnetic circuit of switched reluctance motor (SRM) do not fully take into account the drive control algorithm, since they are guided either by the nominal mode of operation or by some mode for a particular application. This is caused by uncertainty: if the algorithm is divided into time sections (within which the control actions are constant), many optimal variants of the magnetic circuit are obtained when solving the optimization problem. The number of optimal variants is equal to the number of time sections. That is, when controlling the drive, the extremum of the cost function (CF) will be obtained only if the magnetic circuit of the electric motor (magnetic core and winding) changes its configuration. But this is impossible now and in the near future. We have covered this problem in paper [4]. In the same paper, we proposed an algorithm for determining the only variant of the magnetic circuit of the traction motor when solving the optimization problem with varying control actions.

This chapter (Sections 2–5) presents the results of the optimization of the magnetic circuit of the motor using the Monte Carlo method. The Monte Carlo method was adapted to find the optimal geometric shape of the rotor pole as smooth curves (the air gap is not necessarily constant). To reduce the calculation time and ensure a high probability of obtaining a global extremum when performing an optimization by an improved method, a variable probability density of a random variable is used.

This chapter (Section 6) presents the results of solving a boundary problem of optimal SRM control. The cost function includes the square of the voltage applied to the stator winding.

Recommendations on the practical implementation of the optimal control algorithm are given (using the most common half-bridge power circuit and modern electronic components).

2. Development of an optimization algorithm for the SRM magnetic circuit

There are many different optimization methods: simplex method, Monte Carlo method, ant colony optimization algorithms, gradient descent, evolutionary algorithm, etc. [5, 6]. All of them are adapted for specific aims and make it possible to take into account the specific conditions inherent in a particular task.

As an optimization criterion, there may be different characteristics of the motor: average electromagnetic torque, torque ripple, efficiency, heat loss, and others (depending on the requirements of terms of reference). In multi-objective optimization, the objective function must be set using mathematical equations that take into account the priority of a certain criterion or use multi-objective optimization algorithms.

The developed optimization algorithm is based on the Monte Carlo method. Experience in designing SRM [4] shows that using this method to optimize the geometric dimensions of the magnetic circuit can significantly improve the performance of the motor compared to the results of the design without the use of optimization.

The Monte Carlo method allows finding the global extremum of the several CF variables. The essence of this method is as follows:

1. Setting limits for all optimized parameters.
2. A series of pseudorandom numbers is generated (uniform distribution of a random variable) and is performed within the specified limits for each optimized parameter.

3. CF value calculation.

Repeating steps 2 and 3 provides an extensive basis for establishing various relationships. By analyzing the data obtained, it is possible to know which parameter values provide the extremum of CF.

One of the advantages of the Monte Carlo method is that it guarantees with a fairly high probability that the global (not local) extremum of the cost function is found. But the main drawback is the need to perform a huge amount of CF calculations (hundreds, thousands, tens of thousands) to get an acceptable result. This leads to more time spent on optimization. Hence, SRM design lasts much longer. Even with a few numbers of optimized parameters, this disadvantage is very noticeable.

The algorithm developed on the basis of the Monte Carlo method makes it possible to find the global extremum of the CF with an accuracy sufficient for many practical problems in a relatively short time.

It is possible to reduce the time of optimization by generating random numbers near the coordinates of the global extremum.

The main difference of the developed algorithm is the generation of random numbers performed according to the Gaussian laws. Its probability density function is expressed as

\[ f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}. \]  

where \( \mu \) is the expected value, \( \sigma \) is the standard deviation, and \( \sigma^2 \) is the variance.

Before starting the main part of the algorithm, it is necessary to set a certain number of random values of parameters (uniform distribution of a random variable). After that the best point should be selected of all available coordinates (the best point is the coordinates at which the CF has an extreme value). The selected point is the first approach to the extremum. Then the random number generation with Gaussian distribution is used (expected value corresponds to the coordinates of the first approach, and the variance is still large). After each calculation of the CF for the next approach point, it is necessary to take the last point if the value of the CF of this point is the best among all. Thus, self-adaptation occurs by adjusting the expectation and reducing the variance (Figure 1). It should be noted that the dependence of the variance on the calculation number of the CF affects the optimization time.

Figure 1 is an example for the case if the limits for the variation by the optimized parameter were from 0 to 1 and the extremum would be located at the point with coordinates 0.55 for this parameter. After all the calculations of the function have expired, the last result (quasi-extremum) is taken as the result of optimization.

In order to make it convenient to depict the graphic dependence of the variance on the CF calculation number, we introduce the parameter \( T \). It is the reciprocal for the variance \( \sigma^2 \)

\[ T = \frac{1}{\sigma^2}. \]

As stated above, before starting the main part of the algorithm, it is necessary to set a certain number of random values of parameters (uniform distribution of a
random variable, variance value is high, $T$ is close to zero). This will suggest that the global extremum will not be missed (familiarization zone, Figure 2). Next, self-adaptation should occur, and then a more accurate calculation of the extremum coordinates should follow. The dependence of the $T$ on the CF calculation number is expressed as follows:

$$T(n_0) = k \cdot \frac{\arctg(w \cdot n_0 - w \cdot S) + \arctg(w \cdot S)}{\arctg(w - w \cdot S) + \arctg(w \cdot S)},$$

(3)

where $n_0$ is the indicator of optimization completion, defined by Eq. (4), $k$ is the coefficient that determines the value of the variance at the final stage of optimization (Figure 3), $w$ is the parameter determining the duration of self-adaptation (Figure 4), and $S$ is the parameter that determines when the self-adaptation will begin (Figure 5):

$$n_0 = \frac{n}{n_\Sigma},$$

(4)

where $n$ is the current calculation number of the CF and $n_\Sigma$ is the total number of calculations of the CF (set before optimization).

Figures 3–5 show the influence of parameters $k$, $S$, and $w$ on the general form of the Eq. (3).

The analysis of Figures 4 and 5 is presented in the form of Table 1.

As Table 1 shows, various combinations of values can have both positive and negative effects. The values of $S$ and $w$ should be selected in such a way that the
random variable, variance value is high, \( T \) is close to zero). This will suggest that the global extremum will not be missed (familiarization zone, Figure 2). Next, self-adaptation should occur, and then a more accurate calculation of the extremum coordinates should follow. The dependence of the \( T \) on the CF calculation number is expressed as follows:

\[
T(n_0) = \frac{1}{\arctan w} \frac{k}{S(n_0)} + \frac{w}{S(n_0)} + \arctan w,
\]

where \( n_0 \) is the indicator of optimization completion, defined by Eq. (4), \( k \) is the coefficient that determines the value of the variance at the final stage of optimization (Figure 3), \( w \) is the parameter determining the duration of self-adaptation (Figure 4), and \( S \) is the parameter that determines when the self-adaptation will begin (Figure 5):

\[
n_0 = n \sum n,
\]

where \( n \) is the current calculation number of the CF and \( n \sum \) is the total number of calculations of the CF (set before optimization).

Figures 3–5 show the influence of parameters \( k \), \( S \), and \( w \) on the general form of the Eq. (3). The analysis of Figures 4 and 5 is presented in the form of Table 1. As Table 1 shows, various combinations of values can have both positive and negative effects. The values of \( S \) and \( w \) should be selected in such a way that the

Figure 2.
The dependence of \( T \) (reciprocal for the variance \( \sigma^2 \)) on the CF calculation number \( (k = 1; w = 30; S = 0.7) \).

Figure 3.
The effect of parameter \( k \) on the general form of the dependence \( T(n_0) \).
optimization result gives the greatest probability of finding a global extremum with the necessary accuracy. For different forms of CF, the best result will be given by different combinations of \( S \) and \( w \). Therefore, the averaged values of \( S \) and \( w \) were found: \( S = 0.7 \) and \( w = 30 \) (Figure 2). These values were chosen empirically by multiple optimizations of test functions. The test functions were specified analytically. The coordinates of their extremum can be calculated without optimizing (to be able to assess the accuracy of finding a global extremum).

The coefficient \( k \) in Eq. (3) indicates the variance at the final stage of optimization (the accuracy of the extremum coordinates calculation).

The value of the coefficient \( k \) must be determined for each parameter being optimized separately. When optimizing the geometrical forms of the magnetic cores, this coefficient should be determined on the basis of the accuracy of the

---

**Figure 4.**
The effect of parameter \( w \) on the general form of the dependence \( T(n_0) \).

**Figure 5.**
The effect of parameter \( S \) on the general form of the dependence \( T(n_0) \).
The accuracy of the extremum coordinates calculation. The coordinates of their extremum can be calculated without optimizing (to multiple optimizations of test functions. The test functions were specified analytically. The necessary accuracy. For different forms of CF, the best result will be given by optimization result gives the greatest probability of finding a global extremum with the rapidity of variance reduction is large) (find it becomes impossible because the extremum which takes place can quickly narrow, leaving a real extremum outside (find it becomes impossible because the rapidity of variance reduction is large)

Table 1.
Analysis of the effect of parameters $S$ and $w$ on the result of optimization.

<table>
<thead>
<tr>
<th>High value</th>
<th>Low value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>$S$</strong> Positive effect:</td>
<td>Positive effect:</td>
</tr>
<tr>
<td>- Increases the probability of finding a global extremum, rather than a local extremum</td>
<td>- Increases the number of CF calculations for more accurate calculation of the coordinates of the extremum</td>
</tr>
<tr>
<td>Negative effect:</td>
<td>Negative effect:</td>
</tr>
<tr>
<td>- Decreases the number of CF calculations for more accurate calculation of the coordinates of the extremum</td>
<td>- Decreases the probability of finding a global extremum, rather than a local extremum</td>
</tr>
</tbody>
</table>

| **$w$** Positive effect: | Positive effect: |
| - Increases the probability of finding a global extremum, rather than a local extremum | - Self-adaptation zone is increasing |
| - Increases the number of CF calculations for more accurate calculation of the coordinates of the extremum | - Limitations in which the search for extremum which takes place can slowly narrow, so the real extremum will not be outside |

| Negative effect:     | Negative effect:   |
| - Self-adaptation zone is reduced | - Decreases the probability of finding a global extremum, rather than a local extremum |
| - Limitations in which the search for extremum which takes place can quickly narrow, leaving a real extremum outside (find it becomes impossible because the rapidity of variance reduction is large) | - Decreases the number of CF calculations for more accurate calculation of the coordinates of the extremum |

When using the coefficient, it should be guided by the “68–95–99.7” rule: a random variable having a normal distribution does not deviate from the expectation in absolute value by more than $3\sigma$ with a probability of 99.73%.

The coefficient $k$ should ensure the generation of random numbers at the final stage of optimization within limits equal to the limits of accuracy required (Figure 6). The value of the coefficient should be determined by the following formula

$$k = \frac{1}{\sigma^2} = \frac{1}{\left(\frac{\delta}{3}\right)^2}, \quad (5)$$

where $\delta$ is the allowable relative error of extremum coordinates calculation. Number 3 in the denominator indicates the value of three sigmas.

Eventually, the developed optimization algorithm was based on the distribution function with variable expectation and standard deviation (Eq. (6)). The expectation depends on the intermediate optimization results. The standard deviation and variance depend on the calculation number of the CF:

$$f(x, \mu, n) = \frac{1 + \text{erf} \left( \frac{x - \mu}{\sigma(n) \sqrt{2}} \right)}{2};$$

$$\sigma(n) = \left( \frac{2 \cdot \delta}{6} \right) \sqrt{\frac{\text{arctg}(w - w \cdot S) + \text{arctg}(w \cdot S)}{\text{arctg}(w \cdot n - w \cdot S) + \text{arctg}(w \cdot S)}}.$$
where $\text{erf}(x)$ is the Gauss error function (Eq. (7)) [8], $\mu$ is the expected value, $\sigma(n)$ is the standard deviation, $n$ is the current calculation number of the CF, $\delta$ is the allowable relative error of extremum coordinates calculation, $w$ is the parameter determining the duration of self-adaptation (Figure 4), $S$ is the parameter that determines when the self-adaptation will begin (Figure 5), $n_{\Sigma}$ is the total number of calculations of the CF:

$$
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} dt;
$$

(7)

Figure 7 summarizes Section 2 and shows the flowchart defining the developed optimization algorithm.

Figure 6.
The influence of the coefficient $k$ on the accuracy of the extremum coordinates calculation.

Figure 7.
Flowchart defining the developed optimization algorithm.
where $\text{erf}(x)$ is the Gauss error function (Eq. (7)) [8], $\mu$ is the expected value, $\sigma(n)$ is the standard deviation, $n$ is the current calculation number of the CF, $\delta$ is the allowable relative error of extremum coordinates calculation, $\nu$ is the parameter determining the duration of self-adaptation (Figure 4), $S$ is the parameter that determines when the self-adaptation will begin (Figure 5), $n_\Sigma$ is the total number of calculations of the CF:

$$
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt.
$$

Figure 7 summarizes Section 2 and shows the flowchart defining the developed optimization algorithm.

### 3. Mathematical description of the pole curved shape

When designing SRM, the shape of the poles of the rotor and stator is most often defined by contours similar to an isosceles trapezoid using segments and arcs [2, 9]. This results in a uniform air gap in the motor. Figure 8 shows an example of the rotor pole contours (uniform air gap).

These restrictions on the shape of the magnetic core do not allow to fully realizing the possibilities for improving the performance of the SRM by changing the geometry of its magnetic circuit.

The scientific novelty of our research is the way of setting restrictions for varying the optimized geometric parameters of the SRM rotor by means of the zone shown in Figure 9.

As Figure 9 shows, the location of the rotor pole contour is limited only by the diameter of the rotor shaft, the maximum approach to the stator, and the sector which depends on the number of poles of the rotor. The left side of the pole is set by mirroring the contours of the right side.

Note that it does not complicate the manufacturing technology, because modern equipment allows to make sheets of magnetic core without restrictions on their shape.

Consider the mathematical description of the rotor pole curved shape. When optimizing the geometry of the curved pole shape, it is necessary to generate a random curve at each step (Figure 9), in contrast to the optimization of the geometry of the trapezoidal pole shape (Figure 8), where it is necessary to generate random numbers, to setting specific geometric dimensions (b1r, b2r, etc.).

**Figure 8.**
*Example of standard rotor pole defined using segments and arcs.*
To solve this problem, an algorithm for generating a random curve was developed. The design features of the SRM magnetic cores make it necessary to take into account some restrictions on the curve shape that determines the magnetic core at each step of optimization:

1. Point 1 (belongs to the pole contour and is located on the pole axis) must be farther from the rotor axis of rotation than point 2 (belongs to the pole contour and is located on the groove axis). This rule is shown in Figure 10.

2. The pole contour should not be in sharp protrusions, peaks, and other irregularities. This may degrade motor performance due to deep local magnetic saturation (Figure 11) [10].

3. To fulfill Eq. (2), it is necessary that on the border of the pole zone, the tangents to the magnetic core are perpendicular to the radial direction (Figure 12).

It is possible to take into account the above conditions if the random curve is set by means of the Cartesian coordinate system using the analytical formula, then bring the curve to the form required for the SRM pole (Figure 13).
To solve this problem, an algorithm for generating a random curve was developed. The design features of the SRM magnetic cores make it necessary to take into account some restrictions on the curve shape that determines the magnetic core at each step of optimization:

1. Point 1 (belongs to the pole contour and is located on the pole axis) must be farther from the rotor axis of rotation than point 2 (belongs to the pole contour and is located on the groove axis). This rule is shown in Figure 10.

2. The pole contour should not be in sharp protrusions, peaks, and other irregularities. This may degrade motor performance due to deep local magnetic saturation (Figure 11) [10].

3. To fulfill Eq. (2), it is necessary that on the border of the pole zone, the tangents to the magnetic core are perpendicular to the radial direction (Figure 12).

It is possible to take into account the above conditions if the random curve is set by means of the Cartesian coordinate system using the analytical formula, then bring the curve to the form required for the SRM pole (Figure 13).

Figure 11.
An example of the influence of irregularities of the pole contour on the magnitude of the flux density in the magnetic core: incorrect (a) and correct (b) setting of the curve describing the pole contour.

Figure 12.
Examples of incorrect (a) and correct (b) setting of the inclination of the extreme sections of the contour of the rotor pole.

Curve plotting condition: it should be located in the pole sector so that the segments (numbered from 1 to 21, Figure 13b) are separated by the curve in the same proportions as the corresponding segments in the Cartesian coordinate system (Figure 13a).

The proposed location of the segments (from 1 to 21) in the zone sector pole ensures Eq. (1) \( R_1 > R_2 \), Figure 10.

To fulfill Eq. (2) (the pole contour should not be in sharp protrusions, Figure 11), it is advisable to set a random curve using the sum of sinusoids with different amplitudes, frequencies, and phases:

\[
y_1(x) = \sum_{i=1}^{n} A_i \cdot \sin (\omega_i \cdot x + \varphi_i),
\]

where \( n \) is the number of sinusoids, \( A \) is the amplitude, \( \omega \) is the frequency, and \( \varphi \) is the sine wave phase.
As shown by the experience of designing SRM [11], in order to avoid protrusions and irregularities, the values $n$, $A$, and $\omega$ should be set as follows (Table 2).

To eliminate the irregularities of the magnetic core at the top of the pole and in the center of the groove (Eq. (3), Figure 12), it is necessary to further develop measures that exclude the inclination of the random curve in the abscissas $0$ and $2\pi$: the derivative in these coordinates should be zero, and this should not contribute to the appearance of high fluctuations on the curve. We write the equation of the curve as follows:

$$y_2(x) = \begin{cases} y_1(0) \cdot q(x) + y_1(x) \cdot (1 - q(x)), & \text{if } x < \pi; \\ y_1(2\pi) \cdot q(x) + y_1(x) \cdot (1 - q(x)), & \text{if } x \geq \pi. \end{cases}$$ (9)
As shown by the experience of designing SRM [11], in order to avoid protrusions and irregularities, the values $n$, $A$, and $\omega$ should be set as follows (Table 2).

To eliminate the irregularities of the magnetic core at the top of the pole and in the center of the groove (Eq. (3), Figure 12), it is necessary to further develop measures that exclude the inclination of the random curve in the abscissas $0$ and $2\pi$:

the derivative in these coordinates should be zero, and this should not contribute to the appearance of high fluctuations on the curve. We write the equation of the curve as follows:

$$y_2(x) = y_1(0) - q(x) + y_1(x) - 1,$$

if $x < \pi$;

$$y_2(x) = q(x) + y_1(x) - 1,$$

if $x \geq \pi$.

Figure 13. The principle plotting of the rotor pole curved shape. The magnetic core curves (b) divide the segments (numbered from 1 to 21) in the same proportions as the corresponding initial curves (a) defined using a mathematical expression and represented in a Cartesian coordinate system.
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where $q(x)$ is the function that has value, $q(0) = 1$, $q(\pi) = 0$, and $q(2\pi) = 1$, and derivatives in these coordinates, $q'(0) = q'(\pi) = q'(2\pi) = 0$.

The most suitable for this is the equation:

$$q(x) = \frac{\cos(x) + 1}{2};$$

$$q'(x) = -\frac{\sin(x)}{2}.$$

The function values at the three significant coordinates ($x = 0$, $x = \pi$, $x = 2\pi$) remain unchanged after the conversion. The derivatives at boundary coordinates ($x = 0$ and $x = 2\pi$) become zero in the middle of this interval (for $x = \pi$); the derivative is equal to the derivative of the original function. This avoids the inclination of the curve in the boundary coordinates with a slight change in its shape compared to the original curve (Figure 14).

4. Optimization of the curved shape of the rotor pole

The above optimization algorithm is applicable to optimize the trapezoidal pole shape. To optimize the curved shape, it is necessary to take into account some features of the implementation of this algorithm in computer programming.

When optimizing the trapezoidal pole shape, the optimization parameters are clearly defined: they represent the specific geometric dimensions of the magnetic core. The curved shape of the pole does not have these geometric dimensions. The curved shape of the pole can be defined differently, for example, by the set of

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Symbol</th>
<th>limitation Min</th>
<th>limitation Max</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>$A$</td>
<td>0</td>
<td>1</td>
<td>0...1</td>
</tr>
<tr>
<td>Frequency</td>
<td>$\omega$</td>
<td>0</td>
<td>1</td>
<td>0...1</td>
</tr>
<tr>
<td>Sine wave phase</td>
<td>$\varphi$</td>
<td>0</td>
<td>$2\pi$</td>
<td>0...$2\pi$</td>
</tr>
<tr>
<td>Number of sinusoids</td>
<td>$n$</td>
<td>$-$</td>
<td>$-$</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Values of mathematical parameters of a random curve.

Figure 14. Examples of changing the shape of curves after conversion (Eqs. (9) and (10)).
coordinates of the points belonging to this curve. Therefore, as optimization parameters, it is advisable to set the ratio (Eq. (11)) of the geometric dimensions \( a \) and \( b \) for each of the 21 segments (Figure 15).

\[
p_n = \frac{a_n}{b_n},
\]

(11)

where \( p_n \) is the optimization parameter and \( a_n \) and \( b_n \) are the geometrical dimensions that determine the shape of the pole (Figure 15).

Thus, the number of optimization parameter is equal to the number of points defining the half-pole contour. It should be noted that an increase in defining points does not entail an increase in optimization time. The curve is set using six random numbers (for two sinusoids, as in our case) that are independent of each other, similarly, optimization by six parameters.

The number of defining points is selected for each design problem singly, depending on the required accuracy and smoothness of the pole contour. The number of defining points is limited only by the features of creating a mesh in a computer program for calculating magnetic fields (e.g., FEMM). The more points that define the pole, the more the number of nodes in the output mesh. This entails a significant increase in the calculation time without increasing their accuracy [12].

5. The example of optimizing the geometric shape of a rotor pole

As an example, consider the optimization of the curved shape of the rotor magnetic core for SRM 6/4; the outer diameter of the stator magnetic core is 131 mm, and the shaft diameter is 30 mm. The number of points defining the half-pole contour is 21.
Optimization criteria: minimum of torque ripple, it is defined as follows [4, 11, 13]:

\[ \Delta T_e = \frac{\max (T_e) - \max (T_e)}{T_a} \cdot 100\%, \]  

(12)

where \( \Delta T_e \) is the torque ripple value (%), \( T_e \) is the instantaneous torque value (N m), and \( T_a \) is the average value of electromagnetic torque (N m).

When modeling electromagnetic processes in a SRM, the following assumptions were made:

1. The supply network has infinite power.
2. Losses in power switches and converter conductors are not taken into account.
3. Rotor eccentricity is absent; there is no deflection and shaft skew.
4. Magnetic field was calculated in two-dimensional space, calculated SRM space is stationary, and leakage flux at the end winding is neglected.
5. Electrical steel has isotropic properties for a two-dimensional computational space.
6. The shape of the current was rectangular (ideal case).

The result of the optimization is shown in the Figure 16.

In addition to the calculations, the electric motor with two rotors was tested alternately: with a rotor that was designed without the use of optimization methods and with a rotor whose geometric dimensions were obtained by optimization.

The purpose of the experiment was to obtain curves of the dependence of the torque on the rotor position for a motor with different rotor.

The experiment for each electric motor was carried out according to the following algorithm:
The values of the torque for the full rotation of the rotor were measured in 0.5° increments with a 0.33 m arm, at the end of which the strain gauge was attached. At the same time, the readings of two measuring instruments were registered: the absolute rotary encoder and the weight terminal (the force occurring in the strain gauge with an accuracy of 0.01 N). The phase windings were supplied with a variable autotransformer (with the help of which a current of 10 A), the diode bridge and a battery of capacitors with a total capacity of 4400 μF.

• According to the data, the curves of the dependence of the torque on the rotor position were obtained.

• The averaging of all sections of the curve, limited by the repeat interval, was performed. For a three-phase SRM, which has a 6/4 configuration, this interval is 30° (120 electric degree). Averaging of 12 sections was performed that correspond to different rotor positions. So, it was possible to reduce the error in measurements caused by the rotor eccentricity.

The results of the experiment are shown in Figure 17.

As can be seen from Figure 17, the experimental and calculated curves that correspond to one rotor are sufficiently close in form. When comparing the two experimental curves with each other, it follows that the torque ripple with the rotor obtained as a result of optimization is much less than for the motor with the rotor, which was designed without optimization. The torque ripple (Eq. (12)) with the rotor, which was designed without the use of optimization, is 137%. The torque ripple with the rotor, which was designed by means of optimization, is 51%. Thus, it was possible to reduce torque ripple more than 2.5 times.

When designing switched reluctance motors for specific applications, in addition to reducing the pulsations of the electromagnetic torque, other parameters, such as efficiency, thermal conditions, etc., need to be improved. To do this, we need to use a multi-objective optimization, for example, compiled using linear scalarization of cost function: The above optimization method based on Monte Carlo optimization method can also be used in the case of a multi-objective optimization:

![Figure 17](image)

*Comparison of experimental results for two rotor samples.*
Carlo optimization method can also be used in the case of a multi-objective scalarization of cost function: The above optimization method based on Monte Carlo optimization method can also be used in the case of a multi-objective optimization. For this purpose, it is necessary to use a multi-objective optimization, for example, compiled using linear weights of the objectives, which indicate the priority of the parameters and indicates the numerical value of the criterion.

The above optimization method based on Monte Carlo optimization method can also be used in the case of a multi-objective optimization. Note that the design algorithm developed (allowing to get an uneven air gap and a curved pole shape) is applicable to optimize the stator pole. But for its implementation, it is necessary to take into account the additional restrictions that are created by the stator winding.

6. Development of the SRM optimal control algorithm

The following is one of the variants of the approach to the design of electric motors with regard to the control algorithm using the example of SRM, which are considered promising for applications.

It is known that the wider the range of permissible values of the coordinates and control actions of the control object, the less likely that the optimal dependence will pass along the boundary of the permissible values of coordinates or control actions and the greater the likelihood of obtaining a better final result. We formulate the requirements for the converter, which forms the control algorithm for the SRM on the basis that its functionality should be as wide as possible:

- To power one phase of the SRM, there must be at least one semiconductor key in order to be able to independently switch for this phase. The current must be supplied to the winding during the conduction interval set by the rotor position specified by the control algorithm, in order to ensure the specified operating mode.

- The converter should be able to regulate the phase current in the whole range of frequencies of rotation of the SRM and form a predetermined form of current using pulse-width modulation (PWM) together with frequency-pulse modulation (FPM).

- The converter should be able to simultaneously feed several phases independently of each other, as well as ensure the operation of phases with overlapping.

As a converter for powering SRM, we use the most common half-bridge circuit. Various control laws can be implemented using modulation of the supplying voltage of the SRM and forming a current wave of almost any shape in the stator winding.

Find the power supply parameters of the SRM, which will provide a minimum of cost function, the integrand of which includes the square of the voltage applied to the stator winding:

\[
J_\phi = \int_{\theta_1}^{\theta_2} \frac{u^2}{R} d\theta
\]  \(14\)
The optimization criterion is selected based on the analysis of variables affecting electrical losses. The integrand (Eq. (14)) determines the electrical losses according to the Ohm’s law for linear electrical circuits (containing only active elements). In SRM, the relationship between current and voltage is nonlinear, and the integrand (Eq. (14)) is not identical to electric losses. In spite of this, minimization (Eq. (14)) can significantly reduce the electrical losses in the stator SRM, as shown by calculations.

In solving the problem of optimal control, the maximum principle is used. The equations for the SRM parameters, auxiliary \( \psi \)-functions, and the optimal control action \( u^* \) are

\[
\begin{align*}
\frac{d\psi}{d\theta} &= \frac{1}{\omega \cdot Z_p \cdot L} \left( u - i_a R - i_a \cdot \omega \cdot Z_p \cdot \frac{dL}{d\theta} \right) \\
\frac{d\omega}{d\theta} &= \frac{1}{J \cdot \omega \cdot Z_p} \left( \frac{Z_p \cdot i_a^2}{2} \frac{dL}{d\theta} - T_R \right) \\
\frac{dw_1}{d\theta} &= \psi_1 \left( \frac{R}{L \cdot \omega \cdot Z_p} + \frac{1}{J \cdot \omega \cdot Z_p} \right) - \frac{i_a \cdot \psi_2}{J \cdot \omega} \frac{dL}{d\theta} \\
\frac{dw_2}{d\theta} &= \frac{\psi_1}{L \cdot \omega^2} \left( u - i_a R \right) + \frac{\psi_2}{J \cdot \omega^2} \left( \frac{i_a^2}{2} \frac{dL}{d\theta} - T_R \right) \\
\psi^* &= \frac{\psi_1 \cdot R}{2 \cdot L \cdot \omega \cdot Z_p} \\
\end{align*}
\]

where \( \theta \) is the rotation angle of the rotor, \( \omega \) is the angular frequency of shaft rotation, \( Z_p \) is the number of salient poles on the rotor, \( i_a \) is the stator phase current, \( R \) is the resistance of the stator winding, \( L \) is the inductance of the stator winding, \( J \) is the moment of inertia of the rotor and the mass of the executive mechanism attached to it, and \( T_R \) is the torque of resistance on the motor shaft.

The first equation (system of Eq. (15)) is based on the Kirchhoff’s voltage law for one phase of the SRM. The second equation is the power balance equation (Cauchy equation): dynamic torque, electromagnetic torque, and torque of resistance. The remaining equations are obtained from the auxiliary function \( H \) according to the maximum principle:

\[
H = \psi_1 \left( \frac{1}{\omega Z_p L} \left( u - i_a R \right) - i_a \cdot \omega \cdot Z_p \cdot \frac{dL}{d\theta} \right) + \psi_2 \left( \frac{1}{\omega Z_p} \left( \frac{Z_p \cdot i_a^2}{2} \cdot \frac{dL}{d\theta} - T_R \right) \right) - \frac{u^2}{R};
\]

\[
\begin{align*}
\frac{d\psi_1}{d\theta} &= -\frac{\partial H}{\partial i_a}; \\
\frac{d\psi_2}{d\theta} &= -\frac{\partial H}{\partial \omega}; \\
u^* &= \frac{\partial H}{\partial u}.
\end{align*}
\]

The initial values of the auxiliary functions were found using the Newton-Raphson iteration method based on the following equation:

\[
\begin{bmatrix}
\psi_1(t_0)^{+1} \\
\psi_2(t_0)^{+1}
\end{bmatrix} = \begin{bmatrix}
\psi_1(t_0) \\
\psi_2(t_0)
\end{bmatrix} - \begin{bmatrix}
\frac{\partial i_a}{\partial \psi_1(t_0)} & \frac{\partial i_a}{\partial \psi_2(t_0)} \\
\frac{\partial \omega}{\partial \psi_1(t_0)} & \frac{\partial \omega}{\partial \psi_2(t_0)}
\end{bmatrix}^{-1} \times \begin{bmatrix}
\frac{\partial i_a(t_{end})}{\partial \psi_1(t_{end})} & \frac{\partial i_a(t_{end})}{\partial \psi_2(t_{end})} \\
\frac{\partial \omega(t_{end})}{\partial \psi_1(t_{end})} & \frac{\partial \omega(t_{end})}{\partial \psi_2(t_{end})}
\end{bmatrix} \times \begin{bmatrix}
i_a(t_{end}) - i_a(t_{end}) \\
\omega(t_{end}) - \omega(t_{end})
\end{bmatrix},
\]

\[20\]

where \( j = 1, 2, \ldots \) is the iteration number, \( \psi_1(t_0) \) and \( \psi_2(t_0) \) are the initial values of auxiliary functions, \( i_a(t_{end}) \) and \( \omega(t_{end}) \) are the stator winding current and the angular frequency of rotation of the rotor at the \( j \)-th iteration at the end of the integration interval at \( t = t_{end} \) and \( i_{aend} \) and \( \omega_{end} \) are the desired values of the stator winding current and the angular frequency of rotation of the rotor at the end of the integration interval (boundary conditions).

More detailed mathematical transformations to obtain the solutions to Eqs. (15) and (20) are given in [3, 14].

The calculations selected SRM with the following initial data: number of salient poles on the stator, 6; number of salient poles on the rotor, 4; phase resistance at 20°C, 0.4 \( \Omega \); number of phases, 3; stator package length, mm, 80; outer diameter of the stator, mm, 131; height of salient poles on the stator, mm, 21.2; width on the stator and rotor salient poles on the side of the air gap, mm, 8.8; stator core height, mm, 8.2; height of the rotor core, mm, 4.4; and inner diameter of the rotor core (shaft diameter), mm, 73.70.

In the practical application of SRM, there are always restrictions on the amplitude of the supply voltage. Table 3 shows the calculation results for the three options. Three different options are selected from the condition of limiting the voltage in the DC link: for the first option, the voltage is not more than 325 V, for the second option, the voltage is not more than 415 V, and for the third option, the voltage is not more than 566 V.

To correctly compare the magnitude of the electrical losses over the switching period, calculations were performed for the same average value of the electromagnetic torque of all three options.

In the calculations, restrictions were imposed on the amplitude of the supply voltage, so that the parameters of the SRM and the supply converter did not exceed the maximum permissible values. In option 1 (Figure 18), a voltage pulse of constant amplitude was applied to the SRM stator winding—an option without optimization. Options 2 and 3 are calculated by the optimization criterion (Eq. (14)) with different voltage limits. For the calculation of option 1 and 3, the voltage value is chosen on the basis that the primary source of voltage for the converter is an industrial AC main voltage of 230 and 400 V, respectively. In carrying out the calculations of option 2, an intermediate nonstandard value was taken to illustrate the tendency of the SRM power parameters to change.

As can be seen from the Table 3, the electric losses in the stator winding with the optimal form of the supply current are significantly reduced, and the higher the voltage limit, the lower the electrical losses. From Figure 18 it can be seen that the current \( I_3 \), corresponding to the lowest electrical losses, is characterized by a decrease in the amplitude value at the beginning of the switching process and a higher value of the current in the middle of the switching cycle with respect to the rest of the current curves.

Figure 18 shows the power supply interval of the phase winding. The optimal control problem was solved at this interval. The end of this interval corresponds to the moment of power off. The graphical dependencies of the currents \( I_1 \) and \( I_3 \)

<table>
<thead>
<tr>
<th>No.</th>
<th>( U_{max}, \text{V} )</th>
<th>( \Delta P , (\text{el. loss}), % )</th>
<th>( I_{max}, \text{A} )</th>
<th>( T_m, \text{N}\cdot\text{m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>325</td>
<td>100</td>
<td>31.8</td>
<td>7.7</td>
</tr>
<tr>
<td>2</td>
<td>415</td>
<td>84.5</td>
<td>25.9</td>
<td>7.7</td>
</tr>
<tr>
<td>3</td>
<td>566</td>
<td>74.1</td>
<td>21.0</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Table 3. The calculation results for the three options.
versus rotor position (Figure 19) show the total current flow interval in the winding, including active interval (voltage applied to the winding) and passive interval (voltage is not applied to the winding, but the energy stored in the winding is returned to the source through the return diodes of the half-bridge power supply circuit). At the optimal variant of the change in current after a power failure, the current decreases faster due to the higher reverse voltage applied to the winding.

Practical implementation of algorithms for optimal control SRM. Currently, there are a number of options for the formation of the optimal dependence of current on time. It seems rational to use PWM together with FPM, just as for an asynchronous motor, a current form is formed that approximates a sinusoid with PWM. To obtain maximum current repetition of the desired shape of the curve, the number of sampling points of current dependence on time increases, while the maximum pulse duration is reduced, and their frequency is increased with the help of PFM. FPM is used to obtain an optimal SRM current graph, since SRM has a nonlinear current dependence on the rotation angle and rotation frequency, and this in turn imposes limitations on the time of current rise in the SRM phase.

From the beginning of each phase SRM to its end, the switching frequency of the half-bridge transistors should constantly change, taking into account the geometric design features of the active part SRM, as well as the specified characteristics. It is also necessary to implement with the help of PWM intermediate current increments that provide a smooth transition from one switching frequency of transistors to another, as well as provide protective and restrictive functions. In practice, all the necessary SRM parameters are read by the control converter as follows:

Phase current is obtained by digitizing an analog signal, a matched level, and certain limits, from a current transformer or a galvanically isolated shunt connected in series with each phase of the SRM.

Voltage is obtained by digitizing the analog signal, the agreed level, and certain limits, from the voltage divider galvanically isolated using linear optocouplers.
The rotation angle of the rotor is read from the encoder (both incremental and absolute encoders can be used), and it can also be obtained by processing test pulses sent to the SRM phase (without encoder control system).

The binding of the obtained parameters to the time is carried out by the timers-counters of the microcontroller used to control the SRM.

One of the microcontroller control subroutines solves Eqs. (15) and (20) based on the ADC data obtained using the built-in DMA controller (direct memory access controller). Of course, the microcontroller subprogram solves Eqs. (15) and (20) not in the form presented by the formulas; otherwise it would not have time to process them in time, but in a program-logical form, where the variables of Eqs. (15) and (20) are read and their limits are given. In this case, the entire calculation process takes place in one of the real-time systems such as FreeRTOS or TNKernel. The use of such operating systems helps to properly prioritize and sequence actions when collecting data on the SRM and calculating the sequence of control pulses to obtain the optimal current curve in real time.

Before the microcontroller program issues a sequence of control pulses to the SRM phase control driver, it goes through several stages:

1. Input of parameters and desired characteristics SRM into the EEPROM of the microcontroller from the interface panel of the configuration
2. Obtaining parameters SRM using ADC and encoder
3. Binding of the obtained data to time using timers-counters in the real-time operating system
4. Setting event flags and reading automatically changing event registers
5. Simultaneous reading of the time intervals of the components of the process of measuring all parameters and calculating the characteristics SRM over a period of time due to the preset sampling of the angle of rotation and the current rotor speed calculated by the difference in time between the encoder pulses relative to the set reference flags or registers

After receiving and calculating all unknowns in Eqs. (15) and (20), the microcontroller program selects the desired sequence and duration of control pulses to realize the desired current shape depending on the preset limits of parameters and desired characteristics of the SRM.
Even with the achievement of a correctly written program for the microcontroller and the optimization calculation of the SRM geometry, there will always be restrictions for their implementation related to the component base of the converter control. First of all, this refers to the semiconductor elements IGBT and MOSFET. Until recently, IGBT for SRM phase switching was the most popular, because they have small gate capacitances and a short recovery time of the free-wheel diode when switching high currents and voltages, as compared with MOSFET of the same price category. Their only drawback is that the switching frequency is up to 100 kHz, which imposes a restriction on the discretization of pulses forming a SRM current curve. At the moment, the markets appeared are MOSFET, Wolfspeed, and CREE [15]. MOSFET data have zero tail current. Along with this, Wolfspeed produces Schottky SiC diodes with zero reverse recovery current. By using a Z-FET™ and MOSFET™ bundle with Z-Rec™ Schottky diodes, you can get “all-SiC” high-power switching circuits. The switching frequency of such a MOSFET bundle is limited by the maximum operating frequency of the driver and, that, in turn, is limited by the response time of the galvanic isolation circuit. Although these limitations exist, using drivers with a large inverse gate-source current and implementing a driver power supply circuit with a bipolar power source, as well as minimizing parasitic capacitances and inductances in the control circuit of the power transistors during PCB layout, they can be removed completely. The microcontroller operates at large switching frequencies and is not taken into account as a limiting factor for the implementation of the program for the formation of optimal SRM current curves.

The use of optimal SRM control by optimization criterion (Eq. (14)) allowed to significantly reduce electrical losses in the winding.

In practice, the optimal control of the SRM can be realized with the help of shared pulse-width and pulse-frequency modulation, supplemented by a high-speed data acquisition system for the microcontroller.

The derivation of control laws and formulas for calculating the driving pulses that form the optimal SRM current graph for each of its possible operation modes and performance ranges is achieved in practice by a microcontroller control program generating these pulses according to conditions that are initially determined based on the optimal control problem, by means of collecting and calculating all unknown equations of the mathematical model of SRM in real-time systems.
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Optimization algorithms used at different stages of the SRM life cycle (design, manufacturing, exploitation, recycling) can significantly improve all technical and economic performance of the SRM including environmental issues, loss reduction, and reduction of energy costs in the performance of certain work.

Further development of this line of research will consist in the fact that the optimization problem will be solved in a more general formulation and eventually will cover the entire life cycle of SRM, as a converter of one type of energy into another.
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The use of optimal SRM control by optimization criterion (Eq. (14)) allowed to significantly reduce electrical losses in the winding. In practice, the optimal control of the SRM can be realized with the help of shared pulse-width and pulse-frequency modulation, supplemented by a high-speed data acquisition system for the microcontroller. The derivation of control laws and formulas for calculating the driving pulses that form the optimal SRM current graph for each of its possible operation modes and performance ranges is achieved in practice by a microcontroller control program generating these pulses according to conditions that are initially determined based on the optimal control problem, by means of collecting and calculating all unknown equations of the mathematical model of SRM in real-time systems.

7. Conclusions

Optimization algorithms used at different stages of the SRM life cycle (design, manufacturing, exploitation, recycling) can significantly improve all technical and economic performance of the SRM including environmental issues, loss reduction, and reduction of energy costs in the performance of certain work. Further development of this line of research will consist in the fact that the optimization problem will be solved in a more general formulation and eventually will cover the entire life cycle of SRM, as a converter of one type of energy into another.
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Chapter 5

Scaling Laws in Low-Speed Switched Reluctance Machines
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Abstract

In low-speed applications, switched reluctance machine (SRM) design methodologies are generally driven by criteria related to the number of pole pair combinations in the stator and rotor of regular machines. In this chapter, a set of scaling laws are developed in order to compare magnetic topologies of regular and non-regular machines. Through the introduction of constraints, the proposed methodology integrates thermal and magnetic saturation phenomena. Within a selected set of short flux-path topologies and using finite element analysis, it is possible to verify which topology is the most appropriate. As an illustrative application, the chosen topology—a modular one—is compared with a regular prototype of a switched reluctance generator designed for a wind energy turbine by using a linear model in conjunction with the scaling laws. The evaluation of the two topologies shows the significant increase of power per unit of mass and lower losses of the modular topology than the regular one. The application of scale model methodology is extensive to the design of higher-speed machines. Valuing the dimensional and similarity arguments, certain assumptions of the machine design gain a special emphasis in this work, bringing the discussion of these machines to another paradigm.

Keywords: machine design, scale model methodology, similarity laws, low-speed energy converters, switched reluctance machine

1. Introduction

Over the last decades, various technical aspects such as design, modelling, analysis, and control of switched reluctance machines (SRM), turned research attention to further improvements in the machine operation. Topics of investigation, including control techniques, loss optimization, torque ripple, and acoustic noise, illustrate the progress in knowledge of motoring mode operation.

The SRM behaves, intrinsically, as a variable speed drive that can be controlled, according to the load, through the energizing and de-energizing moments of the stator phases [1]. Robustness and simple construction (stator-concentrated windings only), control flexibility, and high tolerance over a high-speed range [2] are attributes that qualify it even for the harshest environments [3]. Short flux-path topologies make use of design techniques that facilitate maintenance and improve the machine performance.

The motor operation of this machine has often been the target of research, in detriment of the generator operation. The switched reluctance generator (SRG)
research has been primarily focused on high-speed application design [4]. In these cases, the magnetic topologies are generally of the regular type [5], with two poles diametrically opposed in each stator winding phase and a minimum number of rotor poles. The applications of the SRM as a SRG are in the fields of aerospace, automotive, and wind energy [6].

Research work has been published, for more than a decade, on the application of SRG to wind power systems. Despite the efforts and different possibilities of designing the magnetic circuit of the SRG, regular topologies are usually presented for this type of applications, with an appropriate combination of stator and rotor poles [7]. The laws of scale, also called laws of similarity [8], formulated here, are a useful tool to compare magnetic topologies. This proposed scale model methodology allows to evaluate the effect of thermal phenomena and magnetic saturation of the materials that constitute the electrical and magnetic circuits of the machine. The scale relationships that are established between these circuits differ from topology to topology, by the specific characteristics of these circuits and the relative position they occupy in the structure of the machine.

Thus, in this work, dimensional and symmetry arguments are invoked in the choice of magnetic topologies, leading the discussion about the SRG project to another paradigm.

In the field of renewable energy conversion, high-torque and low-speed machines have gained market space, namely, in wind power applications. The trend towards offshore resource exploitation and consequently the increasing capacity of wind turbines impose robust and reliable solutions, which are critical attributes for wind generators, for an economically and environmentally sustainable operation. In this sense, gearboxes are a component of the system to be avoided in system design, because of the high weight, cost, and unpredictable lifetime.

These are the main reasons that manufacturers in conjunction with research teams have been pursuing direct drive wind energy systems, where the permanent magnet synchronous generator (PMSG) stands out. However, the fluctuating cost of the neodymium (NdFeB), constituting the magnets, has raised some reservations on the consensus opinion about these generators [9]. In addition, harsh on-site installation and operation conditions require special attention to thermal and mechanical stresses; otherwise they will degauss and reduce overall system performance [10]. At this delicate issue, the SRM presents itself as a simple, robust, and cost-effective structure as it does not require permanent magnets or rotor windings. Combined with control flexibility, high reliability, and fault tolerance, it makes this machine attractive for direct drive energy converters (Figure 1).

The remainder of this chapter is organized as follows: Section 2 examines some design issues and proposes similarity laws for a SRG design methodology. Section 3

Figure 1.
Schematic representation of a SRG applied to a direct drive wind energy converter (the stator structure is shown without the coils, for an easier understanding).
discusses the features of short-flux path magnetic topologies, using finite element analysis, and a linear field-based model is proposed. Section 4 presents results from the comparison of a modular short-flux path topology, with a 20 kW regular SRG prototype operating at a rated speed in the region of 100 rpm, for use in a direct drive wind turbine [11]. Finally, Section 5 offers some conclusions and points out some impacts of the scale model methodology in the design procedure.

The work presented in this chapter introduces a simple and already known dimensional similarity-based methodology, built however on another paradigm, ready to be used as a design tool for estimation of SRG characteristics and comparison of SRM topologies.

2. Formulation of similarity laws

The SRM design flexibility is consistent with a large number of poles, and there are various magnetic topologies that can support low-speed applications. In spite of that diversity of feasible topologies, there are some intrinsic constraints affecting their dimensions and performance. The characterization and differentiation of constraints are considered priorities in order to adopt a suitable methodology to help in the selection of the magnetic topology and geometry for each application. A constraint can be distinguished by its nature, physical and material. Since the operation of the SRM is sustained by the magnetic field, a first type of constraints can be a result of the physical phenomena involved in the electromagnetic conversion. A second type of constraints emerges from the domain of the material properties, depending on the limits of insulators and magnetic materials used. As examples, the practical constraint of fixing the flux density results from the saturation limit inherent to the magnetic material, or fixing the temperature limits prevents premature deterioration of insulators and the shortening of the equipment lifetime. Additionally, variables such as power, losses, and weight should be taken into consideration as they also play an important role in the machine design and construction. The estimation of certain characteristics of the machine can be facilitated by the relationship between these variables. Models based on similarity laws were chosen, bearing in mind a machine design oriented towards a change of scale.

2.1 Rated power and losses

In the machines based on magnetic field properties, the displacement current term in Maxwell’s equations can be neglected, taking into account the frequencies and sizes involved. By neglecting this term, Maxwell’s equations will be in the magneto-quasi-static form. There is a physical constraint due to the electromagnetic linkage of electrical and magnetic circuits in both cases, the motoring and the generating mode operations. This linkage is represented in Eq. (1), where an implicit relationship of characteristic dimensions for each type of circuit is also shown:

\[ \text{rot } \mathbf{H} = \mathbf{J} \]  

(1)

Considering a change of scale in the construction-oriented machine design, Eq. (1) can be written in the form of (2), where \( \mathbf{I} \) represents a characteristic linear dimension:

\[ B \propto \mathbf{I} \mathbf{l} \]  

(2)
This proportional relationship highlights that magnetic circuits, excited by a current, impose a scale factor in their linear dimensions, which is echoed in the relationship $B/J$. Therefore, by modifying that characteristic linear dimension, important changes of performance and machine features can be achieved.

Other variables, like power, losses, and material weight, are also critical in the machine design. So, it is important to find the scale relationships involving some of the mentioned variables and the machine dimensions, with the purpose of comparing and predicting certain SRG dimensional characteristics and parameters, based on scale models.

For that aim, the understanding of the energy conversion principles of the SRM is a first step and can be easily described using the generating mode operation, represented in Figure 2.

Neglecting saturation phenomena at this point, Figure 2 shows the profiles of idealized inductance $L$, phase flux-linkage $\psi$, phase current $i$, and voltage $u$ for a SRG for single-pulse operation, where $V_S$ is the dc-link voltage and $L_a$ and $L_{na}$ are, respectively, the aligned and unaligned inductances. In a regular SRM, with $N_R$ rotor poles, those waveforms are periodic in $\tau_R$, which is the rotor pole pitch $(2\pi/N_R)$. During the excitation period, from the rotor position $\theta_{on}$ to $\theta_{off}$, energy is stored in the machine magnetic field, with the current supplied by the electrical source. After commutation, at $\theta_{off}$, the excitation energy is returned to the source, and simultaneously, the energy provided by the prime mover is converted to electrical energy.

At $\theta_e$, all the flux from excitation period is extinguish, and no more electrical energy is returned to the source. Neglecting the losses, the output energy over each stroke exceeds the excitation energy by the mechanical energy supplied.

Figure 2.
Idealized inductance profile and waveforms of a single-pulse controlled SRG.
This proportional relationship highlights that magnetic circuits, excited by a current, impose a scale factor in their linear dimensions, which is echoed in the relationship $B = J$. Therefore, by modifying that characteristic linear dimension, important changes of performance and machine features can be achieved.

Other variables, like power, losses, and material weight, are also critical in the machine design. So, it is important to find the scale relationships involving some of the mentioned variables and the machine dimensions, with the purpose of comparing and predicting certain SRG dimensional characteristics and parameters, based on scale models.

For that aim, the understanding of the energy conversion principles of the SRM is a first step and can be easily described using the generating mode operation, represented in Figure 2. Neglecting saturation phenomena at this point, Figure 2 shows the profiles of idealized inductance $L$, phase flux-linkage $\psi$, phase current $i$, and voltage $u$ for a SRG for single-pulse operation, where $V_S$ is the dc-link voltage and $L_a$ and $L_{na}$ are, respectively, the aligned and unaligned inductances. In a regular SRM, with $N_R$ rotor poles, those waveforms are periodic in $\tau_R = (2\pi/N_R)$. During the excitation period, from the rotor position $\theta$ on to $\theta$ off, energy is stored in the machine magnetic field, with the current supplied by the electrical source. After commutation, at $\theta$ off, the excitation energy is returned to the source, and simultaneously, the energy provided by the prime mover is converted to electrical energy. At $\theta_e$, all the flux from excitation period is extinguished, and no more electrical energy is returned to the source. Neglecting the losses, the output energy over each stroke exceeds the excitation energy by the mechanical energy supplied.

Figure 2. Idealized inductance profile and waveforms of a single-pulse controlled SRG.

The SRM can operate continuously as a generator, if the electrical output energy exceeds the excitation energy, i.e., maintaining the excitation period so that the bulk of the winding conduction period comes after the aligned position ($dL/d\theta < 0$). It is considered that the SRG can operate in single-pulse mode, at all speeds, which results in low switching losses.

To better clarify the issues related to the excitation of the SRG and to extract energy from the phase winding, it is useful to look at the electrical equations of an SRG phase as follows:

$$u = \frac{d\psi}{dt} + Ri$$

Multiplying both members of Eq. (3) with the phase current, neglecting the ohmic losses and assuming a non-saturated machine ($\psi = L(\theta)i$), the instantaneous power is given as

$$ui \approx i \frac{d\psi}{dt} \approx iL \frac{di}{dt} + i^2 \frac{dL}{d\theta} \omega$$

where $\omega$ is the angular speed of the rotor ($\omega = d\theta/dt$).

The SRM energy converter can be represented as a lossless magnetic energy storage system, with electrical and mechanical terminals, as shown in Figure 3. In this type of system, the magnetic field serves as the coupling channel between the electric and mechanical terminals. This kind of representation is valid in situations where the loss aspects can be separated from the storage aspects and is also useful in generating mode operation, where the average torque is negative.

For the lossless magnetic energy storage system, the instantaneous power flow in the system can be expressed by

$$ui = \frac{dW_m}{dt} + T_e \omega$$

where $W_m$ is the stored energy in the magnetic field expressed by (6) and $T_e$ is the electromagnetic torque. For a linear system, the magnetic energy $W_m$ and coenergy $W_c$ are numerically equal. Thus, the time rate of the magnetic energy change is given by (7), and $T_e$ can be obtained from the coenergy as indicated in (8):

$$W_m = \frac{1}{2} Li^2$$

$$\frac{dW_m}{dt} = iL \frac{di}{dt} + \frac{1}{2} i^2 \frac{dL}{d\theta} \omega$$

Figure 3. Schematic magnetic field-based SRM energy converter.
\[ T_e = \frac{\partial W_c}{\partial \theta} = \frac{1}{2} r^2 \frac{dL}{d\theta} \quad (8) \]

After replacing \( T_e \) in Eq. (5), comparing it with Eq. (4) allows to conclude that less than half of the electrical power involved in the system is converted from the mechanical power of the prime mover. In fact, part of it is being stored in the magnetic field. It should be noted that this conclusion has been established in terms of instantaneous power and for a non-saturated machine. However, for scaling design, based on similarity laws, the average power and the torque are considered fundamental. The average power \( \langle p \rangle \) is given by (9), where the rotor angular speed is considered constant. Both current and phase inductance can be written as functions of the rotor position and the maximum values, \( I \) and \( L_a \), respectively, as represented in Eqs. (10) and (11). Multiplying these functions, the phase flux-linkage is represented by (12). Thus the average power per phase, expressed in (9), is transformed in by (13), in such way that the integral \[ \int_0^{\tau_r} \frac{\xi_0^2}{\theta} \frac{d\xi_0(\theta)}{d\theta} d\theta \] should result in a constant value.

\[ \langle p \rangle = \langle ui \rangle = \langle T_e \rangle \omega \quad (9) \]
\[ i = I \cdot \xi(\theta) \quad (10) \]
\[ L = L_a \cdot \chi(\theta) \quad (11) \]
\[ \psi = Li = L_a I \cdot \xi(\theta) \chi(\theta) \quad (12) \]

\[ \langle p \rangle = \frac{\omega}{2\tau_r} \int_0^{\tau_r} i \cdot \frac{dL}{d\theta} d\theta = \frac{\omega}{2\tau_r} L_a \int_0^{\tau_r} \frac{\xi_0^2}{\theta} \frac{d\xi_0(\theta)}{d\theta} d\theta \quad (13) \]

Considering the dimensional analysis, the similarity laws for \( \psi, I, \) and \( L_a \) can be expressed by (14), (15), and (16), where the scale factor naturally takes place. Having in mind Eq. (13), a proportional relationship for \( \langle p \rangle \) can be written as (17):

\[ \psi \propto B l^2 \quad (14) \]
\[ I \propto J l^2 \quad (15) \]
\[ L_a \propto \frac{\psi}{I} \propto \frac{B}{J} \quad (16) \]
\[ \langle p \rangle \propto N_{R \omega} (J l^2) \frac{2B}{J} \propto N_{R \omega} B J l^4 \quad (17) \]

Considering an \( m \)-phase SRM, and in terms of similarity laws, the rated power can be expressed by (18)

\[ P \propto mN_{R \omega} B J l^4 \quad (18) \]

Identical similarity laws can be written for motor mode since the physical fundamental concepts are similar. It should also be highlighted that the criteria of selecting the number of variables, greater or smaller, to be explicit in the scale laws, depend only on the parameters and characteristics considered relevant for the comparison of topologies that is proposed. For instance, the number of rotor poles is a significant parameter in evaluating low-speed SRG designs, since \( J \) should be kept under certain limits due to copper losses and the preservation of the insulating material and \( B \) is limited by magnetic saturation of the iron. The influence of the commutation of phases on the torque, for this dimensional analysis, was neglected.
In fact, assuming similar levels of saturation (of B), it is assured that the abovementioned comparison of topologies, in relative terms, is valid. Therefore, a compromise involving the number of poles, the dimensions related with both the magnetic and electrical circuits, and the phase current is required. For that purpose, particular design details of SRM topologies related with the magnetic circuit drawing and the windings location will be investigated, in order to increase the available inner space of the machine, taking advantage of an improved air circulation. These aspects will be addressed in Section 3.

2.2 Multi-machine topology

Regarding to SRM design, there is a high number of feasible topologies, which are differentiated by the properties of the electrical and magnetic circuits, and their relative location. A possible SRG topology for an energy converter can include a series of n-SRM assembled on a common axis. The mono-axial multi-machine topology presents a higher fault tolerance and a simpler maintenance, compared with a monolithic SRM.

The previous relationships, applied in SRG design, are suitable to observe certain limitations and some effects of the scale laws. The methodology will be applied considering a SRG that is characterized by the rated power, the copper and iron losses, the maximum value of flux and the current densities, the temperature, and the efficiency. These values are assumed as reference values, allowing the comparison with similar machines, but built in a different scale.

In the methodology of scale models, applied to an electromagnetic device, there is one freedom degree to select the variables B and J as both are interconnected by (2). The saturation levels should be kept constant in all regions of the magnetic circuit, although the flux density is significantly different depending on the regions and instants. Therefore, the practical limitation imposed by the saturation of the magnetic materials can be expressed, in terms of scale laws, by (19):

\[ J \propto \frac{B}{l} \]  

(19)

According to scale laws, it is possible to compare the relative losses of a hypothetical SRG topology, composed of a set of n machines assembled in the same shaft, with a similar monolithic SRG, even though much larger but with the same rated power of the previous one. Assuming a constant rotor speed and equal number of phases and rotor poles of both topologies, the scale law for rated power \( P_N \) can be rewritten simply by

\[ P_N \propto B^2 l^3 \]  

(20)

For one SRM module of the multi-machine topology, the rated power can be expressed by

\[ P_m \propto B_m^2 l_m^3 \propto B^2 l_m^3 \]  

(21)

where \( B \) and \( B_m \) are the flux densities, considered equal once both topologies use the same core material, and \( l_m \) is a linear dimension of the multi-modular topology. However, this multi-modular topology is characterized by the total rated power shared by n SRM modules as follows:

\[ P_m = \frac{P_N}{n} \]  

(22)
Moreover, for comparison purposes of topologies, one searches a relation that involves linear dimensions of both topologies and number of modules. Using (20), (21), and (22), a scale law can be expressed by

\[
l_m = \left( \frac{1}{n} \right)^{1/3}
\]  

(23)

This result states, as expected, that as the number of modules is higher, smaller will be the relative linear dimension. Using the previous proportionality law, a relationship that allows the comparison of the relative copper losses in both topologies can be established:

\[
\frac{P_{jmT}}{P_j} \propto \frac{nm f_m l_m^3}{f_j l_j^3} \propto n \left( \frac{l_m}{l_j} \right) \propto n^{2/3}
\]  

(24)

Using (23) and (24) the scale law concerning the relative copper losses can be expressed by (25) and represented in Figure 4, with the condition of having a constant flux density:

\[
P_h \propto \frac{P_{jmT}}{P_N} \propto n^{2/3} P^{-2/3}_N
\]  

(25)

So, regarding copper losses, it is possible to conclude about a scale gain for larger monolithic SRM, rather than a modular system composed by SRM units. However, the multi-machine topology could be elected for certain applications where other aspects are a priority like fault tolerance, low cost, and easy maintenance.

2.2.1 Constraint imposed by temperature

In the machine design, at some stage, the heating phenomena have to be considered. In effect, the compromise settled the temperature increase, and the proper temperature levels of insulating materials are critical in the machine lifetime. In order to obtain a scale law, under the thermal stability conditions, it is assumed that the temperature variation \( \Delta \theta \) can be expressed by (26). It is introduced \( h_c \) as the

\[
h_c \Delta \theta \propto \frac{P_{jmT}}{P_N} \propto n^{2/3} P^{-2/3}_N
\]

(26)

Figure 4.
Relative copper losses for scale models of SRM considering magnetic saturation constraint.
the temperature variation. In order to obtain a scale law, under the thermal stability conditions, it is assumed that temperature levels of insulating materials are critical in the machine lifetime. In fact, the compromise settled the temperature increase, and the proper aspects are a priority like fault tolerance, low cost, and easy maintenance.

### 2.2.1 Constraint imposed by temperature

In the machine design, at some stage, the heating phenomena have to be considered. In effect, the compromise settled the temperature increase, and the proper aspects are a priority like fault tolerance, low cost, and easy maintenance.

Subsection 2.2, the relative copper losses in such temperature conditions are ruled through the zone temperatures. This result states, as expected, that as the number of modules is higher, smaller relative losses in the previous case. Indeed, the relative copper losses are smaller for larger machines and higher for smaller machines due to the current density, which involves linear dimensions of both topologies and number of modules. Using (20), the relationship between linear dimensions (23), is replaced respectively by (28) and (29):

\[ P_N \propto mN_{Rot}^4 \]  

\[ \frac{l_{im}}{T} \propto \left( \frac{1}{n} \right)^{1/4} \]  

Taking into account these two relationships and following the steps presented in Subsection 2.2, the relative copper losses in such temperature conditions are ruled by the scale laws (30) and (31). Figure 5A shows the behavior of those losses considering the rated power of the reference machine and the number of modules:

\[ \frac{P_{jmT}}{P_j} \propto n^{1/2} \]  

\[ P_{jr} = \frac{P_{jmT}}{P_N} \propto n^{1/2}P_N^{-1/2} \]  

It is observed that the scale gain effect persists for larger monolithic SRM systems, rather than multi-machine systems, despite the temperature constraint and due to lower relative losses in the previous case. Indeed, the relative copper losses are smaller for larger machines and higher for smaller machines due to the current density, which assume, in relative terms, smaller values in large SRM, as shown in Figure 5B. This dimensional analysis makes possible to forecast that the efficiency tends to increase in large SRM systems and decrease in small ones. To counteract that trend in smaller machines, it is considered a good practice to increase, in relative terms, the linear dimension of the copper and decrease the dimension of the magnetic circuit.

From Figure 5B it can be inferred that for larger machines it is easy to drive into saturation once the flux density can achieve higher levels. Unlike the smaller machines design, in larger machines emphasis should be placed on the circuit magnetic dimension combined with the decrease of the relative dimension of the conductive material. These results suggest a split of scales, thereby benefiting from the behaviors of B and J with regard to the rated power. That split of scales reflects in practice by making use of two distinct scales, one for copper and another for iron. Next steps of the scale analysis will follow in that direction.

#### 2.2.2 Differentiated scales for copper and iron

Until now, the design study has been based on a geometrical scale factor with additional constraints to fix B and J densities. It becomes clear, from the last results,
that a degradation of the overall system efficiency, when the SRG is composed of several SRM units, is expected. In fact, the adoption of the scale criteria has shown an increase of modules current density, which in turn causes higher copper losses. This increase of copper losses is not balanced by the flux density decrease.

Trying to improve the use of the conductive material and the core iron, it is of interest to introduce a modification into the linear scales. This option is accomplished through a structural change, in which two specific dimensions of each material will be used, $l_{Cu}$ and $l_F$. Therefore, the relationship (18) assumes the form of (32), and the relationship (2) is rewritten as (33). These two degrees of freedom correspond to an equal number of constraints in order to fix the flux and current densities:

$$P_N \propto mN_{R \omega} (B_l F)^2 (J l_{Cu})^2$$  \hspace{1cm} (32)

$$B_l F \propto J l_{Cu}^2$$  \hspace{1cm} (33)

Taking as reference the regular monolithic machine, each SRM unit provides only a part of the rated power and enables to infer a new relationship between the relative dimensions of the SRM and the number of modules.

The two available degrees of freedom are used to keep the density flux, as well as the temperature variation as a constant. In such case, the copper characteristic dimension plays a key role in limiting the temperature increase. The relationship (27) will be replaced by (34):

$$P_N \propto mN_{R \omega} (B_l F)^2 (J l_{Cu})^2$$  \hspace{1cm} (34)
that a degradation of the overall system efficiency, when the SRG is composed of several SRM units, is expected. In fact, the adoption of the scale criteria has shown an increase of modules current density, which in turn causes higher copper losses. This increase of copper losses is not balanced by the flux density decrease. Trying to improve the use of the conductive material and the core iron, it is of interest to introduce a modification into the linear scales. This option is accomplished through a structural change, in which two specific dimensions of each material will be used, \( l_{Cu} \) and \( l_{F} \). Therefore, the relationship (18) assumes the form of (32), and the relationship (2) is rewritten as (33). These two degrees of freedom correspond to an equal number of constraints in order to fix the flux and current densities:

\[
PN \propto mNR \omega B_l F^2 / C_0 C_1 J_{lCu}^2 / C_0 C_1 \] (32)

\[
B_l F \propto J_{lCu}^2 \] (33)

Taking as reference the regular monolithic machine, each SRM unit provides only a part of the rated power and enables to infer a new relationship between the relative dimensions of the SRM and the number of modules.

The two available degrees of freedom are used to keep the density flux, as well as the temperature variation as a constant. In such case, the copper characteristic dimension plays a key role in limiting the temperature increase. The relationship (27) will be replaced by (34):

\[
J \propto \frac{1}{\sqrt{l_{Cu}}} \] (34)

The materials weight is proportional to the cube of the respective specific dimensions. So, the relationships (35) and (36) are considered representative of the copper and iron weights of the modules set, \( W_{tFm} \) and \( W_{tCum} \).

Observing Figure 6A it can be highlighted that the copper weight increases with the number of modules and decreases with the rated power, in relative terms. The iron weight is proportional directly to the rated power and is independent from the number of SRM modules:

\[
W_{tFm} \propto P_N \] (35)

\[
W_{tCum} \propto n^{1/3} P_N^{2/3} \] (36)

The variation of temperature, within a restricted range, and the constant flux density lies on preventing the limits of temperature and the materials magnetic saturation to be exceeded. Under these constraints, the scale relationships reporting Joule losses at the modular SRM system are formulated and thereby indicated by (37) and (38). Observing Figure 6B it can be concluded that the relative losses increase, as the number of modules increase. That increase is steeper for lower rated powers:

\[
P_{jm,T} \propto n^{5/9} P_N^{4/9} \] (37)

\[
P_{jr} \propto n^{5/9} P_N^{-5/9} \] (38)

3. Machine design

According to the scale criteria, the previous evaluation of the copper weight and copper losses clearly support the preference for a monolithic topology, instead of a multi-machine topology. The selection of a magnetic structure that considers a shorter flux-path may reduce the magnetomotive force (MMF) absorbed in the iron core.
3.1 Short flux-path topology

Examples of a long flux-path of the regular SRG is presented in Figure 7A, and of a short flux-path is presented in Figure 7B, highlighting the flux-path closing between two adjacent rotor poles. In order to compare the flux-path length $l_{Fsf}$ of a short flux-path (SFP) topology with the length of the regular machine $l_F$, an external radius $R_2$, similar for both topologies, is considered. The circular arc length of the shaft contour is neglected, for simplicity of analysis. Using the scale laws, it is possible to evaluate the effect on copper losses and weight, in relative terms. The relationship of the flux-paths is given by (39):

$$
\frac{l_{Fsf}}{l_F} \approx \frac{\pi}{m} \left( R_1 + R_2 \right) + \frac{2(R_2 - R_1)}{\pi R_2 + 2R_2}
$$

(39)

As inferred from the geometry of both topologies, in the short flux-path case, it is considered a relationship between the exterior and interior radius $R_2 = 3R_1$. Both machines have four phases ($m’ = m = 4$), but the SFP topology has a higher number of rotor poles than the reference machine, $N’_R = 14$. With the above assumptions, the ratio of flux-path lengths $l_{Fsf}/l_F$ is approximately 1/2.

Choosing a modular SFP topology, as a magnetic structure, with eight stator modules separated by nonmagnetic spacers, part of the coil wound on the base of each module is exposed, making the copper cooling process and the heat removal more effective. Other favorable arguments to choose this SFP topology are the high fault tolerance, the easy maintenance, and the simplicity of the manufacturing [12].

Figure 7.
(A) Long flux-path for a regular topology ($m = 4$; $N_R = 6$). (B) Short flux-path for a SFP topology ($m = 4$; $N’_R = 14$) with stator modules separated by nonmagnetic spacers [1].
The laws related to differentiated scales for copper and iron allow to track the course of the copper losses of the SFP topology, with respect to the regular 8/6 topology. With a limited increase of temperature and a constant flux density, the relationship between the iron and copper characteristic dimensions is expressed by (40) and the copper losses by (41).

\[ B_{lF} \propto l_{Cu}^{3/2} \]  
\[ P_I \propto mJ^2l_{Cu}^3 \propto ml_{Cu}^2 \propto m(B_{lF})^{4/3} \]  

The copper losses depend on the length of the flux path, becoming lower in the SFP topology. For identical rated power, the copper losses decrease, considering a wide power range suggests a rescaling operation, i.e., a reduction of the dimensions of the SFP machine compared to the dimensions of the regular machine. For that purpose, together with scale laws, a lumped-parameters model based on field theory will be developed. Previously, in order to build the lumped-parameters model as simple as possible, a finite element analysis is used to evaluate some starting hypothesis. In Figure 8B it can be seen that the mutual flux-linkage is very small compared with the flux-linkage of each phase. Therefore, in a similar way to regular topologies, the mutual flux-linkage between two phase windings of the SFP magnetic topology is negligible. The magnetic saturation has a significant effect in this modular SFP topology, as can be seen in Figure 8A. However, a steep saturation can also appear in regular machines as it is presented in [13].

### 3.2 Field-based model for dimensional analysis

Under the scope of scale comparisons and regarding electromagnetic rotating systems, it is suitable to work with simple models representing the distribution of the flux density and the magnetic energy. The torque and power relationships can be estimated with those field-based models, which are supported in real system dimensions. An evaluation of relevant topology characteristics and parameters is expected to be achieved making use of scale laws. Thus, a model of a basic reluctance rotating system will be developed. The core is built with identical and isotopic material, assuming very high magnetic permeability and magnetic linear behavior.

The idea of constructing field-based models, assuming linearity of the magnetic circuit, in such SRG topologies, which are characterized by operating into the
saturation region, may seem contradictory. However, the saturation effect being extended to both topologies, it is possible to compare the characteristics (e.g., having different numbers of poles), preserving certain dimensions of the magnetic circuit where the flux paths lie on. Therefore, the stator external diameter; the air gap length, $\delta_1$; the radius of the air gap, $R_g$; as well as the core length, $L$, will be fixed and kept constant.

A part of a basic rotating reluctance system is shown in Figure 9A. It is composed of two poles of equal dimensions, one (rotor pole) having the capability of movement with respect to the other (stator pole) which is in a fixed position. One of these poles is confined to an area $A$ and magnetized by a coil with current density $J$.

Thus, a torque will be produced in order to reduce the reluctance of the system magnetic circuit, i.e., by varying the relative position of the poles.

Two angular coordinates are sufficient to determine the position of the rotor pole and the quantities involved in the system. One is the absolute coordinate associated to the inertial fixed referential, $\alpha$. The other is the coordinate that indicates the relative position of the rotor pole regarding the stator pole, $\theta$. The pole arcs of the rotor and the stator, $\beta_R$ and $\beta_S$, respectively, are approximately equal. It is also assumed that the stator winding comprises another coil, wound on a pole diametrically opposed to the first one, through which the flux-path closes by itself. A last assumption to mention is that the fringing and leakage fields in the air gap will be neglected.

Applying Eq. (1) to this reluctance system yields Eq. (42). Thus, the flux density, $B$, at the air gap and the magnetic energy stored in the system, $W_\delta$, are expressed by (43) and (44).

$$H_{(\alpha,\theta)}\delta_{(\alpha,\theta)} = JA$$ \hspace{1cm} (42)

$$B_{(\alpha,\theta)} = \frac{\mu_0JA}{\delta_{(\alpha,\theta)}}$$ \hspace{1cm} (43)
It should be noted that (44) includes the presence of two volumes of air gap $V_δ$ in the magnetic circuit. Regarding the air gap lengths, it is assumed that $δ_1 ≪ δ_2$. In these terms, the electromagnetic torque $T_e$ is given by the derivative of the magnetic coenergy $W_C$ with respect to the rotor position (45), and the maximum torque is given by (46). The electromagnetic power, in the generator regime, as well as in the motor regime, shown in Figure 9B, is calculated using the average torque $⟨T_e⟩$ as presented in (47).

$$W_δ = 2 \int_{V_δ} \left( \int_{d\delta} B \cdot dB \right) dV = \int_{V_δ} \frac{B^2}{\mu_0} dV$$

(44)

$$T_e = \frac{\partial W_C(J, \theta)}{\partial \theta} = \frac{\partial W_δ(J, \theta)}{\partial \theta}$$

(45)

$$T = \mu_0 (JA)^2 LR_g \left( \frac{1}{\delta_1} - \frac{1}{\delta_2} \right) \cong \mu_0 (JA)^2 LR_g \frac{1}{\delta_1}$$

(46)

$$P = ⟨T_e⟩ \omega = m \frac{β_R}{τ_R} \left( \frac{μ_o A^2 LR_g}{δ_1} \right) ω f_{rms}^2$$

(47)

### 4. Design study results and discussion

The scale law methodology and the field models are used now to compare the SFP topology, represented in Figure 10A, with a 12/16 laboratory prototype (three-phase with regular structure), built by M. A. Mueller for a direct drive wind turbine (Figure 10B). This topology, with 12 stator and 16 rotor poles, was elected based on torque density criteria [11]. However, the only relevance of that work for the present study lies on the similar parameters of the prototype that will support the scale comparison of topologies. Both magnetic circuits have four stator poles involved in the flux-path when one phase is excited. Identical air gap dimensions and core length ($δ, R_g, L$) are assumed, and an equal MMF per stator pole is imposed.
Thus, Eq. (48) can be used. Concerning the obtained results, the modular SFP topology presents a torque 56% higher than the regular machine. This is an added value that lies on a greater number of phases, \( m \) (one more than the prototype) and a larger section of rotor poles, \( \beta_R \) (pole arc of the rotor), as observed in Table 1, where the rotor pole pitch is given by \( \tau_R = \frac{2\pi}{N_R} \).

The results, in terms of power, allow enough flexibility to perform a rescaling operation of the modular magnetic structure.

Adopting differentiated scales and keeping constant the flux density and the temperature variation, the rated power is expressed by the relationship (48). As illustrated in the diagram of Figure 11, and keeping in mind a modular machine and a standard one with equal power \( (P'_N = P_N) \) to the standard machine \( (P_N) \), the proportion of power values presented in Table 1 enables to infer the following rescaling relationships, (49) and (50):

\[
P_N \propto mN_R \omega B^2 l_F^3
\]

\[
P'_N \propto \frac{m'N'R'}{mN_R} \left( \frac{l_F'}{l_F} \right)^3
\]

\[
l_F' \propto \left( \frac{1}{1,56 \frac{m'N_R}{mN_R}} \right)^{1/3} l_F \propto 0.82 l_F
\]

The rescaling operation shown in Figure 11 consists on the reduction for identical rated power, in proportional terms, of the modular machine \( (M_{MOD}) \)

<table>
<thead>
<tr>
<th>m</th>
<th>( N_R )</th>
<th>( \tau_R [\text{rad}] )</th>
<th>( \beta_R [\text{rad}] )</th>
<th>( P ) (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>16</td>
<td>( \pi/8 )</td>
<td>( \pi/24 )</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>( \pi/7 )</td>
<td>( \pi/18 )</td>
<td>1,56</td>
</tr>
</tbody>
</table>

Table 1.
Parameters of the compared topologies (the base power is peak power), \( m \) (number of phases), \( N_R \) (number of rotor poles), \( \tau_R \) (rotor pole-pitch), \( \beta_R \) (rotor pole-arc), \( P \) (rated power).

![Diagram](Image)

Figure 11.
Schematic diagram of the rescaling operation for weight and loss comparison purposes [1].
characteristic dimensions compared to the standard machine \((M_{\text{REF}})\). After rescaling, it is well-timed to establish relationships for both the weight of iron \(Wt_F^*\) and the weight of copper \(Wt_{Cu}^*\) as well as to evaluate the copper losses \(P_{Jr}^*\), in relative terms. The iron weight and the copper weight of the modular topology are compared with the SRG prototype, as indicated by (51) and (52):

\[
Wt_F^* \propto \left(\frac{I_F^*}{I_F^0}\right)^3 t \propto 0, 55 \ Wt_F
\]

\[
Wt_{Cu}^* \propto \left(\frac{I_{Cu}^*}{I_{Cu}^0}\right)^3 Wt_{Cu} \propto \left(\frac{I_F^*}{I_F^0}\right)^2 Wt_{Cu} \propto 0, 67 \ Wt_{Cu}
\]

Regarding the modular topology, the iron weight is approximately 55% when compared to the standard topology, reducing the volume taken by the iron by 45%. Concerning the relative weight of the copper, it allows a reduction of 33% in respect to the regular 12/16 SRG.

In terms of specific power, expressed in W/Kg, it is predicted that there will be an increase of power of 80% at the modular SRG per unit of iron mass, and an increase of close to 50% per unit of copper mass, when compared to the standard SRG. According to the relationships (53) and (54), the relative losses of both machines show the same proportionality, even after the rescaling operation and the resultant reduction of the volume of the modular machine. The rescaling operation is performed on an identical rated power basis:

\[
\frac{P_{Jr}^*}{P_{Jr}^0} = \frac{P_{Jr}^*}{P_{Jr}^0} \propto \frac{P_J^*}{P_J^0} \propto \left(\frac{I_{Cu}^*}{I_{Cu}^0}\right)^2 \propto 1, P_{Jr}^* = P_{Jr}^0
\]

The weight of the materials is an important factor in choosing the equipment to be used in a generator, due to the general high-altitude location of the wind turbines, whether onshore or offshore. Also, the cost of material and maintenance comes lower, together with lesser weight. Furthermore, when the modular topology is selected, higher fault tolerance is expected. The heat removal and the temperature distributed within the machine take benefit from the modular configuration and the winding location on the stator modules. In fact, the heat transfer is at least so relevant as the electromagnetic design and therefore will be treated in a future work.

Finally, the good performance is preserved, and it is not expected that the inclusion of iron losses in the previous calculations will degrade the results in a significant way.

5. Conclusions

A comparative analysis based on scale models has been presented for low-speed SRM. The comparison and evaluation of magnetic structures play an important role in the SRM design. General design methodologies are usually oriented towards the evaluation of stator/rotor poles combinations for regular SRM. Besides covering that feature, the proposed formulation of scale laws is also suitable to compare other SRM topologies, distinguished by different characteristics of electric and magnetic circuits and their own relative location. As shown by the authors, this methodology
can be extended to other physical phenomena, like thermal changes and magnetic saturation, by introducing some constraints. The study performed in this paper compares a modular short flux-path topology versus a low-speed 20kW prototype SRG, at a rated speed in the region of 100 rpm, designed for a direct drive wind turbine. The modular topology can optimize the efficiency and weight, taking benefits from the significant gain of power per unit of mass and lower losses.

The comparison results achieved in this dimensional analysis indicate that additional work should be developed concerning a detailed design of the modular SFP topology, and so, the work should be seen as a guideline, and not as an end. Considering the real dimensions and the material characteristics, a full-scale machine design will be able to compare initial costs of the modular SFP SRG topology with classical generators, using gearbox.

This work should not be seen as attempting to address a detailed design of a novel SRG, nor an original methodology, but rather highlight the usefulness and effectiveness of the similarity law formulation, as an assistant tool for the machine design. Furthermore, its application to regular and non-regular SRM topologies clearly emphasizes some design details of magnetic structures in machine.
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Chapter 6
Linear Switched Reluctance Motors

Jordi Garcia-Amoros, Pere Andrada and Baldui Blanque

Abstract
This chapter deals with linear switched reluctance machines (LSRMs). Linear switched reluctance machines are the counterpart of the rotary switched reluctance machine (SRM), and now they have aroused great interest in the field of electrical machines and drives. In this chapter, first, a mathematical model is presented, and then a procedure for the design of this kind of machines is proposed. Next, a linear switched reluctance force actuator, based on the before designed procedure, is simulated. In addition, experimental proofs of the goodness of the design process and of the accuracy of the simulation of the linear switched reluctance force actuator are given.

Keywords: linear switched reluctance machines (LSRMs), mathematical model, finite element analysis (FEA), design procedure, simulation

1. Introduction
Nowadays, there is a great interest in linear electric machines and especially in linear switched reluctance machines (LSRMs). LSRMs are an attractive alternative to permanent magnet linear motors (PMLM), despite the fact that the force/volume ratio is about 60% lower for LSRMs [1]. On the other hand, the absence of permanent magnet makes them less expensive and easy to assemble and provides a greater robustness and a good fault tolerance capability. LSRMs have been proposed for a wide range of applications such as precise motion control [2], propulsion railway transportation systems [3], vertical translation [4], active vehicle suspension system [5], life-support applications [6], and in direct-drive wave energy conversion [7].

The LSRMs consist of two parts: the active part or primary part and the passive or secondary. The active part contains the windings and defines two main types of LSRMs: transverse and longitudinal. It is longitudinal when the plane that contains the flux lines is parallel to the line of movement and transverse when it is perpendicular. Other classifications are considering the windings totally concentrated in one coil per phase [2] or partially concentrated in two poles per phase (i.e., single-sided) or four poles per phase (double-sided) [3, 4]. Figure 1 shows all the possible configurations belonging to this classification. The simplest structure is the single-sided flat LSRM shown in Figure 1a, in which the number of stator active poles is \( N_p = \frac{N_{pp}}{m} \), and the number of poles per phase (\( N_{pp} \)) is 2. A conventional double-sided flat LSRM (see Figure 1b) is created by joining two single-sided structures; in this case \( N_{pp} = 4 \) and the number of stator active poles is \( N_p = \frac{N_{pp}}{m} \), where \( m \) is the number of phases. The double-sided structure (Figure 1b and c) balances the normal force over the mover, and therefore, the linear bearing does not have to support it.
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1. Introduction

Nowadays, there is a great interest in linear electric machines and especially in linear switched reluctance machines (LSRMs). LSRMs are an attractive alternative to permanent magnet linear motors (PMLM), despite the fact that the force/volume ratio is about 60% lower for LSRMs [1]. On the other hand, the absence of permanent magnet makes them less expensive and easy to assemble and provides a greater robustness and a good fault tolerance capability. LSRMs have been proposed for a wide range of applications such as precise motion control [2], propulsion railway transportation systems [3], vertical translation [4], active vehicle's suspension system [5], life-support applications [6], and in direct-drive wave energy conversion [7].

The LSRMs consist of two parts: the active part or primary part and the passive or secondary. The active part contains the windings and defines two main types of LSRMs: transverse and longitudinal. It is longitudinal when the plane that contains the flux lines is parallel to the line of movement and transverse when it is perpendicular. Other classifications are considering the windings totally concentrated in one coil per phase [2] or partially concentrated in two poles per phase (i.e., single-sided) or four poles per phase (double-sided) [3, 4]. Figure 1 shows all the possible configurations belonging to this classification. The simplest structure is the single-sided flat LSRM shown in Figure 1a, in which the number of stator active poles is \( 2 \cdot m \), and the number of poles per phase \( (N_{pp}) \) is 2. A conventional double-sided flat LSRM (see Figure 1b) is created by joining two single-sided structures; in this case \( N_{pp} = 4 \) and the number of stator active poles is \( N_p = N_{pp} \cdot m \), where \( m \) is the number of phases. The double-sided structure (Figure 1b and c) balances the normal force over the mover, and therefore, the linear bearing does not have to support it. This
configuration has twice air gaps and coils than single-sided, which means a double translation force. Conventional double-sided (Figure 1b) can operate with one flux loop or two flux loops due to the magnetic connection between secondary poles. In the modified double-sided LSRM (Figure 1c), the secondary, the mover, is comprised of rectangular poles without connecting iron yokes between them but are mechanically joined by nonmagnetic mounting parts [8]. This arrangement reduces the mass of the mover, giving a higher translation force/mass ratio than conventional double-sided flat LSRM, which reduce the mover weight and its inertia although only allows operating with one flux loop. The tubular structure is shown in Figure 1d.

It is important to note that in an LSRM, thrust or translation force is produced by the tendency of its secondary or mover to translate to a position where the inductance of the excited phase is maximized, i.e., to reach the alignment of primary and secondary poles. Therefore, as in its rotary counterpart (SRM), a power converter with solid-state switches, usually an asymmetric bridge (with two switches and two diodes per phase), is needed to generate the right sequence of phase commutation. Thus, it is necessary to know, in every instant, the position of the secondary part or mover, for which a linear encoder is generally used.

2. Mathematical model of LSRM

The mathematical model of the LSRM consists on the voltage phase equation, the internal electromechanical force, and the mechanical equation, balance between internal electromagnetic force and load, friction, and dynamic forces.
The voltage equation of \( j \)-phase is equal to the resistive voltage drop plus the partial derivative of the \( j \)-phase flux-linkage respect time. This equation that can be written as (1) where in its second member the first term is the resistive voltage drop, the second term involves the voltage induced by the current variation, and the third is the induced voltage due to the relative movement of the primary and secondary parts at the speed \( u_b \):

\[
 u_j = R \cdot i_j + \frac{\partial \psi_j(x, i)}{\partial i} \cdot \frac{di}{dt} + u_b \cdot \frac{\partial \psi_j(x, i)}{\partial x}
\]  

(1)

The respective derivatives in \( x \) (position) and \( i \) (current) of the phase-flux linkage \( (\psi_j) \) give the \( j \)-phase incremental inductance, \( L_j \) (2), and the \( j \)-phase back electromotive force, \( e_{m,j} \) (3).

\[
 L_j = \frac{\partial \psi_j(x, i)}{\partial i}
\]  

(2)

\[
 e_{m,j} = u_b \cdot \frac{\partial \psi_j(x, i)}{\partial x}
\]  

(3)

Rewriting (1)

\[
 u_j = R \cdot i_j + L_j \cdot \frac{di_j}{dx} + e_{m,j}
\]  

(4)

Then, the electrical equivalent circuit per phase of the LSRM is shown in Figure 2.

The total internal electromagnetic force \( (F_X) \) summing the force contribution of each phase is given by

\[
 F_X = \sum_{j=1}^{m} \left( \frac{\partial}{\partial x} \left( \int_0^i \psi_j(x, i) \cdot di \right) \right)_{i=cn}
\]  

(5)

The total internal electromagnetic force (5) is balanced by the dynamic force, product of mass by the acceleration, the friction force, and the applied mechanical load:

\[
 F_X = M \cdot \frac{du_b}{dt} + F_r + F_L
\]  

(6)

Rearranging Eqs. (1) and (6), we obtain the state-space equations (7), which define the dynamical model of an LSRM per phase:
\[
I_j = \int \frac{1}{\partial \psi_j(x, i)} \left( u_j - R_i \partial \psi_j(x, i) \cdot \partial x \right) \cdot dt \\
\]
\[
u_b = \int \frac{1}{M} \cdot (F_X - F_L - F_r) \cdot dt
\]

The simulation of the dynamic mathematical model (7) requires the flux-linkage characteristics \( \psi_j(x, i) \) (see Figure 3a) and its partial derivatives \( \partial \psi_j \) (see Figure 3c) and \( \partial \psi_x \) (see Figure 3d), as well as the internal electromagnetic force \( F_X \) (see Figure 3b), whose values are obtained from FEM analysis.

3. LSRM design procedure

The design of electric rotating motors usually starts with the output equation. This equation relates the main dimensions (bore diameter and length), magnetic loading, and electric loading to the torque output. In this case, it introduced a similar development for the output equation of LSRM, in which the average translation force (output equation) depends on geometric parameters, magnetic loading, and current density [9].

Although the present study is focused in the longitudinal double-sided LSRM and the longitudinal modified double-sided LSRM (Figure 1b and c), the main dimensions describing its geometry are the same to that single-sided LSRM shown in Figure 4.

3.1 Design specification

The first step is to define the design specifications. These specifications affect not only the electromagnetic structure but also the power converter and the control

![Figure 3](https://example.com/figure3.png)

**Figure 3.**
FEM results plots for position \( x \in [-8, 8] \) mm and current \( i \in [0, 69] \) A. (a) Flux-linkage. (b) Internal electromagnetic force. (c) Partial derivative of flux-linkage with respect to current. (d) Partial derivative of flux-linkage with respect to position.
\[ \frac{1}{\partial x} \frac{\partial}{\partial x} \frac{\partial}{\partial x} i \]

The simulation of the dynamic mathematical model (7) requires the flux-linkage characteristics \( \psi(x, i) \) (see Figure 3a) and its partial derivatives \( \frac{\partial \psi}{\partial x} \) (see Figure 3c) and \( \frac{\partial \psi}{\partial i} \) (see Figure 3d), as well as the internal electromagnetic force \( F_x \) (see Figure 3b), whose values are obtained from FEM analysis.

### 3. LSRM design procedure

The design of electric rotating motors usually starts with the output equation. This equation relates the main dimensions (bore diameter and length), magnetic loading, and electric loading to the torque output. In this case, it introduced a similar development for the output equation of LSRM, in which the average translation force (output equation) depends on geometric parameters, magnetic loading, and current density [9].

Although the present study is focused in the longitudinal double-sided LSRM and the longitudinal modified double-sided LSRM (Figure 1b and c), the main dimensions describing its geometry are the same to that single-sided LSRM shown in Figure 4.

#### 3.1 Design specification

The first step is to define the design specifications. These specifications affect not only the electromagnetic structure but also the power converter and the control strategy. They are also different in nature (mechanical, electrical, thermal) and can be classified into two general areas, requirements and constraints; the most usual are listed in Table 1.

**Figure 5** shows a flowchart with the different steps of the design process [9]. These steps begin with the definition of the specifications. Then, the main dimensions are obtained using the output equation. In the next step, the number of turns and the wire gauge are determined following an internal iterative process. Then a first performance FEM-computation is performed. Finite element analysis and thermal analysis are used in order to check whether the motor parameters meet the expected specifications. The design steps are repeated in an iterative process until the design specifications are obtained.

#### 3.2 Output equation

The LSRM design is addressed using two different approaches. In the first approach, it is performed in the rotary domain which is then transformed back into the linear domain [10, 11]. In the second approach, the LSRM design is carried out by using an analytical formulation of the average translation force determined by means of an idealized energy conversion loop [12, 13]. A design procedure for longitudinal flux flat LSRMs, based on this second approach, is proposed according the flowchart of shown in Figure 5, in which the average translation force, is determined in terms of magnetic loading, current density and geometrical relationships derived from a sensitivity analysis reported in [14]. Once the main dimensions are obtained, the number of turns per phase is determined by means of an iterative process.

The number of phases \( m \) and the pole stroke \( PS \) can be used to determine \( T_p \), \( T_s \), \( N_p \), and \( N_s \), by means of the following equations:

**Table 1.**

Requirements and constraints.

<table>
<thead>
<tr>
<th>Requirements</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>• LSRM type</td>
<td>• DC bus voltage ( (V_b) )</td>
</tr>
<tr>
<td>• Power converter topology</td>
<td>• Magnetic material</td>
</tr>
<tr>
<td>• Control strategy</td>
<td>• Temperature rise</td>
</tr>
<tr>
<td>• Translation force ( (F_x) )</td>
<td>• Some critical dimensions (i.e., air-gap length)</td>
</tr>
<tr>
<td>• Velocity ( (u_b) )</td>
<td></td>
</tr>
<tr>
<td>• Acceleration/deceleration ( (a) )</td>
<td></td>
</tr>
<tr>
<td>• Thermal duty cycle</td>
<td></td>
</tr>
<tr>
<td>• Number of phases ( (m) )</td>
<td></td>
</tr>
<tr>
<td>• Pole Stroke ( (PS) )</td>
<td></td>
</tr>
<tr>
<td>• Mover stroke ( (TS) )</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 4. Single-sided LSRM main dimensions.](image)
The average internal electromagnetic force or translation force ($F_{X,\text{avg}}$) is calculated using an idealized nonlinear energy conversion loop in which the unaligned magnetization curve is assumed to be a straight line and the aligned magnetization curve is represented by two straight lines [13, 14]. This simplified model accounts for the saturation effect and is described in Figure 6. Assuming a flat-topped current waveform (hysteresis control), the area OACFO is the energy conversion area ($W$). Excluding iron and friction losses, the average translation force per phase ($F_{X,\text{avg}}$) is then obtained by

\[
N_P = 2 \cdot m \\
N_S = 2 \cdot (m \pm 1) \quad (8)
\]

\[
T_P = \frac{1}{2} \cdot N_S \cdot PS = b_p + c_p \\
T_S = \frac{1}{2} \cdot N_P \cdot PS = b_s + c_s \quad (9)
\]

\[
F_{X,\text{avg}} = \frac{W}{S} \cdot k_d \quad (10)
\]

where $k_d$ is the magnetic duty cycle factor defined as $k_d = x_c / S$ (see Figure 6) and $S$ is the distance between aligned and unaligned positions given by

\[
S = T_s = \frac{N_P}{2} - (m \pm 1) \quad (11)
\]

From Figure 6, the following expressions can be derived:

\[
W = I^2 B - L_{as} - K_L - k_d \quad (12)
\]

where $K_L$ is a dimensionless coefficient defined from the inductances depicted in Figure 6, by

\[
K_L = 1 - \frac{L_{u}}{L_{as}} \quad (13)
\]

At point $B$ (see Figure 6), the poles are fully aligned and therefore

\[
\psi_s = L_{as} \cdot I_B = B_p \cdot N_1 - N_{pp} \cdot b_p \cdot L_W \quad (14)
\]

The total ampere-turns per slot ($N_1 \cdot I_B$) can be expressed, considering the slot fill factor ($K_s$) by means of the current density peak ($J_B$) by

\[
N_1 \cdot I_B = \frac{1}{2} \cdot c_p \cdot l_p \cdot K_s \cdot J_B \quad (15)
\]

Figure 6.
Idealized nonlinear energy conversion loop.
The average internal electromagnetic force or translation force \( F_{X, \text{avg}} \) is calculated using an idealized nonlinear energy conversion loop in which the unaligned magnetization curve is assumed to be a straight line and the aligned magnetization curve is represented by two straight lines \[13, 14\]. This simplified model accounts for the saturation effect and is described in Figure 6.

Assuming a flat-topped current waveform (hysteresis control), the area \( OACFO \) is the energy conversion area \( W \).

Excluding iron and friction losses, the average translation force per phase \( F_{X, \text{avg}} \) is then obtained by

\[
F_{X, \text{avg}} = \frac{W}{S \cdot k_d}
\]

where \( k_d \) is the magnetic duty cycle factor defined as \( k_d = x_c / S \) (see Figure 6) and \( S \) is the distance between aligned and unaligned positions given by

\[
S = \frac{T_i}{2} = \frac{N_p}{N_s} \cdot \frac{T_p}{2}
\]

From Figure 6 the following expressions can be derived:

\[
W = I_B^2 \cdot L_{as} \cdot K_L \cdot k_d
\]

where \( K_L \) is a dimensionless coefficient defined from the inductances depicted in Figure 6, by

\[
K_L = \left(1 - \frac{L_u}{L_{as}}\right) \cdot \left(1 - \frac{1}{2} \cdot \frac{L_{as} - L_u}{L_{au} - L_u} \cdot k_d\right)
\]

At point \( B \) (see Figure 6), the poles are fully aligned and therefore

\[
\psi_s = L_{as} \cdot I_B = B_p \cdot N_1 \cdot N_{pp} \cdot b_p \cdot L_W
\]

The total ampere-turns per slot \( N_1 \cdot I_B \) can be expressed, considering the slot fill factor \( K_s \) by means of the current density peak \( I_B \) by

\[
N_1 \cdot I_B = \frac{1}{2} \cdot c_p \cdot I_p \cdot K_s \cdot J_B
\]
Combining (15) and (16) into (13)

\[ W = \frac{1}{2} \cdot (K_L \cdot K_s \cdot k_d) \cdot (c_p \cdot b_p \cdot l_p \cdot L_W \cdot N_{pp}) \cdot (B_p \cdot J_B) \]  

Therefore, the average translation force per phase is

\[ F_{Xs,avg} = N_{pp} \cdot \left( \frac{N_s}{N_p} \right) \cdot (K_L \cdot K_s) \cdot \left( \frac{c_p \cdot b_p \cdot l_p \cdot L_W}{T_p} \right) \cdot (B_p \cdot J_B) \]  

In order to obtain dimensionless variables, the stator pole pitch \((T_p)\) normalizes the geometric variables depicted in Figure 4, obtaining

\[
\begin{align*}
\alpha_p &= \frac{b_p}{T_p} \\
\alpha_i &= \frac{b_i}{T_p} \\
\beta_p &= \frac{l_p}{T_p} \\
\beta_i &= \frac{l_i}{T_p} \\
\gamma_W &= \frac{L_W}{T_p} \\
\delta_y &= \frac{h_y}{T_p}
\end{align*}
\]

Rewriting (18) by considering (19)–(24)

\[ F_{Xs,avg} = N_{pp} \cdot \left( \frac{N_s}{N_p} \right) \cdot (K_L \cdot K_s) \cdot \left( \left( \alpha_p^2 - \alpha_p^3 \right) \cdot \beta_p \cdot \gamma_W \right) \cdot T_p^3 \cdot (B_p \cdot J_B) \]  

The output Eq. (25) is applicable to all the types of LSRMs considered in Figure 1, just considering \(N_{pp} = 2\) for single-sided flat and tubular LSRMs and \(N_{pp} = 4\) for conventional double-sided LSRMs and for modified double-sided LSRMs.

3.3 Selection of magnetic loading, current density and normalized geometric variables

The magnetic flux density in the stator pole \((B_p)\) depends on the chosen magnetic lamination material; a good choice is to take a value slightly lower than the value at which laminations reach magnetic saturation. The current density, \(J_B\), strongly depends on operation conditions and cooling facilities. The current density should be kept within reasonable margins if the temperature rise should not exceed a specified value. For high force LSRMs with air natural/forced convection and continuous duty cycle, \(J_B = 5 \text{ A/mm}^2\) is a good value while for the same conditions but following a short time intermittent duty cycle, \(J_B = 15 \text{ A/mm}^2\) could be more advisable.

The \(K_L\) coefficient depends on the geometrical parameters (see Table 2) and the current density \((J_B)\). For values of current density between 5 and 20 \(\text{A/mm}^2\), a good initial choice is \(K_L = 0.3\).

The influence of the normalized geometric variables involved in the output equation as well as the current density has been investigated in [14]. Table 2 shows the set of values of \(\alpha_p\) and \(\beta_p\), for different values of current density, recommended to obtain high values of average force [9].

The average force is proportional to \(L_W\). However, an excessive stack length increases mass and iron losses. The air-gap length \((g)\) should be as small as possible.
to maximize the average force compatible with tolerances and manufacturing facilities; it is advisable to avoid air-gap lengths under 0.3 mm. In the case of double-sided, LSRM is very important in the assembly process ensure that the upper and the lower air gaps have the same length.

3.4 Number of turns and wire gauge

The maximum flux linkage at point B (see Figure 6), at a constant velocity, $u_b$, with a flat-topped current waveform and disregarding resistance, is related to the DC voltage $V_b$ by means of

$$\psi_0 = \frac{V_b}{u_b} \cdot S$$

(25)

Thus

$$\psi_0 = \psi_s \cdot (1 - L_u/L_{as})$$

(26)

Combining (26) and (27) into (15), the number of turns per pole is given by

$$N_1 = \frac{V_b \cdot S}{N_{pp} \cdot b_p \cdot L_W \cdot u_b \cdot B_p \cdot (1 - L_u/L_{as})}$$

(27)

The number of turns per phase is

$$N_P = N_{pp} \cdot N_1$$

(28)

The way to obtain the number of turns is by means of an iterative process. This iterative process is shown in Figure 7, in which $K_L = 0.3$ and $N_L = V_b \cdot S / (N_{pp} \cdot b_p \cdot L_W \cdot u_b \cdot B_p)$ are taken as initial conditions. Aligned ($L_{as}$) and unaligned ($L_u$) inductances can be computed by 2D FEM or by using classical magnetic circuit analysis based on lumped parameters, in both cases considering leakage pole flux and end-effects [15].

Initially, the slot fill factor ($K_s$) is unknown, so $K_{s,0} = 0.4$ is a good starting point. Once the number of turns per pole and the wire gauge have been obtained, $K_s$ should be recalculated again by means of

$$K_s = \frac{2 \cdot S_c \cdot N_1}{c_p \cdot l_p}$$

(29)

If the slot fill factor ($K_s$) obtained from (30) differs from its initial value plus an accepted error (see Figure 5), then the number of turns should be recalculated again taking as initial slot fill factor the last value obtained.

<table>
<thead>
<tr>
<th>$J_b$ (A/mm²)</th>
<th>$\alpha_p$</th>
<th>$\beta_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>[0.333, 0.417]</td>
<td>≤3.5</td>
</tr>
<tr>
<td>10</td>
<td>[0.375, 0.5]</td>
<td>≤3</td>
</tr>
<tr>
<td>15</td>
<td>[0.417, 0.542]</td>
<td>≤2.5</td>
</tr>
<tr>
<td>20</td>
<td>[0.458, 0.542]</td>
<td>≤2</td>
</tr>
</tbody>
</table>

Table 2. Recommended values of $\alpha_p$ and $\beta_p$ to obtain high average force.
3.5 Finite element analysis

The best option to address the finite element analysis (FEA) process is to use three-dimensional 3D-FEA, but its use is discouraged because of the large computing time it could take. In order to overcome that handicap, it used a 2D-FEA adjusted in accordance with the end-effects. The end-effects in 2D FEA are considered by means of the end-effects coefficient, $K_{ee}$ [16], given by:

\[
\psi_{3D} = K_{ee} \cdot \psi_{2D}
\]

\[
L_{3D} = K_{ee} \cdot L_{2D}
\]

where $\psi_{2D}$ and $L_{2D}$ are the flux linkage and the inductance obtained by 2D-FEA; and $\psi_{3D}$ and $L_{3D}$ are the 3D flux linkage and the inductance approach that account for the end-effects and are closer to the measured values. The correction factor $K_{ee}$ is defined as [16, 17]

Figure 7.
Iterative process to obtain the number of turns per coil, $N_i$.

3.6 Thermal analysis

The objective of this analysis is to check that, within the specified conditions of operation, the temperature rise in the different parts of the LSRM does not surpass the limit value of the chosen insulation class. Thermal analyses of electric rotating machines have been extensively described in the literature [18–26], but up to now little attention has been paid to the thermal analysis of LSRMs [22]. Thermal analyses can be conducted by means of analytical or numerical methods. The analytical method based on lumped parameters is faster, but its accuracy depends on the level of refinement of the thermal network and on the knowledge of the heat transfer coefficients. In this paper a lumped parameter thermal model adapted to the LSRM is used in which the heat transfer coefficients are estimated taking into account previous studies in rotating machines [23–25].

3.7 Design verification

In order to verify the described design procedure, a four-phase double-sided LSRM prototype has been designed, built, and tested. Its main design specifications and its main dimensions, obtained following the proposed design procedure, are shown in the Appendix (Table 4).

3.7.1 Finite element verification

The finite element analysis is carried out by means of a 2D-FEM solver. The magnitudes computed are the 2D linked flux $\psi_{2D}$, for a set of evenly distributed current ($0 \div I_{B}$), and positions between alignment and nonalignment, in Figure 8 the flux density plots for the aligned (see Figure 8a) and nonaligned positions (see Figure 8b) for the LSRM prototype are shown.
The best option to address the finite element analysis (FEA) process is to use three-dimensional 3D-FEA, but its use is discouraged because of the large computing time it could take. In order to overcome that handicap, it used a 2D-FEA adjusted in accordance with the end-effects. The end-effects in 2D FEA are considered by means of the end-effects coefficient, $K_{ee}$, given by:

$$K_{ee} = \left(1 + \frac{L_{end} \cdot K_{si}}{L_{2D}}\right) \cdot K_f \quad (32)$$

where $L_{end}$ is the end-winding inductance, $K_{si}$ is a factor that affects $L_{end}$ due to the steel imaging effect [17], and $K_f$ is the axial fringing factor. $K_{si}$ can usually be omitted ($K_{si} = 1$) since its effect on $L_{end}$ is generally less than 2%. End-winding inductance, $L_{end}$, can be analytically deduced from end-winding geometry or can be computed by means of an axis-symmetrical 2D finite element model.

The co-energy ($W'_3D$), knowing ($\Psi'_3D$), is calculated using the well-known expression:

$$W'_3D(x_i, I) = \int_0^I \psi'_{3D}(x, i) \cdot di \bigg|_{x_i = Cmn} \quad (33)$$

Then, the translation force, including end-effects, is obtained by

$$F_{x, 3D}(x, I) = \frac{\partial W'_3D(x, I)}{\partial x} \bigg|_{I = Cmn} \quad (34)$$

In order to offer a practical formulation of (34), it can be rewritten in (35)

$$F_{x, 3D}(x, I_B) \approx \frac{\Delta W'_3D}{\Delta x} \Delta I = \frac{\Delta I}{\Delta x} \left[ \sum_{0}^{I_B} \psi_{3D}(x + \Delta x, I) - \sum_{0}^{I_B} \psi_{3D}(x, I) \right] \quad (35)$$

### 3.6 Thermal analysis

The objective of this analysis is to check that, within the specified conditions of operation, the temperature rise in the different parts of the LSRM does not surpass the limit value of the chosen insulation class. Thermal analyses of electric rotating machines have been extensively described in the literature [18–26], but up to now little attention has been paid to the thermal analysis of LSRMs [22]. Thermal analyses can be conducted by means of analytical or numerical methods. The analytical method based on lumped parameters is faster, but its accuracy depends on the level of refinement of the thermal network and on the knowledge of the heat transfer coefficients. In this paper a lumped parameter thermal model adapted to the LSRM is used in which the heat transfer coefficients are estimated taking into account previous studies in rotating machines [23–25].

### 3.7 Design verification

In order to verify the described design procedure, a four-phase double-sided LSRM prototype has been designed, built, and tested. Its main design specifications and its main dimensions, obtained following the proposed design procedure, are shown in the Appendix (Table 4).

#### 3.7.1 Finite element verification

The finite element analysis is carried out by means of a 2D-FEM solver. The magnitudes computed are the 2D linked flux $\psi_{2D}(x, i)$, for a set of evenly distributed current ($0 \div I_B$), and positions between alignment and nonalignment, in Figure 8 the flux density plots for the aligned (see Figure 8a) and nonaligned positions (see Figure 8b) for the LSRM prototype are shown.
In order to verify and compare the results, the prototype was analyzed by means of the finite element method (FEM) described in Section 3.5 adapted to account for end-effects. The values of static force were also obtained experimentally using a load cell UTICELL 240. The measured and FEM computed force results are shown in Figure 9. Finally, the results for the average static force obtained by experimental means and by FEM are compiled in Table 3.

![Flux density plots from 2D FEA of the four-phase LSRM](image)

**Figure 8.**
Flux density plots from 2D FEA of the four-phase LSRM (a) aligned $x = 0$. (b) Unaligned $x = S$.

![Static force $F_x(J,x)$. Comparison of results.](image)

**Figure 9.**
Static force $F_x(J,x)$. Comparison of results.

<table>
<thead>
<tr>
<th>$J_b$ = 15 A/mm$^2$</th>
<th>$F_{x,\text{avg}}$ (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>23.3</td>
</tr>
<tr>
<td>FEM</td>
<td>24.5</td>
</tr>
</tbody>
</table>

**Table 3.**
Average static force comparison of results.
3.7.2 Thermal verification

The lumped parameter thermal model mentioned in Section 3.6 and explained in depth in [26] was applied to our case study. The location of the nodes in the cross section of the double-sided flat LSRM prototype is shown in Figure 10, and the completed lumped thermal model is depicted in the circuit of Figure 11. The temperature rise over ambient temperature in each node was obtained solving the thermal network with MATLAB-Simulink. Figure 12 shows the simulated and experimental results of a heating test consisting on feeding a phase with DC current at 15 A/mm² for a period of 1800 s and after that a cooling period of 1800 s by natural convention. The time evolution of temperature in node 4 (critical node) is compared with a platinum resistance thermometer sensor (PT100) placed in the same point.

Figure 10.
Cross section of double-sided LSRM prototype showing node location.

Figure 11.
Lumped-parameter thermal model for the double-sided LSRM prototype.
3.8 Discussion of results

Once built and tested, the prototype of double-sided LSRM is appropriate to proceed with a discussion of the results. It can be observed (Figure 9) that the static force results obtained by 2D-FEA, adjusted to take into account end-effects, are in good agreement with those measured experimentally except for those corresponding to high values of current density (20 A/mm²), values that are outside the scope of application of the designed LSRM. The average static force values, for a current density of 15 A/mm², obtained by measurements are very close with those results of simulation by FEA (Table 3). The comparison of temperature raises results for node 4, in which a sensor of temperature was placed, between the values obtained using the proposed thermal model, and the experimental values measured by means of a sensor PT100 are quite good, but they also show that it would be advisable to improve the model, increasing the level of refinement of the thermal network. Anyway, the comparison between computed and experimental results is enough and good to validate the proposed design procedure.

4. Simulation model and experimental results of an LSRM actuator

The simulation of an LSRM force actuator is presented [27]. This linear actuator is formed by a longitudinal flux double-sided LSRM of four phases that has been designed following the design procedure before being described, and of which the main characteristics are given in the Appendix (Table 4). It is fed by an electronic power converter, an asymmetric bridge with two power MOSFETs switches and two diodes per phase, which incorporate drivers, snubbers, and current transducer for each phase. An optical linear encoder designed for this purpose, composed by four optical switches (S1, S2, S3, S4) is used in order to know the position at any time. The actuator is controlled by a digital force controller. The LSRM force actuator simulation model has been implemented in MATLAB-Simulink.

The simulation block diagram is shown in Figure 13, and it consists of three blocs: the power converter block, the LSRM motor block, and the digital control block.

The electronic power converter is implemented in MATLAB-Simulink by means of the SimPowerSystems toolbox. This block needs the previous knowledge of the gate signals which are generated by the switching signals module of the digital control block.
3.8 Discussion of results

Once built and tested, the prototype of double-sided LSRM is appropriate to proceed with a discussion of the results. It can be observed (Figure 9) that the static force results obtained by 2D-FEA, adjusted to take into account end-effects, are in good agreement with those measured experimentally except for those corresponding to high values of current density (20 A/mm²), values that are outside the scope of application of the designed LSRM. The average static force values, for a current density of 15 A/mm², obtained by measurements are very close with those results of simulation by FEA (Table 3). The comparison of temperature raises results for node 4, in which a sensor of temperature was placed, between the values obtained using the proposed thermal model, and the experimental values measured by means of a sensor PT100 are quite good, but they also show that it would be advisable to improve the model, increasing the level of refinement of the thermal network. Anyway, the comparison between computed and experimental results is enough and good to validate the proposed design procedure.

4. Simulation model and experimental results of an LSRM actuator

The simulation of an LSRM force actuator is presented [27]. This linear actuator is formed by a longitudinal flux double-sided LSRM of four phases that has been designed following the design procedure before being described, and of which the main characteristics are given in the Appendix (Table 4). It is fed by an electronic power converter, an asymmetric bridge with two power MOSFETs switches and two diodes per phase, which incorporate drivers, snubbers, and current transducer for each phase. An optical linear encoder designed for this purpose, composed by four optical switches (S1, S2, S3, S4) is used in order to know the position at any time. The actuator is controlled by a digital force controller. The LSRM force actuator simulation model has been implemented in MATLAB-Simulink.

The simulation block diagram is shown in Figure 13, and it consists of three blocs: the power converter block, the LSRM motor block, and the digital control block. The electronic power converter is implemented in MATLAB-Simulink by means of the SimPowerSystems toolbox. This block needs the previous knowledge of the gate signals which are generated by the switching signals module of the digital control block.

The LSRM block has to solve the mathematical model of the SRM, i.e., the state equations (7). To solve the instantaneous phase current (8), it is needed to know the phase voltages, the partial derivatives of the flux (lookup tables), and the phase resistance (Figure 14). The optical switch signals are obtained from integrating the speed of the mechanical equation (8), generating a Boolean set of digital signals in order to produce the phase activation sequence shown in Figure 15.

The force control block implements a PI controller and a hysteresis loop for generating the current control signals. The force is estimated using a force-observer which consists in a lookup table (static force curves of LSRM), previously computed using the 2D FE procedure described in Section 3.5, and therefore, the knowledge of phase currents (i_a, i_b, i_c, i_d) and of the position (x) is required. The phase currents are directly obtained from the electronic power converter output, and the position is from the firing position generator module of the digital control block. A hysteresis

Figure 13. LSRM force actuator simulation block diagram.

Figure 14. LSRM, load and opto-switches Simulink model.
control adjusts the translation force to a given reference force \( (F_L) \). The program adjusts the frequency of the gate control signals of the MOSFET in order to match to the required force. The force control is implemented by means of a DSPACE ACE kit 1006 (Figure 16).

The simulation results are presented in Figure 17. The conducting interval is equal to the pole stroke, which is 4 mm in all the cases. In Figure 17, it can also be shown the influence of the firing position \( (x_1) \) over the current waveform. When firing at \( x_1 = 0 \) mm, the electromagnetic force \( F_{x_1,3D}(x, i) \) is zero at the beginning of the conduction interval (see Figure 17a), and a current peak appears near this position. Firing at \( x_1 = 1 \) mm and \( x_1 = 2 \) mm, the resulting conduction intervals are from 1 to 5 mm and from 2 to 6 mm, respectively. In these intervals is where the force reaches the maximum values, which produces a current waveform almost flat. When the firing position is at \( x_1 = 3 \) mm, the conduction interval is from 3 to 7 mm, and a current peak appears at the end of the period because the electromagnetic force at \( x = 7 \) mm is quite low (is 0 at \( x = 8 \) mm), and therefore, a high increasing in current is required to maintain the force constant. In conclusion, firing near aligned \( (x = 0 \) mm) and unaligned \( (x = 8 \) mm) positions at low speed produces high current peaks, which is not advisable.
The control adjusts the translation force to a given reference force (\(F_L\)). The program adjusts the frequency of the gate control signals of the MOSFET in order to match to the required force. The force control is implemented by means of a DSPACE ACE kit 1006 (Figure 16).

The simulation results are presented in Figure 17. The conducting interval is equal to the pole stroke, which is 4 mm in all the cases. In Figure 17, it can also be shown the influence of the firing position (\(x_1\)) over the current waveform. When firing at \(x_1 = 0\) mm, the electromagnetic force \(F_x, 3D x, i(\theta)\) is zero at the beginning of the conduction interval (see Figure 17a), and a current peak appears near this position. Firing at \(x_1 = 1\) mm and \(x_1 = 2\) mm, the resulting conduction intervals are from 1 to 5 mm and from 2 to 6 mm, respectively. In these intervals is where the force reaches the maximum values, which produces a current waveform almost flat. When the firing position is at \(x_1 = 3\) mm, the conduction interval is from 3 to 7 mm, and a current peak appears at the end of the period because the electromagnetic force at \(x = 7\) mm is quite low (is 0 at \(x = 8\) mm), and therefore, a high increasing in current is required to maintain the force constant. In conclusion, firing near aligned (\(x = 0\) mm) and unaligned (\(x = 8\) mm) positions at low speed produces high current peaks, which is not advisable.

**Figure 15.** Encoder: phase activation sequence.

**Figure 16.** LSRM force actuator hardware implementation.

**Figure 17.** Simulation results for different turn on (\(x_1\)) positions. (a) \(x_1 = 0\) mm; (b) \(x_1 = 1\) mm; (c) \(x_1 = 2\) mm; and (d) \(x_1 = 3\) mm.

**Figure 18.** Measured position and measured phase currents at turn on \(x_1 = 1\) mm.

**Figure 19.** Measured phase-a results during acceleration at turn on \(x_1 = 1\) mm.
Figures 18 and 19 show the experimental results obtained from the four-phase LSRM which are shown in Figure 16. The experimental results display a good agreement with simulation results. The mover stroke is 80 mm, and this distance is covered in 0.2 s, which gives an average speed of 0.4 m/s.

5. Conclusion

In this chapter, after the presentation of a mathematical model of the LSRM, a design methodology for LSRM is proposed. This methodology is based on an analytical formulation of the average translation force determined using a nonlinear energy conversion loop. The main dimensions of the LSRM were determined from machine specifications, the aforementioned average translation force formula, and geometric relationships. 2D finite element analysis, corrected to take into account end-effects, and lumped parameter thermal analysis were used to refine and/or to validate the proposed design. An LSRM prototype was built following the described design approach that was validated by experimental results. Then, modeling and simulation of an LSRM force actuator are presented. This linear actuator is formed by the LSRM prototype, by an electronic power converter with two power MOSFET switches and two diodes per phase, incorporating drivers, snubbers, and current transducers for each phase and by an original, simple, and low-cost optical linear encoder designed for this purpose, composed of four optical switches. The actuator is controlled by a digital force controller that is implemented by means of a PI controller and a hysteresis loop for generating the current control signals. The force is estimated using a force-observer which consists in a lookup table previously computed using the 2D finite element analysis. The LSRM force actuator simulation model was implemented in MATLAB-Simulink. Experimental results were in good agreement with simulations and confirmed that the proposed LSRM actuator as an alternative to pneumatic actuators or of the assembly of AC servomotors coupled to a timing belt or a ball screw for injection molding machines.
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Nomenclature

\[ a \] acceleration (m/s\(^2\))
\[ b_p \] primary pole width (m)
\[ B_p \] magnetic flux density in the active pole (T)
\[ b_s \] secondary pole width (m)
\[ c_p \] primary slot width (m)
\[ c_s \] secondary slot width (m)
\[ e_{m,j} \] back electromotive force (V)
\[ F_x \] translation force, internal electromagnetic force (N)
\[ F_r \] friction force (N)
\[ F_L \] load force (N)
\[ g \] air-gap length (m)
\[ h_{yp} \] primary yoke height (m)
\[ h_{ys} \] secondary yoke height (m)
\[ I_B \] flat-topped current peak (A)
Figures 18 and 19 show the experimental results obtained from the four-phase LSRM which are shown in Figure 16. The experimental results display a good agreement with simulation results. The mover stroke is 80 mm, and this distance is covered in 0.2 s, which gives an average speed of 0.4 m/s.

5. Conclusion

In this chapter, after the presentation of a mathematical model of the LSRM, a design methodology for LSRM is proposed. This methodology is based on an analytical formulation of the average translation force determined using a nonlinear energy conversion loop. The main dimensions of the LSRM were determined from machine specifications, the aforementioned average translation force formula, and geometric relationships. 2D finite element analysis, corrected to take into account end-effects, and lumped parameter thermal analysis were used to refine and/or to validate the proposed design. An LSRM prototype was built following the described design approach that was validated by experimental results. Then, modeling and simulation of an LSRM force actuator are presented. This linear actuator is formed by the LSRM prototype, by an electronic power converter with two power MOSFET switches and two diodes per phase, incorporating drivers, snubbers, and current transducers for each phase and by an original, simple, and low-cost optical linear encoder designed for this purpose, composed of four optical switches. The actuator is controlled by a digital force controller that is implemented by means of a PI controller and a hysteresis loop for generating the current control signals. The force is estimated using a force-observer which consists in a lookup table previously computed using the 2D finite element analysis. The LSRM force actuator simulation model was implemented in MATLAB-Simulink. Experimental results were in good agreement with simulations and confirmed that the proposed LSRM actuator as an alternative to pneumatic actuators or of the assembly of AC servomotors coupled to a timing belt or a ball screw for injection molding machines.
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Nomenclature

- $i_j$: current phase $j$ (A)
- $J_B$: current density peak (A/m²)
- $k_{id}$: magnetic duty cycle factor
- $K_s$: slot fill factor
- $L_{as}$: unsaturated aligned inductance (H)
- $L_{as}$: saturated aligned inductance (H)
- $L_{as}$: saturated aligned incremental inductance (H)
- $L_{end}$: end-winding inductance (H)
- $l_p$: primary pole length (m)
- $l_s$: secondary pole length (m)
- $L_{ij}$: incremental inductance (H)
- $L_u$: unaligned inductance (H)
- $L_W$: stack length (m)
- $m$: number of phases
- $M$: mass of the mover ($m_t$) plus the payload ($m_l$)
- $n$: number of switching devices per phase
- $N_I$: number of coils per pole
- $N_P$: number of active poles per side (primary)
- $N_{PP}$: number of active poles per phase
- $N_s$: number of passive poles per side (secondary)
- $PS$: stroke (m)
- $R$: phase resistance (Ω)
- $S$: distance between aligned and unaligned positions (m)
- $S_c$: cross section of the wire (m²)
- $T_p$: primary pole pitch (m)
- $T_s$: secondary pole pitch (m)
- $TS$: mover stroke (m)
- $u_b$: velocity (m/s)
- $u_j$: voltage phase $j$ (V)
- $V_b$: DC bus voltage (V)
- $W$: energy conversion loop (J)
- $x$: mover position (m)
- $x_c$: turn-off current position (m)
- $\psi$: flux linkage (Wb)

Appendix

<table>
<thead>
<tr>
<th>Specifications</th>
<th>$F_X$</th>
<th>25 N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated force</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of phases</td>
<td>$m$</td>
<td>4</td>
</tr>
<tr>
<td>Lamination steel</td>
<td>M-19 (B$_{sat}$ = 1.8 T)</td>
<td></td>
</tr>
<tr>
<td>DC Bus voltage</td>
<td>$V_b$</td>
<td>12 V</td>
</tr>
<tr>
<td>Temperature rise (class F)</td>
<td>$\Delta T$</td>
<td>100°C</td>
</tr>
<tr>
<td>Dimensions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pole stroke</td>
<td>$PS$</td>
<td>4 mm</td>
</tr>
<tr>
<td>Primary pole width</td>
<td>$b_p$</td>
<td>6 mm</td>
</tr>
<tr>
<td>Primary slot width</td>
<td>$c_p$</td>
<td>6 mm</td>
</tr>
<tr>
<td>Primary pole pitch</td>
<td>$T_p$</td>
<td>12 mm</td>
</tr>
</tbody>
</table>
Number of active poles per side $N_p$ 8
Primary pole length $l_p$ 30 mm
Secondary pole width $b_s$ 7 mm
Secondary slot width $c_s$ 9 mm
Secondary pole pitch $T_s$ 16 mm
Number of passive poles per side $N_s$ 6
Secondary pole length $l_s$ 7 mm
Yoke length $h_y$ 8 mm
Stack length $L_W$ 30 mm
Number of turns per pole $N_t$ 11
Wire diameter $d_c$ 2.1 mm
Air-gap length $g$ 0.5 mm

Table 4. LSRM prototype main dimensions.
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Number of active poles per side \( N_p \)

Primary pole length \( l_p \)

Secondary pole width \( b_s \)

Secondary slot width \( c_s \)

Secondary pole pitch \( T_s \)

Number of passive poles per side \( N_s \)

Secondary pole length \( l_s \)

Yoke length \( h_y \)

Stack length \( L_W \)

Number of turns per pole \( N_1 \)

Wire diameter \( d_c \)

Air-gap length \( g \)

Table 4. LSRM prototype main dimensions.
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Design of Ultrahigh-Speed Switched Reluctance Machines

Cheng Gong and Thomas Habetler

Abstract

High-speed electric machines have been a timely topic in recent years. Switched reluctance machines (SRMs) are very competitive candidates for high-speed applications in high-temperature environments, due to the single material rotor without permanent magnets (PM). In this chapter, recent research on ultrahigh-speed SRMs (UHSSRMs) for applications from 100,000 rpm to 1,000,000 rpm is reviewed regarding the design and control. First, the proposed control methods in the literature for ultrahigh speeds over 100,000 rpms are introduced. A direct position control using low-cost nonintrusive reflective sensors is described in detail. Experiments are conducted to validate the method on a 4/2 SRM at 100,000 rpm. Next, for even higher speeds up to 1,000,000 rpm, a high-strength, high-torque-density, and high-efficiency rotor structure is introduced. Finally, the complete design of a 1,000,000 rpm SRM is proposed and prototyped using aerostatic air bearings with the help of electromagnetic finite element analysis (FEA) tools.

Keywords: finite element analysis, optical sensors, optimization, switched reluctance machine, ultrahigh speed

1. Introduction

Electric machines have been widely used in various applications such as metro systems [1, 2], electric power generation [3], etc. The size of an electric machine depends on its power level, which can vary from several 100 megawatts [4, 5] to several watts, according to the following equation [6]:

\[ S = 11K_{w1} \cdot B \cdot ac \cdot D^2 \cdot L \cdot n \] (1)

where \( S \) is the motor rating in watts, \( B \) is the magnetic loading in Teslas, \( ac \) is the electric loading in A/m, \( D \) is the stator bore diameter in meters, \( L \) is the machine active length in meters, \( K_{w1} \) is the winding factor of fundamental frequency, and \( n \) is the rated speed in rps.

From Eq. (1), it can be seen that for a certain power rating, since the magnetic and electric loading do not vary too much for certain materials and cooling, the machine size (\( D^2L \)) scales down with the increased rotational speed [7], which saves the materials and costs, and would lead to a more compact system.

High-speed drives have become more and more interesting to researchers in both academia and industry in recent years. With the development of modern power electronics, the top speed of electric motors has increased significantly. For ultrahigh-speed drives above 100,000 rpm, there are several research conducted...
for permanent magnet (PM) machines from 200,000 rpm [8, 9] up to 1,000,000 rpm [10]. Besides PM machines, switched reluctance machines (SRMs) [11] are competitive candidates due to their intrinsically simple and robust rotor geometry. They are suitable for ultrahigh-speed applications under high ambient temperatures such as turbochargers. In this chapter, the state-of-the-art ultrahigh-speed switched reluctance drives are presented in detail regarding their control and design.

2. Control of ultrahigh-speed SRMs (UHSSRMs) over 100,000 rpm

Extensive research has been conducted in the literature for high-speed SRMs up to 60,000 rpm. One of the many reasons that prevent an SRM from reaching even higher speeds is the speed sensing. One can find various rotary encoders with a maximum speed less than 60,000 rpm. However, the internal mechanical stability issues of the code disc put a limitation on the maximum rotational speed a rotary encoder can achieve. Other kinds of shaft-connected encoders, for example, resolvers, suffer from the same issue, while a custom-designed encoder is far too expensive for a practical application [12]. To break this mechanical speed limit, either sensor-less control or noncontact sensing control must be applied.

Table 1 concludes different sensing methods for high-speed SRMs over 60 krpm reported in the literature, among which most of them are below the maximum speed limit of commercially available rotary encoders on the market. Only five SRMs are reported to achieve a max speed beyond 60 krpm. Bateman uses the current gradient sensor-less (CGS) method to control a 4/2 high-speed SRM up to 80 krpm, although the target was 100 krpm [24]. Calverley uses a Hall sensor to detect the rotor pole saliency in order to control the motor. But the Hall sensor itself must be located very close (1.5 mm) to the rotor laminations. This implies that this method is not suitable for off-the-shelf machines. Morel uses another sensor-less method and achieved 110 krpm, although the target speed was 200 krpm. The method applies the resonant characteristic of the RLC circuit to detect the rotor position, and it requires a sophisticated design of a complex external circuitry and a carefully selected resonant frequency. Kozuka reports a 6/4 high-speed SRM at 150 krpm with test results. It uses an unknown type of special sensor that generates a series of square waveform with four times the frequency and a duty cycle of 50% of the shaft mechanical speed. However, in order to implement the method, a complex

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>Hall Sensor</td>
<td>4/2</td>
<td>[21]</td>
<td>60</td>
<td>Unknown</td>
<td>4/2</td>
<td>[22]</td>
</tr>
<tr>
<td>40</td>
<td>Unknown</td>
<td>6/6</td>
<td>[23]</td>
<td>80</td>
<td>Sensor-less</td>
<td>4/2</td>
<td>[24]</td>
</tr>
<tr>
<td>50</td>
<td>Resolver</td>
<td>6/4</td>
<td>[27]</td>
<td>110</td>
<td>Sensor-less</td>
<td>6/2</td>
<td>[28]</td>
</tr>
</tbody>
</table>

Table 1. Different sensor types for high-speed SRMs.
drive with FPGA must be used to provide the exact rotor position, which is also far too complicated and computationally intensive for practical use.

A simple and fast control system using low-cost noncontact optical sensors for ultrahigh-speed SRMs is proposed in [31, 32] and is followed by a multi-physics acoustic analysis [33]. Figure 1(i) shows the settings of the method. The photons emitted from the LED are reflected by the surface of the shaft and are then received by the photodiode when they are detecting a white mark. A current signal is thus generated, and a trigger signal is output after an amplifier, a Schmitt trigger, and an output transistor. On the other hand, when the photons are emitted to a black mark, all of them will be absorbed and no signal will be generated. Thus, as the shaft rotates, an output square wave signal is generated to control the motor.

Figure 1(iii) describes a simple and fast direct position control for ultrahigh-speed SRMs. A SRM with four stator slots and two rotor poles is used here for illustration purpose, and other types are similar. The goal is to reduce the cycle per resolution (CPR) to the minimum value, which is equal to the number of rotor poles, and then apply single pulse control for each phase [34]. The black and white marks on the shaft determine the switching-on and switching-off angles (denoted as $\theta_1$ and $\theta_2$, respectively). Note that from this point the photodiodes are assumed to be light on mode, which means that the trigger signal is HIGH when a dark surface is detected and is LOW when a white surface is detected. As shown in Figure 1(iii) (a), when the rotor is $\theta_1$ degrees from the unaligned position ($\theta = 0^\circ$, which is also the aligned position for the other phase), the optical sensor detects the black mark and gives a rising edge of the output signal. As the rotor keeps rotating counterclockwise, the sensor keeps detecting the black mark and outputs a high voltage. When the rotor is $\theta_2$ degrees from the unaligned position, the black mark ends and makes the trigger signal low voltage again. The switching-on and switching-off angles can be easily modified by changing the position and span of the black mark. A logic AND is

![Figure 1](https://example.com/figure1.png)

Figure 1. (i) Setup of the noncontact optical sensor (up left). (ii) PWM current control with the optical sensors (down left). (iii) direct position control (right).
performed between the PWM signal and the trigger signal to control the gate signals of the MOSFETs of the corresponding phase. Figure 1(ii) shows a typical waveform of the phase currents and trigger signals during one revolution.

The advantages of the proposed sensing method are as follows:

- **Versatility.** Because it uses noncontact sensors, it can be fitted to any kind of off-the-shelf SRMs without changing the shaft geometry or opening the motor. A simple painting of the shaft is enough.

- **No virtual speed limit.** Thanks to the noncontact setup, there is no mechanical speed limit to the motor. The actual speed limit is determined only by the time delay of the signal processing circuit, which can be designed to be a very small number.

- **Simplicity.** The proposed method does not require speed/position transformation or an extra sampling frequency of DSP. This is because that the trigger signal is an analog type and is used to control the phases directly without and digital/analog speed/position manipulations.

- **Low cost.** Conventional rotary encoders are very expensive. A typical high-speed rotary encoder (i.e., US digital E5) costs several 100 dollars. But the proposed method only costs several dollars for very cheap components such as LEDs, photodiodes, and operational amplifiers.

Table 2 gives a comparison of the proposed method and different sensing methods proposed in the literature.

The method was validated on a high-speed 4/2 SRM at 100,000 rpm. Figure 2 shows the experimental setup. Two optical sensors were built for sensing the rotor position for each phase. The optical sensors are the light on mode, which means that the output voltage is 5 V for black and 0 V for white. The mark patterns are drawn in such a way that the two optical sensors detect the two different phases, as is shown by the black and white marks in Figure 2. The switching-on and switching-off angles are optimized to be 0° and 70° using a fast equivalent model based on finite element analysis (FEA) [32]. Figure 3 shows the block diagram of the closed loop control. A video reference can be found in [35]. Figure 4 shows a screenshot of the oscilloscope at 100,000 rpm. Channel 1 (yellow) is the voltage waveform of phase A with a DC link voltage of 140 V. Channel 2 (blue) is the optical trigger signal of phase A. Channels 3 and 4 (magenta and green) are the current profiles of phase A.

<table>
<thead>
<tr>
<th>Speed limit</th>
<th>Hall sensor</th>
<th>Optical encoder</th>
<th>Resolver</th>
<th>Sensor-less</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonintrusive?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Implementation simplicity</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Direct control without signal processing?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Accuracy</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Typical cost</td>
<td>$300</td>
<td>$200</td>
<td>$300</td>
<td>$0</td>
<td>$5</td>
</tr>
</tbody>
</table>

Table 2. Comparison of different sensing methods.
performed between the PWM signal and the trigger signal to control the gate signals of the MOSFETs of the corresponding phase.

Figure 1(ii) shows a typical waveform of the phase currents and trigger signals during one revolution.

The advantages of the proposed sensing method are as follows:

- **Versatility.** Because it uses noncontact sensors, it can be fitted to any kind of off-the-shelf SRMs without changing the shaft geometry or opening the motor. A simple painting of the shaft is enough.

- **No virtual speed limit.** Thanks to the noncontact setup, there is no mechanical speed limit to the motor. The actual speed limit is determined only by the time delay of the signal processing circuit, which can be designed to be a very small number.

- **Simplicity.** The proposed method does not require speed/position transformation or an extra sampling frequency of DSP. This is because that the trigger signal is an analog type and is used to control the phases directly without and digital/analog speed/position manipulations.

- **Low cost.** Conventional rotary encoders are very expensive. A typical high-speed rotary encoder (i.e., US digital E5) costs several 100 dollars. But the proposed method only costs several dollars for very cheap components such as LEDs, photodiodes, and operational amplifiers.

Table 2 gives a comparison of the proposed method and different sensing methods proposed in the literature.

The method was validated on a high-speed 4/2 SRM at 100,000 rpm. Figure 2 shows the experimental setup. Two optical sensors were built for sensing the rotor position for each phase. The optical sensors are the light on mode, which means that the output voltage is 5 V for black and 0 V for white. The mark patterns are drawn in such a way that the two optical sensors detect the two different phases, as is shown by the black and white marks in Figure 2. The switching-on and switching-off angles are optimized to be 0° and 70° using a fast equivalent model based on finite element analysis (FEA) [32].

Figure 3 shows the block diagram of the closed loop control. A video reference can be found in [35]. Figure 4 shows a screenshot of the oscilloscope at 100,000 rpm.

### Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Speed limit</th>
<th>Nonintrusive?</th>
<th>Implementation simplicity</th>
<th>Direct control without signal processing?</th>
<th>Accuracy</th>
<th>Typical cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall sensor</td>
<td>Low</td>
<td>No</td>
<td>Medium</td>
<td>No</td>
<td>High</td>
<td>$300</td>
</tr>
<tr>
<td>Optical encoder</td>
<td>Low</td>
<td>No</td>
<td>Medium</td>
<td>No</td>
<td>High</td>
<td>$200</td>
</tr>
<tr>
<td>Resolver</td>
<td>Low</td>
<td>No</td>
<td>Medium</td>
<td>No</td>
<td>High</td>
<td>$300</td>
</tr>
<tr>
<td>Sensor-less</td>
<td>Medium</td>
<td>Yes</td>
<td>Low</td>
<td>Yes</td>
<td>Low</td>
<td>$0</td>
</tr>
<tr>
<td>Proposed method</td>
<td>High</td>
<td>Yes</td>
<td>High</td>
<td>Yes</td>
<td>Low</td>
<td>$5</td>
</tr>
</tbody>
</table>

Figure 2.
Picture of the 4/2 SRM and the optical sensor setup.

Figure 3.
Block diagram of the closed loop control.

Figure 4.
Experimental result at 100,000 rpm.
A and phase B, respectively. It can be seen that the optical sensor controls the current very well. The current sensor conversion rate is 1A/100 mV. It can be read from the oscilloscope that the frequency of the current profile of phase A (magenta curve wave) is 3.353 kHz. So the speed is $3353/2 \cdot 60 \approx 100,000$ rpm. Higher speeds could have been achieved, but for the safety concerns of the bearings, the final speed was stopped at 100,000 rpm.

3. Rotor design of ultrahigh-speed SRMs over 1,000,000 rpm

For ultrahigh-speed electric machines that run at speeds over 1 million rpm, one needs to follow a totally different design procedure from “regular” or what is commonly referred to as a “high-speed” machine design. The first thing to be considered is the rotor structure, because the conventional rotor geometries are not suitable for ultrahigh-speed applications over 1 million rpm. In this section a new rotor structure for ultrahigh-speed SRMs is described in detail [36]. The rotor lamination has smooth surfaces on both sides without any shaft bore in the middle. The shaft surrounds the rotor stack on both sides with two clamping arms. Compared to the conventional design, the proposed design has many advantages, such as high strength, high torque density, high efficiency, and high reliability.

3.1 Problem of conventional rotor designs

At over 1 million rpm, the conventional rotor structures cannot be applied due to the following reasons.

3.1.1 Localized stress concentration

Figure 5 shows the finite element stress analysis of the conventional rotor structure with an outer diameter (OD) of 4 mm under the operational speed of 1.2 million rpm. It can be seen that the maximum stress is 606 MPa, which is located at the sharp corners. However, most of the lamination steels only have a yield strength less than 400 MPa. This localized stress concentration is not a big issue when at low speeds. But it would cause failure when the rotor is rotating at ultrahigh speeds.

3.1.2 Too small space for the shaft

Although the rotor size can be reduced to decrease the highest stress to be less than the yield strength of the lamination material, there is another critical problem that prevents the conventional designs from being used at ultrahigh speeds. Usually the rotor OD is limited to a maximal value of 3 to 4 mm when operating at such high speeds. This will result in the rotor shaft OD less than 1 mm (see Figure 5). Shafts with such thin OD are extremely difficult to manufacture and are obviously not strong enough at high speeds.

3.1.3 Too much windage loss

Another problem is the high windage loss at ultrahigh speeds due to the fact that the air drag loss is proportional to the third power of the rotational speed. Moreover, the traditional rotor structure is actually not well designed in the perspective of aerodynamics due to the rotor double-salient structure. But the rotor saliency, in
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For ultrahigh-speed electric machines that run at speeds over 1 million rpm, one needs to follow a totally different design procedure from "regular" or what is commonly referred to as a "high-speed" machine design. The first thing to be considered is the rotor structure, because the conventional rotor geometries are not suitable for ultrahigh-speed applications over 1 million rpm. In this section a new rotor structure for ultrahigh-speed SRMs is described in detail [36]. The rotor lamination has smooth surfaces on both sides without any shaft bore in the middle. The shaft surrounds the rotor stack on both sides with two clamping arms. Compared to the conventional design, the proposed design has many advantages, such as high strength, high torque density, high efficiency, and high reliability.

3.1 Problem of conventional rotor designs

At over 1 million rpm, the conventional rotor structures cannot be applied due to the following reasons.

3.1.1 Localized stress concentration

Figure 5 shows the finite element stress analysis of the conventional rotor structure with an outer diameter (OD) of 4 mm under the operational speed of 1.2 million rpm. It can be seen that the maximum stress is 606 MPa, which is located at the sharp corners. However, most of the lamination steels only have a yield strength less than 400 MPa. This localized stress concentration is not a big issue when at low speeds. But it would cause failure when the rotor is rotating at ultrahigh speeds.

3.1.2 Too small space for the shaft

Although the rotor size can be reduced to decrease the highest stress to be less than the yield strength of the lamination material, there is another critical problem that prevents the conventional designs from being used at ultrahigh speeds. Usually the rotor OD is limited to a maximal value of 3 to 4 mm when operating at such high speeds. This will result in the rotor shaft OD less than 1 mm (see Figure 5). Shafts with such thin OD are extremely difficult to manufacture and are obviously not strong enough at high speeds.

3.1.3 Too much windage loss

Another problem is the high windage loss at ultrahigh speeds due to the fact that the air drag loss is proportional to the third power of the rotational speed. Moreover, the traditional rotor structure is actually not well designed in the perspective of aerodynamics due to the rotor double-salient structure. But the rotor saliency, in turn, is the source of the output torque. This implies that the intrinsic properties of the SRM rotors are contrary in terms of aerodynamics and electromagnetics.

3.2 Possible solutions in the literature

3.2.1 Using bolts rather than a shaft

To solve the shaft bore problem, a "shaft-less" rotor design (shown in Figure 6) has been proposed in [37]. However, this design still needs bolts fed through the rotor laminations, which increases the assembling difficulty and is also not possible in very tiny scales under ultrahigh-speed cases. On the other hand, the double-salient geometry will still lead to very high windage loss.

Figure 5.
Stress distribution of the regular rotor geometry.

Figure 6.
High-speed rotor lamination with no shaft bore (left) and rotor assembly with end plates (right) [37].
3.2.2 Using rotor sleeves

Some efforts have been made to solve the high windage loss problem in the literature, such as using a rotor sleeve that is made from titanium or carbon fiber, just as in high-speed PM machines [28, 38]. It is not a good design in the perspective of electromagnets, although it is mechanically well designed. A typical value of the air gap of ultrahigh-speed SRMs is 0.1–0.25 mm in order to increase the torque density [26]. These nonmagnetic rotor sleeves are equivalent to an extra air gap in the flux path, which increases the equivalent air gap length by twice or more in the radial direction. This will lead to a low torque density [38]. As shown in Figure 7(i), the equivalent air gap length is 0.6 mm, which is the summation of the 0.35 mm actual air gap length and the 0.25 mm rotor sleeve thickness. This large air gap results in a low maximum flux density of 0.86 T in the stator teeth.

3.2.3 Design with “flux bridges”

Another design to solve the high windage loss problem is using “flux bridges” to connect the salient rotor poles [39, 40]. This unique design has advantages in the perspective of aerodynamics. However, it requires the flux bridge to be thin enough to be magnetically saturated. As can be seen from Figure 7(ii), such thin flux bridge is obviously not mechanically strong enough to sustain the high centrifugal forces at ultrahigh speeds. From the stress finite element analysis, it can be seen that at 1.2 million rpm the highest stress is 1055 MPa, which is located at the connection points of the flux bridge.

3.3 A novel rotor geometry for ultrahigh-speed SRMs over 1,000,000 rpm

From the analysis above, it can be concluded that a new geometry has to be proposed for UHSSRMs over 1 million rpm. It has to be mechanically strong enough to endure the high centrifugal force at ultrahigh speeds. Also it should not have any holes or rotor sleeves. In addition, it should have a good aerodynamic performance. In this subsection, a novel rotor geometry that combines all these advantages is proposed in detail [36, 41].

3.3.1 Design details

To design an SRM, the first step is to select a suitable pole/slot combination. The less poles an SRM has, the less core losses and switching losses it will have because
of the less fundamental frequency. Eq. (2) shows the relationship between the fundamental frequency and the rotor pole number.

\[ f = \frac{N_r \cdot N_{rpm}}{60} \]  

where \( N_r \) denotes the number of rotor poles and \( N_{rpm} \) denotes the rated speed in rpm. So the rotor pole number is chosen to be two in the proposed design.

**Figure 8(i)** shows a new rotor structure for ultrahigh-speed SRMs. There are two components to form a rotor: a rotor stack (black) and a clamping shaft (gray). The rotor stack is composed of electrical laminations that are made from magnetic materials. The clamping shaft is made from nonmagnetic materials with high mechanical strength such as carbon fiber or titanium alloy. The main idea of the design is to keep the rotor stack as integrated as possible and transfer the stress that is imposed on the rotor laminations to the shaft, which can be made from the nonmagnetic materials having much higher yield strength. Both sides of the rotor laminations are also designed to be smooth curves to avoid any localized stress concentration. Moreover, there is no shaft bore in the middle of the rotor laminations, which significantly reduces the highest stress caused by the large centrifugal force. The rotor stack is mechanically supported by the two contacting curved surfaces between the rotor stack and the two “clamping arms” (yellow shadow in **Figure 8(i)**), which realizes the function of the interference fit between the rotor and the shaft in regular machines or the using of bolts in [37]. It needs to be pointed out that if the rotor is manufactured to be totally symmetrical and balanced, no net force will be produced by the clamping arms when the shaft is rotating, except for the supporting force against the gravity of the rotor stack, because there is no trend of relative movement between the rotor stack and the clamping shaft. The net radial electromagnetic force exerted on the rotor stack is also zero due to the symmetrical geometry. **Figure 8(ii)** shows a prototype of the design using carbon fiber as shaft material.

### 3.3.2 Advantages

The new design has several advantages for ultrahigh-speed SRMs as follows.

- **High strength.** There is no sharp corner in the rotor laminations as in traditional rotor geometries, and the surfaces of the rotor stack are all smooth. Plus, there is no shaft bore in the center of the rotor laminations. These two features greatly reduce the highest stress in the rotor laminations. Furthermore, the OD of the shaft is the same as the rotor stack, which greatly increases the robustness of the shaft.

- **High torque density.** Unlike using rotor sleeves, which significantly increases the equivalent air gap, there is no increase of the equivalent air gap length at the two rotor pole ends in the radial direction for the new rotor structure. More specifically, when the rotor is aligned with the stator teeth, the equivalent air gap length is just the physical distance from the stator pole to the rotor pole, without adding any additional sleeve thickness. This implies that higher power density is achieved.

- **High efficiency.** Thanks to the cylindrical rotor structure, the windage loss is dramatically reduced to a minimum value.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor lamination strength</td>
<td>Moderate</td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Torque density</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Reliability</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Axial length</td>
<td>Long</td>
<td>Long</td>
<td>Long</td>
<td>Short</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.
Comparison of different rotor geometries.

- **High reliability.** The new rotor structure does not need bolts or other kinds of mechanical connections between the rotor and the shaft, which implies high simplicity and reliability.

Table 3 shows a comparison of different rotor geometries in the literature regarding ultrahigh-speed applications. A detailed 3D FEA of the stress distribution of the rotor stack and the clamping shaft can be found in [36, 42]. A rotor dynamics analysis can be found in [43].

4. Electromagnetic design of an ultrahigh-speed SRM over 1,000,000 rpm

After the rotor is designed, the stator and windings should also be designed properly to meet the power and torque requirement. At such high speed, the stator copper loss and core loss will be significant. The former is due to the skin effect of the stator windings, while the latter is because of the high switching frequency. In addition, a proper value of the air gap length should also be determined. It should be as small as possible in order to reduce the electric loading, but it cannot be too small to be manufactured. In this section a complete design of an ultrahigh-speed SRM for
applications beyond 1 million rpm is proposed [44]. Pole pair number, dimension calculation, air gap calculation, material selection, winding selection, and windage torque calculation are included in details. The design is validated using finite element analysis. A prototype of the design is built using aerostatic bearing.

4.1 Air gap design

Choosing the right air gap length is of great importance in the design of ultrahigh-speed electric machines. Various types of electric machines require different air gap length. Usually SRMs need smaller air gaps than permanent magnet machines due to the lack of magnets in the rotor. For instance, the high-speed PM motor in [45] has a physical air gap of 0.5 mm. Nevertheless, the equivalent air gap length is larger due to the use of the retaining sleeve. The typical value of the length of the air gap in high-speed SRMs is in the range of 0.1–0.25 mm according to [26]. For example, the SRM proposed in [26] has an air gap of 0.2 mm. The designed value of the air gap in [46] was 0.3 mm and had to be changed to 0.5 mm due to manufacturing limitations. The air gap length of the SRM in [38] is 0.35 mm, plus an additional 0.25 mm of the sleeve thickness, resulting in an overall equivalent air gap of 0.6 mm. This large equivalent air gap leads to a low flux density in the stator and rotor core.

Considering the tiny size, ultrahigh-speed target, as well as the manufacturing limitations, the final air gap length is determined to be 0.3 mm. This value is comparatively large for such a tiny scale motor. But it can give better mechanical robustness when the machine is passing through the natural frequencies before reaching the rated speed of 1 million rpm, which is very important. The trade-off is that the electric loading will be higher to achieve the same torque density.

4.2 Stator winding design

Due to the high fundamental frequency of 33.3 kHz, the skin effect of the stator windings is significant at such high frequency. So Litz wire is used in the stator windings [47]. Different types of Litz wires are recommended for different operational frequencies. Selecting the most suitable type of Litz wire requires a trade-off among different aspects such as the switching frequency, the winding area, the maximum allowed current, and so on. For the fundamental frequency of 33.3 kHz of the proposed design, it can be assumed that the switching frequency of the power switches is about 10 times this frequency. Thus, the Litz wire of strand gauge of 42 is chosen to be used here [48].

Among all different types of Litz wires with the strand gauge of 42, those who have a strand number of 66, 105, and 165 are of particular interest considering the maximum allowed current. The rated RMS current is finally chosen to be 3.5 A based on [38, 47, 49], which is a compromise between high current value and low winding area. This choice of maximum current will be verified in the next section.

After choosing the Litz wire, the winding cross section area can be determined. Because of the large air gap, the AC loading or the number of turns per phase has to be greater than usual. In order to produce enough flux to overcome the air gap to generate enough torque, the number of turns per coil is chosen to be 50 by an iterative design procedure. This is also a compromise between high-torque and small winding area. Assuming a filling factor of 0.25, the slot area is finally calculated to be 40 mm².

4.3 Stator design

Because of the ultrahigh speeds, laminations that are suitable for high switching frequency have to be applied. Metglas 2605SA1 (an iron-based amorphous metal) is
described in [52]. The final friction loss is estimated to be 38 W at 1 million rpm and 64 W at 1.2 million rpm, which corresponds to friction torques of 0.36 and 0.51 mN m at 1 million and 1.2 million rpm, respectively. Although this assumption may not necessarily be true, it still gives a good estimation of the windage losses and 1 mN m at 1 million and 1.2 million rpm, respectively. Assuming a safety factor of two, the machine should be designed to output a maximum torque of 0.7 mN m. The implication of this is that the stator dimension is determined based on [18], particularly the stator and stator back iron in [55]. So an uneven wedge-shaped tooth that is designed to increase the mechanical stability of the stator. Figure 9 shows the CAD model of the stator.

4.4 Windage torque estimation

At ultrahigh speeds, air friction losses might be very significant due to the fact that the windage losses are proportional to the third power of the angular speed. This phenomenon is particularly prominent for double-salient motors such as SRMs. However, thanks to the cylindrical design of the new rotor geometry, the windage losses are significantly reduced. The ultimate goal is to drive the rotor to as high speed as possible to achieve beyond 1 million rpm. So the motor will be tested at no external load at the first stage, which means the only load for the motor to overcome is the air friction.

The general equation for windage losses of a cylinder is [52]:

\[ P_{f,\text{air}} = c_f \pi \rho_{\text{air}} \omega^3 r^4 l \]  

(3)

Figure 9. CAD model of the machine with 50 turns of Litz wire.
where $\rho_{air}$ is the air density, $\omega$ is the angular frequency, $r$ is the radius, and $l$ is the length of the cylinder. The proposed question can be simplified to be one cylinder encased in another cylinder, despite the fact that the inner surfaces of the stator tooth tips are actually separated with each other rather than forming a cylinder. This two-cylinder model itself is a very complicated research topic in aerodynamics. Many different methods can be used to calculate the losses. According to the method in [52], the air flow in the air gap can be categorized into three different situations: laminar Couette flow, laminar flow with Taylor vortices, and turbulent flow, which depends on the rotational speed and the Taylor number $Ta$ ($Ta < 41.3$, $41.3 < Ta < 400$, and $Ta > 400$ for the three situations, respectively). The Taylor number $Ta$ is defined as follows [52]:

$$Ta = \frac{r\omega\delta}{\nu} \sqrt{\frac{\delta}{r}}$$  \hspace{1cm} (4)

where $\nu$ is the kinematic viscosity of the air and $\delta$ is the air gap length.

For laminar Couette flow, the friction coefficient $c_f$ can be calculated using [52]:

$$c_f = 1.8 \frac{(\delta / r)^{-0.25}}{Re} \frac{(r + \delta)^2}{(r + \delta)^2 - r^2}$$  \hspace{1cm} (5)

where $Re$ is the Reynolds number and can be defined as follows:

$$Re = \frac{r^2 \omega}{\nu}$$  \hspace{1cm} (6)

According to a different model in [38], the $c_f$ can be calculated using:

$$c_f = \begin{cases} 
0.515 \frac{(\delta / r)^{0.3}}{Re^{0.5}}, & 500 < Re < 10^4 \\
0.0325 \frac{(\delta / r)^{0.3}}{Re^{0.2}}, & Re > 10^4 
\end{cases}$$  \hspace{1cm} (7)

Using the above equations, the corresponding $Ta$ is calculated to be 1315 at 1 million rpm. This indicates that the machine has already been in the turbulent flow region, where the windage loss increases dramatically. Normally it is extremely difficult to calculate the windage loss in the turbulent flow area from analytical equations. In order to ensure that the machine has the torque capability to overcome the air drag at such high speeds, the windage loss is estimated assuming the same relationship of the friction coefficient $c_f$ as described in [52]. The final friction loss is estimated to be 38w at 1 million rpm and 64w at 1.2 million rpm, which corresponds to a friction torques of 0.36 and 0.51 mN\textbullet\text{m}, respectively. Assuming a safety factor of two, the machine should be designed to output a maximum torque of 0.7 mN\textbullet\text{m} and 1 mN\textbullet\text{m} at 1 million and 1.2 million rpm, respectively. Although this assumption may not necessarily be true, it still gives a good estimation of the windage losses of the proposed machine in the turbulent flow area, especially in the design stage.

### 4.5 Finite element analysis

The complete design parameters are shown in Table 4. Figures 10 and 11 show the torque and current profiles of the finite element analysis at 1 million rpm and 1.2 million rpm, respectively. The estimated average...
torques are around 0.7 mN\(\cdot\)m and 1 mN\(\cdot\)m, respectively, which satisfies the design target well. The RMS currents are 3.5 and 4 A, respectively, which is a little higher than the maximum value at 1.2 million rpm. So additional cooling may be needed to keep the motor running for a long operation time.

### 4.6 Prototype

A prototype of the motor is built based on the electromagnetic design. To fix the stator and reduce the deformation due to resonance, four outer tabs with a hole of 4 mm in diameter each are added at the position of the four teeth. Fifty turns of Litz wire are then wound manually layer by layer around each stator tooth, as shown in

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer diameter (Stator)</td>
<td>30 mm</td>
</tr>
<tr>
<td>Outer diameter (Rotor)</td>
<td>4 mm</td>
</tr>
<tr>
<td>Wire type (Windings)</td>
<td>Litz</td>
</tr>
<tr>
<td>Rated power (Electrical)</td>
<td>100–200 w</td>
</tr>
<tr>
<td>Stack length (Stator)</td>
<td>2 mm</td>
</tr>
<tr>
<td>Stack length (Rotor)</td>
<td>2 mm</td>
</tr>
<tr>
<td>Strand gauge (Windings)</td>
<td>42</td>
</tr>
<tr>
<td>Rated speed (Electrical)</td>
<td>1,000,000 rpm</td>
</tr>
<tr>
<td>Pole number (Stator)</td>
<td>4</td>
</tr>
<tr>
<td>Pole number (Rotor)</td>
<td>2</td>
</tr>
<tr>
<td>Equivalent gauge (Windings)</td>
<td>24</td>
</tr>
<tr>
<td>Rated torque (Electrical)</td>
<td>0.7 mN(\cdot)m</td>
</tr>
<tr>
<td>Stator pole arc angle</td>
<td>60°</td>
</tr>
<tr>
<td>Rotor pole arc angle</td>
<td>76.8°</td>
</tr>
<tr>
<td>Turns per pole (Windings)</td>
<td>50</td>
</tr>
<tr>
<td>Max speed (Electrical)</td>
<td>1,200,000 rpm</td>
</tr>
<tr>
<td>Material (Stator)</td>
<td>Hiperco 50</td>
</tr>
<tr>
<td>Material (Rotor)</td>
<td>Hiperco 50</td>
</tr>
<tr>
<td>Fill factor (Windings)</td>
<td>0.25</td>
</tr>
<tr>
<td>Max torque (Electrical)</td>
<td>1 mN(\cdot)m</td>
</tr>
<tr>
<td>Back iron thickness</td>
<td>2 mm</td>
</tr>
<tr>
<td>Air gap</td>
<td>0.3 mm</td>
</tr>
<tr>
<td>Max current (Electrical)</td>
<td>3.5 A</td>
</tr>
<tr>
<td>Supply voltage</td>
<td>0–150 V</td>
</tr>
</tbody>
</table>

**Table 4.**

*Complete design parameters.*

Figure 10.
*Current (left) and torque (right) profile at 1 million rpm.*

Figure 11.
*Current (left) and torque (right) profile at 1.2 million rpm.*
torques are around 0.7 mN∙m and 1 mN∙m, respectively, which satisfies the design target well. The RMS currents are 3.5 and 4 A, respectively, which is a little higher than the maximum value at 1.2 million rpm. So additional cooling may be needed to keep the motor running for a long operation time.

4.6 Prototype

A prototype of the motor is built based on the electromagnetic design. To fix the stator and reduce the deformation due to resonance, four outer tabs with a hole of 4 mm in diameter each are added at the position of the four teeth. Fifty turns of Litz wire are then wound manually layer by layer around each stator tooth, as shown in Figure 12(i).

4.7 Experimental result

Experiments are conducted to verify the FEA models. A video can be found in [57]. First, $L_d$ and $L_q$ are measured using Keysight E4990A impedance analyzer. Due to the significant end effects of the unusually large number of turns of each phase windings, a 3D FEA model is built in addition to the 2D model as shown in Figure 15(i). The inductances of both phases A and B are measured at 0° (unaligned position), 30°, 60°, and 90° (aligned position). Figure 15(ii) shows the comparison of the inductance of 2D model, 3D model, and experimental results. It can be seen that, because of the fringing flux from the 3D end effect, the estimated inductance of 3D FEA is larger than 2D FEA. The measurement result is somewhere between the 2D and 3D model. Nevertheless, the slopes of the inductance profile from unaligned position (0°) to aligned position (90°), which determine the output torque, are similar among the three.

Figure 12(i). Two aerostatic bearings are used in the prototype as shown in Figure 12(ii).

In order to integrate the stator with the rest of the motor, two aluminum cases have been designed [56]. The cases also act as spacers to prevent the windings from contacting the air bearings. The final assembly of the complete motor is shown in Figure 13. The air compression system for the air bearings is shown in Figure 14(i). The compressed air passes through two air filters and an air regulator to function the two bearings. The working air pressure is about 90 psi. Finally, the completed prototype of the motor is shown in Figure 14(ii).

Figure 12.
(i) Stator prototype with windings (left). (ii) Aerostatic bearings used in the prototype (right).

Figure 13.
Final assembly of the proposed ultrahigh-speed SRM.
5. Conclusion

In this chapter, the state-of-the-art research of ultrahigh-speed switched reluctance machines is introduced and reviewed regarding the design and control. First, different control methods are compared with an emphasis on the introduction of a noncontact direct position control. This technique uses low-cost, noncontact optical sensors to detect the relative rotor positions with respect to each stator pole and achieves one pulse control for each strike, which is validated on a 100,000 rpm 4/2 SRM. Next, different rotor geometries of high-speed SRMs have been compared, and the problems that prevent them from being applied at ultrahigh speeds over 1,000,000 rpm have been analyzed. A novel high-strength, high-power-density, and high-efficiency rotor design for ultrahigh-speed SRMs has been introduced. Then, a detailed electromagnetic design of a 4/2 ultrahigh-speed SRM for applications over 1,000,000 rpm is proposed using finite element analysis. Finally, for the first time in the literature, the proposed design is integrated, prototyped, and tested with aerostatic bearings.
5. Conclusion

In this chapter, the state-of-the-art research of ultrahigh-speed switched reluctance machines is introduced and reviewed regarding the design and control. First, different control methods are compared with an emphasis on the introduction of a noncontact direct position control. This technique uses low-cost, noncontact optical sensors to detect the relative rotor positions with respect to each stator pole and achieves one pulse control for each strike, which is validated on a 100,000 rpm 4/2 SRM. Next, different rotor geometries of high-speed SRMs have been compared, and the problems that prevent them from being applied at ultrahigh speeds over 1,000,000 rpm have been analyzed. A novel high-strength, high-power-density, and high-efficiency rotor design for ultrahigh-speed SRMs has been introduced. Then, a detailed electromagnetic design of a 4/2 ultrahigh-speed SRM for applications over 1,000,000 rpm is proposed using finite element analysis. Finally, for the first time in the literature, the proposed design is integrated, prototyped, and tested with aerostatic bearings.

Figure 14. (i) The air compression system for the aerostatic bearings. (ii) final prototype.

Figure 15. (i) 3D FEA of the motor. (ii) comparison of inductance of 2D FEA, 3D FEA, and experiment.
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Chapter 8
Switched Reluctance Motor Drives: Fundamental Control
Manuel Fernando Sequeira Pereira, Ana Mamede and Rui Esteves Araújo

Abstract
The switched reluctance motor has been gaining interest both at the academic and industrial levels. Its most appreciated characteristics are the nonuse of rare elements and the low construction price. The control of the switched reluctance motor is not as easy as other traditional machines. In the control, it is necessary to reduce the torque ripple as much as possible, which has been the most studied problem in the field. This chapter aims to give the reader a concise but focused knowledge on how the switched reluctance motor can be controlled. Fundamental control methods and their impact in the motor performance are described. A simulation section is presented, where the simulation files are provided for the reader. The simulations are based on the theory described and have the advantage of using a non-linear switched reluctance motor model from a real motor.

Keywords: switched reluctance motor, electric drive, modelling, linear control

1. Introduction
The switched reluctance motor (SRM) is an electrical machine that converts electric power into mechanical power. This electric motor, similarly to conventional motors (induction motor, synchronous motor and others), can operate in the four quadrants: In other words, it can accelerate and decelerate for clockwise and anticlockwise rotor rotations.

SRM control cannot be compared either with the alternated current motor, which is fed with sinusoidal current waveforms or with the direct current motor. In the simplest control, it needs each motor phase (winding) to be magnetized and demagnetized at the right moments of rotor position, so square current waveforms can be used in the simplest control. But as the motor is highly non-linear, the electromagnetic torque does not depend only on the instantaneous current value but also on a non-linear inductance profile, which means that using only square current waveforms will create torque with a high ripple component.

Our aim in this chapter is to describe a variety of fundamental methods to operate the SRM in the four quadrants. Indeed, there are many works published on this subject, [1–5], and due to this reason, we propose a chapter for beginners who wants to really understand the foundations of SRM drives. For a more extensive and systematic exposition of SRM, the reader is referred to the many good books on the subject. For example, in [6] there is a complete description on every subject.
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1. Introduction

The switched reluctance motor (SRM) is an electrical machine that converts electric power into mechanical power. This electric motor, similarly to conventional motors (induction motor, synchronous motor and others), can operate in the four quadrants: In other words, it can accelerate and decelerate for clockwise and anticlockwise rotor rotations.

SRM control cannot be compared either with the alternated current motor, which is fed with sinusoidal current waveforms or with the direct current motor. In the simplest control, it needs each motor phase (winding) to be magnetized and demagnetized at the right moments of rotor position, so square current waveforms can be used in the simplest control. But as the motor is highly non-linear, the electromagnetic torque does not depend only on the instantaneous current value but also on a non-linear inductance profile, which means that using only square current waveforms will create torque with a high ripple component.

Our aim in this chapter is to describe a variety of fundamental methods to operate the SRM in the four quadrants. Indeed, there are many works published on this subject, [1–5], and due to this reason, we propose a chapter for beginners who wants to really understand the foundations of SRM drives. For a more extensive and systematic exposition of SRM, the reader is referred to the many good books on the subject. For example, in [6] there is a complete description on every subject
related to the SRM. In [7] a description about the SRM and a brief description about the controllers are given. Although these works are very complete, they do not give a clear path for the reader to create a SRM drive. So, in this chapter, simple controllers and all fundamental methods to develop a SRM controller and thus contribute to a very steep learning curve in SRM drives are described. And while it is aimed at beginners, we hope that even experts will have something to learn from this chapter.

Linear controllers are presented: voltage impulse, current and torque controllers, respectively. Depending on the required performance and cost, a choice can be made from the cheapest with the lowest performance of impulse control to the most expensive with the best performance of torque control.

As already stated, the motor is highly non-linear, so linearization needs to be performed for control design. The small-signal linearization method which although being very limited is widely used in real systems is described. It will be seen that an ideal current waveform can be calculated to produce constant torque, instead of using a square waveform current. About the power electronic device, a description is given of how the traditional SRM converter works and how it can be controlled to maximize performance.

A simulation environment is also developed in the numerical tool Simulink/Matlab®. It is based on the controllers and methods described in the chapter, to which the reader can have access and make his own simulations. This way, one student who works through this text will get an excellent grounding in SRM drives. He or she will actually learn what SRM control is about and how it can be used and will be in an excellent position to go on to more advanced controllers using this material.

In the description of the theory and in the simulation results, the SRM model parameters described in [8] were used.

The chapter is divided into a description of the SRM in Section 2, the fundamental linear control methods in Sections 3, a study of the SRM model and its linearization in Section 4, the current waveform for constant torque in Section 5, a description of the traditional SRM converter and its control in Section 6, a presentation of numerical results using the tool Simulink/Matlab® in Section 7 and to end, the conclusions and bibliography.

2. Switched reluctance motors

The SRM is constituted by a stator with concentrated windings disposed around polar cores and by a rotor composed by salient poles free of windings or magnets. Normally, each stator phase is composed by a couple of windings diametrically opposed. In Figure 1 a SRM configuration of 6 stator poles and 4 rotor poles is shown. That is the configuration of reference for this chapter.

When a stator phase is magnetized, a closed magnetic field is generated between the stator, the air gap and the rotor. This magnetic field tends to minimize the reluctance by reducing the air gap which creates a rotor movement. When a stator pole is aligned with a rotor pole, it is said that they are in the position of minimum reluctance, and when they are completely unaligned, it is said they are in the position of maximum reluctance.

This characteristic of the motor makes it possible to create a rotational movement of the rotor by magnetizing and demagnetizing each phase in the right position of the rotor.
related to the SRM. In [7] a description about the SRM and a brief description about the controllers are given. Although these works are very complete, they do not give a clear path for the reader to create a SRM drive. So, in this chapter, simple controllers and all fundamental methods to develop a SRM controller and thus contribute to a very steep learning curve in SRM drives are described. And while it is aimed at beginners, we hope that even experts will have something to learn from this chapter.

Linear controllers are presented: voltage impulse, current and torque controllers, respectively. Depending on the required performance and cost, a choice can be made from the cheapest with the lowest performance of impulse control to the most expensive with the best performance of torque control.

As already stated, the motor is highly non-linear, so linearization needs to be performed for control design. The small-signal linearization method which although being very limited is widely used in real systems is described. It will be seen that an ideal current waveform can be calculated to produce constant torque, instead of using a square waveform current. About the power electronic device, a description is given of how the traditional SRM converter works and how it can be controlled to maximize performance.

A simulation environment is also developed in the numerical tool Simulink/Matlab®. It is based on the controllers and methods described in the chapter, to which the reader can have access and make his own simulations. This way, one student who works through this text will get an excellent grounding in SRM drives. He or she will actually learn what SRM control is about and how it can be used and will be in an excellent position to go on to more advanced controllers using this material.

In the description of the theory and in the simulation results, the SRM model parameters described in [8] were used.

The chapter is divided into a description of the SRM in Section 2, the fundamental linear control methods in Sections 3, a study of the SRM model and its linearization in Section 4, the current waveform for constant torque in Section 5, a description of the traditional SRM converter and its control in Section 6, a presentation of numerical results using the tool Simulink/Matlab® in Section 7 and to end, the conclusions and bibliography.

2. Switched reluctance motors

The SRM is constituted by a stator with concentrated windings disposed around polar cores and by a rotor composed by salient poles free of windings or magnets. Normally, each stator phase is composed by a couple of windings diametrically opposed. In Figure 1 a SRM configuration of 6 stator poles and 4 rotor poles is shown. That is the configuration of reference for this chapter.

When a stator phase is magnetized, a closed magnetic field is generated between the stator, the air gap and the rotor. This magnetic field tends to minimize the reluctance by reducing the air gap which creates a rotor movement. When a stator pole is aligned with a rotor pole, it is said that they are in the position of minimum reluctance, and when they are completely unaligned, it is said they are in the position of maximum reluctance.

This characteristic of the motor makes it possible to create a rotational movement of the rotor by magnetizing and demagnetizing each phase in the right position of the rotor.

2.1 Torque characteristic

The SRM suffers from high saturation. The inductance profile is non-linear, making the flux characteristic also non-linear. This can be seen in Figure 2, where the blue line is the unaligned rotor position and the red line the aligned rotor position. Saturation starts to influence the motor characteristic from about 5 A. It is around this point where the torque ampere ration significantly increases.

The SRM torque characteristic graphic is shown in Figure 3. It represents one phase for 90° of the rotor, as the rest of the 360° are just a repetition for the other 3 rotor poles. The blue line represents a low current profile of 5 A, and the red line represents a high current profile of 20 A, which is the maximum motor current. It can be seen that from 0 to 45°, positive torque is produced and from 45 to 90°
negative torque is produced. It can also be seen that the produced torque is not constant for constant current.

3. Control techniques

Various control schemes have been investigated essentially for torque ripple reduction and the increase of efficiency, for example, in [2, 9]. These can be essentially divided into voltage impulse control, by keeping a constant current or by keeping a constant torque.

3.1 Voltage impulse control

The impulse control is the simplest controller for the SRM. It is used, essentially, for high speed control and for systems that do not require high performance of the drive. Its typical implementation scheme, represented in Figure 4, is composed by a speed controller, a phase control method, a block that generates the transistors signals, and an overcurrent protection.

For the speed controller, a linear PI controller is usually used, as in other electric drives with other electrical machines. It receives the speed error and gives a reference voltage signal.

The phase control has the task of triggering each phase and decide how the reference voltage must be applied. For this part, it is essential to have good accuracy.
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3. Control techniques

Various control schemes have been investigated essentially for torque ripple reduction and the increase of efficiency, for example, in [2, 9]. These can be essentially divided into voltage impulse control, by keeping a constant current or by keeping a constant torque.

3.1 Voltage impulse control

The impulse control is the simplest controller for the SRM. It is used, essentially, for high speed control and for systems that do not require high performance of the drive. Its typical implementation scheme, represented in Figure 4, is composed by a speed controller, a phase control method, a block that generates the transistors signals, and an overcurrent protection.

For the speed controller, a linear PI controller is usually used, as in other electric drives with other electrical machines. It receives the speed error and gives a reference voltage signal.

The phase control has the task of triggering each phase and decide how the reference voltage must be applied. For this part, it is essential to have good accuracy in rotor position measure in order to obtain an effective control. There are various methods for this block, the most complete one being the switching angle, which is demonstrated in Figure 5.

This method can be divided into three parts. The first part happens when the inductance is minimum, so the current can grow fast. A voltage is applied for the current to reach the reference value. In the second part, the self-inductance increases, and the current is expected to be kept constant. And in the third part, the negative source voltage is applied, for the current to decrease to zero before it starts producing negative torque.

For very high speeds, advancing the start and end angles of commutation may be necessary, [10]. In this case the magnetizing and demagnetizing times are much shorter, and the back-EMF makes the current dynamic slower.

This controller also needs an overcurrent protection, so some current estimation or current sensor is necessary.

A description of variants of the impulse control can be found in [11] where the effect of advance angle, switching off angle, and the time of the dwell angle are addressed.

3.2 Current control

The voltage is kept constant in the last controller, expecting the current to be constant as well. Due to back-EMF and different inductance values for different rotor positions, this does not happen. So, in order to solve this limitation, a current controller is necessary for each phase.

The configuration of this controller, as shown in Figure 6, is in cascade form, where the current is controlled in the inner loop and the speed in the outer loop. There is also a decision block which dictates when each phase must be conducting current or not according to the rotor position.

As seen in Figure 3, the torque characteristic does not depend only on the current, which means that keeping the current constant does not make the produced torque constant. In this line of thought, an improvement for this control is
the use of functions like cosine and exponential to dictate not only when each phase must be conducting but also to give a weight for each rotor position in order to decrease the torque ripple. This subject will be discussed in detail in Section 5.

3.3 Torque control

One of the main objectives in a speed controller is to have constant torque with the lowest possible ripple. Measuring the instantaneous torque with a sensor can be too expensive for most applications. The typical solution is to measure currents and voltages in order to estimate the flux and using look-up tables with the motor model, as, for example, in [12, 13]. The torque control diagram is seen in Figure 7.

Although the feedback is the torque, a reference generator with the task of dividing the required torque in the different phases is still necessary. If this block is not well designed, and the instants of conduction are wrong or, it does not concern current constraints, the system can become unstable and impossible to control.

4. Linear controller design

Design of linear controllers can be very tricky for a complicated and non-linear model. This is the case of the SRM which is highly non-linear. To overcome this problem, the small-signal method can be used. Although it is a limited method, this solution is frequently applied in practice.

4.1 Model equations

The SRM model can be represented by the electrical equation:

$$ V = R_i i + L(\theta) \frac{di}{dt} + i \frac{dL(\theta)}{d\theta} \omega $$ (1)
where \( V, R_s, i, L, \omega \) are, respectively, phase voltage, stator resistance, current, self-inductance, and rotor speed and by the mechanical equation:

\[
\frac{1}{2} i^2 \frac{dL(\theta)}{d\theta} - T_L = J \frac{d\omega}{dt} + B \omega \tag{2}
\]

where \( T_L, J, B \) are, respectively, mechanical load, motor inertia, and viscous friction coefficient.

In these equations the assumptions of non-saturating magnetic structure and steady-state in phase current in order to obtain an equivalent self-inductance that only depends on the rotor position, \( L(i, \theta) \rightarrow L(\theta) \), are made. Even so, the model has a continuous dependency with the rotor position and is still highly non-linear.

To resolve the rotor dependency, \( L(\theta) \) and \( \frac{dL(\theta)}{d\theta} \) can be approximated, with some loss of information, by the self-inductance mean value and by the derivative of the maximum and minimum self-inductance points, respectively.

To resolve the rest of the non-linearities, it is necessary to linearize the model. A common solution is the linearization around an operation point—small-signal linearization. For this, each system state has to be represented by a steady-state value and by a small-signal value as:

\[
i = i_o + \delta i \tag{3}
\]

\[
\omega_r = \omega_{ro} + \delta \omega_r \tag{4}
\]

\[
V = V_o + \delta V \tag{5}
\]

\[
T_L = T_{Lo} + \delta T_L \tag{6}
\]

where the subscript \( o \) is used to represent the steady-state operation point and the \( \delta \) is used to represent incremental deviations of the state in the vicinity of the steady-state point.

Using the new states defined in Eqs. (3)–(6) in the SRM model equations (1)–(2), the model for small signals is obtained as:

\[
\frac{d\delta i}{dt} = -\frac{R_{eq}}{L} \delta i + \frac{\delta e}{L} + \frac{\delta V}{L} \tag{7}
\]

\[
\frac{d\delta \omega_r}{dt} = \frac{K_b}{J} \delta i - \frac{B}{J} \delta \omega_r - \frac{\delta T_L}{J} \tag{8}
\]

with the constants as:

\[
R_{eq} = R_s + \frac{dL}{d\theta} \omega_r \tag{9}
\]

\[
K_b = \frac{dL}{d\theta} i_o \tag{10}
\]

\[
\delta e = \frac{dL}{d\theta} i_o \delta \omega_r \tag{11}
\]

### 4.2 Laplace model

Applying the Laplace transform to Eqs. (7)–(8), Eqs. (12)–(13) are obtained in the frequency domain and the block diagram shown in Figure 8.

\[
\delta I(s) = \frac{\delta V(s) - \delta e}{Ls + R_{eq}} \tag{12}
\]
The inputs of the open loop plant diagram are the voltage and load torque variation, and the output is the speed variation.

With the linearized model, it is now easy to design the controllers. Two design methods, using the same linearized model, can be found in [6, 14].

As already stated, the model is a linearization for an operating point, so if the controllers are designed to have fixed gains, a study of the system for other operating points needs to be carried out. Also, it is possible to design adaptive controllers where the gains are a function of the inductance and the operating point. It is expected that more detail will bring a better dynamic for the system.

5. Reference generator

In this section the signal processing block with the function of dividing the output of speed controller between each phase to serve as a reference for the inner controller, whenever there is a current or torque controller, is discussed. The cases are presented for constant current and for constant torque.

As already known, the SRM is not an alternated current motor; the negative current has the same effect as the positive, so the motor is designed to work only with positive currents. Also, the currents have to be commuted in the function of the rotor position for the rotor to have a constant movement.

The overlapping between phases is explained by the angular measure of a rotor pole, which has 360°/4 poles = 90° for each pole. This means that during a rotor movement of 90°, each phase has to act sequentially. As the motor studied has three phases, this means that each phase is spaced at 90°/3 phases = 30° from the start of the last one. It also means that two phases can be conducting at the same time during 15°.

5.1 Constant current

As already seen, the torque is the result of the squared current times the inductance derivative according to the rotor position, for constant current. This second term is non-linear, so the torque is not a direct calculation of the current. When using constant current, and assuming that current has no dynamic, it will generate the electromagnetic torque represented in Figures 9 and 10. In these figures, SRM torque characteristics for the reference motor are shown. In Figure 9 it is shown the calculations for a medium value of current, specifically 11 A, and in Figure 10 for a high value of current, specifically 20 A.
The inputs of the open loop plant diagram are the voltage and load torque variation, and the output is the speed variation. With the linearized model, it is now easy to design the controllers. Two design methods, using the same linearized model, can be found in [6, 14]. As already stated, the model is a linearization for an operating point, so if the controllers are designed to have fixed gains, a study of the system for other operating points needs to be carried out. Also, it is possible to design adaptive controllers where the gains are a function of the inductance and the operating point. It is expected that more detail will bring a better dynamic for the system.

5. Reference generator

In this section the signal processing block with the function of dividing the output of speed controller between each phase to serve as a reference for the inner controller, whenever there is a current or torque controller, is discussed. The cases are presented for constant current and for constant torque. As already known, the SRM is not an alternated current motor; the negative current has the same effect as the positive, so the motor is designed to work only with positive currents. Also, the currents have to be commuted in the function of the rotor position for that the rotor to have a constant movement.

The overlapping between phases is explained by the angular measure of a rotor pole, which has $\frac{360°}{4} = 90°$ for each pole. This means that during a rotor movement of 90°, each phase has to act sequentially. As the motor studied has three phases, this means that each phase is spaced at $\frac{360°}{3} = 120°$ from the start of the last one. It also means that two phases can be conducting at the same time during 15°.

5.1 Constant current

As already seen, the torque is the result of the squared current times the inductance derivative according to the rotor position, for constant current. This second term is non-linear, so the torque is not a direct calculation of the current. When using constant current, and assuming that current has no dynamic, it will generate the electromagnetic torque represented in Figures 9 and 10. In these figures, SRM torque characteristics for the reference motor are shown. In Figure 9 it is shown the calculations for a medium value of current, specifically 11 A, and in Figure 10 for a high value of current, specifically 20 A.

Although the motor has twice the current in the phase transitions, because it has two phases conducting with the same current value, for example, between 30 and 45°, it does not have enough torque as it does when only one phase is conducting, for example, between 15 and 30°.

The SRMs are not all similar; in some of them, this example can be the opposite, where in the phase transitions more electromagnetic torque is produced than when only one phase is conducting, so this study has to be done for each SRM.

5.2 Constant torque

For the SRM characteristic used as the example, it is then necessary to have different values of current for each rotor position to have constant torque.

In this section, the current waveforms which are necessary to have constant torque at medium and high values of electromagnetic torque are generated, as shown in Figures 11 and 12.
These waveforms were generated in order to produce constant torque but also to have the minimum necessary current when the phase is demagnetizing.

In both figures the waveforms have similarities. When the phase is magnetizing, it requires much more current than when only one phase is conducting. In Figure 12 it is seen that current hits its maximum value, so the phase that is demagnetizing has to compensate the torque demand.

The current waveform profile has the name of torque sharing functions in literature, and in most cases it is generated by the use of sine or exponential waves with the rotor position as input, as seen, for example, in [11, 15, 16].
Another solution is the use of look-up tables which are much easier to change and give the right values in the right vector position.

5.3 Current dynamic constraints

In the last two sections, it was assumed that the current had no dynamic and the current controllers were ideal. That, of course, is not true, and from the inductance profile (Figure 13), it can be seen that its dynamic changes with the rotor position and with the current itself. The minimum inductance, when the current has a faster dynamic, happens when the phase is magnetized. And the maximum inductance, when the dynamic is slower, happens when the phase is demagnetized.

In Figures 11 and 12, it can be seen that the transitions can be very fast, and the current may not be able to follow the reference precisely. The fast-current transitions happen in the phase magnetization and in the phase demagnetization. In the magnetization, the current can start earlier, because as seen in the torque characteristic (Figure 3) around rotor position 0°, no significant torque is produced, and this is where the inductance is minimum. The problem is in the demagnetization, where the produced torque is significant, so the current must be of zero amperes or very low in the transition or it will produce a significant negative torque.

Another constraint that influences the current dynamic is the back-EMF. The back-EMF can be represented by a voltage that increases with increase in speed. This means that at high speeds the equivalent voltage applied to the phase is less than the source voltage, decreasing the current dynamic. Solutions can be applied by anticipating the trigger moments or by diminishing the range of the trigging moments.

5.4 Deaccelerating and speed inverting

The last sections were only described for one quadrant, which corresponds to positive speed and accelerating. The case of deaccelerating is a little different. It is necessary to produce torque with the opposite direction of the speed. So instead of conducting current from 0 to 45°, it must conduct current from 45 to 90°.

Figure 13.
Self-inductance profile.
In the case of deaccelerating, the magnetization happens in the zone of maximum inductance, making the task of designing waveforms to keep constant torque much harder.

The case for negative speeds is very similar to positive speeds. In positive speeds the rotor angle increases from 0 to 90°, while for negative speeds, it is the opposite, and the rotor angle decreases from 90 to 0°. Thus, to accelerate negatively, the current must be applied from 90 to 45°, and to deaccelerate negatively, the current must be applied from 45 to 0°.

6. Asymmetric bridge converter

One advantage of common electric motors, like the induction motor, is the possibility to plug it to the AC electric socket, and it can run at a certain power. In the SRM this is not possible; it requires a controller and a converter.

The most used converter for the SRM is the asymmetric bridge converter (Figure 14). It is composed by two diodes and two transistors for each phase. Its most appreciated advantages are the phase independent control, the possibility of generating three levels of voltage, and the fact that it regenerates current for the voltage source. Other converter configurations are found in [6, 17, 18].

6.1 Converter states

As said before, this converter can apply three voltage levels to the motor, \( V_{\text{DC}} \), 0V, and \(-V_{\text{DC}}\). These converter states are seen in Figure 14. The \( V_{\text{DC}} \) voltage level is applied when both transistors are conducting. The \(-V_{\text{DC}}\) voltage level is applied when both transistors are not conducting, and still there is current in the winding, so the current goes by the diodes. And the 0V voltage level is applied when only one transistor is conducting, where it is represented by a freewheeling of the top or bottom mesh.

As the SRM only needs to work with positive currents, the converter cannot allow a negative current. The asymmetric bridge meets this objective because the current in the winding always has the same direction.

6.2 Converter control

For the control, both transistors can have the same control signal or different ones. When using the same signal, it is only possible to apply two voltage levels.

![Figure 14. Asymmetric converter states.](image-url)
when conducting, $V_{\text{DC}}$ and $-V_{\text{DC}}$. In this case, the converter’s full capability cannot be used.

When using two signals, it is possible to use the three voltage levels at any time. Various methods can be used. A simple one is represented in Figure 15 where the converter receives two signals for each transistor.

In this method the first signal is the result of the current controller and the PWM generator. The second signal is the trigger of defined values of rotor position. For example, if applying current between 0 and 45° is desired, the second signal will be active during 0 and a little less than the 45°, specifically when it is necessary for the current to decrease, for example, around 40°. So, in this method, the converter applies $V_{\text{DC}}$ and 0V from the beginning until the desired moment of demagnetization where $-V_{\text{DC}}$ is applied and 0V until the current returns to zero amperes. Although it limits the number of states in different zones, the method is simple and effective.

7. Numerical simulations

To demonstrate the fundamental control of the switched reluctance motor, a numeric simulation environment was developed in Simulink/Matlab® (version R2018a), available in the link: https://bit.ly/2KfPUsG. To open the application, the user has to type “Hello” in the Matlab command window. A window appears, as in Figure 16, and it is then possible to choose to see the SRM model parameters and flux characteristic or to open the simulation. The SRM is a non-linear model based on a real motor described in [8]; the main parameters are presented in Table 1.

The simulation is in a closed-loop speed control with a direct control of the current. The current waveform method for constant torque was applied, and the asymmetric bridge converter was used with the control described in Section 6.2.

Some simulations are shown. First the steady-state operation of the motor is analyzed, and then the transient response showing the four quadrants of operation. Controller gains are presented in Table 2.

7.1 Steady-state condition

In the first set, a torque load of 3 N m is applied, and two reference speeds of 750 rpm and 1250 rpm, respectively, are shown in Figure 17.

The currents have the same waveform as described in Section 5.2, where in the magnetization higher current values are required than the rest of the phase. Looking for results at 750 rpm speed reference, this method keeps the torque in a ripple less than 2 N m. For the 1250 rpm speed reference, the speed is higher so more current is necessary, and the time for magnetizing and demagnetizing is less. Because of that, the current cannot be as fast as the current reference, which means that during the
Table 1. SMR model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator poles</td>
<td>6</td>
</tr>
<tr>
<td>Rotor poles</td>
<td>4</td>
</tr>
<tr>
<td>Voltage</td>
<td>150 V</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>1.3 Ω</td>
</tr>
<tr>
<td>Inertial value</td>
<td>0.0013 Kg m^2</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.0183 N m/(rad/s)</td>
</tr>
<tr>
<td>Minimum inductance</td>
<td>8e-3 H</td>
</tr>
<tr>
<td>Maximum inductance</td>
<td>60e-3 H</td>
</tr>
</tbody>
</table>

Table 2. Controllers gains.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current proportional gain</td>
<td>20</td>
</tr>
<tr>
<td>Current integrative gain</td>
<td>1100</td>
</tr>
<tr>
<td>Speed proportional gain</td>
<td>0.22</td>
</tr>
<tr>
<td>Speed integrative gain</td>
<td>5.50</td>
</tr>
</tbody>
</table>
phase transition it is not possible to have enough current to keep the torque as constant as in the operation at lower speed.

In a second set of simulations, shown in Figure 18, the speed reference is kept constant at 1000 rpm, and a load torque is applied of 2 and 4 N m, respectively.

For the 2 N m load torque simulation, the response torque has a ripple of less than 1.5 N m. For the 4 N m load, it is necessary to have more current in the phase transition due to the SRM torque characteristic, so during this period, the torque has a low value.

7.2 Transient condition

For the transient response of the motor, all four quadrants of operation are simulated, accelerating, and deaccelerating for positive and negative speed. A reference speed is given as 1000 rpm from 0 to 0.5 s, and –1000 rpm from 0.5 to 1 s. The load torque is of 2 N m from 0 to 0.25 s and 0.75 to 1 s and of –2 N m from 0.25 to 0.75 s. Results are shown in Figure 19.

Firstly, the controller applies the maximum current so the motor can quickly reach 1000 rpm. The torque has some ripple during the acceleration phase, but when the speed reaches the set point, the ripple decreases. The speed response to the step has a minimum of overshoot.

At 0.25 s the load torque signal is changed, so the load is helping the rotor to move. The speed controller sees this as a perturbation and tries to compensate, which takes no longer than 0.05 s to recover the reference speed. This situation is similar at 0.75 s where the difference is in the signals of speed and load.

At time 0.5 s the reference speed is changed from 1000 to –1000 rpm. The motor has to break, stop, and accelerate negatively. This process happens with no problem. It is possible to see that the sequence of current phases is changed from orange, yellow, and blue to blue, yellow, and orange.

7.3 Discussion

In general, with the developed controller and with the use of the described fundamental control methods, the results of the numerical simulations are very
satisfactory. However, there is a margin for improvement and design of a more robust controllers and methods.

As seen in Section 7.1, the required current waveform for always having the best performance changes essentially with speed and load. For high speeds, it is necessary to anticipate the current magnetization and demagnetization, and with high

Figure 18.
Steady-state condition for same speed and different loads.

Figure 19.
Operation in the four quadrants.
loads, it is necessary to have more current in the phase transitions. For improvement, a series of optimal control problems could be solved with a posterior extrapolation of results in order to have the ideal waveform for any operation point.

Current controller performance can be optimized too. As seen the inductance value is non-linear, changing with rotor position and current itself. An improvement could be the use of adaptive controllers that change its gains, at least, with the rotor position.

Other works, such as [13], are recommended to readers with further interest in direct torque control. For this type of electric drives, the feedback variable is the torque, so a torque estimation is necessary. There’s also additional reading material if the reader wants to go more in depth. For example, in [19] the sliding mode technique to control the current is used, and in [20] an adaptive control methodology for the speed control is used.

8. Conclusions

The control of the SRM may not be as easy as conventional electric motors. Torque ripple, which is one of the main problems, may and must be reduced by the controller.

Different types of controllers can be used—the fundamental ones are voltage impulse, current, and torque controllers. Impulse control is essentially used for high speeds, while current and torque controllers are used for high performance.

As the produced torque does not depend only on the current but also on the non-linear derivative of the inductance, a constant current control is not sufficient for high performance. Reference current waveforms, or torque waveforms, have to be calculated for the response to have the minimum ripple torque component possible. Also, current dynamic has to be considered in the controller design. The inductance changes along the rotor position and so does the current dynamic. The back-EMF also has an effect in the current dynamic, especially at high speeds.

Numerical simulations of a real SRM model were performed. Steady-state results of the reference operating point and on a speed and load change were analyzed. Moving away from the used operating point to design the controller changes the response, as expected.

The dynamic behaviour was also simulated. It contemplates all four quadrants of operation. The speed response follows the reference speed with good accuracy. The load changes provoke perturbations on speed, which are compensated very quickly by the controller.

Finally, we hope that seeing the simulation files will help the reader to feel a concrete experimentation.
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Chapter 9

Mathematical Modeling of Switched Reluctance Machines: Development and Application

Marcelo Vinícius de Paula, Thiago de Almada Lopes, Tárcio André dos Santos Barros, Paulo Sergio Nascimento Filho and Ernesto Ruppert Filho

Abstract

The usage of switched reluctance machines (SRMs) grows following the power electronics development. For this reason, a precise mathematical model is crucial for the development of SRM automatic control projects due to the nonlinearities caused by the machine topology and working principle. This chapter focuses on SRM characterization procedure, enlightening the nonlinear characteristics and the importance of the magnetization curves to accomplish precise automatic control of SRM. Different methods found in the literature are commented. The blocked rotor test is detailed, and an automatic acquirement system to obtain the SRM magnetization curves is reasoned. Magnetization curves are processed to create the mathematical model of the SRM. The computational algorithm used to process the acquired data is presented with the purpose of clarifying the production of the lookup tables used in the mathematical model. The developed mathematical model is implemented in Matlab/Simulink® environment. The system simulates the SRM operating both in motoring and generating mode. The mathematical simulation results are compared to experimental results. The developed model is accurate and may be used to study SRM behavior and control systems for SRM applications.
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1. Introduction

Switched reluctance machines (SRMs) have a doubly salient structure, which means that both the stator and the rotor have salient poles. Note that only the stator poles have field coils. The operation of SRM as motor is based on the principle of minimum reluctance, that is, when the winding on a pair of stator poles is energized, the closest poles of the rotor are attracted to a position of minimum reluctance, which generates rotating torque in the rotor. If a coordinated drive is performed, rotational movement occurs [1–3]. Usually, SRMs operate in the saturation region. Moreover, the presence of doubly salient structure and the working principle of SRM imply that SRMs have highly nonlinear characteristics. The nonlinear operation makes it difficult to represent the SRM by an efficient linear
model as it is done for induction machines and synchronous machines [4]. To study SRMs, it is imperative to use models that accurately incorporate the nonlinear characteristics and quantity behavior of the system to be simulated. The most precise models for SRMs are based on experimentally acquired data. Several nonlinear models have been studied and tested in the literature [4–6].

In order to model the electrical and mechanical behavior of SRMs, it is necessary to obtain the magnetization curves $\phi(I, \theta)$ of the machine. The curves express the nonlinear behavior of the SRM and can be used to relate the input voltage ($V_{DC}$), electric current ($I$), rotor position ($\theta$), and magnetic flux ($\phi$) to the electromagnetic torque ($T_e$) [6, 7]. The methods for acquisition of the magnetization curves are currently divided into direct and indirect methods. Indirect methods consist of determining the magnetization curves from the SRM static torque characteristics. However, these methods are highly complicated to perform with good accuracy, as any mechanical deviation leads to large errors in the magnetization curves. On the other hand, the direct methods consist of applying voltage to the SRM phases and determining the magnetic flux [8–11].

Once the magnetization curves are obtained, the SRM model is generally built through lookup tables or neural network [4, 12]. For both methods, a large amount of data is required. The number of curves used to create the model is a determinant factor for the accuracy of the model. Diversely, the number of curves obtained experimentally is limited by the precision and execution time of the test. Therefore, a mathematical processing procedure is commonly used to achieve a larger number of magnetization curves. In some cases, analytical equations are developed to obtain intermediary magnetization curves [12–14]. However, experimental process errors, such as sensor errors, noise, residual currents, and numerical integration disparities, are encountered in the data obtained experimentally in magnetization tests [12, 15]. These errors may result in inconsistent characteristics of SRM operation. Thus, the mathematical processing to develop the lookup tables for current $I(\phi, \theta)$ and electromagnetic torque $T_e(I, \theta)$ must be robust and precise.

This chapter focuses on the characterization of SRM. Initially, the nonlinear characteristics of SRMs are presented. An automatic system to obtain the magnetization curves of SRM is uncovered. The procedure to process the experimental data is detailed, and the algorithms used in the Matlab/Simulink environment are made available. Mathematical simulations are performed, and the results are compared to those of experimental application to identify the accuracy of the developed model. Finally, a brief statistical analysis is employed to evaluate the precision of the mathematical model established.

### 2. Mathematical modeling of switched reluctance machines

#### 2.1 Nonlinear characteristics of switched reluctance machines

To simplify the analysis of the nonlinear characteristics intrinsic to SRMs, consider some simplifications: (1) the magnetic coupling between phases is negligible, (2) there are no Eddy current and hysteresis losses, (3) the phase resistance is constant, and (4) the phase inductance depends on the rotor position and on the phase current.

With the assumptions made, an elementary circuit of one SRM phase may be derived as in Figure 1. The sum of the resistance voltage drop and the change rate of flux linkage must be equal to the applied voltage to a motor phase; thus Eq. (1) can be derived, where $V$ is the voltage applied to the phase, $i$ is the phase current, $R$ is
the phase resistance, $\lambda$ is the phase flux linkage, $\theta$ is the rotor position, and $e$ is the back electromotive force.

\[ V = Ri + \frac{d\lambda(\theta, i)}{dt} \]  

The phase flux linkage can be expressed as

\[ \lambda(\theta, i) = L(\theta, i)i \]  

Note that the phase inductance varies according to the rotor position, because of the reluctance variation, and according to the phase current due to the magnetic saturation. Furthermore, both the rotor position and the phase current may vary with time.

Substituting Eq. (2) into Eq. (1) and expanding, the phase voltage equation can be extended into Eq. (3):

\[ V = Ri + L(\theta, i) \frac{di}{dt} + \frac{dL(\theta, i)}{d\theta} \frac{d\theta}{dt} \]

In Eq. (3), the mechanical speed is given by the variation of the rotor position in accordance with time: $\omega = d\theta/dt$. Thus, note that the phase voltage is composed of three components. The first term is the voltage drop in the phase resistance, the second term is the voltage drop in the phase inductance, and the third term is the induced back electromotive force, or back-emf ($e$). The back-emf is highlighted in Eq. (4) to focus on the perception of the direct relation between the rotor speed and the back-emf:

\[ e = i\omega \frac{dL(\theta, i)}{d\theta} \]  

During the phase energization, a certain amount of magnetic flux linkage is generated. As the magnetic circuit depends on the rotor position, the amount of flux linkage generated depends on the electric current and rotor position. The magnetic flux characteristics according to the electric current are known as magnetization curves and can be used to model the SRM dynamics. The modeling procedure will be explained in detail further in this chapter. Magnetization curves of a generic SRM are presented in Figure 2(a). Note that the magnetization curves are obtained as the magnetic flux, versus the DC electric current in one phase, for a fixed angle ($\theta$).
When the phase current is low, the SRM works out of the saturated region. However, recall that usually SRMs work in the saturated region. Furthermore, the alignment and misalignment angles are marked in Figure 2(a) along with two intermediate angles (θ₁ and θ₂).

Figure 2(b) shows the magnetization curve for the intermediate angle θ₁. For a given point P₁ in the curve, there is an electric current value I₁ and a corresponding flux linkage value λ₁. In any case, the electric energy applied to the winding is stored in the form of magnetic energy (hatched region Oλ₁P₁). The stored magnetic energy (Wᵢ) is calculated as

\[
Wᵢ = \int_0^t V_i \, dt = \int_0^t \frac{d\lambda}{dt} \, dt = \int_0^{\lambda₁} i \, d\lambda
\]  

(5)

The hatched area limited by the points OP₁I₁ represents the coenergy (Wᵢ'). The coenergy has no physical meaning. On the other hand, the mechanical work realized by the machine in a given period of time is equal to the variation in coenergy during the same period. The coenergy can be calculated as

\[
Wᵢ' = \int_0^{I₁} \lambda \, d\lambda
\]  

(6)

Now, assume that the rotor position is driven to the second intermediate angle θ₂ and the current is maintained I₁, as in Figure 2(c). The new magnetic energy will be calculated as the region limited by the points Oλ₂P₂ and the coenergy as the region limited by the points OP₂I₁. Then, one can calculate the coenergy variation,
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that is, the mechanical work realized to take the rotor from position \( \theta_1 \) to position \( \theta_2 \). Figure 2(d) shows the coenergy variation as the hatched area limited by the points \( OP_1P_2 \). The variation of the electric energy (\( \Delta W_e \)) applied is calculated as in Eq. (7), where \( L_1 \) and \( L_2 \) are the phase inductance in positions \( \theta_1 \) and \( \theta_2 \) for the current \( I_1 \), respectively.

\[
\Delta W_e = \int Vi \, dt = \int \frac{d\lambda}{dt} i \, dt = I_1(\lambda_2 - \lambda_1) = (L_2 - L_1)I_1^2 \tag{7}
\]

Considering the variation in the linear portion of the magnetization curve, the coenergy variation is half the variation of electric energy applied to the phase winding, as in Eq. (8):

\[
\Delta W'_e = \frac{1}{2}(L_2 - L_1)I_1^2 \tag{8}
\]

The average electromagnetic torque (\( T \)) produced when an electric current \( I_1 \) flows through a phase winding is given by Eq. (9):

\[
T = \frac{\Delta W'_e}{\Delta \theta} = \frac{1}{2} I_1^2 \frac{\Delta L}{\Delta \theta} \tag{9}
\]

Considering infinitesimal variations, the instantaneous electromagnetic torque (\( T_e \)) can be calculated as in Eq. (10), where \( i \) is the instantaneous DC current in the phase:

\[
T_e = \frac{\partial W'_e(i, \theta)}{\partial \theta} = \frac{1}{2} I_1^2 \frac{\partial L(i, \theta)}{\partial \theta} \tag{10}
\]

Observing Eq. (10), some information may be inferred. First, torque production does not depend on the electric current direction but has a quadratic relation with its amplitude. Moreover, the produced torque direction depends strictly on the inductance derivative at the energizing moment, while the inductance is a function of rotor position and electric current.

The nonlinearities caused by the saturation and reluctance variation during the rotor excursion are carried to the magnetization curves, electric current, and electromagnetic torque characteristic. For this reason, a well-founded model is of utmost importance for studies covering SRM dynamics and control.

2.2 Magnetization curves

The acquisition of the magnetization curves \( \phi(I, \theta) \) is crucial to model the electrical and mechanical behaviors of switched reluctance machines (SRM) as these machines operate essentially in the saturation region [1]. As aforementioned, more precise magnetization curves can be obtained through experimental tests. These tests are implemented to obtain the curves for specific rotor positions. The indirect methods consist of using the static torque characteristics to acquire the magnetization curves and may lead to substantial variation if mechanical deviations occur. The direct methods, conversely, consist of applying voltage to the SRM winding and determining the magnetic flux.

One simple way to obtain the magnetization curves is to apply sinusoidal AC voltage to the machine winding in different positions [17]. Once the root mean square current (\( I_{rms} \)) and the lag angle between voltage and electric current (\( \theta_l \)) are known, one can calculate the flux linkage as
This method returns errors if magnetic saturation occurs, which generally happens when working with SRMs. To work around this issue, the most implemented method is the blocked rotor test, as discussed in previous literature [8]. Thus, in this chapter, the blocked rotor test will be used. This test consists of locking the rotor in place while applying voltage steps for each position. The electric current and voltage signals must be stored in order to calculate the magnetic flux. Once the phase resistance is known, the magnetic flux is given by

$$\phi = LI = \frac{V_{rms} \sin(\theta)}{I_{rms} 2\pi f} I_{rms}$$  \hspace{1cm} (11)$$

The model accuracy is directly related to the number of curves and points in each curve. However, setting up the experiment for each angle and voltage is cumbersome. Hence, an automatic system can be developed to obtain the magnetization curves for as many positions as desired.

### 2.3 Automatic characterization system

The experimental characterization test is set up according to Figure 3. The test consists of positioning the SRM rotor at known positions and applying a voltage step. When the voltage step is applied, the current dynamics is stored. A stepper motor and a microstep driver are used to control the position. The stepper driver must have high resolution so that the position is precisely controlled. The maximum resolution used in this book chapter is 40,000 steps per mechanical cycle.

A Digital Signal Processor (DSP) model TMS320F28335 from Texas Instruments® is responsible for managing the rotor position control. An absolute encoder model RE36SC06112B Resnishaw® with 12-bit resolution (0.087°) is connected to the DSP through SPI communication and used to measure the rotor position. The DSP adjusts the position by controlling the stepper motor driver. When the rotor reaches the desired position, the electromagnetic brake locks the SRM rotor. Then, the DSP enables the energizing of the desired phase. Phase voltage and current waveforms are retrieved through an oscilloscope (Lecroy® 24MXs-B) using an

![Figure 3. General diagram of the automatic characterization system to obtain the magnetization curves [18].](image)
isolated voltage differential probe and an isolated current probe, both with high resolution.

For better control and management of the experiment, a human machine interface (HMI) was developed in LabView®. The communication between the HMI and the DSP board is made through serial communication protocol (RS-232), while the communication between the HMI and the oscilloscope is made through the Ethernet using the IP protocol. Figure 4 shows the flowchart for the software developed in LabView®.

Initially, some parameters, such as motor topology, test angles, phase resistance, and external resistance, are passed to the software. Next, the DSP is commanded to calibrate the encoder position according to the rotor position. In this step the electromagnetic brake is released, and the tested phase is energized until the rotor pole is aligned to the stator pole. This position is set as the initial position for the test. Afterward, the new desired position is informed to the DSP. The DSP sets the rotor position and sends a confirmation signal to the HMI.

When the rotor position is confirmed, the HMI configures the oscilloscope (through the Ethernet cable) to await an external trigger signal in order to acquire the data. The DSP sends a trigger pulse to the oscilloscope and then energizes an SRM phase. The acquired data are read in the oscilloscope and sent to the HMI via the Ethernet cable. After, the magnetic flux is computed through Eq. (12), and the \( \Phi(I, \theta)\vert_{\theta = \text{tested}} \) curve is created. The commanded position is then incremented, and the process is repeated until the final position is reached. At this stage, all \( \Phi(I, \theta) \) collection has been obtained.

Figure 4.
Flowchart of the test management scheme [18].
Figure 5 shows the assembled system for automatic characterization, wherein an industrial SRM was subjected to the test. The tested machine is a 12/8 three-phase SRM with 1.5 kW nominal power, 1500 rpm nominal speed, 180–280 V supply voltage (DC voltage), 1.05 Ω phase resistance, 0.45 Wb.esp maximum magnetic flux, and 0.002 kg m² inertia moment. The machine parameters are gathered in Appendix C. The datasheet information provided by the manufacturer is used to stipulate the DC current source sizing, considering the SRM maximum current. In order to extrapolate the model, higher voltage must be applied to the machine terminal; thus, an external resistor must be added in series to the phase winding under test. The phase resistance, if not provided by the manufacturer, can be measured with a precision multimeter by performing a four-probe test. The resistance value precision is of utmost importance to the test accuracy.

The magnetization curve acquisition experiment must be performed varying the rotor position from the aligned to the misaligned position, which for the 12/8 SRM corresponds to 22.5°. A fixed step of 2.5° was used for each iteration, totaling 10 magnetization curves. The HMI and the magnetization curves for the tested SRM are presented in Figure 6. On the left side, there is a gauge and a text box indicating the actual rotor position. Finally, there is a waveform graph with the phase current and voltage applied to the phase terminals. The algorithm that generates the curves derived from the acquired data is presented in the Appendix A. The curves generated will be further processed to obtain the lookup tables.

2.4 Switched reluctance machine mathematical model

The mathematical model of SRM is divided in electrical and mechanical portions. The electrical portion is mathematically represented by Eq. (1), while the mechanical portion is represented by Eq. (13), where $T_{\text{mec}}$ is the mechanical torque, $B$ is the viscous friction coefficient, and $J$ is the moment of inertia:

$$T_{\text{mec}} = T_e - B \omega - J \frac{d\omega}{dt}$$  \hspace{1cm} (13)
Figure 5 shows the assembled system for automatic characterization, wherein an industrial SRM was subjected to the test. The tested machine is a 12/8 three-phase SRM with 1.5 kW nominal power, 1500 rpm nominal speed, 180–280 V supply voltage (DC voltage), 1.05 Ω phase resistance, 0.45 Wb maximum magnetic flux, and 0.002 kg m² inertia moment. The machine parameters are gathered in Appendix C. The datasheet information provided by the manufacturer is used to stipulate the DC current source sizing, considering the SRM maximum current. In order to extrapolate the model, higher voltage must be applied to the machine terminal; thus, an external resistor must be added in series to the phase winding under test. The phase resistance, if not provided by the manufacturer, can be measured with a precision multimeter by performing a four-probe test. The resistance value precision is of utmost importance to the test accuracy.

The magnetization curve acquisition experiment must be performed varying the rotor position from the aligned to the misaligned position, which for the 12/8 SRM corresponds to 22.5°. A fixed step of 2.5° was used for each iteration, totalizing 10 magnetization curves. The HMI and the magnetization curves for the tested SRM are presented in Figure 6. On the left side, there is a gauge and a text box indicating the actual rotor position. Finally, there is a waveform graph with the phase current and voltage applied to the phase terminals. The algorithm that generates the curves derived from the acquired data is presented in the Appendix A. The curves generated will be further processed to obtain the lookup tables.

2.4 Switched reluctance machine mathematical model

The mathematical model of SRM is divided in electrical and mechanical portions. The electrical portion is mathematically represented by Eq. (1), while the mechanical portion is represented by Eq. (13), where $T_{mec}$ is the mechanical torque, $B$ is the viscous friction coefficient, and $J$ is the moment of inertia:

$$T_{mec} = Te - B \omega - J \frac{d\omega}{dt} \quad (13)$$

A block diagram representing the mathematical model is presented in Figure 7. To implement the model, the $I(\Phi, \theta)$ and $T(I, \theta)$ points must be known. The data obtained experimentally can be processed to obtain two lookup tables as will be discussed in the following sections.

For a precise model, the relation between magnetic flux, electric current, and phase excitation voltage must be well established, as in the magnetization curves. In some cases, fuzzy logic is used to calculate the magnetic characteristics and to model the SRM [19, 20]. Alternatively, $I(\Phi, \theta)$ analytical equations may be created [21]. Fourier series expansion is used to represent the necessary equations to simulate the SRM in this case.

The usage of $I(\Phi, \theta)$ and $T(I, \theta)$ lookup tables (LUT) allows faster simulation than the aforementioned methods. However, to obtain an accurate model, the number of magnetization curves required is unfeasibly high to be performed.
experimentally. With mathematical processing of the test data, it is possible to obtain intermediate curves from the experimental ones.

2.5 Processing the acquired data

During the automatic characterization test, 10 different magnetization curves were obtained as presented in Figure 6. The acquired data is used to build the lookup tables.

The initial objective is to obtain $I(\Phi, \theta)$ LUT with $N$ columns (as position) and $N$ lines (as flux), where the flux varies from 0 to the maximum flux $\Phi_{\text{max}}$ obtained when the rotor is in the aligned position and the position must vary from 0 to 45°. The flux step must be $\Phi_{\text{max}}/N$ and the position step must be $45°/N$. The value of $N$ must enable detailed comprehension regarding the model. On the other hand, the value must not be too large to minimize calculation time in mathematical simulations. In this chapter, the chosen value for $N$ is 200, which returned a good compromise between simulation speed and likeness of the model.

2.5.1 Polynomial magnetization curves

With experimental curves $\Phi(I, \theta)$ for each known position, polynomial fits are used on these data to obtain functions that describe the curve. The functions have the format of Eq. (14). The coefficients for the obtained data are shown in Table 1. The results of the polynomial fits are very precise ones, for each position, there are 10,000 acquired points $(i, \phi)$. Figure 8 shows the curves obtained from the polynomial regression:

$$
\Phi(i)_{\theta=n_{\theta}^{\theta}} = p_0^n + p_1^n i + p_2^n i^2 + p_3^n i^3 + p_4^n i^4 + p_5^n i^5 + p_6^n i^6 \quad (14)
$$

Now, the magnetization curves are expressed as functions of current for fixed positions. However, there are only 10 curves (one for each tested position) as depicted in the first table of Figure 9. The next step is to set the number of current points we desire in the LUT. Consider that $N$ points are desired. Then, using Eq. (13), the current value can be varied from 0 to $I_{\text{max}}$ in steps of $I_{\text{max}}/N$ in order to obtain Table b in Figure 9.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$p0$</th>
<th>$p1$</th>
<th>$p2$</th>
<th>$p3$</th>
<th>$p4$</th>
<th>$p5$</th>
<th>$p6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0°</td>
<td>-6.53e-9</td>
<td>3.05e-7</td>
<td>-5.78e-6</td>
<td>5.37e-5</td>
<td>-2.49e-4</td>
<td>7.28e-3</td>
<td>-3.29e-4</td>
</tr>
<tr>
<td>2.5°</td>
<td>-5.06e-9</td>
<td>1.94e-7</td>
<td>-2.87e-6</td>
<td>2.02e-5</td>
<td>-7.97e-5</td>
<td>7.23e-3</td>
<td>-1.89e-4</td>
</tr>
<tr>
<td>5.0°</td>
<td>-7.56e-9</td>
<td>3.04e-7</td>
<td>-4.56e-6</td>
<td>3.00e-5</td>
<td>-7.91e-5</td>
<td>8.01e-3</td>
<td>-2.92e-4</td>
</tr>
<tr>
<td>7.5°</td>
<td>6.81e-9</td>
<td>-4.70e-7</td>
<td>1.18e-5</td>
<td>-1.40e-4</td>
<td>6.61e-4</td>
<td>1.10e-2</td>
<td>-1.83e-4</td>
</tr>
<tr>
<td>10.0°</td>
<td>8.89e-9</td>
<td>-1.03e-5</td>
<td>3.64e-5</td>
<td>-5.39e-4</td>
<td>2.93e-3</td>
<td>1.54e-2</td>
<td>-2.63e-4</td>
</tr>
<tr>
<td>12.5°</td>
<td>-8.81e-9</td>
<td>-3.85e-7</td>
<td>3.29e-5</td>
<td>-6.46e-4</td>
<td>3.89e-3</td>
<td>2.13e-2</td>
<td>-1.30e-3</td>
</tr>
<tr>
<td>15.0°</td>
<td>-1.52e-8</td>
<td>-1.23e-7</td>
<td>3.16e-5</td>
<td>-7.03e-4</td>
<td>4.22e-3</td>
<td>2.94e-2</td>
<td>-2.04e-3</td>
</tr>
<tr>
<td>17.5°</td>
<td>-6.87e-9</td>
<td>-6.83e-7</td>
<td>4.72e-5</td>
<td>-9.12e-4</td>
<td>5.11e-3</td>
<td>3.58e-2</td>
<td>-2.69e-3</td>
</tr>
<tr>
<td>20.0°</td>
<td>2.72e-8</td>
<td>-3.01e-6</td>
<td>1.06e-4</td>
<td>-1.57e-3</td>
<td>7.77e-3</td>
<td>4.00e-2</td>
<td>-3.91e-3</td>
</tr>
<tr>
<td>22.5°</td>
<td>9.38e-8</td>
<td>-6.95e-6</td>
<td>1.94e-4</td>
<td>-2.45e-3</td>
<td>1.10e-2</td>
<td>4.06e-2</td>
<td>-3.01e-3</td>
</tr>
</tbody>
</table>

Table 1. 
Polynomial fits coefficients.
Figure 8.
Polynomial fit and experimental acquired magnetization curves [18].

Figure 9.
Procedure to obtain the $i(\Phi, \theta)$ table [18].
With these data, it is possible to obtain the points \( (\theta, \Phi) |_{I=\text{constant}} \), that is, how the flux behaves when the rotor position varies for a constant current. For each current value, there are 10 \((\theta, \Phi)\) points; however, more points are required to achieve an accurate model. The next sessions deal with further data processing.

### 2.5.2 Procedure to obtain \( I(\phi, \theta) \) and \( T(i, \theta) \) lookup tables

In an SRM, for a constant current applied to the phase winding when the rotor is in the aligned position \((\theta = 0^\circ)\), the reluctance of the magnetic circuit is minimal, and, therefore, the magnetic flux is maximum. As the rotor poles align with the stator poles, the reluctance increases, and the magnetic flux decreases until the rotor reaches the misaligned position in \( \theta = 22.5^\circ \) for an 12/8 pole SRM. Note that if the rotor and stator pole widths are different, during the next misalignment position, the flux may remain constant. Errors in experimental tests may lead to differences in magnetic flux when the rotor is close to the aligned and misaligned positions [22]. These errors cause inaccuracies even in models obtained with experimental data.

Again, for each value of current, there are 10 \((\theta, \Phi)\) points that must be turned into a larger quantity of points. In order to do that, a robust regression must be applied. The attainment of the functions may be compromised by the use of less robust types of regressions, which may lead to errors. Hence, the generation of the \((\theta, \Phi) |_{I=\text{constant}}\) curves is tested with polynomial, linear, and cubic spline and smoothing spline regressions.

Polynomial fit may present abrupt oscillations, especially close to the regression interval [23]. This undesired phenomenon may be accentuated due to the magnetic flux variation for a given current when the rotor is close to the aligned and misaligned positions. As depicted in Figure 10, the polynomial regression represents improper magnetic flux behavior. The flux should decrease smoothly between aligned and misaligned positions.

Piecewise linear interpolation is a simple and easy technique to be implemented. The main idea is to connect the data points with straight lines as addressed in [2]. Though, when the number of data points is small, the curves do not present a smooth profile, notably in the regions close to the experimental data points.

To attain smoother behavior, cubic splines may be used [22, 24]. In this case, cubic polynomials are determined to connect the experimental data points. The accuracy of this method depends on the amount of experimental data. This method

![Figure 10.](image)

(a) Magnetic flux according to rotor position; (b) zoom at critical position [18].
ensures that the obtained curve passes through all experimental data points, which means that all experimental data acquirement errors are carried to the model, especially in positions close to alignment and misalignment.

Thus, to overcome these particularities, a more robust technique must be used. Smoothing spline technique minimizes Eq. (15), which represents the sum of square errors (first term) and the roughness of smoothness factor (second term) [25]. The parameter \( p \) defines the smoothing spline and can be calculated as Eq. (16), where \( h \) is the average spacing between points [26]. The smoothness obtained using the smoothing spline technique can be observed in Figure 11.

\[
p \sum_i (y_i - s(x_i))^2 + (1 - p) \int \left( \frac{d^2 s}{dx^2} \right)^2 dx
\]

\[
p = \frac{1}{1 + \frac{h^2}{6}}
\]

Now we have \( N \) functions, each for a fixed current and for the current ranging from 0 to \( I_{max} \) in steps of \( I_{max}/N \). With these curves we can find the \( \Phi(\theta, I) \) points for varying the position from 0 to \( \theta_{max} = 22.5^\circ \) in steps of \( \theta_{max}/N \) and then, create Table c in Figure 9.

As previously discussed, for the SRM mathematical model, we need the \( I(\Phi, \theta) \) LUT. Thus, as observed in Table c in Figure 9, we get the data points \( (\Phi, \theta) \) through Eq. (17). With these points, the \( I(\Phi) \) functions are obtained through a linear regression. In this case, the linear regression is applied because it enables extrapolating the current value of the test, if necessary:

\[
I(\Phi)_{|\theta=constant} = i_0 + (i_1 - i_0) \frac{\Phi - \Phi_0}{\Phi_1 - \Phi_0}
\]

Table \( I(\Phi, \theta) \) is obtained through Eq. (16) by varying the magnetic flux from 0 to \( \Phi_{max} \) in steps of \( \Phi_{max}/N \). This table represents the current behavior in respect to the magnetic flux varying from 0 to \( \Phi_{max} \) and in respect to the rotor position varying from 0 to 22.5\(^\circ\). The 12/8 SRM has a polar angle of 45\(^\circ\); thus, the table must be reflected and added to the end of the original table. The final \( I(\Phi, \theta) \) LUT is presented in Figure 11.

Henceforth, the data from Table c in Figure 9 is used to estimate the coenergy through the trapezoidal method as in Eq. (18). The estimated magnetization curves

Figure 11. I(\Phi, \theta) lookup table [18].
and coenergy as a function of the electric current are presented in Figure 12(a) and (b), respectively.

\[
W_n'(i)\theta=constant = \text{trapz}(i[1 : n], \phi[1 : n])|^N_2
\]

(18)

For a constant current value, the pairs \((W', \theta)\) can be calculated using Eq. (18). Then, the electromagnetic torque may be calculated for a given current as a function of rotor position as observed in Eq. (19). If the same procedure is implemented for all current values in the \(I(\Phi, \theta)\) LUT, one can create the \(T(I, \theta)\) LUT by interpolating the points obtained with Eq. (19):

\[
T = \frac{180 \left(W_n' - W_{n-1}'\right)}{\pi (\theta_n - \theta_{n-1})} \bigg|^N_{n=2}
\]

(19)

Different interpolation methods lead to slight disparities in the inductance profile that may cause major discrepancies between the model and the real system behavior. Given the relation between the produced torque and the inductance derivative, the inductance profile generated may deviate from the actual profile and cause divergences in the torque lookup table. For example, if linear interpolation is used, the inductance profile will be composed as the junction of lines with different slopes, specifically in the region bounding the experimentally acquired points. That will cause the torque LUT to present subtle variations in the returned torque according to position. Another common problem is the unexpected change of slope caused by the polynomial fit and Hermite cubic interpolations. Observed in Figure 10(b), when the Hermite cubic interpolation is used, the slope of inductance changes from negative to positive and back to negative, which causes the torque profile to have abrupt variation at the transition from negative to positive torque produced. When the polynomial fit is applied, the slope becomes positive at the end of the inductance profile, causing a change from generating to motoring torque before the real transition.

The usage of polynomial regression, linear interpolation, and Hermite cubic interpolation to obtain the \(\Phi(\theta)_{I=constant}\) functions implies that variations on the torque and inductance profiles are not suitable to the SRM real behavior [18]. These variations may cause problems in projects that require accurate models, such as torque ripple minimization and position estimation. Therefore, the most suitable technique to model the performance of the SRM is the smoothing splines provided that no disturbances or unexpected behavior appeared in the inductance and torque

Figure 12.
(a) Magnetization curves estimated through the acquired data; (b) estimated coenergy.
and coenergy as a function of the electric current are presented in Figure 12(a) and (b), respectively.

\[
W_0(n, \theta) = \text{constant} = \frac{\text{trapz} \int_{\theta_1}^{\theta_2} i(n, \phi) \, d\phi}{N_2(n)}
\]  

For a constant current value, the pairs \(W_0(n, \theta)\) can be calculated using Eq. (18).

Then, the electromagnetic torque may be calculated for a given current as a function of rotor position as observed in Eq. (19). If the same procedure is implemented for all current values in the \(I(\Phi, \theta)\) LUT, one can create the \(T(I, \theta)\) LUT by interpolating the points obtained with Eq. (19):

\[
T(n, \theta) = \frac{1}{2\pi} \frac{W_0(n, \theta) - W_0(n, \theta - 1)}{C_0/C_1 \theta(n, \Phi) - C_1/C_2/C_2/C_2}
\]

Different interpolation methods lead to slight disparities in the inductance profile that may cause major discrepancies between the model and the real system behavior. Given the relation between the produced torque and the inductance derivative, the inductance profile generated may deviate from the actual profile and cause divergences in the torque lookup table. For example, if linear interpolation is used, the inductance profile will be composed as the junction of lines with different slopes, specifically in the region bounding the experimentally acquired points. That will cause the torque LUT to present subtle variations in the returned torque according to position. Another common problem is the unexpected change of slope caused by the polynomial fit and Hermite cubic interpolations. Observed in Figure 10(b), when the Hermite cubic interpolation is used, the slope of inductance changes from negative to positive and back to negative, which causes the torque profile to have abrupt variation at the transition from negative to positive torque produced. When the polynomial fit is applied, the slope becomes positive at the end of the inductance profile, causing a change from generating to motoring torque before the real transition. The usage of polynomial regression, linear interpolation, and Hermite cubic interpolation to obtain the \(I(\Phi, \theta)\) functions implies that variations on the torque and inductance profiles are not suitable to the SRM real behavior. These variations may cause problems in projects that require accurate models, such as torque ripple minimization and position estimation. Therefore, the most suitable technique to model the performance of the SRM is the smoothing splines provided that no disturbances or unexpected behavior appeared in the inductance and torque profiles. The \(T(I, \theta)\) LUT surface obtained using the smoothing spline interpolation is presented in Figure 13; note the smooth transition between negative and positive torque in the table.

Note that the experimentally acquired data was directly used to develop the tables from the initial position \(\theta = 0^\circ\) to half the dwell angle \(\theta = 22.5^\circ\). The other hemisphere of the table was synthesized by mirroring the developed part.

The algorithm developed in Matlab/Simulink® environment for realization of the procedure described in this section is provided at the Appendix B. These algorithms include the data processing procedure to obtain both the \(I(\Phi, \theta)\) and \(T(I, \theta)\) lookup tables. With the supplied code and the information presented, the reader should be able to replicate the results achieved in this book chapter.

3. Model implementation

With the obtained LUTs \(I(\Phi, \theta)\) and \(T(I, \theta)\), the SRM model is implemented using the Matlab/Simulink® software, as presented in Figure 14. The electric...
voltage in each phase is measured, and the magnetic flux is calculated through a discrete integral block, as in Eq. (12). The rotor position is also obtained by integrating the SRM rotational speed so that the angles from each phase may be calculated.

The magnetic flux and the phase positions are used as input to the $I(\Phi, \theta)$ LUT. The output current is then used along with the phase position as input for the $T(I, \theta)$ LUT, which outputs the electromagnetic torque. In both cases, for nonexisting input values, the output is calculated through cubic interpolation. The total electromagnetic torque is obtained as the sum of the torque produced by each phase. The output currents from the $I(\Phi, \theta)$ LUT are generated in the model terminals using current-controlled sources.

4. Model validation

To validate the obtained SRM model, two control systems were implemented in Matlab/Simulink® environment and also in an experimental bench. In the first system, the SRM is operating as a motor and speed control is implemented. In the second implemented system, the SRM is operating as a generator and the DC link voltage is controlled. Next sessions address the implementation and obtained results for both systems.

4.1 Motor operation-speed control

The block diagram for the speed control system simulated is presented in Figure 15. The SRM operates as a motor at a constant load of 0.5 N.m. The error between reference and instantaneous speed is processed through a PI controller to create the current reference. The current regulator block generates the driving signals for the AHB converter according to the turn-off ($\theta_{off}$) and turn-on ($\theta_{on}$) angles.

The experimental setup is assembled in the same conditions as the simulation. A DSP TMS320F28335 is used to control the speed. The simulations must be discretized to accurately represent the experimental behavior, and the discretized control algorithm is embedded in the DSP.

Figure 16 depicts the experimental setup. There are labels indicating the components in the setup. The AHB converter and gate drives are indicated by the “a” label and the oscilloscope and the sensors board are indicated by the “b” and “c” labels, respectively. The signal conditioning and DSP board are indicated by the “d” label. The induction machine (IM) used as load is indicated by the “e” label. The
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*Figure 15. Block diagram for the SRM speed control system.*
voltage in each phase is measured, and the magnetic flux is calculated through a discrete integral block, as in Eq. (12). The rotor position is also obtained by integrating the SRM rotational speed so that the angles from each phase may be calculated.

The magnetic flux and the phase positions are used as input to the $I\Phi(\theta)$ LUT. The output current is then used along with the phase position as input for the $T I(\theta)$ LUT, which outputs the electromagnetic torque. In both cases, for nonexisting input values, the output is calculated through cubic interpolation. The total electromagnetic torque is obtained as the sum of the torque produced by each phase. The output currents from the $I\Phi(\theta)$ LUT are generated in the model terminals using current-controlled sources.

4. Model validation

To validate the obtained SRM model, two control systems were implemented in Matlab/Simulink® environment and also in an experimental bench. In the first system, the SRM is operating as a motor and speed control is implemented. In the second implemented system, the SRM is operating as a generator and the DC link voltage is controlled. Next sessions address the implementation and obtained results for both systems.

4.1 Motor operation—speed control

The block diagram for the speed control system simulated is presented in Figure 15. The SRM operates as a motor at a constant load of 0.5 Nm. The error between reference and instantaneous speed is processed through a PI controller to create the current reference. The current regulator block generates the driving signals for the AHB converter according to the turn-off ($\theta_{off}$) and turn-on ($\theta_{on}$) angles.

The experimental setup is assembled in the same conditions as the simulation. A DSP TMS320F28335 is used to control the speed. The simulations must be discretized to accurately represent the experimental behavior, and the discretized control algorithm is embedded in the DSP.

Figure 16 depicts the experimental setup. There are labels indicating the components in the setup. The AHB converter and gate drives are indicated by the "a" label and the oscilloscope and the sensors board are indicated by the "b" and "c" labels, respectively. The signal conditioning and DSP board are indicated by the "d" label. The induction machine (IM) used as load is indicated by the "e" label. The voltage source and the SRM are indicated by the "f" and "g" labels, respectively. For both the experiment and the simulation, an asymmetric half bridge (AHB) converter is used to drive the SRM in motor mode. In the experimental setup, the IM is used as load.

Two simulations are conducted to study the behavior of the model at below base speeds and above base speeds. For the first simulation setup, named $S_1$, the speed reference is set to 30 rad/s, to simulate below base speeds, and the current and turn-off angle are controlled. The simulation results are presented in Figures 17 and 18. Figure 17 shows the electric current of the three phases of the SRM, while Figure 18 presents the phase A voltage and current.

For the second simulation conducted, named $S_2$, the reference speed was set to 130 rad/s, to simulate above base speeds. For this simulation, only the turn-off angle is controlled because voltage single-pulse operation takes place. Figure 19 depicts the electric currents of all the three phases. Figure 20 shows the voltage single pulse applied to the phase and the electric current produced.
The simulation setups $S_1$ and $S_2$ are then replicated experimentally as the $E_1$ and $E_2$ experiments, respectively. The same waveforms from the simulations are collected for comparison. Figure 21 depicts the electric currents in the SRM phases and the reference current, while Figure 22 shows the phase A current and applied voltage ($VA$), both for the $E_1$ setup.

Figures 23 and 24 are collected using the $E_2$ setup. Figure 23 presents the phase electric currents of the SRM and the maximum permitted current, while Figure 24 depicts the excitation voltage ($VA$) and the electric current in phase A.

Comparing the waveforms from $S_1$ and $E_1$, one can observe that the model is consistent for below base speeds. Some minor differences occur due to other parameters of the systems, such as the power switches and data sampling period. Nonetheless, the accuracy of the model is evidentiated.

For above base speeds, the model proves to be reliable as well. Comparing the $S_2$ and $E_2$ results, we ascertain that minor differences occur in the current waveform. Still, the model precisely predicts the real behavior of the SRM.
The simulation setups $S_1$ and $S_2$ are then replicated experimentally as the $E_1$ and $E_2$ experiments, respectively. The same waveforms from the simulations are collected for comparison. Figure 21 depicts the electric currents in the SRM phases and the reference current, while Figure 22 shows the phase A current and applied voltage ($V_A$), both for the $E_1$ setup. Figures 23 and 24 are collected using the $E_2$ setup. Figure 23 presents the phase electric currents of the SRM and the maximum permitted current, while Figure 24 depicts the excitation voltage $V_A$ and the electric current in phase A. Comparing the waveforms from $S_1$ and $E_1$, one can observe that the model is consistent for below base speeds. Some minor differences occur due to other parameters of the systems, such as the power switches and data sampling period. Nonetheless, the accuracy of the model is evidentiated. For above base speeds, the model proves to be reliable as well. Comparing the $S_2$ and $E_2$ results, we ascertain that minor differences occur in the current waveform. Still, the model precisely predicts the real behavior of the SRM.

4.2 Generator operation-voltage control

Figure 25 shows a simplified block diagram of the simulated system. The switched reluctance generator (SRG) operates at a constant speed of 1200 rpm. The SRG feeds a resistive load, and the control is responsible for maintaining the bus voltage on the reference value $V_{\text{ref}}$. A PI controller processes the voltage error and regulates the turn-off angle ($\theta_{\text{off}}$), thus controlling the SRG level of magnetization to maintain a constant voltage at the DC link.

The experimental setup must be assembled with the same conditions as the simulation. A DSP TMS320F28335 can be used to control the DC voltage. The controller in the simulations must be discretized (sample time of 40 kHz) and embedded in the DSP.
An AHB converter is used to drive the phases of the SRG. An IM driven by an inverter may be used as the prime mover. An absolute encoder is used to detect the rotor position. A pulse generator drives the machine phase according to the driving angles ($\theta_{on}$ and $\theta_{off}$).

Figure 26 shows the experimental setup.

The simulation was set to start with a 180 $\Omega$ load and $V_{ref} = 100$ V. At 5 s of simulation, $V_{ref}$ is set to 160 V. The DC bus voltage, turn-off angle ($\theta_{off}$) and phase A current are shown in Figure 27 at the load change moment. To operate the SRG in self-excited mode, an initial magnetization is necessary, which is provided by a 2250 $\mu$F capacitor at the DC bus. Note that the control acts on the turn-off angle and increases the SRG excitation voltage to supply the energy to be generated, thus

An AHB converter is used to drive the phases of the SRG. An IM driven by an inverter may be used as the prime mover. An absolute encoder is used to detect the rotor position. A pulse generator drives the machine phase according to the driving angles ($\theta_{on}$ and $\theta_{off}$). Figure 26 shows the experimental setup.

The simulation was set to start with a 180 $\Omega$ load and $V_{ref} = 100$ V. At 5 s of simulation, $V_{ref}$ is set to 160 V. The DC bus voltage, turn-off angle ($\theta_{off}$) and phase A current are shown in Figure 27 at the load change moment. To operate the SRG in self-excited mode, an initial magnetization is necessary, which is provided by a 2250 $\mu$F capacitor at the DC bus. Note that the control acts on the turn-off angle and increases the SRG excitation voltage to supply the energy to be generated, thus...
An AHB converter is used to drive the phases of the SRG. An IM driven by an inverter may be used as the prime mover. An absolute encoder is used to detect the rotor position. A pulse generator drives the machine phase according to the driving angles ($\theta_{on}$ and $\theta_{off}$). Figure 26 shows the experimental setup.

The simulation was set to start with a 180 $\Omega$ load and $V_{ref} = 100$ V. At 5 s of simulation, $V_{ref}$ is set to 160 V. The DC bus voltage, turn-off angle ($\theta_{off}$) and phase A current are shown in Figure 27 at the load change moment. To operate the SRG in self-excited mode, an initial magnetization is necessary, which is provided by a 2250 $\mu$F capacitor at the DC bus. Note that the control acts on the turn-off angle and increases the SRG excitation voltage to supply the energy to be generated, thus Figure 22.

Figure 24.
Phase A current and voltage for $E_2$ setup.

Figure 25.
Simulated control system for the SRG.

Figure 26.
SRG experimental setup [18].
keeping the DC bus at the voltage reference value. Several techniques may be applied to control the DC bus voltage [27]. The DC bus capacitor is also responsible for filtering the voltage ripple. Figure 28 depicts the experimental results at the same conditions as in the simulation.

The electric currents of the experiment and simulation test are compared in Figure 29. To evaluate the accuracy of the obtained model, statistical parameters were calculated, such as root mean square error (RMSE), mean absolute error (MAE), sum of square errors (SSE), and R-square ($R^2$). RMSE and MAE relative errors for the SRG electric current are defined as Eqs. (19)–(23), where $I_{exp}$ and $I_{sim}$ are the measured and simulated SRG phase currents, $n$ is the number of data points, and $e_j$ and $e_{avg}$ are relative errors and their average value, respectively:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (e_{avg} - e_j)^2}$$  \hspace{1cm} (20)
keeping the DC bus at the voltage reference value. Several techniques may be applied to control the DC bus voltage \[27\]. The DC bus capacitor is also responsible for filtering the voltage ripple.

Figure 28 depicts the experimental results at the same conditions as in the simulation.

The electric currents of the experiment and simulation test are compared in Figure 29. To evaluate the accuracy of the obtained model, statistical parameters were calculated, such as root mean square error (RMSE), mean absolute error (MAE), sum of square errors (SSE), and \(R^2\). RMSE and MAE relative errors for the SRG electric current are defined as Eqs. (19)–(23), where \(I_{\text{exp}}\) and \(I_{\text{sim}}\) are the measured and simulated SRG phase currents, \(n\) is the number of data points, and \(e_j\) and \(e_{\text{avg}}\) are relative errors and their average value, respectively:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} e_j^2} \quad (20)
\]

\[
e_j = \left( \frac{I_{\text{exp}} - I_{\text{sim}}}{I_{\text{exp}}} \right) \times 100\% \quad (21)
\]

\[
e_{\text{avg}} = \frac{1}{n} \sum_{j=1}^{n} e_j \quad (22)
\]

\[
\text{MAE} = \text{mean}(e_j) \quad (23)
\]

Table 2 shows the results of the statistical analysis comparing the simulated and experimental electric current. Observe that the model obtained with the developed instrumentation and using the smoothing splines describes accurately the nonlinear magnetic characteristics of the SRM.

<table>
<thead>
<tr>
<th>(T_{\text{rms}})</th>
<th>Error</th>
<th>MAE</th>
<th>(R^2)</th>
<th>RMSE</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 V</td>
<td>0.21 A</td>
<td>6.80%</td>
<td>0.974</td>
<td>0.1446</td>
<td>8.94</td>
</tr>
<tr>
<td>160 V</td>
<td>0.017 A</td>
<td>4.99%</td>
<td>0.9888</td>
<td>0.1572</td>
<td>10.57</td>
</tr>
<tr>
<td>Step</td>
<td>0.28 A</td>
<td>5.73%</td>
<td>0.9877</td>
<td>0.4023</td>
<td>85.45</td>
</tr>
</tbody>
</table>

Table 2. Statistic goodness-of-fit parameters.

5. Conclusions

In this chapter, an automatic characterization system for SRM was introduced and developed. The system is able to obtain automatically and accurately the magnetization curves. With the obtained curves, it is possible to synthesize a nonlinear model consistent with the real SRM behavior. The model allows precise simulations, which support the development of many automatic control systems. The application of smoothing spline technique in data processing granted accurate models. Simulations and experimental implementation in motoring and generating modes were performed. For the motoring mode, a speed control with variable angles was developed, while for generating mode, voltage control was performed. The results endorse the similarity between the model and the real behavior of the SRM in both, motoring and generating modes. The accuracy of the model proves that the mirroring method used to complete the table is efficient for the creation of the tables. That is only possible because the interpolation method used, for instance smoothing splines, returns a smooth curve at the borders.
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A. Appendix

A.1 Procedure to obtain the magnetization curves from the blocked rotor test data

```matlab
1 close all;
2 %% Blocked rotor test
3 % Positions used in the test
4 ang=[0 2.5 5 7.5 10 12.5 15 17.5 20 22.5];
5 % Experimentally acquired flux values for these positions
6 fluxExp=[0 0 0 0.000402 0.000632 0.001532 0.001532 0.001035 0 0.001035];
7 % Experimental current values for the position and their respective flux
8 iExp=[0 0 0 0.1635 0.1829 0.1829 0.1829 0.192 0 0.192];
9 ang = ang(:); % Transposition of angles vector
10 % Variables initialization
11 i=0;
12 d=0;
13 current=0;
14 for q = 1:1:10 %goes from 1 to 10 because there are 10 initial positions
15 d=1;
16 i=0;
17 % This loop consider the maximum extrapolated current and count how
18 % many different i values may be used
19 while i<27.5
20 % since we have a 20 columns table and want to take only 10, we use the 2*q factor
21 i=Aazulik525ok(d,(2*q));
22 d=d+1;
23 end
24 i=0;
25 y=1;
26 % Retrieve the current values
27 i=Aazulik525ok(y,(2*q));
28 % Fills the i space for below 0.15 A currents
29 while i<0.15
30 i=Aazulik525ok(y,(2*q));
31 y=y+1;
32 end
33 % Populate current and flux according to positions
34 current(1,q) = 0;
35 flux(1,q) = 0;
36 hold off;
37 a=iExp(q);
38 b=fluxExp(q);
39 % For other values
40 if h>-1
41 current(g+1,q)=Aazulik525ok(y+g,(2*q-1))+iExp(q);
42 flux(g+1,q)=Aazulik525ok(y+g,(2*q-1))+fluxExp(q);
43 else
44 current(g+1,q)=0;
45 flux(g+1,q)=0;
46 end
47 end
```
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A. Appendix

A.1 Procedure to obtain the magnetization curves from the blocked rotor test data

1 close all;
2 %% Blocked rotor test
3 % Positions used in the test
4 ang = [0 2.5 5 7.5 10 12.5 15 17.5 20 22.5];
5 % Experimentally acquired flux values for these positions
6 fluxExp = [0 0 0 0.000402 0.000632 0.001532 0.001532 0.001035 0 0.001035];
7 % Experimental current values for the position and their respective flux
8 iExp = [0 0 0 0.1635 0.1829 0.1829 0.1829 0.192 0 0.192];
9 ang = ang(:); % Transposition of angles vector
10 % Variables initialization
11 i = 0;
12 d = 0;
13 current = 0;
14 for q = 1:1:10 % goes from 1 to 10 because there are 10 initial positions
15 d = 1;
16 i = 0;
17 % This loop consider the maximum extrapolated current and count how many different i values may be used
18 while i < 27.5 % since we have a 20 columns table and want to take only 10, we use the 2*q factor
19 i = Aazul1k525ok(d,(2*q));
20 d = d + 1;
21 end
22 i = 0;
23 y = 1;
24 % Retrieve the current values
25 i = Aazul1k525ok(y,(2*q));
26 % Fills the i space for below 0.15 A currents
27 while i < 0.15
28 i = Aazul1k525ok(y,(2*q));
29 y = y + 1;
30 end
31 current(1,q) = 0;
32 flux(1,q) = 0;
33 figure(1);
34 hold off;
35 a = iExp(q);
36 b = fluxExp(q);
37 % populate current and flux according to positions
38 for g = 1:(d-y)
39 h = Aazul1k525ok(y+g,(2*q-1))-fluxExp(q);
40 if h > -1
41 current(g+1,q) = Aazul1k525ok(y+g,(2*q))+iExp(q);
42 flux(g+1,q) = Aazul1k525ok(y+g,(2*q-1))+fluxExp(q);
43 else
44 current(g+1,q) = 0;
45 flux(g+1,q) = 0;
46 end
47 end
48 end
49
50 if q <= 19
51 hold all;
52 plot(current(1:d-y,q),flux(1:d-y,q),'LineWidth',1.5);
53 end
54 end
55 % Figure configuration
56 xlabel('Current [A]', 'FontSize', 14);
57 ylabel('Flux [Wb.esp]', 'FontSize', 14);
58 box on
59 title('\phi(I,\theta) Curves');
60 hold all
61 text(3.3,0.11,'Aligned\rightarrow','FontSize',12,'HorizontalAlignment','left')
62 text(15,0.02,'↑ Misaligned','FontSize',12,'HorizontalAlignment','left')
63 legend off
64 grid on;
65 axis([0 27 0 0.25])

A.2 Data processing to obtain the lookup tables

1 % Look Up Table creation Algorithm
2 % Author: Tácio André dos Santos Barros
3 % Coauthor: Marcelo Vinicius de Paula
4 % University of Campinas - Campinas, SP - Brazil
5 % Description:
6 % This algorithm receive the data from magnetization curves data and calculate the I(theta,flux), T(I,Theta) e I(T,Theta) lookup tables (LUTs)
7 clc;
8 % Load the experimentally obtained magnetization curves data
9 figure(1);
10 h = findobj(gca,'Type','line');
11 iExpData=get(h,'Xdata');
12 fExpData=get(h,'Ydata');
13 % These functions carry the magnetization curves data according to position obtained through the blocked rotor test
14 % Parameter initialization
15 Ncurves = 10; % Number of experimental test curves
16 Npoints = 201; % Desired number of data points in the LUTs
17 IMax = 27.5; % Maximum current in the test
18 IMax2 = 27.5; % Maximum desired current in the model
19 angMax = 45; % Maximum angle: 45 for a 12/8 SRM and 60 for a 8/6 SRM
20 ang = 22.5; % Maximum angle of SRM curves: 22.5 for 12/8 SRM and 27.5 for 8/6 SRM
21 fMax = 0.2225; % Maximum flux obtained in the blocked rotor test
22 TMax = 15.3020; % Maximum torque of TTBLD table
23 TMax2 = 20; % Maximum desired torque for the model
24 % Initialize vectors that will contain the curves
25 flux_i_thetaCte = zeros(Ncurves,Npoints); % Create vector for experimental currents
26 fluxCalc = zeros(101,Npoints); % Create vector for model currents
27 angExp = [22.5 20 17.5 15 12.5 10 7.5 5 2.5 0]; % Vector with the positions used in the blocked rotor test
28 posExp = posExp(:,); % Transposition of the vector
29 i_tab = 0:(IMax/(Npoints-1)):IMax; % Create vector for experimental currents
30 i_tab = i_tab(:,); % Transpose vector
31 i_tab2 = 0:(IMax2/(Npoints-1)):IMax2; % Create vector for model currents
32 i_tab2 = i_tab2(:,); % Transpose vector
33 flux_tab = 0:(fMax/(Npoints-1)):fMax; % Create flux vector for model currents
34 flux_tab = flux_tab(:,); % Transpose vector
35 ang_tab = 0:(angMax/200):angMax; % Create position vector for the model (0-AngMax)
fluxCalc(curvePoints+1,Ncorrente) = flux_theta_iCte(curvePoints*ang/100);

%flux(I,theta)

for curvePoints = 0:100
    flux_theta_iCte = fit(posExp,flux_i_thetaCte(:,Ncorrente),'smoothingspline');
    % ang,flux
    flux_theta_iCte = fit(posExp,flux_i_thetaCte(:,Ncorrente),'smoothingspline');
    for curvePoints = 0:100
        fluxCalc(curvePoints+1,Ncorrente) = flux_theta_iCte(curvePoints*ang/100);
    end
    end

%% Extra: L(theta) for i constant for each table position
indCalc(curvePoints+1,IndCurvePoints) = bufferInd(curvePoints*angMax/200);
%flux(I,theta)
for curvePoints = 0:100
  flux_theta_iCte = fit(posExp,flux_i_thetaCte(:,Ncorrente),'smoothingspline');
  % ang,flux
  for Ncorrente = 1:201
    % Calculate the phi(theta) functions for each current in the table and determine,
    %% Table b calculation
    % At this point we have 10 phi(i) curves, one for each position(0:2.5:22.5)
    flux_i_thetaCte(1,4:25) = flux_i_thetaCte(1,4:25)-0.0001;
    flux_i_thetaCte(1,1:4) = flux_i_thetaCte(1,1:4)-0.00002;
    % Diminishment of flux values according to position
  end
end
flux_i_thetaCte(curve,curvePoints+1) = flux_i_thetaCte10(curvePoints*IMax/200);
% flux curves from Ncurves to 4
for curvePoints = 0:(Npoints-1)
  coef_poly(curve,1:7) = coeffvalues(flux_i_thetaCte10);
  % Get the coefficients for each curve
  flux_i_thetaCte10 = fit(Xaxle,Yaxle,'poly6');
  % Draw curve for specific position
  Yaxle = Yaxle(:);
  Xaxle = Xaxle(:);
  Yaxle = fExpData{curve,1};
  Xaxle = iExpData{curve,1};
  for curve = Ncurves:-1:4 % Polynomial fit of experimental data
    % Realization of fit for the beginning values
    %% flux(theta,current) curves obtention
    set(0,'DefaultFigureColor','w');
    %% Create figure with polynomial fit of experimental data
    T_tab2 = T_tab2(:); % Transpose vector
    T_max2 = -TMax2:2*TMax2/(Npoints-1):TMax2; % Create torque vector for the model
    T_tab = T_tab(:); % Transpose vector
    ang_tab2 = ang_tab2(:); % Transpose vector
    ang_max/2)
    Tmax)
    Ang_max/2)
end
coenergy(Nfluxes) = trapz(i_tab2(1:Nfluxes),flux_vector2);
flux_vector2 = bufferTable_Phi_Theta_I(Mpositions,1:Nfluxes);
for Mpositions = 1:201
  %% TitLUT calculation process
  end
  bufferTable_Phi_Theta_I(curvePoints,:)=bufferTable_Phi_Theta_I((202-curvePoints),:);
  bufferTable_Phi_Theta_I(:,1) = 0;
  %% Mirror the IftLUT
  end
  for Nfluxes=1:101
    % Obtaining new phi(I,theta) curves and extends to maximum current
    flux_I_posCte = fluxCalc(Nfluxes,:); % get flux for each position
    flux_I_posCte = flux_I_posCte(:); %transpose vector
    flux_theta_iCte = fit(i_tab,flux_I_posCte,'linear');% fit phi(I)
    for curvePoints = 0:200
      % Mirroring of buffer table for the entire driving period
      bufferTable_Phi_Theta_I = flux_theta_iCte((202-curvePoints),:);
      bufferTable_Phi_Theta_I(:,1) = 0;
      %% Mirror of buffer table for the entire driving period
      for curvePoints = 0:200
        % Realization of fit for the beginning values
        %% flux(theta,Current)
        end
        end
        end
        for curvePoints=102:201
          % Adds the mirrored vectors to the table
          end
          end
          for curvePoints=101:201
            % Flucvector2 - bufferTable_Phi_Theta_I(Mpositions,1:Nfluxes);  
            flux_vector2 = flux_vector2(:,1:201); 
            coenergy(Nfluxes) = trapz(i_tab2(1:Nfluxes),flux_vector2); 
            end
  DOI: http://dx.doi.org/10.5772/intechopen.89061
A.3 Switched reluctance motor parameters

This appendix presents the parameters of the SRM used in this chapter:

- Nominal power: 1.5 kW
- Nominal speed: 1500 rpm
- Number of poles: 12/8 (stator/rotor)
- Operation voltage: 180–280 V (DC voltage)
- Winding resistance: 1.05 Ω
- Maximum flux linkage: 0.45 Wb.esp
- Inertia moment (obtained through deceleration test): 0.002 kg m²
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Chapter 10

Some Basic and Key Issues of Switched-Reluctance Machine Systems

Chang-Ming Liaw, Min-Ze Lu, Ping-Hong Jhou and Kuan-Yu Chou

Abstract

Although switched-reluctance machine (SRM) possesses many structural advantages and application potential, it is rather difficult to successfully control with high performance being comparable to other machines. Many critical affairs must be properly treated to obtain the improved operating characteristics. This chapter presents the basic and key technologies of switched-reluctance machine in motor and generator operations. The contents in this chapter include: (1) structures and governing equations of SRM; (2) some commonly used SRM converters; (3) estimation of key parameters and performance evaluation of SRM drive; (4) commutation scheme, current control scheme, and speed control scheme of SRM drive; (5) some commonly used front-end converters and their operation controls for SRM drive; (6) reversible and regenerative braking operation controls for SRM drive; (7) some tuning issues for SRM drive; (8) operation control and some tuning issues of switched-reluctance generators; and (9) experimental application exploration for SRM systems—(a) wind generator and microgrid and (b) EV SRM drive.

Keywords: switched-reluctance machine, motor drive, generator system, modeling, current control, speed control, commutation shift, voltage boosting

1. Introduction

Although switched-reluctance machine (SRM) [1, 2] is not the mainstream among the existing machines, it still possesses high potentials both in motor and generator applications [3–6]. Basically, it has the following key features: (i) doubly salient and singly excited with concentrated windings and (ii) without permanent magnets and conductors on its rotor. Hence, it has rigid structure and is suited for high-speed driving applications. In driving control, it possesses highly developed torque and acceleration capabilities. The employed converter is simple topology and has fault tolerance. However, the doubly salient structure of SRM makes it have many inherent drawbacks, such as higher torque ripple, vibration, and acoustic noise. In addition, the nonlinear winding inductance and non-ideal winding current waveform render its dynamic modeling and high-performance control more difficult to achieve. Thus, many key affairs must be treated. The typical ones include (i) motor design [7], (ii) power circuit design and switching control, (iii) proper rotor position sensing and commutation setting, (iv) dynamic modeling, (v) current
control [8, 9], (vi) speed control [10], (vii) commutation shift [11–13], (viii) voltage boosting [14–17], (ix) field weakening via commutation shifting [11–13], and (x) torque ripple and vibration reductions. Under high speed and/or heavy load, commutation shift with equivalent field-weakening effects is the effective way to improve the SRM winding current waveforms and thus the torque generating capability. As the speed is further increased, the voltage boosting approach must be applied for enhancing the current tracking response. Some possible solutions will be discussed in this chapter.

SRM can be operated as a generator by properly allocating winding current at negative winding inductance slope region [18–20]. Owing to the rigid mechanical structure and ease of starting for cogging torque-free nature, SRM is suited to be a wind generator. However, the generation behaviors of SRG are also highly influenced by many critical features, especially the effects of back electromotive force (EMF), which is negative in generator mode to assist the current during demagnetizing period. The key issues affecting the performance improvement of SRG include (i) equipment of excitation source, (ii) commutation setting and shifting [19], (iii) current switching control, (iv) voltage controls [19], and (v) power maximization control [18], etc. To effectively counteract the negative effects of back-EMF, the hysteresis current control PWM with hard freewheeling is normally adopted. From the exploration one can be aware that commutation instant tuning is the most effective way in improving the developed power and ripple characteristics of a SRG.

A suited converter for switched-reluctance machine generating quasi-square winding current waveform is needed. The surveys for SRM converters can be found in [21–24]. The asymmetric bridge converter with 2N (N = phase number) switches possesses the most flexible winding current PWM switching control capability. Therefore, it is normally adopted, especially the SRM drive with regenerative braking capability and the SRG.

2. Basics of switched-reluctance machines

2.1 Machine structures

The major features of an SRM are shown in Figure 1. Similar to variable-reluctance stepping motor, SRM possesses doubly salient and singly excited structure. It has toothed stator and rotor. The rotor is not equipped with neither windings nor permanent magnets. Due to its rugged structure, highly developed torque and acceleration capabilities, low cost, etc., it possesses high application potential, especially driving at high speed in harsh environments.

For speed drive applications, the stroke angle of an SRM is generally larger than a stepping motor. Generally, the four-phase 8/6, three-phase 6/4, and three-phase 12/8 SRMs are the most popularly adopted. The stroke angle \( \theta_s \) and stroke rate \( R_s \) of SRM can be derived to be.

\[
\theta_s = \frac{360^\circ}{n_s} - \frac{360^\circ}{n_r} = |P_s - P_r| R_s = \frac{360^\circ}{\theta_s} \text{ (strokes/rev)} \tag{1}
\]

where \( n_s \) is the stator tooth number, \( n_r \) is the rotor tooth number, \( P_s \) is the stator tooth pitch, and \( P_r \) is the rotor tooth pitch.

The stroke frequency \( f_s \) of an SRM with \( \theta_s \) at the speed \( n \) (rpm) can be derived as
2.2 Governing equations

Figure 2 shows the configuration and phase equivalent circuit of a four-phase 8/6 SRM. A simplified model of the SRM is obtained on the basis of the following assumptions: (a) no mutual flux linkage between phase windings and (b) the magnetic circuit is linear.

2.2.1 Voltage equation

The per-phase voltage equation of an SRM can be expressed as.

$$ v = iR + \frac{d\lambda(i, \theta_r)}{dt} = iR + \frac{dL(i, \theta_r)}{dt} = iR + L(i, \theta_r) \frac{di}{dt} + i\omega_r \frac{\partial L(i, \theta_r)}{\partial \theta_r} $$

$$ = iR + L(i, \theta_r) \frac{di}{dt} + e(i, \omega_r, \theta_r) $$

(3)

where $v$ is the winding terminal voltage, $i$ is the winding current, $R$ is the winding resistance, $L(i, \theta_r) = L(i, \theta_r) \Delta \frac{\partial \lambda(i, \theta_r)}{di}$ is the incremental winding inductance, $\theta_r$ is the rotor angle, $\omega_r$ is the rotor speed, and $e(i, \omega_r, \theta_r) = \Delta [\partial L(i, \theta_r)/\partial \theta_r]i\omega_r$ is the back electromagnetic force (EMF).

Key features of switched-reluctance machine (SRM)

- DC - link current: with commutation ripples and PWM switching ripples
- Winding currents: non-ideal quasi-square waves, maybe single-pulse waveform under higher speed and/or heavier load.
- Mechatronic issues:
  - Match between motor and load.
  - Load types.
  - Load parameters.
  - Load required performance.
  - Motion pattern.
  - Speed range: Constant torque, constant power.

Limitations and challenging issues:
- Lack popularly commercialized motors.
- Lack power modules.
- Not easy to achieve better performance without properly treating key issues.
- Higher torque ripple and hence higher vibration and acoustic noise

Structural features:
- Doubly-salient with proper tooth numbers.
- Singly-excited with concentrated windings.
- Rotor without conductors and PM.
- Cogging torque free.
- Rigid and suited for high-speed operation.

Figure 1.
Key features of switched-reluctance machines.
2.2.2 Torque equation

The developed torque $T_{ei}$ of an SRM can be derived using energy or coenergy as

$$T_{ei} = \frac{\partial W_e(i, \theta_r)}{\partial \theta_r} \bigg|_{i=\text{constant}} = \frac{1}{2} i_i^2 \frac{\partial L(i, \theta_r)}{\partial \theta_r} \Delta \approx k_i i_i^2$$

(4)

where $k_i \triangleq 0.5L(i, \theta_r) / \partial \theta_r$. Accordingly, the composite electromagnetic developed torque and the mechanical equation of a $N$-phase SRM drive can be written as

$$T_e = \sum_{i=1}^{N} T_{ei} = \frac{1}{2} \sum_{i=1}^{N} i_i^2 \frac{\partial L(i, \theta_r)}{\partial \theta_r} = T_L + B\omega_r + J \frac{d\omega_r}{dt}$$

(5)

where $T_e$ is the total electromagnetic torque, $N$ is the phase number, $T_L$ is the load torque, $J$ is the total moment of inertia, and $B$ is the total damping ratio.

2.2.2.1 Switched-reluctance generator

In contrast to SRM drive, SRG converts mechanical input power $P_i$ into electrical output power $P_g$ as

$$T_e = T_i - B\omega_r - J \frac{d\omega_r}{dt}, \quad P_e = T_e\omega_r, \quad P_g = P_e - P_c - P_{cu}$$

(6)

where $T_i$ is the input shaft torque, $P_e$ is the electromagnetic developed power, $P_{cu}$ is the SRM copper loss, and $P_c$ is the SRM core loss.

Comments: From the above governing voltage and torque equations, one can be aware of the following facts: (i) the SRM back-EMF is dependent on winding inductance slope, current, and rotor speed; (ii) the current response and the developed torque performance are affected by the back-EMF, especially under higher speed and/or heavier load; (iii) tuning the commutation shift angle properly can improve the winding current tracking performance. As the speed is further increased, the DC-link voltage boosting approach must be applied instead; (iv) $T_{ei}$ is proportional to the square of current. Therefore, it possesses highly developed torque like a series DC motor; (v) for operating as SRG, the generating characteristics are more sensitive to winding current waveform and commutation instant setting for the negative back-EMF; and (vi) the observed torque can be obtained from Eq. (5) for achieving direct torque control.
2.3 Motor and generator operation modes

The phase winding inductance profile versus rotor position and current waveforms under motor mode and generator mode are sketched in Figure 3. According to Eq. (4), arranging the excitation under the region with positive or negative slope of winding inductance, an SRM can be operated as a motor or a generator.

2.4 Dynamic models

The dynamic modeling and dynamic control affairs can be referred to [2, 10, 25]. The standard SRM drive control belongs to cascade structure consisting inner current-loop and outer speed-loop. Figure 4(a) shows the hypothesized control block of an SRM drive under PWM control, wherein the related variables are defined as phase current command \( i^*_i \Delta I_i \), \( I_c \Delta i \), current command magnitude, and \( S_i \equiv i \)-th phase switching function and \( i \Delta H_i(\bullet) i^*_i \) is assumed with \( H_i(\bullet) \) being the \( i \)-th phase closed-loop current tracking transfer function.

Figure 4(b) shows the detailed phase winding control block, wherein denotes the current sensing factor. Obviously, the winding current tracking control is significantly affected by the back-EMF and nonlinear winding inductance. Figure 4(c) illustrates the speed-loop control block, wherein \( T_i \) denotes the average torque generating constant. By assuming ideal current control with \( i_i \approx I_c \), the dynamic torque generating constant is found from Eq. (5) by linearization process at an operation point \( (i_i \approx I_c) \) as

\[
T_{e0} = \frac{1}{2} \frac{\partial L(I_c, \theta_r)}{\partial \theta_r} I_c^2
\]  

(7)

Figure 3.
Idealized phase winding inductance \( L_1(\theta_r) \) and currents of an SRM in motor mode and generator mode.
Te = \frac{1}{2} \frac{\partial L}{\partial \theta} I_c^2 = \frac{1}{2} \frac{\partial L}{\partial \theta_r} (I_{c0} + \Delta I_c)^2 \tag{8}

\Delta T_e = T_e - T_{e0} \approx \frac{\partial L}{\partial \theta_r} I_{c0} \Delta I_c \Delta k_t
\tag{9}

with the dynamic torque generating constant being

\Delta k_t \triangleq \frac{\partial L}{\partial \theta_r} I_{c0} \tag{10}

Obviously, the torque generating constant is not a constant, but rather it is varied with the changing operating conditions. The robust controls are needed to yield better performance.

And the dynamic model depicted in Figure 4(c) can be represented from Eq. (5) as

\[ H_p(s) = \frac{K_{\omega}}{Js + B} \triangleq \frac{b}{s + a}, \quad a \triangleq \frac{B}{J}, \quad b \triangleq \frac{K_{\omega}}{J} \tag{11} \]

where \( K_{\omega} \) denotes the speed sensing factor.

2.5 SRM converters

There already have many existing converters for SRM drive [22–24]. Among these ones, the asymmetric bridge converter shown in Figure 5(a) has the most flexible PWM switching capability, and it is also the most generally adopted one for SRM drive and SRG. Two diodes and two switches are required in one phase. For each phase, the lower switch conducts commutation switching, while the upper switch is in charge of PWM switching.

Figure 5(b) sketches the typical winding current waveforms of SRM and SRG. Figure 5(c)–(e), respectively, shows the schematics and current paths of three operation modes: (i) mode-1, excitation mode; (ii) mode-2, soft freewheeling mode;
and (iii) mode-3, demagnetization mode or hard freewheeling mode. For a current-controlled PWM (CCPWM) scheme, hard freewheeling operation will cause the faster demagnetization owing to the negative demagnetizing voltage rather than zero voltage being applied. For a SRG, the hysteresis CCPWM scheme with hard freewheeling (mode-3) is normally applied to counteract the effects of back-EMF on the winding current response.

2.6 Equivalent circuit parameter estimation and performance test of SRM drive

Figure 6 shows the suggested test facilities for establishing an SRM drive: (a) stationery test equipment for measuring the key motor parameters and variables, (b) the SRM drive running characteristics test environment using eddy current brake, and (c) the alternative SRM drive running characteristics test using load SPMSG as dynamic load. Since the accurate eddy current brake and torque meter are not available, this alternative of loading test is worth of adopting. However, the surface-mounted permanent-magnet synchronous generator (SPMSG) must be properly set, and it should be noted that the motor efficiency is both speed and load dependent.

2.6.1 DC test

Powering the stator winding with different values of the DC voltage leads to various corresponding values of the current. By calculating the sets of readings and averaging their results, a value of stator winding resistance $R$ is reasonably obtained.
2.6.2 Blocked rotor test

2.6.2.1 AC test

With the rotor being blocked at a specific position, the back-EMF is zero from Eq. (3). Hence the equivalent circuit of SRM phase winding under blocked rotor can be expressed in Figure 6(a). The phase winding is excited with a variable-voltage variable-frequency AC source. At each frequency with fixed current level, the input power $P$, frequency $f$, and RMS values of the input voltage $V_d$ and current $I_d$ are recorded. Similarly, readings are taken at different constant currents. The same procedure is repeated with an increment of rotor position for the next rotor position till one rotor pole pitch is covered, namely, from the aligned to unaligned position of the rotor with respect to the excited stator. From the above sets of readings, the phase winding inductance at a specified excitation current, frequency, and rotor position is obtained following the well-known AC estimation approach.

With the measured $P$, $f$, $V_d$, and $I_d$, the phase winding inductance can be obtained from Figure 6(a) as

$$L = \left[ 2\pi f \sqrt{\left(\frac{I_d}{V}\right)^2 - \left(\frac{1}{R_c}\right)^2} \right]^{-1}$$

where
2.6.2 Blocked rotor test

2.6.2.1 AC test

With the rotor being blocked at a specific position, the back-EMF is zero from Eq. (3). Hence the equivalent circuit of SRM phase winding under blocked rotor can be expressed in Figure 6(a). The phase winding is excited with a variable-voltage variable-frequency AC source. At each frequency with fixed current level, the input power $P$, frequency $f$, and RMS values of the input voltage $V_d$ and current $I_d$ are recorded. Similarly, readings are taken at different constant currents. The same procedure is repeated with an increment of rotor position for the next rotor position till one rotor pole pitch is covered, namely, from the aligned to unaligned position of the rotor with respect to the excited stator. From the above sets of readings, the phase winding inductance at a specified excitation current, frequency, and rotor position is obtained following the well-known AC estimation approach.

With the measured $P$, $f$, $V_d$, and $I_d$, the phase winding inductance can be obtained from Figure 6(a) as

$$L = \frac{2\pi f f c}{\sqrt{V_d^2 - \frac{1}{R_c^2}}}$$

where $V_d \equiv V_d \angle 0^\circ$, $I_d \equiv I_d \angle \phi$, $V \equiv V \angle \delta$, $P_c$, and $R_c$ being the core loss and its equivalent resistance.

2.6.2.2 LCR meter test

For simplicity, the above measurement procedure is conducted using LCR meter at various rotor positions under different frequencies. However, the current-dependent characteristics of winding inductance cannot be obtained, since the LCR meter is small-signal excitation.

**Measured example:** The measured three-phase winding inductance profiles of a three-phase SRM (12/8, 380 V, 2000 rpm, 2.2 kW) using the LCR meter (HIOKI 3532-50 LCR HiTESTER) at 42 Hz and 267 Hz corresponding the speed of 315 rpm and 2000 rpm are shown in Figure 7. From Figure 7, one can observe that the three winding inductances are slightly unsymmetrical and have frequency-dependent characteristic. The winding DC resistance is measured using DC excitation method as $R = 1.43 \Omega$.

2.6.3 No-load test

2.6.3.1 AC test

The SRM is run forcibly at a constant speed. By exciting the SRM phase winding with AC voltage (or current), one can measure the Hall signal and rotor position modulated voltage (or current) to observe the adequacy of Hall sensor installation.

2.6.3.2 Constant current injection test

From Eq. (3) one can find that the back-EMF of a SRM is zero at no load. The constant current injection method is proposed to measure its back-EMF. The constant current source is produced by voltage-to-current converter using the power operational amplifier OPA 548 shown in Figure 8. The load PMSG coupled to the test SRM (4-phase, 8/6, 48 V/2.3 kW, 6000 rpm, DENSEI Company, Japan) is powered by the commercial inverter and turned at a constant speed. The measured

![Figure 7](image_url)

Measured winding inductance profiles of an example three-phase SRM.
winding terminal voltage $v$ and quadrature Hall signals by the constant current injection at $i = 0.979\, \text{A}$ and $\omega_r = 3000\, \text{rpm}$ are also plotted in Figure 8. The measured voltage $v$ is approximately equal to the back-EMF for the negligibly small winding resistance drop. From the measured results, one can be aware of the correctness of Hall sensor installation of this example SRM.

Comments: If the driven device for the test SRM is not available, one can turn a rope wound on the motor shaft.

3. Possible front-end converters

3.1 DC/DC front-end converters

The typical system configuration of a battery-powered SRM drive with DC/DC front-end converter is shown in Figure 9. The equipped DC/DC converter may possess some merits: (i) the selection of battery voltage is more flexible; (ii) the boostable and well-regulated DC-link voltage can enhance the motor driving performance, especially in high speed and/or heavy load. If the regenerative braking with energy recovery battery charging is desired, the bidirectional DC/DC converter must be employed. Figure 10(a) and (b) shows two bidirectional front-end DC/DC converters. For the latter, the DC-link voltage can be made smaller or
winding terminal voltage $v$ and quadrature Hall signals by the constant current injection at $i_0 = 0.979A$ and $\omega_r = 3000$ rpm are also plotted in Figure 8. The measured voltage $v$ is approximately equal to the back-EMF for the negligibly small winding resistance drop. From the measured results, one can be aware of the correctness of Hall sensor installation of this example SRM.

Comments: If the driven device for the test SRM is not available, one can turn a rope wound on the motor shaft.

### 3. Possible front-end converters

#### 3.1 DC/DC front-end converters

The typical system configuration of a battery-powered SRM drive with DC/DC front-end converter is shown in Figure 9. The equipped DC/DC converter may possess some merits: (i) the selection of battery voltage is more flexible; (ii) the boostable and well-regulated DC-link voltage can enhance the motor driving performance, especially in high speed and/or heavy load. If the regenerative braking with energy recovery battery charging is desired, the bidirectional DC/DC converter must be employed. Figure 10(a) and (b) shows two bidirectional front-end DC/DC converters. For the latter, the DC-link voltage can be made smaller or higher than the battery voltage. The motor drive may possess better performance over wider speed range.

#### 3.2 AC/DC front-end converters

For AC power (utility power)-fed SRM drive as indicated in Figure 9, one can replace the DC/DC converter with a suited type of boost switch-mode rectifier (SMR). The SMRs can provide boosted and well-regulated DC-link voltage to enhance the motor drive driving characteristics with good line drawn power quality. Figure 11(a) and (b) shows a boost unidirectional SMR and a boost/buck bidirectional SMR. The latter possesses higher flexibility in voltage transfer ratios.

![Figure 9. A SRM drive with front-end DC/DC converter or SMR.](image)

higher than the battery voltage. The motor drive may possess better performance over wider speed range.

![Figure 10. Two typical bidirectional interface DC/DC converters: (a) one-leg boost/buck converter; (b) H-bridge four-quadrant converter.](image)

![Figure 11. Two boost type SMRs: (a) unidirectional SMR; (b) bidirectional SMR.](image)
4. Some key issues of SRM and SRG

Some key issues affecting the operating characteristics of an SRM drive and an SRG system are depicted in Figures 12 and 13. From Eqs. (3) and (5), one can be aware that commutation angle setting and shifting are the critical factors affecting the SRM and SRG winding current tracking characteristics. Under higher speed and/or heavier load, the DC-link voltage boosting must be adopted. This task can be fulfilled by adding a proper front-end DC/DC converter for battery-powered drive or SMR for utility-powered cases.

![Figure 12. Key issues affecting the performance of an SRM drive.](image12)

![Figure 13. Key issues affecting the performance of an SRG system.](image13)
Some key issues of SRM and SRG

Some key issues affecting the operating characteristics of an SRM drive and an SRG system are depicted in Figures 12 and 13. From Eqs. (3) and (5), one can be aware that commutation angle setting and shifting are the critical factors affecting the SRM and SRG winding current tracking characteristics. Under higher speed and/or heavier load, the DC-link voltage boosting must be adopted. This task can be fulfilled by adding a proper front-end DC/DC converter for battery-powered drive or SMR for utility-powered cases.

To comprehend the effectiveness of voltage boosting approach, a battery (48 V)-powered SRM drive [26] is equipped with a one-leg boost/buck interface converter as shown in Figure 10(a). Figure 14(a) and (b), respectively, shows the measured DC-link voltage $V_d$, boost switching signal $S_b$, phase-1 winding current $i_1$, and its command $i_1^*$ at $(\omega_r = 6000 \text{ rpm}, R_L = 6.3 \Omega)$: (a) $V_b = 45 \text{ V}, V_d = 45 \text{ V (fixed)}$; (b) $V_b = 40 \text{ V}, V_d = 64 \text{ V}$.

5. Example SRG system: a grid-connected SRG-based microgrid

5.1 System configuration

Figure 15 shows the circuit of the grid-connected SRG-based microgrid with bidirectional 1P3W isolated inverter [27]. The wind SRG is followed by an interleaved DC/DC boost converter to establish the 400 V microgrid common DC bus.
The bidirectional isolated 1P3W load inverter with 60 Hz 110 V/220 V AC output voltages is served as a test load. A supercapacitor (SC) placed at the SRG output provides improved voltage regulation caused by fluctuated wind speed. The other energy storage devices and other constituted parts are neglected due to the limit of scope.

The major features of the established SRG system are summarized as (1) SRG: four-phase, 8/6, 48 V, 6000 rpm, 2.32 kW (DENSEI company, Japan); (2) asymmetric bridge converter: constructed using MOSFET IRLB4030PBF (100 V/180A (continuous), 730A (peak)); (3) SC: 48 V/66F; and (4) excitation source: \( V_e = 12 \) V.

The control scheme of wind SRG is shown in Figure 16. It consists of an outer-loop voltage controller and an inner-loop HCCPWM scheme. In addition, the dynamic shift controller (DSC) is designed to automatically make the commutation shift according to the average voltage tracking error \( \bar{e}_v \). On the other hand, since the back-EMF of SRG is proportional to the rotor speed and winding current, the voltage command \( v_d^* \) is determined according to rotor speed \( \omega_r \) and winding current command.

5.2 Some experimental results

5.2.1 SRG-based microgrid

The established wind SRG-powered DC microgrid is evaluated first. Figure 17(a) shows the measured microgrid DC-link voltage \( v_d \), current command \( i_1^* \), and phase-1 winding current \( i_1 \) of the SRG under \( (\omega_r = 6000 \text{ rpm}, R_{dc} = 200 \Omega) \). And Figure 17(b) plots the measured output voltage \( v_{dc} \), DC-link current \( i_d \), and inductor currents \( (i_{L1}, i_{L2}) \) of the interleaved converter. As the results, the interleaved DC/DC boost interface converter can establish the microgrid common DC bus voltage (400 V) from the SRG output (48 V) successfully.

To evaluate the performance of the microgrid under changed SRG driving speed, at \( v_d^* = 48 \text{ V} \) and \( v_{dc}^* = 400 \text{ V} \), the measured \( \omega_r, v_d, \) and \( v_{dc} \) under varying driven speed \( \omega_r = 6000 \rightarrow 5000 \rightarrow 6000 \text{ rpm} \) at \( R_{dc} = 320 \Omega \) are shown in Figure 18. From the results, one can deduce that the developed DC microgrid owns well-regulated common DC bus voltage under varied SRG-driven speed.

![Figure 16](image_url)  
Control scheme of the wind SRG.
The bidirectional isolated 1P3W load inverter with 60 Hz 110 V/220 V AC output voltages is served as a test load. A supercapacitor (SC) placed at the SRG output provides improved voltage regulation caused by fluctuated wind speed. The other energy storage devices and other constituted parts are neglected due to the limit of scope.

The major features of the established SRG system are summarized as (1) SRG: four-phase, 8/6, 48 V, 6000 rpm, 2.32 kW (DENSEI company, Japan); (2) asymmetrical bridge converter: constructed using MOSFET IRLB4030PBF (100 V/180A (continuous), 730A (peak)); (3) SC: 48 V/66F; and (4) excitation source: $V_e = 12 \text{ V}$.

The control scheme of wind SRG is shown in Figure 16. It consists of an outer-loop voltage controller and an inner-loop HCCPWM scheme. In addition, the dynamic shift controller (DSC) is designed to automatically make the commutation shift according to the average voltage tracking error $\varepsilon_v$. On the other hand, since the back-EMF of SRG is proportional to the rotor speed and winding current, the voltage command $v^*_{dc}$ is determined according to rotor speed $\omega_r$ and winding current command.

5.2 Some experimental results

5.2.1 SRG-based microgrid

The established wind SRG-powered DC microgrid is evaluated first. Figure 17(a) shows the measured microgrid DC-link voltage $v_{d}$, current command $i^*_1$, and phase-1 winding current $i_1$ of the SRG under ($\omega_r = 6000 \text{ rpm}$, $R_{dc} = 200 \Omega$). And Figure 17(b) plots the measured output voltage $v_{dc}$, DC-link current $i_d$, and inductor currents ($i_{L1}, i_{L2}$) of the interleaved converter. As the results, the interleaved DC/DC boost interface converter can establish the microgrid common DC bus voltage (400 V) from the SRG output (48 V) successfully.

To evaluate the performance of the microgrid under changed SRG driving speed, at $v^*_{dc} = 48 \text{ V}$ and $v^*_{d} = 400 \text{ V}$, the measured $\omega_0$, $v_d$, and $v_{dc}$ under varying driven speed $\omega_r = 6000 \rightarrow 5000 \rightarrow 6000 \text{ rpm}$ at $R_{dc} = 320 \Omega$ are shown in Figure 18.

From the results, one can deduce that the developed DC microgrid owns well-regulated common DC bus voltage under varied SRG-driven speed.

5.2.2 Wind SRG-powered DC microgrid with bidirectional 1P3W inverter

5.2.2.1 Microgrid-to-home (M2H) mode

The 1P3W inverter is operated under autonomous M2H mode, and SRG is driven at 6000 rpm. The measured DC-link voltage $v_{d}$ and the phase-1 winding current $i_1$ using PR controller are shown in Figure 19(a). And Figure 19(b) shows the DC-link current $i_d$, the inductor currents ($i_{L1}, i_{L2}$), and the common DC bus voltage $v_{dc}$ of the interleaved boost converter. Well-regulated common DC bus voltage $v_{dc}$ (400 V) is established by the designed interleaved boost converter.
Figure 19(c) shows the measured secondary-side voltage $v_{di}$, the primary-side resonant capacitor voltage $v_{cp}$, and the primary-side resonant current $i_p$ of the bidirectional LLC resonant converter. And the measured steady-state waveforms $v_{AB}$, $v_{AN}$, and $v_{NB}$ at $Z_A = 132.25$ $\Omega$, $Z_B = 132.25$ $\Omega$, and $Z_{AB} = 484$ $\Omega$ are shown in Figure 19(d). The results show that normal M2H operation is achieved.
5.2.2.2 Microgrid-to-grid (M2G) mode

In M2G mode, the SRG is driven at 6000 rpm and the isolated 1P3W inverter is employed. The discharging power command is set as $P_u^* = -800$ W; **Figure 20** (a)–(d) shows the measured steady-state waveforms of $(v_{ds}, i_1), (v_{dc}, i_d, i_{L1}, i_{L2}), (v_{ds}, i_p, v_{gl}), (v_{AB}, i_{o1}, i_{oA})$ of the SRG stage, the interleaved boost converter, the bilateral LLC resonant converter, and the 1P3W inverter under the loads $(Z_A = Z_B = Z_{AB} = \infty)$. According to the experimental results, the M2G operation is achieved with low distortion.

5.2.2.3 Grid-to-microgrid (G2M) mode

The DC bus voltage $v_{dc} = 400$ V is established by the bidirectional 1P3W isolated inverter from the mains. And a test load resistor $R_{dc}$ is placed across the DC bus. The measured $(v_{dc}, i, v_{sa})$ and $(v_{ds}, v_{ab}, i_{o1})$ at $R_{dc} = 200$ $\Omega$ are shown in **Figure 21(a)** and (b). The normal G2M operation can also be observed from the results.

6. Example SRM drive: a battery-/SC-powered EV SRM drive

6.1 System configuration

The power circuit of the established EV SRM drive is shown in **Figure 22(a)** [28]. It consists of a battery bank and a SC bank with their bidirectional DC/DC converters, a SRM drive, a test load, and a dynamic brake leg. **Figure 22(b)** shows the control scheme of the SRM drive, whereas the control schemes of battery, SC, and dynamic brake are neglected here.

The major features of the developed EV SRM drive are (1) SRM: 3-phase, 12/8, 550 V, 1500 rpm, 2.2 kW; and (2) asymmetric bridge converter—it is constructed using two three-phase IGBT modules CM100RL-12NF (Mitsubishi Company). The switches ($Q_1, Q_5, Q_9$) are in charge of PWM switching control, and ($Q_4, Q_8, Q_{12}$) are commutation switches.

The proposed control scheme of the developed SRM drive shown in **Figure 22** (b) consists of the outer speed-loop, the inner current-loop, and a dynamic commutation tuning (DCT) scheme. In the proposed control scheme, the basic feedback controller is augmented with an observed back-EMF current feed-forward controller (CFFC) and a robust current tracking error cancelation controller (RCECC) with
the robust weighting factor $W_i(s) = W_i/(1 + \tau_is)$, $W_i = 0.4$, $\tau_i = 2.6525 \times 10^{-4}s$.

The DCT scheme is proposed here to conduct the commutation shift automatically. As shown in Figure 23, in order to let the winding current be the commanded value within the advanced shift angle in the minimum and constant inductance region, from the voltage equation listed in Eq. (3), one can obtain

$$v_{dc} = Ri + e(i, \omega_r, \theta_r) + L(i, \theta_r) \frac{di}{dt} \approx L_{\text{min}} \frac{I_c}{\Delta T_{\beta}}$$  \hspace{1cm} (15)$$

where $\Delta T_{\beta}$ denotes the advanced shifting time interval within which the winding current being linearly risen to $I_c$, where $R \approx 0$, $\frac{\partial L(i, \theta_r)}{\partial \theta_r} = 0$, $e(i, \omega_r, \theta_r) = 0$, and $L(i, \theta_r) = L_{\text{min}}$ are assumed. Thus, the required dynamic commutation advanced shift angle $\beta_d$ can be derived from Eq. (15):

$$\beta_d = \Delta T_{\beta} \omega_r = \frac{L_{\text{min}}}{v_{dc}} I_c \omega_r$$  \hspace{1cm} (16)$$
6.2 Some experimental results

6.2.1 Winding current responses

Figure 24(a)–(c) shows the measured \(i_1^*, i_1\) at \((V_{dc} = 550 \text{ V}, R_m = 320 \text{ \(\Omega\)}, \omega_r = 1000 \text{ rpm})\) by the PI control augmented with the back-EMF CFFC and the RCECC, respectively. Obviously, the effectiveness of the proposed current control methods can be observed from the results. Figure 25(a) and (b) shows the measured \(i_1^*, i_1\) by all controls at \((V_{dc} = 550 \text{ V}, R_m = 37.33 \text{ \(\Omega\)}, \omega_r = 2000 \text{ rpm})\) without and with DCT. One can observe that applying DCT can let the winding current tracking control be improved.

6.2.2 Regenerative braking

By exciting the winding under the negative winding inductance slope region, the SRM will be operated as an SRG. The SRM is initially driven to 2000 rpm under \((V_{dc} = 550 \text{ V}, \omega_r = 2000 \text{ rpm}, R_m = 61.3 \text{ \(\Omega\)})\). Then the speed command is set from \(\omega_r^* = 2000 \text{ rpm}\) to 0 rpm with 600 rpm/s decelerating rate. The measured speed command \(\omega_r^*, \omega_r^0\), winding current command \(I_c\), and DC-link voltage \(v_{dc}\) are shown in Figure 26(a). Figure 26(b) confirms the successful SRG operation during regenerative braking from the winding current waveform.
6.2.3 Performance evaluation of the established EV SRM drive

6.2.3.1 Battery only

First, let the SRM drive be powered by battery only; the measured \(\omega_0, \omega^\ast, v_b, i_b, v_{dc}, i_{dc}, v_{dc}, i_{dc}\) at \((V_b = 156 V, V_{dc} = 550 V, R_m = 455 \Omega, \omega^\ast_r = 2000 \text{ rpm})\) due to the speed command setting of \(\omega^\ast_r = 0 \text{ rpm} \rightarrow 2000 \text{ rpm} \rightarrow 1500 \text{ rpm} \rightarrow 2000 \text{ rpm} \rightarrow 1000 \text{ rpm} \rightarrow 2000 \text{ rpm} \rightarrow 0 \text{ rpm} \) with rising rate and falling rate both 300 rpm/s are shown in Figure 27. Normal speed tracking and battery discharging/charging characteristics are seen from the results.

6.2.3.2 Battery and supercapacitor

The measured \((\omega'_r, \omega^\ast'_r, v_b, i_b, v_{dc}, i_{dc}, v_{dc}, i_{dc})\) of the battery/SC hybrid energy-powered EV SRM drive at \((V_b = 156 V, V_{SC} = 100 V, V_{dc} = 550 V, R_m = 455 \Omega)\) due to the speed command setting of \(\omega^\ast_r = 0 \text{ rpm} \rightarrow 2000 \text{ rpm} \rightarrow 1500 \text{ rpm} \rightarrow 2000 \text{ rpm} \rightarrow 1000 \text{ rpm} \rightarrow 2000 \text{ rpm} \rightarrow 0 \text{ rpm} \) with rising rate and falling rate both 300 rpm/s are shown in Figure 28. Compared to Figure 27, much smaller battery discharging currents are yielded thanks to the assistance of SC.
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Figure 25.

Figure 26.

Figure 27.
The EV SRM drive powered by battery only at $V_b = 156\, \text{V}, V_{dc} = 550\, \text{V}, R_m = 455\, \Omega$.

Figure 28.
The EV SRM drive powered by battery and SC at $V_b = 156\, \text{V}, V_{SC} = 100\, \text{V}, V_{dc} = 550\, \text{V}, R_m = 455\, \Omega$.

6.2.3.3 Varied DC-link voltage

The DC-link voltage setting approaches used for comparison are shown in Figure 29, which are listed below:

1. Fixed DC-link voltage: $V_{dc} = 550\, \text{V}$ ($0 \leq \omega_r \leq 2000\, \text{rpm}$)

2. Varied DC-link voltage:
i. Boosted DC-link voltage: \( V_b = 156 \, \text{V}, \, V_{dc} = 156 \, \text{V} \) \((0 \leq \omega_r \leq 500 \, \text{rpm})\);
\( 156 < V_{dc} \leq 550 \, \text{V} \) \((500 < \omega_r \leq 2000 \, \text{rpm})\)

ii. Lowered and boosted DC-link voltage: \( V_b = 156 \, \text{V}, \, V_{dc} = 100 \, \text{V} \) \((0 \leq \omega_r \leq 500 \, \text{rpm})\); \( 100 < V_{dc} \leq 550 \, \text{V} \) \((500 < \omega_r \leq 2000 \, \text{rpm})\)

Figure 30(a)–(c) shows the measured results of the developed EV SRM drive under three DC-link voltage setting approaches. And the energies of battery are

Figure 29.
Voltage profiles of DC-link versus motor speed.

Figure 30.
Measured results of the SRM drive powered by the battery due to ramp speed command change with changing rate of 80 rpm/s at \((R_m = 322 \, \Omega)\) and \((\omega_r = 0 \, \text{rpm} \rightarrow 2000 \, \text{rpm} \rightarrow 0 \, \text{rpm})\): (a) fixed voltage \(V_{dc} = 550 \, \text{V}\); (b) boosted voltage \(V_b \leq V_{dc}\); (c) with lowered/boosted voltage \(V_b \geq V_{dc}\) or \(V_b \leq V_{dc}\).

Figure 31.
Measured energies of battery of the developed standard SRM drive powered by battery with three DC-link voltage setting approaches due to ramp speed command change with changing rate of 80 rpm/s at \((R_m = 322 \, \Omega)\) and \((\omega_r = 0 \, \text{rpm} \rightarrow 2000 \, \text{rpm} \rightarrow 0 \, \text{rpm})\).
compared in Figure 31. From Figure 31, the effectiveness in energy saving by applying the lowered/boosted DC-link voltage over the boosted and the fixed ones can be observed.

7. Conclusions

Compared to other machines, SRM is more difficult to control for yielding satisfactory operating characteristics. This chapter has presented some basic and key issues for SRM operated as motor and generator. These include structural features, governing equations and dynamic model, SRM converter, some front-end DC/DC converters and SMRs, some key motor parameters estimation and experimental performance evaluation of an SRM drive, commutation scheme, dynamic controls, reversible and regenerative braking operation controls, operation control and tuning issues of SRM and SRG, etc. Finally, two example SRM plants are presented to demonstrate the affairs being described, including a wind SRM-based microgrid and an EV SRM drive.
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A Review of Classic Torque Control Techniques for Switched Reluctance Motors
Marcelo Vinícius de Paula, Tárcio André dos Santos Barros and Pedro José Dos Santos Neto

Abstract
In this chapter, the most relevant electronic torque control methods established in the current literature are addressed. The electronic torque control methods are divided into two technical topologies. The first one aims to control the average torque produced by the switched reluctance machine and is ideal for applications that require wide speed range of operation. The second topology enrolls the instantaneous torque production and is required in low torque ripple applications. Different torque control methods are addressed, for instance, direct average torque control, current profiling through torque sharing functions, direct torque control, and direct instantaneous torque control. Detailed information regarding the working principle and implementation of the methods is presented. Mathematical simulations are conducted in Matlab/Simulink® environment to elucidate the methods. Finally, a comparison of all addressed methods regarding the torque ripple minimization capabilities is presented.

Keywords: instantaneous torque control, average torque control, torque ripple minimization, direct average torque control, current profiling, torque sharing function, direct torque control, direct instantaneous torque control

1. Introduction
Switched reluctance machines (SRMs) main advantages are their simple structure, without coils, and rare materials in the rotor, low cost, ruggedness, brushless operation, operation in high temperature environments, high reliability, fault tolerance, wide speed range of operation, high efficiency and high torque, and power density. These advantages enable SRMs as competitive to more traditional electric machines, such as induction motors, permanent magnet synchronous machines (PMSM), and DC machines in many applications [1, 2].

Besides the advantages, SRMs are strongly dependent in electronic converters for its drive. Also, automatic control of these machines is complex due to nonlinear characteristics. Furthermore, the efficiency and power factor of SRM are generally lower than those of PMSM as a result of higher losses in SRM. The switched reluctance machines have doubly salient structure and nonlinear characteristics, thus, these machines present elevated torque ripple and acoustic noise. These are the predominant disadvantages encountered in SRMs [3, 4].
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1. Introduction

Switched reluctance machines (SRMs) main advantages are their simple structure, without coils, and rare materials in the rotor, low cost, ruggedness, brushless operation, operation in high temperature environments, high reliability, fault tolerance, wide speed range of operation, high efficiency and high torque, and power density. These advantages enable SRMs as competitive to more traditional electric machines, such as induction motors, permanent magnet synchronous machines (PMSM), and DC machines in many applications [1, 2].

Besides the advantages, SRMs are strongly dependent in electronic converters for its drive. Also, automatic control of these machines is complex due to nonlinear characteristics. Furthermore, the efficiency and power factor of SRM are generally lower than those of PMSM as a result of higher losses in SRM. The switched reluctance machines have doubly salient structure and nonlinear characteristics, thus, these machines present elevated torque ripple and acoustic noise. These are the predominant disadvantages encountered in SRMs [3, 4].
The scientific community focuses on mitigating these disadvantages through electronic control or through structural changes in the machine. For instance, in [5], the authors analyze the effect of different frames and ribs structure topologies over the acoustic noise production. The methods that target the structural changes consist in manipulating the magnetic flux linkage in such way that the reluctance variation between cycles is smaller, thus resulting in shallower torque ripple. On the other hand, the speed range of operation is diminished because the torque per ampere ratio is also diminished.

In contrast, the electronic control methods aim to minimize the torque ripple by manipulating a set of control parameters, such as electric phase current, turn on angle, turn off angle, and excitation voltage, which regulate the machine operation. These parameters may be controlled directly or indirectly. The electronic control methods will be focused in this chapter.

In order to understand the working principle of the control methods, some other concepts must be addressed initially. In SRMs, the phase inductance \( L \) varies according to the rotor position \( \theta \) because of the reluctance variation caused mostly by the air-gap changes as the rotor revolves. The inductance profile for a generic four-phase ideal SRM phase is highlighted in Figure 1(a). The pointed angles in the abscissa axe refer to the relative position between a point in the rotor and a point in the stator, where \( \theta_{a} \) is the start of alignment position, \( \theta_{m} \) is the aligned position, \( \theta_{ms} \) is the start of misalignment position, and \( \theta_{n} \) is the misaligned position. These positions and their respective inductance are also pointed in the SRM physical structure in Figure 1(b). The aligned position occurs when the entirety of the rotor pole is bounded by the stator pole, and in this position, the inductance is at its maximum and the reluctance at its minimum. The misaligned position occurs when the entirety of the rotor pole is off the stator pole bounds [6].

Because of its working principle, SRMs require an electronic converter as a driver. The classic and most used topology is the asymmetric half bridge (AHB) [6, 7], which demand two power switches and two power diodes for its construction. There are several other proposed topologies in the literature for specific applications. In [8], the SRM phases are used as components of a charging station. In [9], the authors embed the SRM and AHB components as part of a converter with voltage boosting and power factor correction capabilities. The research presented in [10, 11] apply the SRM windings and AHB components for flexible energy conversion and multi-operation mode of the SRM. The authors in [12] propose an integrated SRM and drive system designed for hybrid energy storage systems composed of batteries and supercapacitors.

The schematic circuit for a three phase AHB is presented in Figure 2. This topology may be applied for any number of phases and enables operation in all four positions and their respective inductance are also pointed in the SRM physical structure in Figure 1(b). The aligned position occurs when the entirety of the rotor pole is bounded by the stator pole, and in this position, the inductance is at its maximum and the reluctance at its minimum. The misaligned position occurs when the entirety of the rotor pole is off the stator pole bounds [6].

Because of its working principle, SRMs require an electronic converter as a driver. The classic and most used topology is the asymmetric half bridge (AHB) [6, 7], which demand two power switches and two power diodes for its construction. There are several other proposed topologies in the literature for specific applications. In [8], the SRM phases are used as components of a charging station. In [9], the authors embed the SRM and AHB components as part of a converter with voltage boosting and power factor correction capabilities. The research presented in [10, 11] apply the SRM windings and AHB components for flexible energy conversion and multi-operation mode of the SRM. The authors in [12] propose an integrated SRM and drive system designed for hybrid energy storage systems composed of batteries and supercapacitors.

The schematic circuit for a three phase AHB is presented in Figure 2. This topology may be applied for any number of phases and enables operation in all four
quadrant of the torque-speed plane. The AHB support independent voltage control for all the SRM phases. Three voltage levels are possible according to the power switches states.

**Figure 3** shows all three possible voltage states that may be applied to the SRM phases using an AHB converter. In case both switches are conducting, positive voltage is applied to the phase terminals, and this state is known as positive state or magnetization (1) as depicted in **Figure 3(a)**. If only one switch is conducting, null voltage will be applied to phase terminals and the electric current will flow through the circuit formed by the conducting switch, power diode, and SRM phase winding. This state is named free-wheel or null state (0) (**Figure 3(b)**). In case both switches are not conducting, negative voltage is applied to the SRM phase, characterizing the demagnetization or negative state (−1) as depicted in **Figure 3(c)**.

The choice of the driving angles ($\theta_{on}$ and $\theta_{off}$) has great influence over the electronic control method applied. Some researches focus on the influence of these angles. The research presented in [13, 14] is focused on optimal angles for applications in current hysteresis control, while in [15], the authors focus the analysis on the voltage single pulse operation. The angle selection may have different objectives, for example, maximizing the efficiency, minimizing torque ripple or minimizing acoustic noise. The majority of the studies present optimizations aiming to minimize torque ripple [16, 17] and/or minimize the losses [18]. For this chapter, the focus will be on minimizing the torque ripple.

When the SRM is working at low speeds and current hysteresis control may be applied, at the beginning of the conduction period, the inductance value is almost constant, and consequently, a small amount of torque is produced. When the stator and rotor poles start to overlap, the torque production rises, thus when the rotor position overcomes the turn-off angle, a negative voltage must be applied to the phase terminals to guarantee that the electric current flowing through the phase reaches zero before the inductance starts to decrease. The magnetic flux linkage rise is constant because of the quazi-linear inductance variation. At the end of the
commutation, the magnetic flux returns to zero because of the negative voltage applied. After that, zero voltage is applied to the phase.

On the other hand, when the SRM is working at high speeds, the back electromotive force (back EMF) is elevated, and the excitation voltage is not enough to guarantee appropriate hysteresis current control. Thus, voltage single pulse control is applied. At the beginning of the conduction interval, the electric current rises because there is voltage being applied to the phase terminals after the rotor position overcome the turn on angle (θ_{on}). At certain point, the back EMF rises and the electric current can no longer increase, thus current hysteresis is inapplicable. The back EMF is directly proportional to the electric current and phase inductance. At certain speed, known as the base speed, the back EMF becomes the predominant term in the voltage equation (Eq. (1)), and then, the produced torque must be controlled by adjusting the θ_{on} and θ_{off} angles. In Eq. (1), V_{DC}, R, i, ω, and L(θ, i) are the source voltage, the phase resistance, the phase electric current, the rotor angular speed and the angular position, and electric current dependent phase inductance, respectively.

\[
V_{DC} = Ri + L(\theta, i) \frac{di}{dt} + i\omega \frac{dL(\theta, i)}{d\theta}
\]

(1)

2. Torque production in switched reluctance machines

The SRM motion is directly linked to the minimum reluctance principle, that is, when the stator pole winding is energized, the closest rotor pole tends to move toward the energized stator pole, and during this process, the reluctance is minimized and the inductance is maximized. The coordination of this process leads to rotational acceleration. The electromagnetic torque produced by an SRM phase may be expressed as in Eq. (2), where \( T_e \) is the electromagnetic torque.

\[
T_e = \frac{1}{2} i^2 \frac{dL(i, \theta)}{d\theta}
\]

(2)

From Eq. (2), one can infer that: (1) the torque production does not depend on the direction of the electric current because of their quadratic relation; (2) the direction of the torque produced depends exclusively on the inductance derivative according to the rotor position. The inductance depends on the electric current and on the rotor position; and (3) the SRM is able to operate in all four torque-speed quadrants [19].

The total instantaneous torque produced by the SRM can be expressed as the sum of the individual torque produced by the phases as in Eq. (3), where \( N \) is the number of phases and \( T_{e,k} \) is the electromagnetic torque produced by the phase \( k \). Each phase torque can be calculated as Eq. (2).

\[
T_{tot} = \sum_{k=1}^{N} T_{e,k}
\]

(3)

Thus, the average developed torque \( \langle T_{tot} \rangle \) in a period is given by the time integral of the total torque produced in the same period as in Eq. (4), where \( \tau \) is one revolution period.

\[
\langle T_{tot} \rangle = \frac{1}{\tau} \int_{0}^{\tau} T_{tot} dt
\]

(4)
As aforementioned, due to the SRM working principle and driving methods, strong torque undulations occur. These undulations are known as torque ripples and one way of measuring this phenomenon is through the ratio between peak to peak torque and the average torque produced in one cycle as in Eq. (5), where \( \max (T_e) \) and \( \min (T_e) \) are the maximum and minimum torque produced in one electric period, respectively.

\[
T_{\text{ripple}} = \frac{\max (T_e) - \min (T_e)}{T_{\text{tot}}}
\]  

(5)

3. Average torque control

The main aspect of average torque control (ATC) techniques is to keep a constant value of reference current throughout an electric cycle. Therefore, the major task of the controller is to adjust the control variables, for instance driving angles (\( \theta_{on} \) and \( \theta_{off} \)) and electric current reference (\( i^* \)), for each operation point (\( T, \omega \)) in the torque-speed plane. The basic structure for ATC is presented in Figure 4.

There are two main methods for implementing the ATC [20]. The first consists of maintaining the driving angles while varying the electric current reference in each cycle, and the realization of this method is straightforward, but the operation region is limited and no efficiency optimization may be achieved. In the second method, both the electric current and the driving angles are controlled. Thus, although the control system becomes more complex and expensive, a good performance can be achieved, and the machine can operate in the entire speed range.

Studies focus on methods that enable real time variation of all control variables. This can be achieved online, through formulation and controllers or through genetic algorithms, or it can be achieved offline, using lookup tables [20, 21].

There are different combinations of control variables that attain the same control requirements for each operation point, such as minimizing the torque. It is possible, through cumbersome simulations, to create lookup tables containing the optimum values for each of these parameters according to the control objective.

Different optimization objectives may be conflicting, for example, minimizing torque ripple and maximizing efficiency. Thus, for a multi-objective optimization, a weighting process must be added to the optimization [22]. In this chapter, only torque ripple minimization is considered as objective.

Therefore, for the tables, creation diverse simulations were realized with the SRM modeling process developed in [23]. An open loop simulation of the system is implemented, while the control parameters and the load torque are varied covering all the operation region of the SRM (One Factor at a Time – OFAT optimization).

![Figure 4](image)

Closed-loop average torque control.
After each simulation, the data are stored. The stored data incorporate the steady state rotational speed, the control variables used, and the torque ripple. By comparing the data, a combination of control parameters is selected, which enable the SRM to operate in the entire torque × speed plane \((T, \omega)\) with the minimum torque ripple. The selected parameters are stored in a lookup table.

Graphic representation of the lookup tables with the optimum values for the turn-on angle, turn-off angle, and reference current from the simulations are presented in Figure 5. As expected, both the turn-on and the turn-off angles must be advanced according to the rotational speed and load torque rise. On the other hand, the optimal electric current rises according to the increase in speed and load torque.

In some applications, the excitation voltage must also be considered as control parameter. The addition of one control parameter increases exponentially the number of simulations. To avoid this problem, Inderka [20] proposed a closed-loop average torque control method known as direct average torque control (DATC). The method is based on comparing the reference torque to the average torque produced. However, measuring the average torque with a torque transducer is expensive. To overcome this downside, the average torque may be estimated through the machine terminal quantities.

### 3.1 Average torque estimation

Considering SRMs with two or more phases, two phases may contribute to torque generation during commutation. Thus, the average torque estimation becomes dependent on the flux linkage derivative estimation, which may be calculated with terminal quantities, that is, phase current and phase voltage.

The torque production principle in SRM is similar to the torque production principle of solenoids. Assuming that the mechanical work incremented in a period is proportional to the rate of change in coenergy [6], the mechanical energy \((W_{mec})\) can be expressed as in Eq. (6), where \(\phi(\theta, i)\) is the angular position and phase current dependent flux linkage. With this equation, the average torque \((\bar{T})\) can be calculated as a function of the number of phases \((N_p)\) and number of rotor poles \((N_r)\), as in Eq. (7). Also, Eq. (1) can be rearranged to express the flux derivative (Eq. (8)).
The average value of torque produced by the phases does not differ much from one another in each cycle due to phase symmetry, thus enabling to use only one average torque estimator. Note that in practice, the use of only one torque estimator reduces the cost of the project, but also can decrease the speed and quality of the controller. Figure 6(a) depicts the structure used to estimate the average torque of one SRM phase according to Eqs. (6)–(8). Only the current and voltage quantities are required. For implementation, it is not necessary to calculate the derivative of flux, since it is given by the difference between the excitation voltage and the resistance voltage drop. Note that the integrator must be reset every time the current returns to zero in order to avoid the drifting problem during practical implementation. Also, the sample and hold logic must be used to hold the mechanical energy value at the instant the current reaches zero. Figure 6(b) presents the waveform of the quantities used to estimate the average torque produced in one cycle.

### 3.2 Direct average torque control

In total, the DATC method relies on three lookup tables, one for reference electric current of the phase \( i_k^* (T, \omega) \), one for the turn-on angle \( \theta_{on}(T, \omega) \), and one for the turn-off angle \( \theta_{off}(T, \omega) \). The block diagram structure for the DATC is presented in Figure 7. An external speed loop is responsible to generate the reference torque through a PI controller. A feedforward is added to the control system and generates a new reference torque. The lookup tables output the control parameter values. A hysteresis current regulator drives the AHB converter according to the control parameters.

Since the average torque is estimated only once per electric cycle, the DATC method requires low sampling ratio. This imply in lower cost for the controller mass production. On the other hand, the controller response to reference torque variations tend to be slow. To cope with that, one can use a torque estimator per SRM phase and recalculate the average torque at the beginning of each phase electric cycle. This solution increases the computational effort and cost of the system.

In order to verify the method, a computational model was developed in Matlab/Simulink® environment. The mathematical model of the SRM was developed as

\[
W_{mec} = \int i \frac{d\Phi(\theta, i)}{dt} dt \quad (6)
\]

\[
T = \frac{N_k N_r}{2\pi} W_{mec} \quad (7)
\]

\[
\frac{d\Phi(\theta, i)}{dt} = V_{DC} - Ri \quad (8)
\]

The torque production principle in SRM is similar to the torque production principle of solenoids. Assuming that the mechanical work incremented in a period is proportional to the rate of change in coenergy [6], the mechanical energy \( W_{mec} \) can be expressed as in Eq. (6), where the average torque \( T \) becomes dependent on the flux linkage derivative estimation, which may be calculated with terminal quantities, that is, phase current and phase voltage.

In some applications, the excitation voltage must also be considered as control parameter. The addition of one control parameter increases exponentially the number of simulations. To avoid this problem, Inderka [20] proposed a closed-loop average torque control method known as direct average torque control (DATC). The method is based on comparing the reference torque to the average torque generated during commutation. Thus, the average torque estimation becomes dependent on the flux linkage derivative estimation, which may be calculated with terminal quantities.
explained in [23]. The parameters for the SRM used for the simulation tests are presented in Appendix A. The base speed of the SRM is 954.93 rpm or 96 rad/s. The excitation voltage for the tests was maintained in 80 V. A constant load torque of 2 N.m was used for the tests.

For this test and for the following tests, two types of simulation are performed. The first simulation (S1) is performed for a constant load of 2 N.m and a reference speed of 30 rad/s (below base speed). For the second simulation (S2), the load is maintained in 2 N.m and the reference speed is increased to 130 rad/s (above base speed). The same simulations setup will be used in future subsections for the other torque control methods presented, where they will be referred to as S1 and S2, respectively.

The simulation results for the S1 and S2 setups using the DATC method are presented in Figures 8 and 9, respectively. The torque ripple in S1 conditions is 69.4%, while in S2 conditions, the torque ripple is 58.64%. Note that in S1, when the rotational speed is 30 rad/s, the electric current is limited by the hysteresis controller, while in S2, when the rotational speed is 130 rad/s, there is almost no chopping.
in the current waveform because the back EMF is high and preclude the current rise. The results show a high torque ripple in both simulation setups. This occurs because the DATC main objective is to control the average torque produced, and this way, the instantaneous torque is not controlled, leading to a high torque ripple response.

4. Instantaneous torque control

The biggest difference between ATC and instantaneous torque control (ITC) is that for the ITC methods, the electric current is regulated at every sampling period, while for ATC methods, the electric current is maintained constant through the entire excitation period. Therefore, the torque must be measured/estimated at every sampling period for ITC [24].

Another relevant factor is the operation region for each type of controller. The ATC methods may be applied through the entire speed range of operation. In contrast, the ITC methods have a shortened operation region and can only be applied while the controller is capable of controlling the current with accuracy. This becomes impractical when the speed grows above base speed because the back EMF forces the electric current in the opposite direction of the desired current.

Regarding the ITC methods, there are three main techniques present in the literature, which are the direct torque control (DTC), current profiling through torque sharing functions (TSF), and direct instantaneous torque control (DITC). Each of these techniques has its own derivations. Nonetheless, all of them depend on the instantaneous torque value. However, as in the case of the ATC, measuring the instantaneous torque may be expensive. Thus, to lower the price of the drive system, an instantaneous torque estimation technique may be employed.

4.1 Instantaneous torque estimation

Measuring the instantaneous torque is often expensive. Thus, sensorless torque estimation is preferable over torque transducer provided that the estimated torque accuracy is satisfactory.

The SRM model used in the simulations requires two lookup tables, one that returns the electric current according to flux linkage and electric current \((i(\Phi, \theta))\) and the other that returns the electromagnetic torque according to the electric current and rotor position \((T(i, \theta))\).

If the model is accurate, the torque lookup table may be used to estimate the electromagnetic torque produced by the SRM given the rotor position and the electric current in the phase winding. The electromagnetic torque estimation may also be performed using other lookup tables. For example, the electromagnetic torque may be estimated through the magnetic flux linkage and the rotor position with a \(T(\Phi, \theta)\) table. This method also depends on a precise position sensor. If no position sensor may be used, the electromagnetic torque can also be estimated through the electric current and the voltage in the phase winding. With these two quantities, the flux linkage may be calculated online and used as input to a \(T(i, \Phi)\) lookup table.

4.2 Current profiling technique through torque sharing functions

Given the relation between electromagnetic torque and electric current, it is possible to indirectly control the instantaneous torque produced through current control. On the other hand, the nonlinearities of the inductance profile must be
accounted. Thus, to maintain the produced torque constant, the current profile presents a nonlinear waveform that varies according to the SRM characteristics, which is hard to interpolate.

The current profiling technique consists of controlling the electric current around a desired reference. The reference current is generated aiming to minimize the torque ripple or maximize the system efficiency. Some current profiling techniques are based on finite element analysis (FEM) [3, 4], and other methods are based on generating a reference electric current from desired torque profiles named torque sharing functions (TSF). The TSF may be generated and/or compensated online or offline. The TSF are responsible for dividing the produced torque equally through the phases and may present different formats. The most common formats are linear, sinusoidal, cubic, and exponential. In some cases, modifications are applied to these TSF by performing optimization techniques with different objectives.

Considering that the controller is fully capable of regulating the electric current, the torque production may be distributed among the phases in such a way that the sum of the torque produced by the phases is equal to the reference torque \( T^\ast \).

### 4.2.1 Torque sharing functions

The reference torque and rotor position are used as inputs of the TSF. The TSF outputs the reference torque of each phase \( T_k^\ast \). The torque division follows the profile defined in Eq. (9), where \( \theta_{on}, \theta_{off}, \theta_{al}, \) and \( \theta_{ov} \) are the turn-on, turn-off, alignment, and overlapping angles, respectively. The functions that rule the profile while the phase is entering and leaving the commutation period are defined as \( f_{up}(\theta) \) and \( f_{down}(\theta) \), respectively. The TSF is divided into five sectors according to angular position.

\[
T_k^\ast (\theta) = \begin{cases} 
0, & \theta_{on} \leq \theta \leq \theta_{off} \text{ sector 1} \\
T^\ast f_{up}(\theta), & \theta_{on} \leq \theta \leq \theta_{on} + \theta_{ov} \text{ sector 2} \\
T^\ast, & \theta_{on} + \theta_{ov} \leq \theta \leq \theta_{off} - \theta_{ov} \text{ sector 3} \\
T^\ast f_{down}(\theta), & \theta_{off} - \theta_{ov} \leq \theta \leq \theta_{off} \text{ sector 4} \\
0, & \theta_{off} \leq \theta \leq \theta_{al} \text{ sector 5} 
\end{cases}
\]  

(9)

In the literature, there are many functions to describe the rise and descend of the reference torque during commutation. The equations referring to the most commonly found TSF are presented hereafter along with the expected waveform for these functions. In the equations, the indexes lin, sin, cub, and exp indicate the linear TSF, the sinusoidal TSF, the cubic TSF, and the exponential TSF, respectively.

The up and down functions for the linear TSF are presented in Eqs. (10) and (11). The reference torque waveform for this TSF is presented in Figure 10(a).

\[
f_{up}^{lin}(\theta) = \frac{1}{\theta_{ov}} (\theta - \theta_{on})
\]  

(10)

\[
f_{down}^{lin}(\theta) = 1 - \frac{1}{\theta_{ov}} (\theta - \theta_{off})
\]  

(11)

The equations for the sinusoidal TSF are presented following. The reference torque waveform is depicted in Figure 10(b).

\[
f_{up}^{sin}(\theta) = \frac{1}{2} - \frac{1}{2} \cos \left( \frac{\pi}{\theta_{ov}} (\theta - \theta_{on}) \right)
\]  

(12)
The equations for the sinusoidal TSF are presented following. The reference torque and rotor position are used as inputs of the TSF. The TSF performs optimization techniques with different objectives. The most common formats are linear, based on finite element analysis (FEM), and other methods are based on ripple or maximize the system efficiency. Some current profiling techniques are presented hereafter along with the expected waveform for these TSFs.

\[
f_{\text{up}}^{\text{sin}}(\theta) = \frac{1}{2} + \frac{1}{2} \cos \left( \frac{\pi}{\theta_{ov}} (\theta - \theta_{off}) \right)
\]

(13)

For the exponential TSF, the up and down functions are described by Eqs. (14) and (15), respectively, and the waveform of the expected reference torque is shown in Figure 10(c).

\[
f_{\text{up}}^{\text{exp}}(\theta) = 1 - \exp \left( -\left( \frac{\theta - \theta_{on}}{\theta_{ov}} \right)^2 \right)
\]

(14)

\[
f_{\text{down}}^{\text{exp}}(\theta) = 1 - f_{\text{down}}^{\text{exp}}(\theta - \theta_{off} + \theta_{on})
\]

(15)

The last TSF is the cubic. The up and down functions are represented as followed in Eqs. (16) and (17), while the waveform of the reference torque is illustrated in Figure 10(d).

\[
f_{\text{up}}^{\text{cub}}(\theta) = \frac{1}{\theta_{ov}} (\theta - \theta_{on})
\]

(16)

\[
f_{\text{down}}^{\text{cub}}(\theta) = 1 - \frac{1}{\theta_{ov}} (\theta - \theta_{off})
\]

(17)

Observing Eqs. (10)–(17), one can perceive that the firing angles play an important role on the TSF creation. Normally, these angles are kept constant throughout the operation range. Varying the firing angles enables better performance in different operation points. Thus, for this book chapter, an OFAT optimization [22] was performed, and the optimum angles for each operation point \((T, \omega)\) were stored in lookup tables. Note that the optimum firing angles for each TSF are different. Thus, two lookup tables are necessary for each TSF, totaling eight lookup tables.

### 4.2.2 Current profile creation

After obtaining the reference torque signals for each phase with the TSF, the reference current signals per phase \(i_{k*}^r\) must be determined. This procedure may be accomplished by inverting the \(T(i, \theta)\) lookup table into an \(i(T, \theta)\) lookup table. In [25], the authors use the inverted \(T(i, \theta)\) LUT to estimate electromagnetic torque and compare to a non-unity torque reference. The inverted \(T(i, \theta)\) LUT is also...
applied in [26, 27], and in these cases, the contribution of the authors is to propose an alternative to commonly used TSFs. Alternatively, a nonlinear function of current as function of torque and rotor position can be used. The development of such function is cumbersome and requires a mathematical approach that models the inductance variation as function of electric current and rotor position. The analytical inversion function is expressed in Eq. (18), where \( L_{0p}(\theta) \) is the inductance derivative for one SRM phase before saturation, that is, with low electric current, \( f(\theta) \) is the function that describe the ratio change between the produced torque and the electric current according to the saturation level. More detailed explanation about the derivation of Eq. (18) may be found in [28].

The \( i(T, \theta) \) lookup table obtained after inverting the \( T(i, \theta) \) lookup table from the SRM model is presented in Figure 11. The parameters of the SRM used for the development of Eq. (18) and of the lookup table are presented in Appendix A.

\[
i_k(T^*_k, \theta) = \frac{2T^*_k}{L_{0p}(\theta)} \left[ \frac{f(\theta)}{2} + \sqrt{\frac{f^2(\theta)}{4} + \left( \frac{L_{0p}(\theta)}{2T^*_k} \right)^2} \right]^{\frac{1}{2}}
\] (18)

### 4.2.3 Simulation results

The block diagram implemented in the Matlab/Simulink® environment is represented in Figure 12. The speed error is processed in a PI controller to create the reference torque \( (T^*) \), and the reference torque and the rotational speed are used as input of the optimum firing angles lookup tables. The optimum angles and the reference torque are used to create the phase reference torque \( (T^*_k) \) through the TSF. The phase reference torque is then transformed in a phase reference current. Now, a hysteresis current controller drives the AHB in order to maintain the electric current following the reference.

To verify the TSF with the best torque ripple reduction capability, simulations throughout the entire speed range of operation were done, in steps of 10 rad/s. The results are presented in Figure 13. In the figure, a vertical line demarks the base speed \( (\omega_b = 96 \text{ rad/s}) \). The presented TSF returns similar torque ripple. The higher disparity occurs at 170 rad/s, where the exponential TSF have 19.59% less torque ripple than the cubic TSF. However, since the current profiling is an ITC method, it is expected that above base speed results are not acceptable and the interest speed range lies below the base speed. Below base speed, the sinusoidal TSF and the cubic TSF convey minor torque ripple. Thus, for future comparisons, the sinusoidal TSF will be employed because of its simple implementation.

The simulation results for sinusoidal TSF are presented in the following figures. The setups used in the simulations were the Simulation 1 (S1) and Simulation 2 (S2) setups. The results for S1 and S2 setups are presented in Figures 14 and 15.
The function that describes the ratio change between the produced torque and electric current is expressed in Eq. (18), where the inductance variation as a function of electric current and rotor position. The development of such an alternative to commonly used TSFs. Alternatively, a nonlinear function of current following the reference.

To verify the TSF with the best torque ripple reduction capability, simulations were done, in steps of 10 rad.

Figure 12. Block diagram representing the current profiling through TSF with optimal driving angles.

Figure 13. Torque ripple level for each of the presented TSF in different speeds.

Figure 14. Current profiling through sinusoidal TSF simulation results for setup S1.

respectively. With S1 setup, the current is accurately profiled, and the torque ripple is diminished, however, in S2, the back EMF is high, and the controller is not capable of profiling the current, thus the torque ripple is considerably higher. The torque ripple, turn-on angle, and turn-off angle for each TSF using both setups are presented in Table 1.

When the speed rises, the error between reference torque and instantaneous torque produced by each phase rises as well. This phenomenon occurs for every TSF because there is a small error between the instantaneous current and the current reference at the phase energization and at the phase demagnetization. This current error is a consequence of the reduced maximum increase and decrease ratio of the electric current. When the speed rises, the back EMF also rises, diminishing the
The vector of magnetic flux linkage in the stator (\(\lambda_s\)) may be calculated as the time integral of the difference between the excitation voltage (\(V_{DC}\)) and the voltage drop in the resistance (\(R_i i_i\)) minus the initial flux linkage value (\(\lambda_0\)), as described in Eq. (19).

\[
\lambda_s = \int_0^t \left( V_i - R_i i_i \right) dt - \lambda_0
\]  

(19)

4.3 Direct torque control

The direct control technique (DTC) for SRM is based on the DTC technique for induction machines from the 80s and present simple dynamic and robustness. The DTC may be adapted to SRMs with any number of phases. However, three or five phases' adaptations are more recurrent in the literature than four phases' adaptations. This technique does not control the electric current, and instead, it aims to control the torque directly by applying different voltage states to the phases. The voltage states are stored in vectors and are chosen according to torque and magnetic flux linkage errors [29, 30].

The DTC uses flux linkage and electromagnetic torque values as control variables. The torque and flux conditions are used to determine which voltage state vector should be applied to the AHB in order to control the instantaneous torque produced. Therefore, to better understand the working principle of this method, the relation between excitation voltage and flux linkage and how the produced torque can be controlled through magnetic flux linkage changes must be clarified.

The vector of magnetic flux linkage in the stator (\(\lambda_s\)) may be calculated as the time integral of the difference between the excitation voltage (\(V_{DC}\)) and the voltage drop in the resistance (\(R_i i_i\)) minus the initial flux linkage value (\(\lambda_0\)), as described in Eq. (19).

\[
\lambda_s = \int_0^t \left( V_i - R_i i_i \right) dt - \lambda_0
\]  

(19)
Generally, the voltage drop in the stator resistance is much smaller than the excitation voltage and then may be disregarded. In this case, the variation of flux linkage in the stator depends only on the voltage vector applied and can be described as in Eq. (20), indicating that a voltage vector applied to a phase causes a variation on the flux linkage of the same direction.

\[ \Delta \lambda_s = \overrightarrow{V_s} \Delta t \]  

(20)

To calculate the flux linkage vector in the stator, one must know the flux linkage from each SRM phase and parse them to their stationary component. For a three-phase SRM, the Clarke transform may be used to calculate the stationary components of the magnetic flux linkage vector (\( \lambda_a \) and \( \lambda_b \)) through Eqs. (21) and (22), respectively.

\[ \lambda_a = \lambda_d - \lambda_b \cos 60^\circ + \lambda_c \cos 60^\circ \]  

(21)

\[ \lambda_b = \lambda_b \sin 60^\circ - \lambda_c \sin 60^\circ \]  

(22)

If the stationary components of flux linkage in the stator are known, it is possible to calculate the total flux linkage as:

\[ \lambda_s = \sqrt{\lambda_a^2 + \lambda_b^2} \]  

(23)

Furthermore, the stationary components may be used to estimate the rotor position through Eq. (24), enabling a position sensorless application.

\[ \theta = \arctan \left( \frac{\lambda_b}{\lambda_a} \right) \]  

(24)

Given the relation presented above, the DTC aims to maintain the flux linkage and torque values constrained in hysteresis bands. Variations in the produced torque are similar in direction to the variations in the flux linkage vector in relation to the rotor position, hence, for a torque increase, the flux linkage vector must be advanced from the rotor position vector, while for a torque decrease, the flux linkage vector must be delayed from the rotor position vector. These flux linkage variations are named flux acceleration and flux deceleration, respectively.

4.3.1 Voltage state vectors definition

Consider a three-phase SRM 12/8 poles with an AHB as the driver converter. As mentioned in the introduction, three different voltage states may be applied to each SRM phase. Thus, the voltage state vector (\( U_x \)) has three columns and one row as: \( U_x = (u_A u_B u_C) \), where \( u_A \), \( u_B \), and \( u_C \) are the voltage states applied to phase A, phase B, and phase C, respectively. Now, to understand the vectors creation, first, it is important to understand the voltage sector division.

In the considered SRM, the phases are spaced in 120 electric degrees as in Figure 16. Tracing concentric axels over the phases, three axels are obtained. Each of them may be divided into a positive part, located at the axel portion that overlap the phase, and a negative part, on the other half of the axel, for example, for phase A, we obtain the \( A^+ \) portion and the \( A^- \) portion. The axels divide the vector space in six sectors of 60° each, named \( S_0 \), \( S_1 \), \( S_2 \), \( S_3 \), \( S_4 \), and \( S_5 \) as observed in Figure 16.

It is possible to define the state vectors for the DTC from the sectors. In total, since it is possible to apply 3 different voltage states per phase and there are 3
phases, there are 27 possible state combinations. However, some of the combinations must be avoided, such as keep the three phases turned on at the same time, remaining only six combinations of interest for this case. Each of the remaining vectors are located at the center of each sector and are named \( U_0, U_1, U_2, U_3, U_4, \) and \( U_5 \) as in Figure 17. Each vector has three coordinates that represent the relation between the vector position and the axel portion of each phase, for example, the vector \( U_0 \) is located at the center of the sector \( S_0 \). The sector \( S_0 \) is bounded by the positive portion of axel \( A \) \( (A^+) \) and by the negative portion of axel \( C \) \( (C^-) \) and is not bounded by any portion of axel \( B \), hence, \( U_0 \) is defined as \( (1, 0, -1) \).

Table 2 summarizes the voltage states applied to the SRM phase windings according to the vector. Note that in Figure 17, there are two circles, one more internal and one more external. These circumferences represent the inferior and superior hysteresis bands for the flux linkage, respectively. The flux linkage vector in the stator must be maintained within this bandwidth through the application of the state vectors.

The choice of which vector must be applied depends on two conditions, one regarding the error between the reference torque and the instantaneous torque and other regarding the error between reference flux linkage and instantaneous flux linkage in the stator. Both conditions are implemented employing hysteresis

<table>
<thead>
<tr>
<th>Vector</th>
<th>( U_0 )</th>
<th>( U_1 )</th>
<th>( U_2 )</th>
<th>( U_3 )</th>
<th>( U_4 )</th>
<th>( U_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>States</td>
<td>( (1, 0, -1) )</td>
<td>( (0, 1, -1) )</td>
<td>( (-1, 1, 0) )</td>
<td>( (-1, 0, 1) )</td>
<td>( (0, -1, 1) )</td>
<td>( (1, -1, 0) )</td>
</tr>
</tbody>
</table>

Table 2. Voltage vectors to be applied in the AHB converter.
controllers. The flux hysteresis controller receives the flux error and indicates if it necessary to increase or decrease the flux magnitude, while the torque hysteresis controller receives the torque error and indicates whether the flux vector must be accelerated or decelerated in order to control the torque production. The voltage vectors applied to make the stator flux linkage vector complete one clockwise cycle are detailed in Figure 18 (considering that it is necessary to raise the torque). In case it is necessary to reduce the electromagnetic torque, the stator flux linkage must be rotated counterclockwise.

Table 3 compiles the logic behind the voltage state vector choice according to the sector (stator flux linkage vector position) and to the torque and flux conditions. For better understanding, considering the case in which the flux linkage vector is located at the $S_4$ sector, it is demanded to escalate the torque (instantaneous torque reached the inferior hysteresis band) and to reduce flux linkage (stator flux linkage reached the superior hysteresis band), that is, the external circle of Figure 18). In such case, the vector $U_0$ must be applied in order to keep the acceleration of the flux vector (increase torque) and lessen the amplitude (decrease flux), as depicted in Figure 18.

4.3.2 Variable magnetic flux linkage reference

The DTC requires a flux linkage reference for the hysteresis control realization. In the literature, diverse researches apply a constant reference throughout the entire operation speed range [29, 30]. However, observing the characteristics of the SRM, it is perceptible that for high values of speed (above base speed), where a high

![Figure 18](Image)

State vectors defined and representation of a complete cycle of the flux linkage in the stator for a three-phase SRM.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Angular position</th>
<th>$\lambda \uparrow T \uparrow$</th>
<th>$\lambda \uparrow T \uparrow$</th>
<th>$\lambda \uparrow T \uparrow$</th>
<th>$\lambda \uparrow T \uparrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0$</td>
<td>0 – 60°</td>
<td>$U_1(0,1, -1)$</td>
<td>$U_5(1, -1, 0)$</td>
<td>$U_2(-1, 1, 0)$</td>
<td>$U_4(0, -1, 1)$</td>
</tr>
<tr>
<td>$S_1$</td>
<td>60 – 120°</td>
<td>$U_2(-1, 1, 0)$</td>
<td>$U_0(1, 0, -1)$</td>
<td>$U_3(-1, 0, 1)$</td>
<td>$U_5(1, -1, 0)$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>120 – 180°</td>
<td>$U_3(-1, 0, 1)$</td>
<td>$U_1(0, 1, -1)$</td>
<td>$U_4(0, -1, 1)$</td>
<td>$U_6(1, 0, -1)$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>180 – 240°</td>
<td>$U_4(0, -1, 1)$</td>
<td>$U_2(-1, 1, 0)$</td>
<td>$U_5(1, 0, -1)$</td>
<td>$U_3(0, 1, -1)$</td>
</tr>
<tr>
<td>$S_4$</td>
<td>240 – 300°</td>
<td>$U_5(0, 1, -1)$</td>
<td>$U_3(-1, 0, 1)$</td>
<td>$U_6(1, 0, -1)$</td>
<td>$U_4(-1, 1, 0)$</td>
</tr>
<tr>
<td>$S_5$</td>
<td>300 – 360°</td>
<td>$U_0(1, 0, -1)$</td>
<td>$U_4(0, -1, 1)$</td>
<td>$U_1(0, 1, -1)$</td>
<td>$U_3(-1, 0, 1)$</td>
</tr>
</tbody>
</table>

Table 3.
DTC switching table for an three-phase SRM.
electric current is required, the flux linkage behavior becomes nonlinear according to the saturation level causing the torque ripple to increase according to the rotational speed increase. To overcome this drawback, a variable flux linkage reference may be used.

In certain operation speed, the electromagnetic torque developed starts to present drops, causing the torque ripple growth according to speed. This speed is defined as the critical speed (\( \omega_{\text{crit}} \)). To estimate the critical speed, an open loop simulation with constant operation speed must be performed while observing the electromagnetic torque waveform. According to the speed rise, it is possible to note dips in the instantaneous torque waveform [29]. For the SRM used in this book chapter studies, the critical speed (\( \omega_{\text{crit}} \)) is approximately 37.5 rad/s.

The flux linkage reference used here is divided into three cases, one for speeds below the critical speed, the second for speeds between the critical and the base speed, and the third for speeds above the base speed. For the first case, the flux reference is obtained with a PI controller that processes the speed error. For the second case, a function that describes the optimum flux decaying according to the speed increase is implemented (\( \lambda_{\text{dec}}(\omega) \)). In the third case, the flux linkage reference is maintained constant at the nominal value.

The decaying flux linkage function is established using an OFAT optimization to find the optimum flux linkage values for each operation speed. Then, the optimum values are interpolated to create the \( \lambda_{\text{dec}}(\theta) \) function. The function is a sum of sinusoids presented in Eq. (25). The coefficients used in the equation are displayed in Table 4.

\[
\lambda_{\text{dec}}(\omega) = \sum_{i=1}^{4} A_i \sin(B_i \omega + C_i)
\] (25)

Thus, the flux linkage reference \( \lambda^*(\omega) \) for the entire speed range of the DTC operation is described as following:

\[
\lambda^*(\omega) = \begin{cases} 
\text{PI controller output}, & 0 \leq \omega < \omega_{\text{crit}} \\
\lambda_{\text{dec}}(\omega), & \omega_{\text{crit}} \leq \omega < \omega_b \\
0.0875, & \omega_b \leq \omega
\end{cases}
\] (26)

4.3.3 Simulation results

The block diagram for the DTC implementation is shown in Figure 19. The error between reference and instantaneous speed is processed through a PI controller to generate the reference torque. The flux linkage reference is according to Eq. (26). The torque reference is compared to the instantaneous torque, and the error is processed by a hysteresis controller to determine the torque condition. The same happens for the flux linkage to return the flux condition. Clarke transform is employed to estimate position and to calculate the total flux linkage in the stator.

The sector selector block informs the sector according to the estimated position. The

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>( A_i )</th>
<th>( B_i )</th>
<th>( C_i )</th>
<th>( A_i )</th>
<th>( B_i )</th>
<th>( C_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values</td>
<td>0.128</td>
<td>0.02826</td>
<td>−0.4405</td>
<td>0.04907</td>
<td>0.06595</td>
<td>−0.02546</td>
</tr>
<tr>
<td>Coefficients</td>
<td>( A_i )</td>
<td>( B_i )</td>
<td>( C_i )</td>
<td>( A_i )</td>
<td>( B_i )</td>
<td>( C_i )</td>
</tr>
<tr>
<td>Values</td>
<td>0.01876</td>
<td>0.1314</td>
<td>−1.89</td>
<td>0.01024</td>
<td>0.01658</td>
<td>4.76</td>
</tr>
</tbody>
</table>

Table 4. \( A_i, B_i, C_i, \) and \( D_i \) coefficients for the \( \lambda_{\text{dec}}(\theta) \) function.
The operation is described as following:

Values are interpolated to create the optimum flux linkage values for each operation speed. Then, the optimum speed increase is implemented (second case, a function that describes the optimum flux decaying according to the rotation speed). To overcome this drawback, a variable flux linkage reference may be used.

In certain operation speed, the electromagnetic torque developed starts to pre-dips in the instantaneous torque waveform [29]. For the SRM used in this book, the electromagnetic torque waveform. It is possible to note the electromagnetic torque waveform. According to the speed rise, it is possible to note the electromagnetic torque waveform. To estimate the critical speed, an open loop simulation with constant operation speed must be performed while observing the electromagnetic torque waveform. For the SRM used in this book, the electromagnetic torque waveform. According to the speed rise, it is possible to note the electromagnetic torque waveform. To estimate the critical speed, an open loop simulation with constant operation speed must be performed while observing the electromagnetic torque waveform.

The decaying flux linkage function is established using an OFAT optimization to find the optimum flux linkage values for each operation speed. Then, the optimum speed increase is implemented (second case, a function that describes the optimum flux decaying according to the rotation speed). To overcome this drawback, a variable flux linkage reference may be used.

The sector selector block informs the sector according to the estimated position. The position correction is obtained with a PI controller that processes the speed error. For the first case, the flux linkage reference is according to Eq. (26). For the SRM used in this book, the electromagnetic torque waveform. According to the speed rise, it is possible to note the electromagnetic torque waveform. To estimate the critical speed, an open loop simulation with constant operation speed must be performed while observing the electromagnetic torque waveform. For the SRM used in this book, the electromagnetic torque waveform. According to the speed rise, it is possible to note the electromagnetic torque waveform. To estimate the critical speed, an open loop simulation with constant operation speed must be performed while observing the electromagnetic torque waveform.

The flux linkage reference used here is divided into three cases, one for speeds below the critical speed, the second for speeds between the critical and the base speed, and the third for speeds above the base speed. For the first case, the flux linkage reference is according to Eq. (26).

The results obtained using the DTC with the $S_1$ and $S_2$ conditions are presented in Figures 21 and 22, respectively. The figures contain the waveforms of the flux linkage of each phase, instantaneous and reference magnitude of the flux linkage in stationary coordinates for the DTC.
the stator (in stationary frame), and the instantaneous and reference electromagnetic torque. The torque ripple returned in both conditions is 24.41%, for the $S_1$ simulation, and 72.84%, for the $S_2$ simulation.

### 4.4 Direct instantaneous torque control

The direct instantaneous torque control (DITC) was first envisioned by Inderka [31]. The closed-loop control system uses a combination of double band current hysteresis controllers to generate the driving signals for each SRM phase. Differently from the current profiling through TSF, the DITC controls the torque directly. The method dynamically divides the torque between two phases during commutation. The control system coordinates the AHB switch states according to an enabled conduction condition signal and to the instantaneous torque produced by each phase.

For better understanding of the DITC, first, some concepts must be clarified. In Figure 23, the electric currents for the three SRM phases are depicted. Two different intervals may be defined. One is the commutation interval, defined as the period in which two phases are simultaneously in conduction and both phases are responsible for the torque production. The other one is the single conduction interval, defined as the period in which only one phase is in conduction and is responsible for the entire torque production.

Furthermore, during the commutation interval, the two phases in conduction may be defined as incoming phase and outgoing phase. The outgoing phase is the
phase that is in the end of the conduction period and is leaving commutation, while the incoming phase is the phase that is entering the conduction period.

The DITC classifies the phases, indicating whether the phase is enabled to enter conduction. The phase position must be in the interval between the turn-on angle and the turn-off angle ($\theta_{on} \leq \theta \leq \theta_{off}$) to be considered enabled to enter conduction. If this condition is satisfied by only one phase, single conduction is characterized, and the control system changes the voltage state of this phase to control the torque produced. If two phases satisfy the condition, phase commutation is characterized, and the voltage states of both phases must be individually controlled in such way that the sum of the produced torque by the phases equals to the total reference torque. The control strategies used in both cases are minutely explained hereafter.

4.4.1 State machines for direct instantaneous torque control

During commutation, there are two independent control logics simultaneously implemented. One for the incoming phase and one for the outgoing phase. The incoming phase is preferred for the torque production because the outgoing phase has already started the demagnetization process. Thus, the outgoing phase must be energized only if the incoming phase is not capable of producing the required reference torque by itself.

The following three state machines elucidate the working principles of DITC. The state machine in Figure 24(a) regulates the operation of the incoming phase, and the state machine in Figure 24(b) regulates the operation for the outgoing phase during commutation. Also, any phase that is in single conduction mode follows the logic within the state machine in Figure 24(c). The conditions for voltage state change are indicated in the state machines, where $T_{err}$ is the error between instantaneous phase torque and reference phase torque, $thss$ is the superior torque limit, $thsm$ is the superior medium torque limit, $thim$ is the inferior medium torque limit, and $thii$ is the inferior torque limit.

The waveforms of the total torque produced are presented in Figure 25 along with the current of two commutating phases. In the figure, two regions are indicated during phase commutation. In region (1), the electromagnetic torque produced reaches the external inferior limit ($thii$), and then, the outgoing phase, which was in free-wheeling, is magnetized to augment the torque production, when the torque reaches back the $thim$ limit, the phase state goes back to free-wheeling. In region (2), the torque reaches the superior torque band $thss$, thus the outgoing phase is demagnetized to reduce the torque production, and when the torque reaches back the $thsm$ limit, the phase enter the free-wheeling state again.

Table 5 summarizes the working principle of the implemented CDTI. In this table, the voltage states (1, 0, and −1) are used to indicate the action. The “−” signal in the cells indicate that the phase is not accounted for torque production. The switching rules in Table 5 guarantee three conditions aiming to achieve low torque ripple:

![Figure 24](image)

State machines used in the DITC: (a) outgoing phase, (b) incoming phase, and (c) single conduction phase.
• Avoid hard-chopping to minimize switching losses and reduce the torque ripple;

• Prioritize the incoming phase for the torque production so that the electric current flowing in the outgoing phase reaches zero before the inductance profile inclination becomes negative, thus avoiding negative torque production;

• Keep the incoming phase and the single conduction phase in the free-wheeling state for as long as possible to diminish the copper losses and the torque ripple.

### 4.4.2 Simulation results

The simulated system with DITC is depicted in Figure 26. The speed error is processed through a PI controller to return the reference torque. The reference torque is compared to the total instantaneous torque produced. The output error is used to decide the voltage state applied to the phase according to the switching state machines. The logic used depends on a condition signal generated for each phase separately. To synthesize the phase condition, the rotor position and the firing angles are required. The firing angles used are provided by a lookup table and depend on the SRM operation point \((T, \omega)\) as for the previous methods introduced.

The results obtained for the DITC in \(S_1\) and \(S_2\) conditions are presented in Figures 27 and 28, respectively. The waveforms presented are the electric current...
in the phases, individual electromagnetic torque produced by each phase, and the instantaneous and reference total electromagnetic torque produced. The turn-on angle, turn-off angle, and torque ripple for both simulations are disclosed in
5. Results and discussion

For a better comparison of the methods behavior and performance throughout the SRM speed range of operation, simulations are performed from 10 rad/s up to the maximum possible speed with each method (even above nominal speed) at every 20 rad/s. The ripple factor at each speed for all methods presented in this chapter is calculated through Eq. (5), and the results are stored. The obtained values are grouped in Figure 29 along with the results for the case where only a simple speed control is employed. The base speed \( \omega_b \) is indicated as a vertical dashed line. The base speed for the studied machine is approximately 96 rad/s.

Remark that the ITC methods present better performance than the ATC method only when the electric current may be accurately controlled. Above 150 rad/s, the DATC presents better torque regulation capability, while below this speed, the DITC returned smaller torque ripple. Note that, below 30 rad/s, the current profiling with the sinusoidal TSF presented the lowest torque ripple; however, in all other speeds, the DITC surpassed the current profiling.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Turn-on angle (°)</th>
<th>Turn-off angle (°)</th>
<th>Torque ripple (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S_1</td>
<td>25.7</td>
<td>43.9</td>
<td>10.43</td>
</tr>
<tr>
<td>S_2</td>
<td>23.2</td>
<td>40.5</td>
<td>59.43</td>
</tr>
</tbody>
</table>

Table 6. DITC simulation results for \( S_1 \) and \( S_2 \) conditions.

Table 6. When the speed is higher than the base speed, the current enters in the negative torque generation zone and causes torque dips as observed in Figure 28.

![Figure 29](image)

*Figure 29.* Electromagnetic torque ripple for the different control methods presented throughout the entire SRM speed rage of operation.
When no torque ripple suppression method is applied, the ripple level reaches up to 570.1% at the low speed of 10 rad/s. According to the speed growth, the ripple is naturally diminished as an effect of the inertia moment. Note that, when any torque control method is employed, the torque ripple is diminished.

The preferred TSF among the studied functions are the sinusoidal one because of its easy implementation and good performance in the operation speed range of interest. When the sinusoidal TSF is compared to the other methods, it has better performance in a narrow speed range (below 30 rad/s) and then it is surpassed by the DITC. The DITC is the fittest ITC method since it naturally divides the torque production among phases and directly controls the total torque produced by the phases. However, as an ITC method, the DITC malfunctions in high speeds (above base speed), that is, torque dips appear as the speed increases until the instantaneous torque is no longer controlled. At above base speeds, the DATC method is preferred, because it considers only the average torque as target variable of the control.

6. Conclusions

In this chapter, different torque control methods were presented aiming to clarify which method is preferred for each operation point of the machine. One ATC method entitled DATC was presented, along with different ITC methods. The ITC methods addressed were the direct torque control (DTC), the current profiling through torque sharing function (TSF), and the direct instantaneous torque control (DITC). The most common TSF were used for the comparison, which are the linear, sinusoidal, exponential, and cubic TSF.

Simulations with each method were performed throughout the entire SRM speed range of operation. The DITC is the method that returned better torque ripple minimization capabilities bellow base speed, while above base speed, the DATC was the fittest method. With the presented simulations, the reader is able to understand how the SRM behavior changes according to the control method employed and operation point.

Some modifications and/or adaptations may be applied to the methods in order to improve the performance of the control system toward the chosen objective. For instance, the DATC method uses three LUT, which may be optimized according to the application and control objective. This feature makes this method very flexible.

The current profiling through torque sharing functions may be improved by creating torque profiles that account the difference between magnetization and demagnetization dynamics and how much each phase contributes to total torque produced. The DTC method can be improved by augmenting the number of sectors considered in the control strategy. The DITC technique may be modified by inserting variable turn-on and turn-off angles that can be optimized for different control objectives, such as minimize torque ripple, maximize efficiency or minimize acoustic noise, which also makes this method deeply adaptable.
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Appendix: switched reluctance motor parameters

This appendix presents the parameters of the SRM used in this chapter.

• Nominal power: 1.5 kW;
• Nominal speed: 1500 rpm;
• Number of poles: 12/8 (stator/rotor);
• Operation voltage: 30 – 80 V;
• Winding resistance: 0.3 Ω;
• Maximum flux linkage: 0.22 Wb.esp;
• Inertia moment (obtained through deceleration test): 0.002 kgm²;
• Minimum phase inductance: 1.675 mH;
• Maximum phase inductance: 13.88 mH.
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Appendix: switched reluctance motor parameters

This appendix presents the parameters of the SRM used in this chapter.

- Nominal power: 1.5 kW
- Nominal speed: 1500 rpm
- Number of poles: 12 = 8 (stator/rotor)
- Operation voltage: 30/80 V
- Winding resistance: 0.3 Ω
- Maximum flux linkage: 22 Wb
- Inertia moment (obtained through deceleration test): 0.002 kgm²
- Minimum phase inductance: 1.675 mH
- Maximum phase inductance: 13.88 mH
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Chapter 12
Average Rated Torque
Calculations for Switched Reluctance Machines Based on Vector Analysis
Aleksas Stuikys and Jan Sykulski

Abstract
An average rated torque estimation for generally saturable switched reluctance (SR) machines based on vector analysis is described. The proposed analytical method enables the switched reluctance machine designers to compute quickly and relatively accurately the rated torque of the machine. This approach offers simplicity, accuracy, and intuitive insight characteristic to analytical solutions of magnetically nonlinear problems otherwise achievable only with time-consuming computer-based numerical simulation tools. The suggested analytical methodology, therefore, offers immediate answers regarding the rated torque performance at the early stages of the machine sizing and design process. In this chapter, the switched reluctance machine rated torque calculation is derived based on the analytically estimated flux-linkage characteristic map and the knowledge of the DC bus voltage of the machine. It is further demonstrated that the proposed analytical rated torque calculations, based on vector analysis, enable construction of highly accurate instantaneous phase current profiles using a graphical method and thus aiding intuition and providing valuable insight into the nonlinear switched reluctance machine operation and control requirements. The proposed method will be found particularly suitable for those studying the nonlinear design and control of switched reluctance machine technologies for electric vehicle traction and industrial applications.

Keywords: analytic average torque calculation, vector analysis, nonlinear switched reluctance machines

1. Introduction
Since the dawn of the popularity of the switched reluctance (SR) motors [1], many diverse developments of this machine's technology have resulted, including theoretical analysis, and the volume of the published literature on these topics is enormous. For this reason it would be impossible to encompass the entire range of published methods of analysis and design of SR motors, let alone to effectively utilize them in the machine design process. Therefore the aim of this work is to provide the readers with the essential analytical formulae and methodologies in order to allow them to analyze quickly and relatively accurately a desired SR machine for a particular application.
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An average rated torque estimation for generally saturable switched reluctance (SR) machines based on vector analysis is described. The proposed analytical method enables the switched reluctance machine designers to compute quickly and relatively accurately the rated torque of the machine. This approach offers simplicity, accuracy, and intuitive insight characteristic to analytical solutions of magnetically nonlinear problems otherwise achievable only with time-consuming computer-based numerical simulation tools. The suggested analytical methodology, therefore, offers immediate answers regarding the rated torque performance at the early stages of the machine sizing and design process. In this chapter, the switched reluctance machine rated torque calculation is derived based on the analytically estimated flux-linkage characteristic map and the knowledge of the DC bus voltage of the machine. It is further demonstrated that the proposed analytical rated torque calculations, based on vector analysis, enable construction of highly accurate instantaneous phase current profiles using a graphical method and thus aiding intuition and providing valuable insight into the nonlinear switched reluctance machine operation and control requirements. The proposed method will be found particularly suitable for those studying the nonlinear design and control of switched reluctance machine technologies for electric vehicle traction and industrial applications.
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1. Introduction

Since the dawn of the popularity of the switched reluctance (SR) motors [1], many diverse developments of this machine’s technology have resulted, including theoretical analysis, and the volume of the published literature on these topics is enormous. For this reason it would be impossible to encompass the entire range of published methods of analysis and design of SR motors, let alone to effectively utilize them in the machine design process. Therefore the aim of this work is to provide the readers with the essential analytical formulae and methodologies in order to allow them to analyze quickly and relatively accurately a desired SR machine for a particular application.
Since the principle of operation of SR machines does not require any permanent magnets for the production of torque, such machines offer an excellent alternative electric motor technology at this moment in time in the context of the cost and environmental impact uncertainties of permanent magnet materials [2]. Usually, the SR motor will be designed to operate from a fixed DC voltage supply, such as a battery, and the stator windings of the machine will be of the concentrated type. A typical structure of an SR electric motor or generator is shown in Figure 1.

In Figure 1 the depicted machine contains 18 stator poles and 12 rotor poles; therefore this particular SR machine configuration is abbreviated as an 18/12 SR motor. Therefore, with the knowledge of these variables, we are able to compute the number of “steps” the rotor will make in a single revolution as it gets aligned to each of the energized stator poles, as in Eq. (1):

\[
\text{number of rotor steps} = m \cdot N_r
\]  

where \( m \) is the number of phases and \( N_r \) is the number of rotor poles. For the 18/12 configuration, Eq. (1) gives 36 steps. Therefore, the rotor will make 36 steps from one stator pole to the next in one complete revolution.

For the SR machine to operate effectively, it requires a capable high power and switching frequency power electronic converter in order to shape the phase current waveforms to be fed into the SR machine phase windings. The most general power electronic converter structure used for SR machines, known as the asymmetric half-bridge converter, is shown diagrammatically in Figure 2.

The power electronic converter for the three-phase 18/12 SR machine is assumed to be connected to a fixed magnitude DC bus voltage \( V \). Each phase of the machine is connected to two power transistor switches, \( T1 \) and \( T2 \), and two power diodes, \( D1 \) and \( D2 \), in an asymmetric h-bridge configuration. The transistor switches are active devices, and therefore in order to control their conduction states and switching speed, the electronic signals are used: \( \text{sig1} \) and \( \text{sig2} \). The power diodes are passive components, and therefore they do not require electronic signals in order to work. The capacitor \( C \) is connected across the DC bus supply voltage lines to be used as an energy dump capacitor.

![Figure 1](Cross-sectional view of the electromechanical structure of a three-phase 18/12 switched reluctance machine.)
Since the principle of operation of SR machines does not require any permanent magnets for the production of torque, such machines offer an excellent alternative electric motor technology at this moment in time in the context of the cost and environmental impact uncertainties of permanent magnet materials [2]. Usually, the SR motor will be designed to operate from a fixed DC voltage supply, such as a battery, and the stator windings of the machine will be of the concentrated type. A typical structure of an SR electric motor or generator is shown in Figure 1.

In Figure 1, the depicted machine contains 18 stator poles and 12 rotor poles; therefore this particular SR machine configuration is abbreviated as an 18/12 SR motor. Therefore, with the knowledge of these variables, we are able to compute the number of "steps" the rotor will make in a single revolution as it gets aligned to each of the energized stator poles, as in Eq. (1):

$$\text{number of rotor steps} = m \cdot Nr$$  \hspace{1cm} (1)

where \(m\) is the number of phases and \(Nr\) is the number of rotor poles. For the 18/12 configuration, Eq. (1) gives 36 steps. Therefore, the rotor will make 36 steps from one stator pole to the next in one complete revolution.

For the SR machine to operate effectively, it requires a capable high power and switching frequency power electronic converter in order to shape the phase current waveforms to be fed into the SR machine phase windings. The most general power electronic converter structure used for SR machines, known as the asymmetric half-bridge converter, is shown diagrammatically in Figure 2.

The power electronic converter for the three-phase 18/12 SR machine is assumed to be connected to a fixed magnitude DC bus voltage \(V\). Each phase of the machine is connected to two power transistor switches, \(T1\) and \(T2\), and two power diodes, \(D1\) and \(D2\), in an asymmetric h-bridge configuration. The transistor switches are active devices, and therefore in order to control their conduction states and switching speed, the electronic signals are used: \(\text{sig1}\) and \(\text{sig2}\). The power diodes are passive components, and therefore they do not require electronic signals in order to work. The capacitor \(C\) is connected across the DC bus supply voltage lines to be used as an energy dump capacitor.

The sequence of operation of the h-bridge converter in terms of phase current profiles as shown in Figure 3—for the motoring mode of the SR machine—is as follows. Assuming the hard chopping voltage switching strategy to begin with, when the rotor pole is furthest away from the stator pole, the two power transistor switches are latched so as to enable the conduction of the current. This action results in the electric current flow from the positive supply terminal, through the phase windings, to the negative terminal, as represented by the red dashed line in Figure 2, with the arrow indicating the direction of the flow. Once the current has reached some predetermined reference value, say peak rated current, the signal from the current sensor \(S\) is sent to the electronic controller (not shown) of the SR machine which, in turn, sends signals to the power transistors, \(T1\) and \(T2\), in order to switch them off, so as to stop the flow of the current. This last action, however, does not stop the circulation of current in the phase winding immediately since the magnetic field, created by the currents, prevents the current from reducing to zero instantly. Moreover, exactly at the same time, the power diodes start to conduct current in the phase winding, as shown by the green dashed line in Figure 2, with the arrow indicating the direction of the current flow. From this operation we deduce that the current in the
phase winding does not alternate and is therefore a direct current (DC). The resulting current profile is shown schematically in Figure 3.

From Figure 3 it may be seen that once the current reaches some specified value, the electronic controller has to check the value of the measured current by the current sensor \( S \) in the winding, so as to keep it constant up until the commutation angle \( \theta_{com} \), at which point both transistors are switched off. The current profile from \( \theta_{com} \) to \( \theta_{off} \) is a result of the power diodes’ action, represented by the green dashed line in Figure 2. At this stage it becomes clear why the dump capacitor \( C \) is used in h-bridge converters: because the magnetic energy established by the current circulating in the winding is not fully used up, it has to be returned in the form of a current back into the supply; however, in order to keep the supply undisturbed, the capacitor \( C \) in Figure 2 is used to absorb the returning energy. The entire switching process is repeated for the other phases of the SR machine as shown in Figures 2 and 3, where generally the overlap of each of the three phase current profiles will depend on the timing of the transistor switching action as well as on the operating speed of the machine and the torque requirement at that speed.

It should be noted here that the analytical rated torque calculations presented below are based on the assumption that the correct switching mode of the power electronic converter is assumed first. Furthermore, the actual performance of an SR machine can be greatly affected by the design choice of the power converter topology and the switching action, including the torque production and the energy conversion efficiency of the device [3]. Therefore, the following analytical solutions will be based on the “hard chopping” voltage switching strategy as in Figure 3 for the asymmetric half-bridge converter presented in Figure 2.

The particular SR motor considered in this chapter is taken from [4]. The main reason behind the decision to use a published SR machine design was that it had been extensively optimized, its performance was analyzed, and it was actually built and tested in order to verify the results. Finally, the published work should be of reproducible quality, and therefore the chosen SR machine design makes an excellent choice when comparing the validity of the proposed analytical solution with the solutions obtained from extensive computer simulations and carefully controlled experimental measurements.

The chosen 50 kW SR motor parameters to be used in the present analysis are given in Table 1.

By application of the open license finite element method [5] to the magnetic analysis of the chosen SRM2 design, the aligned and the unaligned rotor positions are analyzed in terms of the magnetic flux distributions in the magnetic circuit of the device, as shown in Figures 4 and 5.

Figures 4 and 5 are used to describe the fundamental theory of SR machines in terms of the phase flux-linkage.

Therefore, if we consider the amount of magnetic flux \( \Phi \), measured in units of weber, being established in the stator pole around which the number of conductors \( N \) is wound in the concentrated manner as in Figure 1, then the flux-linkage thus created is given in Eq. (2):

\[
\Psi = N \cdot \Phi (V \cdot s) \tag{2}
\]

where instead of the intuitive units of weber-turns, we choose to use the volt-seconds (as a derived SI unit) since this unit of measurement will be very handy when we explain the significance of the flux-linkage in the SR machine analysis section. Furthermore, the phase flux-linkage computed in Eq. (2) is multiplied by the number of the coils connected in series, \( N_s \), to obtain the total flux-linkage for that particular phase.
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Table 1.
50 kW SR machine parameters, adapted from [4].

SR motor design variables and test results

<table>
<thead>
<tr>
<th>Design parameters</th>
<th>50 kW SRM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer diameter [mm]</td>
<td>269</td>
</tr>
<tr>
<td>Stack length [mm]</td>
<td>135</td>
</tr>
<tr>
<td>Air gap length [mm]</td>
<td>0.5</td>
</tr>
<tr>
<td>Iron core material</td>
<td>10JNEX900</td>
</tr>
<tr>
<td>Wire diameter [mm]</td>
<td>0.6</td>
</tr>
<tr>
<td>Wire turns [turns]</td>
<td>17</td>
</tr>
<tr>
<td>Wire parallel turns [turns]</td>
<td>22</td>
</tr>
<tr>
<td>Slot fill factor [%]</td>
<td>57.0</td>
</tr>
<tr>
<td>Stator pole arc angle $\beta$, [degrees]</td>
<td>10.5</td>
</tr>
<tr>
<td>Rotor pole arc angle $\beta$, [degrees]</td>
<td>11</td>
</tr>
<tr>
<td>Rated angular speed [rpm]</td>
<td>1200</td>
</tr>
<tr>
<td>Current, peak [A]</td>
<td>320</td>
</tr>
<tr>
<td>Max. current density [A/mm²]</td>
<td>33 (33)</td>
</tr>
<tr>
<td>RMS current (@1200 rpm) [Arms]</td>
<td>204 (206)</td>
</tr>
<tr>
<td>Max. torque (@1200 rpm) [Nm]</td>
<td>415 (400.4)</td>
</tr>
<tr>
<td>Number of phases</td>
<td>3</td>
</tr>
<tr>
<td>DC bus voltage [V]</td>
<td>500</td>
</tr>
<tr>
<td>Max. power [kW]</td>
<td>50</td>
</tr>
</tbody>
</table>

(*) denotes test results.

Figure 4.
Magnetic flux distribution and flux density in the switched reluctance machine for the unaligned rotor position.
Using the same reasoning as above; Eq. (2) will apply for the unaligned rotor position as well as for the aligned case as shown in Figures 4 and 5. In fact Eq. (2) is used to compute the flux-linkage for any rotor angular position with respect to the stationary stator. One further outcome we are able to accomplish—in addition to varying the rotor angular position to compute the flux-linkage for that rotor position—is to vary the phase current that is being circulated in the concentrated winding of the stator pole. Therefore, if we increase the current from zero to its full rated peak value (see Table 1), for each of the rotor positions from the fully aligned to the fully unaligned, in steps of 1 mechanical degree, the complete flux-linkage map of the 18/12 SR machine will result, as plotted in Figure 6.

Some highly notable observations of Figure 6a are that for the aligned rotor position, the flux-linkage builds up very quickly for the range of currents, after which it levels off considerably; this occurs in the region of 80 (amps) called the magnetic saturation point. The unaligned rotor position flux-linkage is fairly linear for the entire range of the phase current values, especially if compared to the fully aligned position. The intermediate rotor position flux-linkage curves, generally speaking, become highly nonlinear as the rotor tends toward the fully aligned position. If the flux-linkage curves with respect to the rotor position are examined taking the phase current as a parameter, as in Figure 6b, it may be seen that linearity is not present at all, and for a given current value, the flux-linkage value will vary with respect to all rotor positions from the fully unaligned to the fully aligned. This is true irrespective of the rotor rotation in clockwise or counterclockwise direction, as in Figure 6b.

The torque production of the SR machine can be described in terms of the flux-linkage map shown in Figure 6a. If we were to consider only the fully aligned and unaligned rotor position flux-linkage curves, as in Figure 7, then it would follow that as the rotor tends toward the fully aligned position, the current build-up in the phase winding would increase the stored magnetic field energy \( W_f \). The phase current would then follow the same profile as in Figure 3, yet this time it is shown with respect to the flux-linkage curves in Figure 7 (red dashed).

As can be seen from the graphical representation, the magnetic co-energy \( W_0 \) is represented by the area bound by the aligned and the unaligned flux-linkage curves and therefore is given by Eq. (3) in terms of the aligned flux-linkage:

\[
W_0 = \frac{1}{2} i_0 \Phi_d \frac{d}{d\theta} \tag{3}
\]

Thus, generally, if the magnetic field co-energy is created as a result of the rotor moving from the unaligned to the aligned position, while the phase current is kept constant, the torque generated, \( T \), can be computed as in Eq. (4):

\[
T = \frac{\partial W_0}{\partial \theta} \quad \text{with} \quad i_0 = \text{constant}
\]

Therefore, for a given SR machine, we are interested in maximizing the area \( W_0 \) in order to arrive at a torque dense machine design. This is possible to achieve effectively if the aligned rotor position flux-linkage curve is maximized for all phase current values, while the unaligned rotor position flux-linkage curve is minimized for a given SR machine. Furthermore, the phase current profile itself will determine the magnitude of \( W_0 \) created, providing the phase current locus encompasses as much of the area as possible, as shown in Figure 7.

Figure 5.
Magnetic flux distribution and flux density in the switched reluctance machine for the aligned rotor position.

Figure 6.
Flux-linkage map for the 18/12 SR machine; (a) taking the rotor position as a parameter, (b) taking the phase current as a parameter.
aligned position. The intermediate rotor position flux-linkage curves, generally speaking, become highly nonlinear as the rotor tends toward the fully aligned position. If the flux-linkage curves with respect to the rotor position are examined taking the phase current as a parameter, as in Figure 6b, it may be seen that linearity is not present at all, and for a given current value, the flux-linkage value will vary with respect to all rotor positions from the fully unaligned to the fully aligned. This is true irrespective of the rotor rotation in clockwise or counterclockwise direction, as in Figure 6b.

The torque production of the SR machine can be described in terms of the flux-linkage map shown in Figure 6a. If we were to consider only the fully aligned and unaligned rotor position flux-linkage curves, as in Figure 7, then it would follow that as the rotor tends toward the fully aligned position, the current build-up in the phase winding would increase the stored magnetic field energy $W_f$. The phase current would then follow the same profile as in Figure 3, yet this time it is shown with respect to the flux-linkage curves in Figure 6b.

As can be seen from the graphical representation, the magnetic co-energy $W'$ is represented by the area bound by the aligned and the unaligned flux-linkage curves and therefore is given by Eq. (3) in terms of the aligned flux-linkage:

$$ W' = \int_0^i \Psi \, di \, (\text{Joules}) $$

Thus, generally, if the magnetic field co-energy is created as a result of the rotor moving from the unaligned to the aligned position, while the phase current is kept constant, the torque generated, $T$, can be computed as in Eq. (4):

$$ T = \left[ \frac{\partial W'}{\partial \theta} \right]_{i=\text{constant}} \, (N \cdot m) $$

Therefore, for a given SR machine, we are interested in maximizing the area $W'$ in order to arrive at a torque dense machine design. This is possible to achieve effectively if the aligned rotor position flux-linkage curve is maximized for all phase current values, while the unaligned rotor position flux-linkage curve is minimized for a given SR machine. Furthermore, the phase current profile itself will determine the magnitude of $W'$ created, providing the phase current locus encompasses as much of the area as possible, as shown in Figure 7.
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Magnetic field energy $W_f$ and co-energy $W'$ representation.
The published and generally accepted phase torque calculations were based on the assumption of a linear machine theory, thus assuming non-saturating SR machine flux-linkage curves and their associated unsaturated aligned \( L_{uu} \) and unsaturated unaligned \( L_{ua} \) inductances, as shown in Figure 8a. The alternative to the linear theory is the nonlinear flux-linkage curves theory [6], with the additional saturated aligned inductance \( L_{is} \), in which \( W' \) is represented by the parallelogram area the phase current locus encompasses, as shown in Figure 8b.

From Figure 8a it is seen that the co-energy area \( W' \) is represented by the triangle and therefore is given as in Eq. (5):

\[
W' = \frac{1}{2} \Psi \cdot i = \frac{1}{2} (L_{ua} - L_{uu})i^2 \text{ (Joules)}
\]  

where \( L \) is an inductance which defines the slope of the particular linearized flux-linkage curve from Figure 6a as in Figure 8a at a particular rotor position and the peak value \( i \) of the flat-topped current profile. The torque produced by such a non-saturating SR machine will be given as in Eq. (6):

\[
T = \frac{1}{2} i_s \beta \frac{dL}{d\theta} (N \cdot m)
\]

which is the same as Eq. (5) being divided by the rotor angle that is being turned.

The torque production for the saturating flux-linkage curves producing parallelogram area of magnitude \( W' \) in Figure 8b is given in Eq. (7) [6]:

\[
W' = \frac{V}{\omega} \frac{\beta \gamma}{2} \cdot i \left[ 1 - \frac{1}{2} \frac{c}{s} \right] \text{ (Joules)}
\]

where \( c \) is commutation factor, \( s \) is combined inductance ratio, \( \beta \gamma \) is stator pole arc angle as in Table 1, \( V \) is the DC bus voltage, \( \omega \) is rotor angular speed, and Eq. (7) is applicable only when \( L_{is} = L_{uu} \).

In general, the non-saturating SR machine is rather a special case of the generally saturating SR machine and for this reason will not deliver as high a torque value as is otherwise potentially possible with the saturating SR machine, since the area \( W' \) will be much lower for the given rated current at a specified speed of the machine. The saturating SR machine with the assumed co-energy area \( W' \) represented by the
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Figure 8. Linear flux-linkage and torque production theory (a), nonlinear flux-linkage and torque production theory based on parallelogram area (b).
parallelogram area, as in Figure 8b, is not very accurate since in practical SR machine devices \( L_{ui} \neq L_{uu} \), which is the slope in Figure 8b, since the performance envelope of SR machines, in terms of the inductance ratios, is limited to the following bounds [7]:

\[
6 < \frac{L_{ui}}{L_{uu}} < 14
\]

These bounds indicate that a fully saturable SR machine having the inductance ratio of less than 6 is considered to be unsuitable as it will not be a torque dense machine. On the other hand, the inductance ratio of 10 or more in Eq. (8) will indicate exceptionally high torque density SR machine capable of high instantaneous torque production, which is most desirable. It follows that our SRM2 design, from Figure 6, is capable of a reasonable torque production since the inductance ratio is about 8. However, achieving the inductance ratio of more than 10 is not a simple task, calling for highly specialized computer-based multi-objective optimization routines that are computationally intensive [8], and is therefore beyond the scope of the treatment in this chapter.

Going back to the previously stated argument regarding the assumed \( \Psi' \) based on the parallelogram area calculation with Eq. (7), from Figure 8b it is evident that the saturated aligned flux-linkage curve has the same slope \( L_{ui} \) as the unsaturated unaligned flux-linkage curve slope \( L_{uu} \). Comparing these two parallel inductance flux-linkage curves in Figure 8b with the corresponding curves of our SRM2 design of Figure 6a reveals that the parallel inductance assumption is inaccurate. Therefore, in general, the parallelogram theory-based torque computations, as in Eq. (7), for the saturable SR machine can lead to underestimated values, unless some scaling factor is introduced to compensate for the discrepancy resulting from the parallelogram area assumption applied to the nonparallel inductances. It will be shown that the two methods of Eqs. (5) and (7) are both special cases of the general torque production model based on quadrilateral area computation that is proposed in this chapter.

2. General analytic theory for saturable switched reluctance machines

In this chapter we set out the proposed nonlinear theory based on vector analysis of quadrilaterals for the SR machines. By presenting the nonlinear theory, it will be demonstrated how to estimate the average rated torque at the rated angular speed of the SR machine taking into account the magnetic nonlinearity of the magnetic circuit of the machine. The nonlinear theory will also be used to construct the instantaneous current profiles at the rated angular speed of the machine as well as to estimate the average phase current and voltage. The proposed nonlinear theory is also applicable to the generator mode of the SR machine, and the presented examples will demonstrate the results. Finally, the nonlinear analytical theory enables the estimation of the power electronic converter volt-ampere requirements of the switched reluctance machine as well as the energy conversion ratio for the machine. All these estimates will be used to construct the estimated speed-torque envelopes for the analyzed saturable SR machine, thus concluding the preliminary design process of the device using the analytical theory.

2.1 Switched reluctance machine energy conversion estimation and flux-linkage map construction

Since the flux-linkage map of an SR machine is the main piece of information to be used for the torque production estimation, the already constructed complete
flux-linkage map for the selected SRM2 machine design is redrawn again, this time for the aligned and the unaligned curves only, as shown in Figure 9.

In Figure 9 the flux-linkage curves are first drawn from the finite element analysis-obtained data points of Figure 6a, assuming that \( L_{ua} \neq L_{uu} \). The three linear curves are obtained by splitting the aligned flux-linkage curve in the region of the saturation point, at approximately 80 A current point in this case; however, the two parts of the split aligned flux-linkage curve are overlapping in order to facilitate more accurate linear fit. The linear fit of the unaligned flux-linkage curve also indicates that the linear fit is a very close approximation, as can be inferred from the statistical goodness of fit measure \( R^2 \), the value of which in Figure 9 for the linear flux-linkage is very close to unity. It is noted at this point that all of the linearized fits are rather subjective; however, the aim to keep the area \( W \) bounded by the linearized curve fits in Figure 9 will ensure that our subsequent calculations will be accurate.

Having obtained the satisfactory linearization of the curves, as in Figure 9, we now define the following flux-linkage expressions (units of which can be in volt-seconds or weber) in terms of the known inductances and phase current \( i \).

**Unsaturated unaligned flux-linkage:**

\[ \Psi_{uu} = L_{uu} \cdot i = 0.0012072 \cdot i \quad (9) \]

**Unsaturated aligned flux-linkage:**

\[ \Psi_{ua} = L_{ua} \cdot i_s = L_{sa} \cdot i_s + \Psi_s = 0.0071879 \cdot i_s = 0.0004948i_s + 0.4192920 \quad (10) \]

**Saturated aligned flux-linkage:**

\[ \Psi_{sa} = L_{sa} \cdot i_r + \Psi_s = 0.0004948i_r + 0.4192920 \quad (11) \]

where \( i_r \) is the rated phase current, as given in Table 1, and is equal to 320 A for the selected SRM2 design.

The saturation current, \( i_r \), is found from Eq. (10) since the two lines intersect:

\[ i_r = \frac{\Psi_s}{L_{ua} - L_{sa}} = \frac{0.4192920}{0.0071879 - 0.0004948} \approx 62.6 \text{ (A)} \quad (12) \]
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*Flux-linkage curves for the 18/12 SRM2, taking the rotor position as the parameter and the linearized fits.*
Moreover, the aligned flux-linkage intercept, $\Psi_s$, is found from Eq. (11) by substituting the zero current value:

$$\Psi_s = L_{sl} \cdot 0 + \Psi_s = 0.0004948 \times 0 + 0.4192920 = 0.4192920 \quad (13)$$

Our next goal is to express mathematically the area $W'$ bounded by the linearized curve fits in Figure 7 in terms of the inductances and the currents. To achieve this goal, we first recognize that area $W'$ is neither in the trapezoidal nor the parallelogram form, and therefore the simple area calculations obtained with such formulae may be inaccurate. However, we recognize also that the area $W'$ in Figure 7 is a general quadrilateral if we assume the flat-topped phase current profile of Figure 3 to follow the path as shown diagrammatically in Figure 10.

In Figure 10 the phase current is assumed to rise from zero to the full rated phase current value at $V_1$, to be maintained constant while the rotor is moving toward the fully aligned position with the stator pole and while the flux-linkage is increasing from $V_1$ to $V_2$. Just before the full alignment, at $V_2$, the phase current is commutated by applying full wave voltage, as in Figure 3, and from that point the current decays to $V_3$ and finally to $V_0$, at which point it is zero again. Such quadrilateral phase current locus (albeit very idealized and nonpractical) will encompass the total area bound by the two flux-linkage curves and will be equal to $W'$, which in turn is used to compute the torque generated by the SR machine.

The geometric figure formed by $V_0V_1V_2V_3V_0$ in Figure 10 is the general quadrilateral, the area of which can be computed with the help of Varignon’s theorem [9], which states that if we take the midpoints of each of the sides of the quadrilateral, this will result in a new quadrilateral $ABCD$—the midpoint quadrilateral called Varignon parallelogram—as shown in Figure 10. The Varignon parallelogram is exactly half of the area of the original quadrilateral $V_0V_1V_2V_3V_0$ defining $W'$. In terms of the phase current trajectory vectors in Figure 10:

$$W' = \frac{1}{2} |((V_2 - V_0) \times (V_3 - V_1))| \text{ (Joules)} \quad (14)$$

and in terms of the coordinates of the vectors $V_i$ in Figure 10 and the known numeric quantities defined by Eq. (9) to (13), Eq. (14) becomes.

$$W' = \frac{1}{2} |(i_r - 0)(\Psi_{sat} - \Psi_{sat}) - (i_s - i_r)(\Psi_{sat} - 0)| \text{ (Joules)} \quad (15)$$

![Figure 10](image)
Eq. (15) is only convenient if the flux-linkage and the current quantities are known numerically at the required points on the quadrilateral. Usually it is preferred to work with the inductances $L$ and the rated current value, since these quantities are used for other electric machines and therefore can be more intuitive in the SR machine design process as well.

Substituting the inductance relations, Eq. (9) to (13), into Eq. (15) and simplifying yield

$$W' = \frac{1}{2} \left[ (L_{ru} \cdot i_r) i_r - (L_{uu} \cdot i_r) i_r - (L_{ut} \cdot i_r + \Psi_s) i_r + (L_{ru} \cdot i_r + \Psi_s) i_r \right]$$

$$= \frac{1}{2} \left[ (L_{ru} - L_{uu}) i_r^2 + (L_{ut} - L_{ru}) i_r i_r + \Psi_s i_r - \Psi_s i_r \right]$$

Eq. (16) is not yet the preferred final formula for the area calculation since we wish to eliminate the numerical flux-linkage values $\Psi_s$, and the saturation current $i_s$, and leave only the rated phase current values and inductances. Also we note at this stage of derivation that if the rated current were to reduce to such a point so as to coincide with the saturation current in Eq. (16), the resulting area $W'$ would be equal to the area found in Eq. (5) for the non-saturating SR machine, since all but the first term in the brackets would cancel out. Therefore the area calculation with Eq. (16) is the general case, whereas Eq. (5) is the special case as was noted earlier.

Considering Figure 9 and Eq. (16), we draw yet two more corresponding diagrams: one for the flux-linkage quadrilateral as in Figure 11 and another for the phase current profile as in Figure 12.

Figure 11 shows that, generally, the SR machine phase current commutation starts well before the fully aligned position [6], at point $C$ instead of point $B$, since it would require an infinite DC bus voltage in order to bring the phase current to zero instantly so as to avoid the negative torque production which is undesirable in the motoring mode. Therefore the current will decay to point $E$ before reaching zero value as before in Figure 10. The line $AC$ in Figure 11 can be expressed in terms of the inductances in Eqs. (9) and (11) and introducing the commutation factor $c$, being in the region of $0 < c \leq 1$, which is also shown in Figure 11:

$$AC = c \cdot AB = L_{ut} \cdot i_r + c\Psi_s - L_{uu} \cdot i_r(V \cdot s)$$

(17)

since the unaligned unsaturated inductance is not affected by the commutation factor $c$, as in Figure 11.
The units of volt-seconds of the flux-linkage difference $AC$ in Figure 11 now comes very handy since if we know the angular speed of the SRM2 machine $\omega$ (radians/second) and the stator pole arc angle, $\beta_s$ (radians), both as specified in Table 1, then Eq. (17) can be expressed in terms of the root-mean-square voltage $V_{\text{rms}(\text{PWM})}$ applied to the phase winding from A to C, in order to maintain the phase current flat-topped, as in Figure 11:

$$AC = c \cdot AB = L_{sat} \cdot i_r + c\Psi_s - L_{sat} \cdot i_r = V_{\text{rms}(\text{PWM})} \frac{c \cdot \beta_s}{\omega} \cdot (V \cdot s)$$  \hspace{1cm} (18)

the last term in Eq. (18) indicating that the units of $(V \cdot s)$ result if the rotor rotates by the angle $c \cdot \beta_s$ when rotating at the angular speed $\omega$, while simultaneously the voltage $V_{\text{rms}(\text{PWM})}$ is applied across the phase winding. The $V_{\text{rms}(\text{PWM})}$ is the voltage needed to counteract the build-up of the back-electromotive force, back-emf, being generated in the phase windings at the specific speed.

Rearranging Eq. (18) in order to obtain the saturation flux-linkage constant in Figure 11 gives

$$\Psi_s = V_{\text{rms}(\text{PWM})} \frac{\beta_s}{\omega} \left( L_{sat} - L_{sat} \right) \cdot \frac{i_r}{c}$$  \hspace{1cm} (19)

Since the equality previously considered in Eq. (10) has changed as a result of the early commutation, it is rewritten here for convenience:

$$L_{sat} \cdot i_s = L_{sat} \cdot i_r + c \cdot \Psi_s$$  \hspace{1cm} (20)

since the two linearized curves intersect at point E in Figure 11.

To obtain the new saturated phase current value $i_s$, remembering to include the phase commutation factor $c$, Eq. (20) is rearranged:

$$i_s = \frac{c \cdot \Psi_s}{L_{sat} - L_{sat}}$$  \hspace{1cm} (21)
and by using the result from Eq. (19), the saturation current, Eq. (21), can be expressed as

$$i_s = \frac{V_{\text{rms(PWM)}} \frac{c \beta s}{\omega} - (L_{\text{sat}} - L_{\text{uaa}})i_r}{L_{\text{uaa}} - L_{\text{sat}}}$$

(22)

Therefore, having obtained Eq. (19) and (22), we are now in the position to express the co-energy $W'$ given in Eq. (16) in terms of the inductances, the voltage, the rated phase current, the angular speed, and the stator pole arc angle, by substitution and simplification into Eq. (16):

$$W' = \frac{1}{2} \left[ (L_{\text{sat}} - L_{\text{uaa}})i_r^2 + (L_{\text{uaa}} - L_{\text{sat}})i_r + c \cdot \Psi_s i_r - c \cdot \Psi_s i_s \right] =$$

$$= \frac{1}{2} \left[ 2 \cdot V_{\text{rms(PWM)}} \frac{c \beta s}{\omega} \cdot i_r + (L_{\text{uaa}} - L_{\text{sat}})i_r^2 - \left( V_{\text{rms(PWM)}} \frac{c \beta s}{\omega} + (L_{\text{uaa}} - L_{\text{sat}}) \cdot i_r \right)^2 \right]$$

(23)

Eq. (23) is the fundamental expression for the computation of the energy conversion $W'$ for any SR machine, including both saturating and non-saturating cases, as well as for the trapezoidal phase current profile operation [6] and for the general quadrilateral operation of the phase currents as in Figure 11 and for the motoring and the generating modes of the machine operation. By comparison, Eq. (23) indicates significantly different behavior of the general SR machine case compared to the special cases in Eqs. (5) and (7).

The questions remain as to how to estimate the commutation factor $c$ and the $\text{rms}$ voltage, since Eq. (23) requires these numeric values to be assumed in order to calculate accurately the energy conversion area $W'$, whereas only the DC bus voltage and the rated current are given (or are assumed to be known in the design process) as in Table 1. Considering Figure 12, corresponding to Figure 11, where the $c$ factor is shown graphically, we assume that—strictly for the rated motor speed—the commutation of the phase current profile starts at point $C$, which is well before the rotor pole is fully aligned with the stator pole, and this is so that the current can be brought down in the shortest time possible to point $E$ so as to maximize the torque-generating region.

Assuming that, first of all, the phase current reaches point $A$ with the full wave DC bus voltage when the rotor is at the unaligned position, but also with the early commutation assumption in mind, we determine the time taken for the rated current $i_r$ to fall to the saturation value $i_s$, from Eq. (11) and Figure 11, which is approximately

$$\Psi_{\text{sat}(A)B} - \Psi_{\text{sat}(A)D} = (0.0004948(H) \times 320 \text{ (Amp)} + 0.4192920(V \cdot s)) - (0.0004948(H) \times 62.6 \text{ (Amp)} + 0.4192920(V \cdot s)) = 0.12736 \text{ (V \cdot s)}$$

(24)

Moreover, since the steady angular speed and the DC bus voltage at the point of the commutation are known, the time required for the current to fall from point $C$ to point $E$ in Figure 12 is

$$\frac{\Psi_{\text{sat}(A)B} - \Psi_{\text{sat}(A)D}}{V_{\text{DC}}} = \frac{0.12736 \text{ (V \cdot s)}}{500 \text{ (V)}} = 2.547 \times 10^{-4} \text{ (s)}$$

(25)
since the full wave voltage is applied as in Figure 3. Therefore, the angle through which the rotor traverses during this time period can be found, since the rated angular speed is known:

\[
\theta_{CE} = \frac{\Psi_{sa}(\Theta B) - \Psi_{sa}(\Theta D)}{V_{DC}} \times \frac{0.12736 \, (V \cdot s)}{500 \, (V)} \times \frac{1200 \, (rpm)}{60} \times 2\pi
\]

\[= 0.032 \, \text{(radians)} = 1.83 \, \text{(degrees)} \quad (26)\]

Finally, from the definition of the commutation factor \(c\) in Figure 12, we find:

\[c = 1 - \frac{\theta_{CE}}{\beta s} = 1 - \frac{1.83 \, \text{(degrees)}}{10.5 \, \text{(degrees)}} \approx 0.8 \quad (27)\]

Also of interest is the \(\text{rms}\) voltage that is applied across the phase winding when the peak current is flat-topped as in Figure 12; this current shape is assumed to be present at the rated motor speed. Therefore the \(\text{rms}\) voltage from point A to point C in Figure 12, using Eq. (19), is

\[V_{\text{rms(PWM)}} = \left( \Psi_s + (L_{sat} - L_{ua}) \cdot i_r \right) \frac{\omega r}{\beta s} \approx 100 \, (V) \quad (28)\]

being only an approximate value since the winding resistance voltage is assumed to be unknown at this stage of analysis which would be added to the \(\text{rms}\) voltage.

Having estimated the commutation factor and the \(\text{rms}\) voltage, Eq. (23) is used to find the energy conversion capability of the chosen SRM2 machine at the rated angular speed of 1200 rpm and the other variables taken from Table 1 and Figure 9, for a single phase:

\[W' = \frac{1}{2} \left[ 2 \cdot V_{\text{rms(PWM)}} \frac{c \cdot \beta s}{\omega} \cdot i_r + (L_{sat} - L_{ua}) i_r^2 - \left( \frac{V_{\text{rms(PWM)}}}{\omega} + (L_{ua} - L_{sat}) \cdot i_r \right)^2 \right] \]

\[= \frac{1}{2} \left[ 74.67 + 72.95 - 17.74 \right] \approx 65 \, \text{(Joules)} \quad (29)\]

The total torque at the rated speed of the three-phase, \(q\), SRM2 machine is thus estimated as follows:

\[T = W' \times \frac{q \cdot N_r}{2\pi} = 65 \times \frac{3 \times 12}{2\pi} \approx 372 \, (N \cdot m) \quad (30)\]

The analytically calculated rated torque value of the chosen SRM2 SR machine compares favorably with the published measured rated torque value of 400 Nm, being about 8% underestimated. This small discrepancy arises since our calculations in Eq. (29) are influenced by two main factors as a consequence of the simplifications made. First—and this has an overestimating effect—the excursion of the phase current into the decreasing inductance region after the full stator and rotor alignment, \(EF\) in Figure 12, is considered in Eq. (23) as a positive torque generation region, whereas in reality it is a negative torque generation region. Secondly—and this leads to the underestimating effect in Eq. (29)—generally there is the phase overlap present, as in Figure 3, where a fraction of a leading phase energy conversion is being compensated by a fraction of the trailing phase which, if accounted for, increases the instantaneous torque in Eq. (23). Therefore, by accounting for the SRM2 machine phase overlap ratio \(R\) at the rated speed, we are able to compensate
for the underestimated torque generation value in Eq. (29) for the overlapping torques:

\[
R = 1 + \frac{1}{\beta_s} \left( \beta_s - \left( \frac{360}{N_r} - \frac{360}{N_s} \right) \right) = 1.0476
\]  

(31)

where the stator pole arc angle \( \beta_s \) is in mechanical degrees and \( N_s \) and \( N_r \) are the number of the stator and the rotor poles, respectively. The answer of Eq. (31) can now be multiplied by the computed torque value of Eq. (30) which makes the discrepancy with respect to the published measured torque of less than about 3% underestimated, which must be considered as relatively very accurate for the analytical method-based design process.

Other factors influencing the accuracy of the analytical torque calculations include the uncertainties in the estimated commutation factor \( c \) as well as the actual \( \text{rms} \) voltage, both not reported in [4]. However, the published maximum computed torque value in [4] was in the region of 415 (N-m) at the assumed 1200 (rpm) rated speed, as in Table 1. The reasons for the discrepancy between the reported measured and the reported computed rated torque values in [4] were not explained.

Finally, the electromechanical power at the rated speed for the SRM2 design can be estimated as

\[
P_{em} = T \times \omega = W' \frac{q \cdot N_r}{2\pi} \times \omega \times R \approx 390 (N \cdot m) \times \frac{1200 (\text{rpm})}{60} \times 2\pi = 49 (\text{kW})
\]  

(32)

which is an underestimate of about 2% compared to the published power levels at the rated speed [4]. However, the maximum power of the SRM2 design beyond the rated speed was quoted as 54 (kW).

Although Eq. (23) (or Eq. (29)) is rather complex, it represents the most suitable form of Eq. (16), since the numerical evaluation of all flux-linkage values, term by term, at each desired phase current level is no longer required. Even more importantly, Eq. (23) is very convenient to use as the operating parameters that are readily available to machine designers are typically expressed in terms of the inductance estimates, obtained either from finite element analysis or the analytic aligned and unaligned flux-linkage maps. Furthermore, the theory of other electric machines usually relies on inductances, and for this reason, Eq. (23) can be more accessible and intuitive for the control engineers.

The required operating parameters to be used in Eq. (23) for the fundamental energy conversion estimation of the SR machine are collected from Figure 9 and Eqs. (27) and (28) and are summarized in Table 2.

Eq. (29) is further exploited to gain insights into the torque control effectiveness of the saturable SR machines via the rated phase current regulation. The operating parameters from Table 2 were substituted into Eqs. (29) and (30), and the rated phase current was varied from some minimum practical value to the full rated phase current value, as plotted in Figure 13.

Figure 13 reveals critically important results regarding saturable SR machine operation when, at the fixed constant speed, the torque is regulated with the phase current only. If the start of the phase current rise is to be fixed at a certain rotor angle, \( \theta_{\text{in}} \) in Figure 12, and the current decay should start at the commutation angle, \( \theta_{\text{com}} \), the electromagnetic torque production for the SR machine will be weakly nonlinear and will follow the power law in phase current as in Figure 13. This is significant from the control point of view since—if the linear torque control is to result from the linear increase of the phase current—the current will have to be
regulated simultaneously with the turn-on and the commutation angles, as defined in Figure 12. Therefore, for each required torque value at the fixed constant speed, an exhaustive search for the combination of the three control parameters will have to be performed, that is, the turn-on, the commutation, and the phase current magnitude. This type of search is effective only with the help of computer-based design routines; for example, see [8, 10].

Figure 13 also shows the torque obtained from Eq. (5) where the linear non-saturating SR machine is assumed for all rated current values. The linear theory suggests that the torque production follows the quadratic power law with the phase current, as is also evident from Eq. (5) itself. The torque values in the region below the saturation current are similar using both methods; however, once the current is increased beyond the saturation level, the linear theory overestimates the torque value and becomes invalid. To conclude, the general torque of the saturable SR machine can be computed relatively quickly and accurately with Eq. (23), even if the rated phase current value is reduced below the saturation current value.

Further discussion regarding Eq. (23) is as follows. It should be understood that the commutation factor $c$, as computable with Eq. (27), is not a constant but can be chosen or optimized, depending on the commutation timing as in Figure 12.
Likewise, the \( \text{rms} \) voltage is not a constant, as computable with Eq. (28), but is dependent on the commutation factor and the rated speed. The terms of Eq. (23) can be examined in turn to gain further insights into the operation and energy conversion process of the general SR machine.

The first term in Eq. (23), the “voltage” term,

\[
2 \cdot V_{\text{rms}(\text{PWM})} \frac{c \cdot \beta s}{\omega} \cdot i_r 
\]  

indicates that the energy conversion part of this term is dominated by the rated current and the commutation factor; however, even with zero commutation factor, the machine will produce some useful torque, since the full wave DC bus voltage is still utilized, while with the \( c \) factor equal unity, the \( \text{rms} \) voltage-based energy component will be fully realized. Moreover, the \( \text{rms} \) voltage will tend to increase the energy conversion component, itself being a function of the operating speed at which it occurs. The \( \text{rms} \) voltage is created by the power electronic switches as shown in Figure 3.

The second term in Eq. (23), the “inductance” term,

\[
(L_{uu} - L_{sa})i_r^2, 
\]

contributes significantly to the energy conversion process and is dominated by the square of the rated current in the phase winding. Therefore, it is desirable to maximize this value in order to operate at the highest possible torque, yet giving proper consideration to the cooling requirements of the SR machine, as at very high phase current values, the cooling of the windings becomes very challenging. It therefore appears that in order to arrive at a torque dense SR machine design, as the main goal, it is important to drive as large a current through the motor windings as is practicable. Furthermore, the inductance difference \( L_{uu} - L_{sa} \) should be made as large as possible. This can be achieved in practice if the saturated aligned inductance \( L_{sa} \) is minimized with respect to the unsaturated unaligned inductance \( L_{uu} \).

The third term in Eq. (23), the “saturation quality” penalty term,

\[
\frac{(V_{\text{rms}(\text{PWM})} \frac{c \cdot \beta s}{\omega}) + (L_{uu} - L_{sa}) \cdot i_r^2}{L_{uu} - L_{sa}}, 
\]

is a relatively large negative quantity and is dominated by the denominator defined by the inductance difference. Therefore, to reduce this “penalty,” it would be desirable to maximize the unsaturated aligned inductance \( L_{uu} \), while the saturated aligned inductance \( L_{sa} \) should be kept as low as possible in relation to the unsaturated aligned inductance. This effect can only be achieved with the highest-quality electric steels, having very high saturation flux density values, which must therefore be used to make the core of the SR stator and rotor [7].

### 2.2 Saturable switched reluctance machine energy conversion ratio estimation

Since the SR machine requires a DC bus capacitor if the DC supply voltage is to be kept undisturbed by the returning magnetic field energy from the phase windings, as discussed and shown in Figure 2, the estimation of the magnitude of such returning energy is an important consideration when designing the h-bridge power electronic converter for the SR machine. As was shown in Figure 10, which for convenience is replotted here as Figure 14, the magnetic field energy \( W_f \) first increases as the phase current rises in the phase windings up to point \( B \), at which point it is returned as the phase current is commutated to decay to zero.
The amount of energy (in joules) being created as a result of the phase current (and the magnetic field in the windings) build-up is represented by the area bounded by the entire aligned flux-linkage curve, the horizontal line at point $B$ at which the maximum flux-linkage is being established by the current profile as shown in Figure 14 and by the flux-linkage axis thus being a quadrilateral.

Knowing the magnitude of the stored magnetic field energy $W_f$ in the phase winding at the rated speed of the SR machine enables the energy conversion ratio [6] to be determined as

$$\text{energy conversion ratio} = \frac{W'}{W' + W_f} \quad (36)$$

In order to estimate the energy conversion ratio, it is necessary to estimate the stored magnetic field energy $W_f$ along the lines of Eq. (23) and Figures 9 and 10 with the help of Varignon parallelogram calculations. Detailed derivation is not shown here to save space, but readers are encouraged to verify the following result:

$$W_f = \frac{1}{2} \left[ L_{ua} i_r^2 + \left( V_{rms(PWM)} \frac{d \phi}{dt} + (L_{ua} - L_{sa}) \cdot i_r \right)^2 \right] \quad (37)$$

Eq. (37), being somewhat less complex than Eq. (23), can be interpreted as follows: maximizing the rated current and the saturated aligned inductance, $L_{ua}$, will greatly increase the stored magnetic field energy. Furthermore, minimizing the difference between the inductances in the identified “saturation penalty” term in Eq. (37) will help to minimize the stored magnetic field energy, which is a desirable effect and can be achieved by selecting the electric steel with high saturation flux density values for the construction of the SR machine.

Substituting the known operating parameters of the SRM2 design from Table 2, the estimated field energy is found as

$$W_f = \frac{1}{2} \left[ 50.67 + \frac{0.1354}{0.0067} \right] \approx 35.5 \text{ (joules)} \quad (38)$$

Using Eq. (37) for the operating parameters from Table 2, with the phase current magnitude varied from some lower practical limit to the full rated current, the energy conversion ratios were obtained with Eq. (36) as shown in Figure 15.
From Figure 15 it is seen that the amount of the energy converted by the SRM2 design is rather small at the low phase current values, but it improves quickly as the phase current increases, in effect encompassing more of the co-energy area $W'$ as in Figure 14. However, there is a definite optimum phase current value above which the energy conversion ratio starts to decrease again, and this phase current value is well below the rated current. The reason as to why the energy conversion ratio is decreasing as the phase current is increased is due to the uneven incremental co-energy areas $\Delta W'$ being encompassed by the phase current profile with respect to the incrementally increased stored magnetic field energy $\Delta W_f$ being created, thus having the diminishing effectiveness as in Figure 15 and given by Eq. (36), although this effect is not too severe for the most useful range of the currents.

### 2.3 Saturable switched reluctance machine average rated current and voltage estimation

Having successfully obtained the rated torque values for the selected SRM2 machine design using Eq. (29), we are now in a position to extend the analytical treatment for the estimation of the average rated phase current as well as the voltage. These quantities are very important during the preliminary SR machine design process in order to estimate the demand from the available DC bus supply, such as a battery of an electric vehicle. Furthermore, the knowledge of the rated current is required for the estimation of the heat dissipation requirements for the designed SR machine.

Consider Figure 12, which for convenience is redrawn here as Figure 16.

Since by using Eqs. (24) to (28) we were able to evaluate the commutation factor $c$ and the $\text{rms}$ voltage, similar reasoning will be applied to find the rest of the information needed to estimate the rated average phase current. The aim is to use the Varignon parallelogram principles as in Figure 10 to compute the area of the quadrilateral $\text{OFEC}$ in Figure 16 as well as the triangular areas $\theta \text{OA}$ and $\text{OCA}$.

To find the time it takes for the phase current to rise to the rated value, using Eq. (25),

$$t_{\theta \rightarrow 0} = \frac{V_{\text{rms}} (\text{A})}{V_{\text{DC}}} - 0 = \frac{0.3863 \text{ (V} \cdot \text{s})}{500 \text{ (V)}} = 7.73 \times 10^{-4} \text{ (s)}$$

(39)
For the rotor to traverse from point A to point C, as in Figure 16,

\[ t_{A\rightarrow C} = \frac{\Psi_{sat}(\Theta_D) - \Psi_{unsat}(\Theta_A)}{V_{rms(PWM)}} = \frac{0.1074 \text{ (V \cdot s)}}{100 \text{ (V)}} = 1.074 \times 10^{-3} \text{(s)} \quad (40) \]

where the saturated aligned flux-linkage at D is

\[ \Psi_{sat} = L_{ua} \cdot i_r + c \cdot \Psi_i = 0.0004948 i_r + 0.8 \times 0.4192920 \quad (41) \]

Next we estimate the time needed for the phase current to decay from point E to point F, the \( k \cdot \beta s \) factor, at which it is zero as in Figure 16:

\[ t_{E\rightarrow F} = \frac{\Psi_{sat}(\Theta_E)}{V_{DC}} = \frac{0.3701 \text{ (V \cdot s)}}{500 \text{ (V)}} = 7.40 \times 10^{-4} \text{(s)} \quad (42) \]

where the saturating current needed to evaluate the unsaturated aligned flux-linkage in Eq. (42) was found from Eq. (22) using \( c = 0.8 \) as before:

\[ i_s = \frac{V_{rms(PWM)} c \beta s \omega}{\left( L_{sat} - L_{ua} \right) \omega} \approx 51.5 \text{ (A)} \quad (43) \]

Finally, the time from C to E was estimated earlier using Eq. (25) as

\[ t_{C\rightarrow E} = 2.547 \times 10^{-4} \text{(s)} \quad (44) \]

Thus the area bound by the quadrilateral \( OFEC \) can be found, as in Eq. (14):

\[ A_{OFEC} = \frac{1}{2} \left[ (t_{A\rightarrow C} + t_{C\rightarrow E}) \times i_r + (t_{C\rightarrow E} + t_{E\rightarrow F}) \times i_s \right] = 0.2381 \text{ (A \cdot s)} \quad (45) \]
The triangular area $OAC$ and $\theta OA$ are easily found as

$$A_{OAC} = \frac{1}{2} |t_{A-C} \times i_r| = 0.17184 \ (A \cdot s) \quad (46)$$

and

$$A_{\theta OA} = \frac{1}{2} |t_{\theta-O} \times i_r| = 0.12368 \ (A \cdot s) \quad (47)$$

Now the areas are added and divided by the total rotor traverse time from $\theta_{on}$ to $\theta_{off}$ in Figure 16, to obtain the average phase current:

$$I_{AV} = \frac{0.53362 (A \cdot s)}{0.0028417 \ (s)} \approx 188 \ (A) \quad (48)$$

However, by revisiting the argument regarding the overlapping phase operation of the selected SRM2 machine at the rated speed, we make use of the overlap ratio $R$ defined in Eq. (31) in order to obtain a more conservative estimate of the average rated $rms$ phase current expected to be demanded from the battery (see Table 1):

$$I_{BAT} = I_{AV} \times R = \frac{0.53362 (A \cdot s)}{0.0028417 \ (s)} \times 1.045 \approx 196 \ (A) \quad (49)$$

Likewise, all of the information needed to compute the average phase voltage from the known instantaneous voltage waveform of Figure 16 is readily available. The computed value found for the single phase at the rated speed is

$$V_{AV} \approx 350 \ (V) \quad (50)$$

Therefore, at the rated speed, the SRM2 machine will be demanding the electric power:

$$P_{EL} = I_{BAT} \times V_{AV} = 196 \ (A) \times 350 \ (V) = 68 (kW) \quad (51)$$

The result in Eq. (51) does not need to include the power factor at the rated speed since the phase currents and voltages are averaged over the full electrical cycle in Eqs. (49) and (50). Finally, knowing the demanded electric power and the generated electromagnetic power, the efficiency of the SR machine at the rated speed can be readily found which for this particular case is:

$$\text{Efficiency} = \frac{49 \ (kW)}{68 \ (kW)} \approx 72(\%) \quad (52)$$

which compares favorably with the published efficiency value of around 80% at the rated speed and torque [4].

The above estimated electric power demand compares well with the electromagnetic power production as found in Eq. (32). Therefore, the relatively accurate SR machine design process is accomplished.

### 2.4 Saturable switched reluctance machine converter volt-ampere requirement estimation

As was shown in Figure 2, the asymmetric h-bridge SR machine power electronic converter requires two active devices (transistor switches) and two passive
devices (the power diodes per single phase) in order to realize the most flexible SR machine operation in a motoring mode or a generating mode [7]. Consequently, we can define the metric of the volt-ampere product that these power electronic devices have to be rated at in order to deliver the required phase current at the required DC bus voltage.

For a three-phase, \( q = 3 \), SR machine operated from a fixed supply DC bus voltage, \( V \), and off the asymmetric half-bridge power electronic converter delivering the phase current, \( i \), the maximum volt-ampere rating of the power electronic converter is defined as [6]

\[
S = 2q \cdot Vi = 2 \times 3 \times 500(V) \times 350(A) = 1050(kVA)
\]

Eq. (53) indicates that the stated maximum of the current will have to be delivered by the transistor switches having the stated voltage rating. The quantity obtainable with Eq. (53) is in units of kVA, and in this case, it is permissible to form a ratio of two quantities not having the same units [6] as long as both units are explicitly retained, and thus the converter volt-ampere value in Eq. (53) is divided by the produced electromagnetic power, as computed with Eq. (32), to obtain a measure of economic utilization of the converter in terms of kVA/kW:

\[
\frac{S}{P} = \frac{4\pi \cdot Vi}{W^N_r} \text{(kVA/kW)}
\]

where the volt-ampere quantity \( S \) is a constant and the electromagnetic power is computed from Eq. (32) with the current taken as a parameter. The ratio is then computed with Eq. (54) for the range of phase current values \( i \) and is plotted in Figure 17 for the fixed constant rated speed of 1200 (rpm) for the SRM2 machine.

Figure 17 shows the h-bridge converter volt-ampere requirement for the rated angular speed of 1200 (rpm) with the phase current as a parameter. The curve in Figure 17 indicates that approximately 25 (kVA/kW) rating is required at the power electronic converter end of the SR machine drive in order to deliver the rated torque, as found in the previous section using Eqs. (29) and (30). As the phase current magnitude is reduced in order to reduce the torque level, while the angular speed is kept constant, the \( S/P \) ratio tends to increase slowly first, but as the current
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**Figure 17.**

Converter volt-ampere requirement curve for the 18/12 SRM2, for the rated speed of 1200 (rpm).
is reduced to a very low value, the ratio becomes very large. This trend only suggests the operating penalty when the demanded torque is low; however, the maximum rated torque operation of the saturable SR machine makes very clear economic sense compared to the non-saturating SR machine in terms of the size of the power electronic converter for the given amount of rated torque production [6]. Therefore, the saturable SR machine can be constructed economically since the power electronic transistors and diodes increase in price as their volt-ampere rating (kVA) is increased.

2.5 Saturable switched reluctance machine generator mode energy conversion estimation

Since SR machines are able to operate in the motoring as well as the generating mode, the energy conversion performance of an SR generator will also be quite accurately predicted with the Varignon parallelogram theorem as was the case for the motoring mode given by Eq. (23).

Consider Figure 10 where for the SR machine-generating mode the locus of the phase current is reversed. Therefore the phase current will form the quadrilateral $V_0V_3V_2V_1$ since the phase current will start flowing just before the rotor pole is aligned with the stator pole. The co-energy area $W^\prime$ for the generator encompassed by the phase current locus will be given in terms of the vector coordinates along the lines of Eq. (15), but with the vector sequence reversed, thus:

$$W^\prime = \frac{1}{2} [ (i_r - 0)(\Psi_{uu} - \Psi_{ua}) - (i_r - i_s)(\Psi_{ia} - 0) ] \text{ (Joules)}$$  \hspace{1cm} (55)

Having the co-energy relation for the generator, we then make use of Eq. (19) and Eq. (22) to express the generator co-energy in Eq. (55) in terms of the inductances, rated phase current, and $\text{rms}$ voltage:

$$W^\prime = \frac{1}{2} \left[ (L_{uu} - L_{ia})i_r^2 + (L_{ia} - L_{ia})i_s i_r + c \cdot \Psi_{ia} i_s - c \cdot \Psi_{ia} i_r \right] =$$

$$= \frac{1}{2} \left[ -2 \cdot V_{\text{rms}(PWM)} \frac{c \cdot \beta s}{\omega} \cdot i_r - (L_{uu} - L_{ia})i_r^2 + \left( \frac{V_{\text{rms}(PWM)}}{c \cdot \beta s} + \frac{(L_{uu} - L_{ia}) \cdot i_r^2}{L_{ia} - L_{ia}} \right) \right]$$  \hspace{1cm} (56)

Eq. (56) is the fundamental expression for the computation of the energy conversion $W^\prime$ for any SR generator, both saturating and non-saturating cases, as well as for the trapezoidal phase current profile operation [6] and for the general quadrilateral operation of the phase currents as in Figure 11.

The $\text{rms}$ voltage and the commutation factor for the generating mode are both found from Eq. (27) and Eq. (28), and the generated average phase current will be found as in Section 2.3. Such generated DC current will be possible only if the external torque is applied to the SR generator, and the magnitude of such torque requirement as given in Eq. (56) and Eq. (30) will be a negative quantity, indicating that the external torque input is required.

3. Conclusions

Having successfully found the rated torque and power production capability of the analyzed SR machine design, we are now in the position to summarize the
advantages of the proposed analytic method based on Varignon parallelogram and vector-based computations.

The estimated rated torque and power of a general SR machine are the two most important quantities a machine designer is seeking at early stages of the machine design process. Once these two estimates are known for the required rated speed, the speed-torque and power-torque characteristics for the SR machine can be constructed as in Figure 18.

The particular characteristics in Figure 18 are assumed to obey the constant-torque and constant-power operation of the SR machine with respect to the speed of rotation. Such specific characteristics are most desirable from the accurate torque and power control point of view and are used for electric vehicle propulsion applications or the general industrial motor drive applications.

The convenient analytical form of Eq. (23) enables the SR machine design engineer to estimate relatively accurately the electromagnetic torque of the machine at the assumed required rated speed, at point A in Figure 18, which in turn is dictated by the particular practical application. Furthermore, this electromagnetic torque is estimated with the known (or application dictated) quantities such as DC bus voltage, rated current, and the geometric parameters of the assumed SR machine design. More importantly, the SR machine design engineer is able to parametrize Eq. (23) in terms of the phase current in order to estimate the range of the rated torque with respect to the change in the phase current magnitude as indicated by the bracket in Figure 18. At this stage of the SR machine design process, the engineer has enough information to construct the constant-torque and constant-power characteristic curves, as in Figure 18, with the help of Eq. (32). Such a characteristic map can be enhanced with further operating quantities of the average phase winding current and average voltage. The other performance metrics for the designed SR machine to be estimated with the help of the proposed analytical method are the volt-ampere requirements of the power electronic converter for the SR machine being designed. This entire information regarding the designed SR machine enables the decision-making process if such SR machine is to be further analyzed in more detail, this time with advanced computer-based optimization routines [8].
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Chapter 13
Numerical and Experimental Analysis of Vibrations in a Three-Phase Linear Switched Reluctance Actuator

José António da Costa Salvado, Maria do Rosário Alves Calado and António Eduardo Vitória do Espírito-Santo

Abstract
This chapter focuses on the analysis and characterization of the vibrations produced by switched reluctance actuators. The emphasis stands on the linear configuration of this type of machine. The complexity of the mechanical system and the materials is used to define the modal frequencies. Moreover, the power controller topology, the excitation regimes, and the switching frequency used for the actuator operation can excite the natural modes and put restrictions on its usage. The analysis considers both numerical and experimental methodologies. The numerical technique relies on the finite element method (FEM) using the 3D model of the actuator to find its natural frequencies up to $1.3 \text{kHz}$. The experimental characterization counts on the operational modal responses and the acoustic noise emitted. We identify the regions of interest to measure the local accelerations and collect data for post-processing and record the audible noise emitted for signal analysis. The popular discrete Fourier transform and the joint wavelet-Fourier analysis are used for signal analysis. The reliability and the suitability of this approach are verified comparing both the numerical and the experimental outcomes and support the identification of the switching frequencies with high potential to excite the natural modes under the regular operation of the machine and to choose the proper control strategy.

Keywords: linear switched reluctance drives, force ripple, vibrations, acoustic noise, numerical analysis, operational modal responses, hybrid Spectrum

1. Introduction
Despite their simplicity, robustness, and reliability, switched reluctance drives face some limitations on their acceptance and usage due to the vibrations produced, and the acoustic noise emitted under operation. These are significant weaknesses and concerns and have been subject of research since the early 90s [1–5]. Several studies have been published focusing either on the origin of the vibrations or proposing methodologies to mitigate its effects by using the right control strategy, or on avoiding its presence at the design stage.
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1. Introduction

Despite their simplicity, robustness, and reliability, switched reluctance drives face some limitations on their acceptance and usage due to the vibrations produced, and the acoustic noise emitted under operation. These are significant weaknesses and concerns and have been subject of research since the early 90s [1–5]. Several studies have been published focusing either on the origin of the vibrations or proposing methodologies to mitigate its effects by using the right control strategy, or on avoiding its presence at the design stage.
The principle of operation of switched reluctance drives, producing either rotational or linear movements, is based on the variation of the magnetic circuit reluctance, according to the relative position and the alignment of its fixed and moving parts [6]. The electromagnetic force ripple produced is the primary cause of vibrations. However, while in the rotational configuration, that is, the switched reluctance motor (SRM), the vibrations reveal stationary and periodic characteristics, for the linear switched reluctance actuator (LSRA), they tend to be nonstationary and confined to specific regions. That happens mostly due to the finite dimensions of the actuator parts and is related to wave propagation and reflection phenomena, as well as the geometry of the actuator and the properties of the materials.

This chapter addresses the modal analysis of the vibrations through the finite element method (FEM) and its evaluation and validation through experimental methods using the operational responses of the LSRA. The methodology is similar to operational modal analysis (OMA) and was considered due to the characteristics related to the operation of the actuator and its physical dimensions [7].

The LSRA considered in this research is a three-phase longitudinal magnetic flux actuator designed, built, and validated for precision positioning applications. Figure 1 shows a general overview and the cross-section of the actuator. The LSRA dimensions in SI units are length: 2000 mm; width: 500 mm, height: 250 mm (includes the leveling feet), and weight: 47 kg. The actuator is built mainly with aluminum 6060-O (AlMgSi 0.5F25) profile frames forming the base assembly, two longitudinal aluminum 6060-O bars, and two ball guide rails made of chrome-plated steel, one per each side. Two aluminum plates on top of the structure are solidary bonded and constitute and constitute the moving platform. The platform has six steel ball runner blocks that fit into the ball rail guides and allow the longitudinal movement.

The parts belonging to the magnetic circuit, namely the poles of the primary and the teeth of the secondary, and the cores of the phase coils are made of carbon steel alloy S235 JR according to EN 10025 (ST37–2 under DIN 17100). Each coil is constituted by 1092 turns of AWG20 copper wire with a resistance of ~10 Ω. Figure 2a shows a detailed view of the primary circuit, and Figure 2b shows a front view of one position with alignment in phase b. The magnetic circuit for each phase does not have shared cores or paths and therefore can be considered independent and the flux linkage constant.

According to the shapes of the poles and teeth, its alignment position, and the excitation current profiles, the attraction and thrust forces developed at the LSRA air gap can reach, respectively, 750 and 150 N (for $i_a = 4$ A) [8]. Consequently, the operation of the LSRA is sensitive to ripple, namely for frequency values able to

Figure 1. Overview of the LSRA structure and details of its cross-section.
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excite its natural modes. Moreover, the interactions between the electromagnetic motoring and the regenerative forces can also generate vibrations.

This chapter is organized as follows. Section 2 describes the operation basics of the LSRA, the power converter topology, the forces developed, and its relations with the origins of vibrations. The methods for dynamic analysis of mechanical systems are mentioned in section 3. Section 4 proposes the test setup and the configuration of instrumentation to perform the experimental tests for operational modal analysis. The analysis tools developed are also presented. Section 5 presents the results obtained, which are analyzed and discussed. Finally, the conclusion in section 6 summarizes the main achievements and contributions of this research work.

2. Operation of the LSRA

The principle of operation of switched reluctance machines is based on the variation of the magnetic reluctance according to the relative alignment positions of the poles and teeth of the primary and secondary, respectively, as shown in Figure 3.

The phase inductance, \( L_{as} \), varies with the position, \( x_m \), due to the longitudinal displacement along \( x \), and reaches its maximum value with full alignment, being minimum at the unaligned position. By energizing phase \( a \) at the unaligned position (when the magnetic reluctance is maximum) with a coil current profile \( i_{as} \), the work done by the developed electromagnetic forces tends to move the translator toward the aligned position where the inductance is maximum (minimum reluctance). The real current profile, \( i_{as} \), tends to approach the ideal profile and is modeled by the switching signals, \( T_{a1} \) and \( T_{a2} \), which depend on the switching technique, the power converter topology, and the control strategy adopted.

Due to the switching process, an induced electromagnetic force (emf) appears at the terminals of the phase coil. The induced emf can be expressed as

\[
v_{La} = i_{as} \cdot \frac{\partial L_{as}(x_m, i_{as})}{\partial x} \cdot \frac{\partial x}{\partial t}.
\]  

(1)

The switching frequency, the duty cycle, and the control strategy used at the power converter define the phase current waveform. If the magnetic circuit has uniform geometry and the magnetic field is homogeneous, and neglecting the system losses, then, the linkage magnetic flux, \( \lambda_{as} \), is proportional to the inductance and the current, according to expression

\[
\lambda_{as}(x_m, i_{as}) = i_{as} \cdot L_{as}(x_m, i_{as}).
\]  

(2)

The magnetic energy stored in the coupling field depends on the inductance and the linkage flux. For linear and homogeneous systems with null initial linkage flux,

Figure 2.
Detailed view of (a) the subassembly of the primary and (b) example of front view position of the translator with full alignment in phase b.
the electromagnetic energy associated with the field, $W_{em}$, is related to the variation of the magnetic flux linkage and also the current, and is expressed by

$$W_{em}(\lambda_{as}, x_m) = \int_{\lambda} i_{as}(\lambda_{as}, x_m) \cdot d\lambda_{as} = \frac{\lambda_{as}^2}{2 \cdot L_{as}(x_m, i_{as})}. \quad (3)$$

If the system can be considered homogeneous, and the flux linkage is uniform, the energy associated with the field in Eq. (3) is independent of the integration path. This means that the system is linear and conservative, and both, the mechanical and the electrical systems interact, and therefore, the variation of energy and

![Figure 3. Operation of phase $a$: variation of inductance with the position, time evolution of the switching control signals, time evolution of the voltage across the coil terminals, flux linkage and waveform of the phase current.](image)
the system losses are uniform. Following these conditions, the variation of energy can be expressed in terms of partial derivatives with respect to its independent state variables as

$$dW_{em}(\lambda_{as}, x_m) = \frac{\partial W_{em}}{\partial \lambda_{as}} \cdot d\lambda_{as} + \frac{\partial W_{em}}{\partial x} \cdot dx = i_{as} \cdot d\lambda_{as} - f_{em} \cdot dx,$$

(4)

where, $f_{em}$ is the electromagnetic motoring force.

If the coil excitation current is almost constant near its average value, $i_{as} \approx I_{av}$, then, using Eqs. (3) and (4), the attraction and motoring (traction) electromagnetic forces produced at the air gap, respectively, are given by

$$f_{ea} = \left. \frac{\partial W_{em}(\lambda_{as}, x_m)}{\partial z} \right|_{\lambda_{as} = \frac{C}{2}} = \frac{i_{as}^2}{2} \cdot \frac{dL_{as}(x_m, i_{as})}{dz}$$

(5)

and

$$f_{em} = \left. \frac{\partial W_{em}(\lambda_{as}, x_m)}{\partial x} \right|_{\lambda_{as} = \frac{C}{2}} = \frac{i_{as}^2}{2} \cdot \frac{dL_{as}(x_m, i_{as})}{dx}.$$

(6)

Likewise, a regenerative force which tends to oppose movement is developed at the air gap and expressed as

$$f_{er} = -f_{em} = \frac{i_{as}^2}{2} \cdot \frac{dL_{as}(x_m, i_{as})}{dx}.$$

(7)

The switching frequency, the topology of the converter, and the control strategy cause variations in the coil excitation currents [9]. The controller used to activate the LSRA that supports the research described here is a three-phase half-bridge asymmetric power converter topology depicted in Figure 4, operating with a soft chopping control strategy, whose control signals, voltages, and currents relative to the operation of phase $a$ are depicted in Figure 3.

These current variations foster ripple in the electromagnetic motoring and regenerative forces, whose interactions induce mechanical vibrations that can excite the natural modes of the LSRA. Therefore, knowledge of the natural structural frequencies of the actuator and its mode shapes is paramount.

Figure 4.
Electrical diagram representing the basis of operation of a three-phase asymmetric half-bridge converter in soft chopping mode.
3. Modal analysis via the finite element method

The vibrations and the acoustic noise problems in machinery depend on both the forces applied and structural aspects, namely, the system characteristics, the properties of the materials, and the boundary conditions. The diversity of sizes and shapes of its parts and their interconnections often leads to high-complexity mechanical models and multiple degrees of freedom (MDOF) systems.

Following the classical theories for structural dynamics analysis, systems are commonly described as a set of interconnected masses acting through a network of springs and dampers, with viscous damping, and submitted to a steady-state sinusoidal excitation by the action of the external forces, where the number of independent coordinates establishes the number of degrees of freedom.

3.1 Dynamic analysis for multiple degrees of freedom systems

The Lagrange’s equation is an alternative approach to Newton’s laws formulation that uses the equilibrium of energies in the system to describe its motion. Considering the kinetic and potential energies stored in the system, $W_{\text{kin}}$ and $W_{\text{pot}}$, respectively, the condition of equilibrium is given by,

$$\frac{d}{dt} \frac{\partial (W_{\text{pot}} - W_{\text{kin}})}{\partial \dot{x}_i} - \frac{\partial (W_{\text{pot}} - W_{\text{kin}})}{\partial x_i} = 0 \quad i = 1, 2, ..., n,$$ (8)

where $x_i$ and $\dot{x}_i$ represent, respectively, the generalized displacements and velocities at generalized coordinates $i$. The total kinetic energy stored in the springs due to compression and displacement $\Delta x$ with respect to an initial position considers all coordinates $i$ associated with the system [10]. For n-DOF systems, the Lagrange’s equation is

$$\frac{d}{dt} \left( \frac{\partial W_{\text{kin}}}{\partial \dot{x}_i} \right) - \frac{\partial W_{\text{kin}}}{\partial x_i} + \frac{\partial W_{\text{pot}}}{\partial \dot{x}_i} + \frac{\partial D_R}{\partial \dot{x}_i} = Q_i \quad i = 1, 2, ..., n.$$ (9)

Here, $D_R$ is the Rayleigh’s dissipation function representing the energy losses at the dampers, and $Q_i$ refers to the generalized non-conservative forces. For each element of order $i$, the quadratic forms of the kinetic and potential energies and the Rayleigh’s dissipation function can be expressed in matrix notation as

$$W_{\text{kin}} = \frac{1}{2} \cdot x^T \cdot M \cdot \dot{x},$$  
(10)

$$W_{\text{pot}} = \frac{1}{2} \cdot x^T \cdot K \cdot x,$$  
(11)

$$D_R = \frac{1}{2} \cdot \dot{x}^T \cdot C \cdot \dot{x}.$$  
(12)

Here, $M$, $C$, and $K$ are square and symmetric matrices that represent the inertia (mass), and the damping and stiffness coefficients, respectively; $x$ and $\dot{x}$ are the vectors of generalized displacements and velocities. The off-diagonal coefficients of matrices $M$, $C$, and $K$ are the coupling terms that depend on the configuration of the system and its dimensions depend on the number of degrees of freedom.

Considering small-amplitude displacements with reference to the equilibrium points, that is, $x_i \approx x_{\text{eq}}$, the Lagrange’s equation can be linearized and expressed using matrix notation in the form
\[
M \cdot \ddot{x}_i + C \cdot \dot{x}_i + K \cdot x_i = Q_i.
\] (13)

Finding the solutions of Eq. (13) for MDOF systems with several parts, of several dimensions and shapes and interconnections, often requires considerable computational time and powerful numerical tools. Therefore, a common approach consists of performing the modal analysis using the finite element method (FEM).

### 3.2 Modal analysis via the finite element method

The free vibration result for undamped systems is labeled as mode and corresponds to a standing wave where all points move at one frequency, that is, the natural frequency, with a particular phase relation. Consequently, for any mode of order \( r \), the eigenvalue, \( \xi_r \), corresponds to the undamped natural frequencies and the eigenvectors, \( \psi_r \), contain information on the mode shapes associated with these frequencies. As modes have a weighted orthogonality property \([10]\) (pp. 309–310) and, the mass, stiffness, and damping matrices are in general Hermitian, it is possible to perform matrix diagonalizations and obtain their eigenvectors, therefore simplifying the problem. Hence, in real systems, one can consider proportional damping as a linear combination of the mass and stiffness matrices and perform the decoupling of MDOF systems into modal coordinates \([11]\). Thus, it is possible to represent the motion by rewriting Eq. (13) and obtain

\[
M_r \cdot \ddot{x}_i + C_r \cdot \dot{x}_i + K_r \cdot x_i = \psi_r^T \cdot Q_i.
\] (14)

where

\[
M_r = \psi_r^T \cdot M \cdot \psi_r,
\] (15)

\[
K_r = \psi_r^T \cdot K \cdot \psi_r,
\] (16)

\[
C_r = \alpha \cdot M_r + \beta \cdot K_r = \psi_r^T \cdot C \cdot \psi_r.
\] (17)

Each row in Eq. (14) corresponds to a single-degree of freedom (SDOF) system whose equation of motion considers its modal parameters: mass, damping, and stiffness. The undamped natural frequency and the damping coefficient for mode \( r \), respectively, are given by

\[
\omega_r = \sqrt{\frac{k_r}{m_r}},
\] (18)

\[
c_r = -2 \cdot \sigma_r \cdot m_r,
\] (19)

where \( k_r \) and \( m_r \) are the stiffness constant and mass, respectively, and \( c_r \) is the damping coefficient.

The use of Lagrange’s equation to MDOF systems is possible by selecting a set of independent coordinates and applying successive differentiation along each coordinate. Hence, the analysis via FEM corresponds to decomposition into many building blocks to find the approximate solutions of the differential equations that describe the model. This process corresponds to a system discretization technique. Moreover, it allows the collection of the complete system responses as linear combinations of the set of responses from numerous single degree of freedom systems.
3.3 Results from FEM simulations

Most parts of the LSRA in Figure 1 are uniform plates, and uniform bars mounted either transversely or longitudinally. However, the multiplicity of parts, their shapes and configurations and its interconnections, the diverse materials used, and the geometry increase the complexity of the system. That leads to the use of FEM simulation tools as an efficient approach for analysis of the natural modes and the vibration frequencies of the LSRA structure.

Based on the LSRA dimensions and symmetry characteristics, five scenarios are considered according to the position of the translator, which correspond to configurations P1–P5, as shown in Figure 5. For the requisites of experimental modal excitation analysis, five positions are established to apply excitation from external forces: E1–E5.

Based on these configurations and the materials used in the real actuator, we used SolidWorks to design the 3D model for each LSRA configuration (P1–P5) and built-in simulation tools to perform the FEM-based modal analysis study. The global contacts are considered ideal and set as bonded with no clearance and no penetration among parts. To optimize the simulation results, we use:

- curvature-based mesh, Jacobian, tetrahedral elements (four points);
- fine-density mesh, with elements of size among 1.2 (min) and 12 mm (max); and
- growth ratio of 1.6 per element, and at least eight elements to describe circles.

These simulation arrangement presets lead to a high-quality mesh, whose detailed view is presented in Figure 6. With this mesh configuration, the total number of elements is ~1,221,800 of which 28% have an aspect ratio less than 3, and 8% have an aspect ratio greater than 10. The number of nodes is around 2,226,200, hence achieving ~6,678,600 degrees of freedom for 3D coordinates.

To complete the modal analysis study, we selected the FFEplus solver embedded in SolidWorks software simulation tools and performed the frequency analysis for each scenario in the range up to 1.3 kHz. The FFEplus solver adopts an iterative integration method to find the solutions and evaluates the error for each iteration; when the latter is small enough, the result is assumed stable. When compared to the direct method, this approach leads to gains in accuracy but with higher computational costs. For example, for each configuration model, the iterative process requires around 30 hours for mesh construction and analysis, on a PC with Intel

![Detailed view of the configurations considered for experimental tests: positions of the translator (Px) and points to apply external excitation forces (ex).](image-url)
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Figure 6.  
Detailed view of the mesh and tetrahedral elements for FEM analysis.

Figure 7.  
Modal shapes for mode #20: (a) at position P1 (fn = 303 Hz) and (b) at position P5 (fn = 292 Hz).

Core 2 Duo E7500 CPU @ 2.93 GHz, 6 GB RAM DDR3 @ 1.333 Mbps (36 ns) and Windows 7 Pro 64-bit operating system.

The modal analysis results for each 3D model reveal a set of 80 natural modes from which the first six frequencies correspond to rigid body vibration modes, as expected. Accordingly, modes of order 7 correspond to the first useful natural modes, in a set of 74 significant modes whose complete list and the corresponding analysis are made in [12]. Here, we only present a brief summary of the results obtained and show a few examples of the modal shapes.

For all configurations considered and for same-order modes, the vibration frequencies are close to each other. On the other hand, for sequential modes at one configuration, the differences in frequency are small. The average modal frequency interval is ~15 Hz with minimum differences as small as 1 or 2 Hz (e.g., for modes 41 and 42 or modes 57 and 58 at P1). Moreover, for adjacent modes, the modal frequencies can have very close values meaning that a given vibration frequency can be excited for different modes in different actuator configurations.

Because each mode corresponds to a dominant vibration with displacement at specific parts or subassemblies, it is imperative to look also at the modal shapes. Figure 7a and b illustrates the mode shapes associated with mode #20 for positions P1 and P5, respectively, whose frequencies are ~303 Hz and ~292 Hz.

The mode shapes at positions P1 and P5 are symmetric and reveal displacements at the top bars associated with elastic waves in phase opposition. It must be noted that the movements shown at these images are not at the correct scale, serving merely to illustrate the most significant displacements for each mode. Figure 8a and b shows the counterpart and symmetric modal shapes for P3 corresponding to modes #13 (~226 Hz) and #14 (~230 Hz), correspondingly. Although with different-order modes, the modal shapes are similar, and frequency values are close.
and Z-axis (STx, STy, and STz, respectively). The phase current is evaluated by using current transducers (STx, STy, and STz, respectively). All these accelerometers have one-axis sensitivity (ADXL001-70Z), placed at the left side of the structure with the translator at position P2.

To conduct the operational modal tests, the translator is fixed and locked at configuration P2, in a position that corresponds to 50% alignment between poles and teeth, as depicted in Figure 11a. To produce the electromagnetic excitation forces, we consider exclusively the activation of phase a1 – a2, whose coil current is fed at an average switching frequency of 85% (see Figures 3 and 4). This configuration allows an average phase duty – fTa = 85% (see Figures 3 and 4). This configuration allows an average phase duty cycle of 85%.

The accelerometers are also installed over bee wax with ~0.5 mm thickness at the areas with significant displacement: two at the top longitudinal bar at the front side (positions SFn); two at the opposite face (positions SPn); and four accelerometers at middle vertical bar; two at the front side and other two at the rear (positions MFn and MPn, respectively). All these accelerometers have one-axis sensitivity (ADXL001-70Z). Moreover, one three-axis accelerometer (ADXL326Z) is mounted on top of the translator plate, to measure the vibrations along the X-, Y-, and Z-axis (STx, STy, and STz, respectively).

3.4 Experimental modal excitation

The modal frequencies were evaluated through experimental modal excitation. For that purpose, we used an electrodynamic shaker to apply the external forces at excitation points E1–E5, and several accelerometers are placed along with the structure of the actuator, as shown in Figure 9.

The accelerometers are installed over a layer of bee wax with ~0.5 mm thickness at the areas with significant displacement: two at the top longitudinal bar at the front side (positions SFn); two at the opposite face (positions SPn); and four accelerometers at middle vertical bar; two at the front side and other two at the rear (positions MFn and MPn, respectively). All these accelerometers have one-axis sensitivity (ADXL001-70Z). Moreover, one three-axis accelerometer (ADXL326Z) is mounted on top of the translator plate, to measure the vibrations along the X-, Y-, and Z-axis (STx, STy, and STz, respectively).

4. Operational modal responses

The modal frequencies whose mode shapes denote vertical displacement are of interest for analysis, due to their potential for excitation during the regular operation of the LSRA. To evaluate the operational modal responses, we measure the local vibrations along the X-, Y- and Z-axes (STx, STy, and STz, respectively).
accelerations at the structure. To achieve this objective, we establish a test setup and define the experimental procedures. To collect data of the local responses, we designed and developed a modular data acquisition system and developed specific analysis tools.

4.1 Experimental setup and instrumentation

The experimental setup is formed by the actuator, the half-bridge power converter, power supply units, regular equipment for test and measurement (oscilloscope, multimeter, and function generator), a host PC and a modular, and distributed system for data acquisition (MDSAM) to measure the local responses and collect data from sensors [13, 14]. The instrumentation set is composed by accelerometers placed at selected positions of the LSRA structure. Due to the symmetry characteristics of the actuator, only half of the structure needs to be instrumented for data collection. Figure 10 shows the locations of 10 one-axis ratiometric accelerometers with analog output response (voltage) and ±70 g sensitivity (ADXL001-70Z), placed at the left side of the structure with the translator at configuration P2.

The accelerometers are also installed over bee wax with ~0.5 mm thickness with the following distribution criteria: four at the front side on the top longitudinal bar (positions SFn); four at top longitudinal bar on the opposite face (positions SPn); and two accelerometers mounted at the bar that constitutes the secondary of the actuator (SS1 and SS2). The three-axis accelerometer (ADXL326Z) is mounted on top of the translator plate, to measure the vibrations along the axes X, Y, and Z (STx, STy, and STz, respectively). The phase current is evaluated by using current sensors and oscilloscope probes to monitor its waveforms; an ampere meter is also used to measure the average current values. The accelerometers connect to the MDSAM through the intelligent and interface modules based on 16-bit low-power microcontrollers (MSP430F5419 or MSP430F5438), and anyone of the 13 output terminals from the accelerometer modules corresponds to one measurement channel of the MDSAM. The intelligent sensor modules communicate with the host PC through a USB 2.0 bus, and the MDSAM is fully controlled through the host PC via MATLAB environment.

To conduct the operational modal tests, the translator is fixed and locked at configuration P2, in a position that corresponds to 50% alignment between poles and teeth, as depicted in Figure 11a. To produce the electromagnetic excitation forces, we consider exclusively the activation of phase $a$, whose coil current is fed by the asymmetric half-bridge converter operating at soft chopping switching strategy. The soft chopping operation mode is achieved by setting ON the control signal $T_{a1}$, while $T_{a2}$ is adjusted to a given switching frequency $f_{Ta2}$ and a duty cycle of $d = 85 \%$ (see Figures 3 and 4). This configuration allows an average phase
current of 1.3 A through the phase coil when a 30 V voltage is used for phase activation, as shown in Figure 11b.

The 50% alignment and this phase current profile generate an electromechanical traction force of approximately 30 N, whose work tends to move the translator toward the full alignment position. However, as the translator is locked, and due to the nature of the forces generated, the excitation forces act similarly as hammer impacts with periodic steady state [7].

4.2 Analysis of stationary and nonstationary signals

The data collected through the MDSAM are organized according to the type of sensor and with correspondence to the point of measurement. The data obtained from one measurement set are stored in MAT-files (*.mat) for further processing. After reading, extracting data from the selected MAT-file, and identifying the type of response associated to the signal (phase current or local acceleration), the user establishes the parameters for analysis and defines the desired representation, either the time response or the spectrum. For that purpose, we developed a set of MATLAB scripts and functions for MDSAM control, data acquisition, and storage and for signal analysis of the local responses. The signal analysis tools are also based on MATLAB and use the windowed discrete Fourier transform (DFT), whose coefficients can be calculated through Eq. (20). The options of window function include Rectangular, Hamming, Hann, Bartlett, and Flat-Top, selected according to their performance and suitability for this application [15]. The DFT is a popular solution that performs quite well for stationary signals and therefore is used in a vast number of applications.

However, in LSRA, the vibrations are in most cases localized and characterized by nonstationary signals, due to an eventual mixture with other vibration frequencies associated with other neighboring parts. Hence, the localization and nonstationary characteristics of the vibrations in LSRA demand innovative approaches and specialized tools for signal analysis, rather than merely the Fourier analysis methods.

An alternative for signal analysis is the discrete wavelet transform (DWT) which has proper localization in the frequency domain and whose basis functions are orthogonal and scalable in the time domain. The most prevalent wavelet constructions include the Daubechies family of orthogonal wavelets with \( n \) vanishing

![Figure 11. Detailed view of (a) the magnetic circuit with 50% alignment, and (b) test bench setup to measure the current in phase a \( (I_{va} = 1.3 \text{ A} @ d = 85\%) \).](image)
moments (DBn) and the Cohen-Daubechies-Feauveau (CDF) family of biorthogonal wavelets. The DWT can be implemented through banks of finite impulse response (FIR) filters, thus allowing signal analysis with multiresolution [ref] as shown in Figure 12.

The left-hand side of Figure 12 represents a multiresolution scheme that uses low-pass, \( \hat{h} \), and high-pass, \( \hat{g} \), analysis filters to obtain the DWT coefficients. Each stage \( j \) of decomposition consists of obtaining the approximation, \( a_{j,n} \), and the detail coefficients, \( d_{j,n} \), resulting from the low-pass and high-pass filtering of the signal, and applying a decimation factor of 2 for in-place computation. The first frequency band of the signal is organized in octaves where the lower band contains a smooth representation of the signal; the following bands contain the details with scaled resolution. Successively applying the analysis filters to the detailed coefficients in each level leads to a wavelet packet (WP) decomposition scheme as depicted at the right-hand side in Figure 12, also known as wavelet packet analysis (WPA). Using this scheme and for \( j \) levels of analysis, the initial bandwidth is divided into \( 2^j \) regularly distributed bands. Hence, both the DWT and WPA schemes are suited for the analysis of nonstationary signals with adjustable resolution.

### 4.3 Software tools for signal analysis and representation

Specific and dedicated software tools were developed by the authors in MATLAB using built-in and custom functions to perform the analysis of the results obtained from experimental modal excitation and from the operational modal responses.

The flowchart of Figure 13 shows the sequence of actions for the analysis of the local responses whose data are stored in *.mat files. Through a dialog box, the user chooses the file, and the relevant data are extracted, namely the arrays containing the data of each channel. Then, each array is processed according to the type of data and the desired analysis following a control order. “A” for audio; “V” or “I” for accelerations.

The analysis of signals using the Fourier method and its spectral representation is obtained through the discrete Fourier transform (DFT), expressed as,

\[
X_{\omega}[q] = \sum_{n=0}^{N} \{x[n] \cdot w[n]\} \cdot e^{-j\omega \frac{nq}{N}}, \quad 0 \leq q \leq N - 1
\]  

Figure 12.

Diagrams for two-level multiresolution signal analysis via DWT (left) and through wavelet packet decomposition (right).
where $x[n]$ is the discrete-time signal and $w[n]$ is the finite length window function of size $N$ and defined within the interval $0 \leq n \leq N - 1$. The same is possible via the fast Fourier transform (FFT). The flowchart of Figure 14 illustrates the sequence of actions corresponding to the DFT or FFT and the amplitude spectrum of the responses, either for the accelerations, phase currents, or audio signals. This sequence is activated at stage 6 at the flowchart of Figure 13.
The window function is chosen among six options: rectangular, Hann, Bartlett, Hamming, Bartlett-Hann, and Flat-Top. With exception to the rectangular window, which is suited for impact test analysis, the remaining functions are suited for periodic excitation. By default, the Hann window is used. The options for spectrum representation permit four graphic types: amplitude vs. frequency using linear scales; a variant with amplitude scale in dB; and the same options but using semi-logarithmic scales. In any case, the frequency range is adjustable. By default, it uses the signal bandwidth. However, due to the nonstationary characteristics of the vibrations associated with the operation of the LSRA, an alternative analysis method is available. This technique, which combines wavelet and Fourier analyses to represent the hybrid spectrum, is described in the flowchart of Figure 15. After selecting the file and data extraction, the user establishes the parameters for WPA, namely...
the wavelet function to use (orthogonal DBn or biorthogonal CDF families), and the number of analysis levels—ALs.

If these parameters are valid, a one-level wavelet packet analysis and denoising (WPAD) is performed, using the Shannon entropy associated with the signal. The signal is then reconstructed and submitted to WPA using the wavelet function specified with AL decomposition levels [16]. As a consequence, the wavelet transform coefficients are organized in frequency sub-bands, as shown in Figure 12. The bandwidth in each sub-band is established by dividing the Nyquist bandwidth by a factor expressed as a power of two, such that \( r = 2^{AL} \). Then, the wavelet coefficients in sub-bands are submitted to Fourier analysis to obtain the hybrid wavelet-Fourier spectrum [17].

![Figure 15](image)

*Figure 15.* Sequence of action involved in combined wavelet-Fourier analysis.
The Normalized Cross-Correlation (NCC) is a traditional technique to evaluate the resemblances between two signals, expressed as

\[
\|r_{sy}[l]\| = \frac{r_{sy}[l]}{\sqrt{r_{ss}[0] \cdot r_{yy}[0]}},
\]

for discrete-time signals \(s[n]\) and \(y[n]\). Here, \(r_{ss}[0]\) and \(r_{yy}[0]\) represent the auto-correlation of these signals with null lag, and \(r_{sy}[l]\) the cross-correlation coefficients with lag \(l\), defined as

\[
r_{sy}[l] = \sum_{n=-\infty}^{\infty} s[n] \cdot y[n-l], \quad l = 0, \pm 1, \pm 2, \ldots
\]

The NCC supports the evaluation of spectral similarities of the audio signals emitted for two different configurations of the LSRA, considering the amplitude spectrum coefficients and a given frequency lag.

Another method to estimate the spectral similarities is the Cross-Power Spectrum Density (CPSD) which corresponds to the DFT of the cross-correlation (Eq. (22)). The CPSD is expressed as

\[
S_{sy}[l] = \frac{1}{N} \sum_{n=0}^{N-1} r_{sy}[n] \cdot e^{-j2\pi n l} = R_{sy}[l] \cdot e^{-j\phi_{sy}[l]},
\]

where \(R_{sy}[l]\) and \(\phi_{sy}[l]\) are, respectively, the amplitude cross-spectrum and the phase cross-spectrum. The CPSD is estimated via the Welch periodogram [18].

5. Experimental characterization and results of local responses

To characterize the vibrations of the LSRA through experimental methods, we established a test setup to conduct a set of tests for experimental modal excitation and for operational modal analysis. For these tests and according to the instrumentation configuration, we collected data of the local accelerations and recorded the audio emitted. For that purpose, during the tests, the actuator remained inside of a semi-anechoic chamber [19].

5.1 Results from experimental modal excitation

For any excitation point of Figure 9, a set of tests were performed for each configuration, the local accelerations are measured, and the audio recorded is analyzed to obtain its spectral components. The overabundance of results leads to a quite exhaustive analysis; therefore, only a few examples are presented here.

Figures 16 and 17 show the amplitude spectrum of the audio signals for configurations P1 and P2, respectively, both obtained for a steady-state sinusoidal force of 4.5 N applied at E1 (see Figure 9), and linear frequency variation from 10 Hz to 1.3 kHz.

Both Figures reveal prominent amplitude peaks at 65 Hz, which correspond to the first mode for P1 and P5 (dual configurations). The nearest peaks at the right-hand side have a frequency near 75 Hz and correspond to the first mode in positions P2 and P4. The 180- and 201-Hz frequency components are related to modes 12 and 13, respectively, and the frequencies of 282 and 290 Hz are connected to mode 19.
The range of frequencies around 610/620 Hz corresponds to the modal frequencies of modes 40–44.

Moreover, the highlighted frequencies, 838 and 882 Hz, are linked to vibrations almost exclusively at the primary circuit’s parts. The deviations among the experimental results and the values obtained via FEM are due to non-ideal contacts and tolerances present at the real actuator. Still, the test data results are coherent and close to those obtained by numerical methods.

5.2 Characterization for operational modal excitation

For the experimental evaluation of the local vibrations produced with the LSRA in operation, we consider the test setup referred in subsection 4.1, and configuration P2. The switching frequency \( f_{Ta2} \) is set to 465 Hz and duty cycle to 85%, obtaining an average current of 1.3 A and a traction force of ~30 N [20]. To evaluate the vibrations due to operation using these conditions, we take modes #30-P2 (444 Hz) and #33-P2 (487 Hz) as references. On one side, the value of the switching frequency is in between the values of the two natural frequencies obtained from FEM and corresponding to these two modes. On the other side, the modal shapes associated with these modes reveal transverse displacements along the vertical direction, as shown in Figures 18 and 19, respectively. The modes with deflections through the vertical direction are relevant for this analysis. Mode #67-P2 (976 Hz) is also pertinent for analysis as its frequency corresponds to the first harmonic of \( f_{Ta2} \), and its modal shape denotes movement almost exclusively at the secondary of the actuator, as shown in Figure 20.

The peaks of deformation in the modal shapes for configuration P2 are almost coincident with the positions considered for measuring the local responses (see Figure 10). Among these points, we refer mainly to SF1, SP1, SS1, SS2, and STz (see Figures 18–20). The characteristics above mentioned highlight the potential of excitation of these modes under operation, thus turning these test conditions into a good example and representative case for analysis.

Figures 21 and 22 show the time representation of the signal controlling switch, \( f_{Ta2} \), measured with an oscilloscope probe, and the current through phase \( a, i_{as} \), measured via a ratiometric current sensor (voltage output), respectively. Observing Figure 22, we verify that the waveform of the AC component of the phase current (almost triangular) and two frequencies are visible at the amplitude spectrum: one at 464 Hz and the other one at 933 Hz (first harmonic). These frequency components are as expected and coherent with the switching frequency.
The range of frequencies around 610/620 Hz corresponds to the modal frequencies of modes 40–44. Moreover, the highlighted frequencies, 838 and 882 Hz, are linked to vibrations almost exclusively at the primary circuit's parts. The deviations among the experimental results and the values obtained via FEM are due to non-ideal contacts and tolerances present at the real actuator. Still, the test data results are coherent and close to those obtained by numerical methods.

5.2 Characterization for operational modal excitation

For the experimental evaluation of the local vibrations produced with the LSRA in operation, we consider the test setup referred in subsection 4.1, and configuration P2. The switching frequency \( f_{Ta2} \) is set to 465 Hz and duty cycle to 85%, obtaining an average current of 1.3 A and a traction force of \( 30 \text{ N} \) [20]. To evaluate the vibrations due to operation using these conditions, we take modes #30-P2 (444 Hz) and #33-P2 (487 Hz) as references. On one side, the value of the switching frequency is in between the values of the two natural frequencies obtained from FEM and corresponding to these two modes. On the other side, the modal shapes associated with these modes reveal transverse displacements along the vertical direction, as shown in Figures 18 and 19, respectively. The modes with deflections through the vertical direction are relevant for this analysis. Mode #67-P2 (976 Hz) is also pertinent for analysis as its frequency corresponds to the first harmonic of \( f_{Ta2} \), and its modal shape denotes movement almost exclusively at the secondary of the actuator, as shown in Figure 20.

The peaks of deformation in the modal shapes for configuration P2 are almost coincident with the positions considered for measuring the local responses (see Figure 10). Among these points, we refer mainly to SF1, SP1, SS1, SS2, and STz (see Figures 18–20). The characteristics above mentioned highlight the potential of excitation of these modes under operation, thus turning these test conditions into a good example and representative case for analysis.

Figures 21 and 22 show the time representation of the signal controlling switch, \( T_{a2} \), measured with an oscilloscope probe, and the current through phase \( a, i_a \), measured via a ratiometric current sensor (voltage output), respectively.

Observing Figure 22, we verify that the waveform of the AC component of the phase current (almost triangular) and two frequencies are visible at the amplitude spectrum: one at 464 Hz and the other one at 933 Hz (first harmonic). These frequency components are as expected and coherent with the switching frequency harmonic of \( f_{Ta2} \).
Figure 20. Details of the modal shape related to mode #67 for configuration P2.

Figure 21. Waveforms of the current through phase a and of control signal $T_{a2}$ (PWM).

Figure 22. Waveform related to the AC component of the current in phase a.
used to control the excitation, and the amplitude of the harmonic is coarsely half of that of the primary frequency.

**Figure 23** presents the harmonic analysis of the phase current using the windowed fast Fourier transform (FFT) using the Hann window. The resulting amplitude spectrum considers the band up to 1300 Hz (frequencies of interest). From Eqs. (5)–(7), we can expect ripple in the forces generated in the actuator, which influences these two frequency components. Therefore, for a 5% error margin, the ripple in the electromagnetic forces and their interactions have the potential to excite the natural modes considered as reference.

The local vibrations caused by the action of the attraction and thrust forces are evaluated through the response of the accelerometers placed at the structure. We consider mostly the vibrations with vertical displacement at the platforms associated with the primary, and at the bar forming the secondary of the actuator. The frequency analysis of the local accelerations is also performed through the FFT using the Hann window. We start by probing the local responses measured at the points in **Figure 10** that are located close to the primary and the secondary of the actuator.

The accelerometer at the top of the platforms measures the responses along the three axes: X (longitudinal), Y (transverse), and Z (vertical). Among these, the acceleration along the Z-axis is of singular interest for analysis. The time evolution of its signal is shown in **Figure 24** and resembles the waveform of the phase current in **Figure 22**. This is related to the phase coils of the primary, which are assembled just below the top platforms. The ripple is mainly related to the attraction force and is straightly perceived with peak values of acceleration at +0.6 and −1 ms⁻².
Figure 25 shows the amplitude spectrum of the acceleration measured through STz with spectral components equivalent to the current. A less significant component around 669 Hz also appears which is related to modes considered exclusively associated with vibrations at the primary, as its frequency is almost constant regardless of the position of the translator.

Figure 26 presents the time evolution of the acceleration measured at SS1 (bar of the secondary), showing peak values reaching $20 \text{ ms}^{-2}$, which are higher than those obtained for STz. Two main reasons explain this: (1) the proximity of SS1 to the air gap where the forces are generated and (2) the higher value of stiffness associated to the material of the secondary bar (steel vs. aluminum).

The spectrum of accelerations at SS1 shown in Figure 27 reveals frequency components with higher values than those obtained in the previous case, which is confirmed by its amplitude spectrum.

Besides the spectral components at 464 and 928 Hz, which are familiar to the spectrums of SS1 and STz, it exposes frequency components at 869 Hz (#56-P2 ~858 Hz), 1050 Hz (#72-P2 ~1055 Hz), and 1143 Hz (#76-P2 ~1141 Hz). All these frequencies correspond to modal shapes of configuration P2 that present displacements along the bar of the secondary.

The homologous spectrum at SS2, shown in Figure 28, presents similar frequency components as in SS1, namely the switching frequency, its first harmonic, and component around 1050 Hz. However, in this case, the amplitude values are lower, which is explained by the proximity to the air gap. Besides, two new
components are exposed for 161 and 391 Hz, both related to configuration P3, where the first is more significant.

Finally, the amplitude spectrum of the local vibrations measured at SF1 and SF2 reveal a more complex harmonic content, as presented in Figures 29 and 30.

We also notice in both cases that the switching frequency is not the most relevant component and that the number of modes excited with a single frequency is significant. For SF1, the frequency components with an amplitude equal to or
greater than 0.1 ms$^{-2}$ are (in Hz): 93, 215, 957, 1172, and 1274. For SF2, the components with amplitude equal to or greater than 0.12 ms$^{-2}$ are (in Hz): 53, 239, 322, 630, 660, 684, 918, 1055, 1123, and 1240. Two reasons explain these phenomena: first, the number of degrees of freedom for movement at the top longitudinal bars is greater, due to the absence of other parts assembled transversely; second, the influence of elastic wave propagation, or transmission, with origin in vibrations from other parts. These features demonstrate the potential to excite multiple modal frequencies with a single switching frequency during the power converter operation.

6. Spectral analysis of the audio emitted

The spectral signature that characterizes the LSRA vibrations can also be identified by analysis of the audio noise emitted during the experimental tests [21]. The audio is recorded in “wave” file format (*.wav) with a sample rate of 22,050 sa/s represented with 16 bits per sample. The tests consist of coupling an electrodynamic shaker to structure and apply transverse forces at the excitation positions defined in Figure 9. The intensity of the forces is fixed while its frequency varies linearly from 10 to 1300 Hz. These forces (sinusoidal) excite essentially the frequencies whose mode shapes represent transverse deformations along the horizontal direction. The symmetry characteristics suggest that the pairs E1-P2, E2-P2, E3-P4, and E4-P4 can be considered as representatives of the natural vibrations of the actuator.

Figures 31 and 32 represent the NCC of the amplitude spectrums of the audio signal considering the similarities of the following excitation-configuration pairs: E1-P2, E2-P2, E3-P4, and E4-P4.

Concerning the symmetric excitation pairs, the similarities are higher than 95% for frequency deviations up to 6 Hz, 90% for $\Delta f \in [-27, +10]$ Hz, and 80% for $\Delta f \in [-41, +20]$. For the anti-symmetric pairs, and using similar values of the frequency lag, the maximum likeness is 84.5% for the normalized cross-correlation considering E1-P2 vs. E4-P4 and 75.2% for E2-P2 vs. E3 P4. The NCC reduces to 70% for frequency deviations near $\pm 40$ Hz. These values of NCC confirm the quasi-symmetric characteristic of the actuator.

Figures 33 and 34 show the spectral resemblances of the audio at configurations P2 and P4, respectively, obtained through the CPSD and considering two excitation points for each configuration. Each graph denotes a total of 28 spectral components, which are considered the main vibration frequencies for each configuration.
The spectral signature that characterizes the LSRA vibrations can also be identified by analysis of the audio noise emitted during the experimental tests [21]. The audio is recorded in "wave" file format (*.wav) with a sample rate of 22,050 Hz represented with 16 bits per sample. The tests consist of coupling an electrodynamic shaker to the structure and applying transverse forces at the excitation positions defined in Figure 9. The intensity of the forces is fixed while its frequency varies linearly from 10 to 1300 Hz. These forces (sinusoidal) excite essentially the frequencies whose mode shapes represent transverse deformations along the horizontal direction. The symmetry characteristics suggest that the pairs E1-P2, E2-P2, E3-P4, and E4-P4 can be considered as representatives of the natural vibrations of the actuator.

Figures 31 and 32 represent the NCC of the amplitude spectrums of the audio signal considering the similarities of the following excitation-configuration pairs: E1-P2, E2-P2, E3-P4, and E4-P4.

Concerning the symmetric excitation pairs, the similarities are higher than 95% for frequency deviations up to 6 Hz, 90% for $\Delta f \in [\pm 10]$ Hz, and 80% for $\Delta f \in [\pm 20]$ Hz. For the anti-symmetric pairs, and using similar values of the frequency lag, the maximum likeness is 84.5% for the normalized cross-correlation considering E1-P2 vs. E4-P4 and 75.2% for E2-P2 vs. E3-P4. The NCC reduces to 70% for frequency deviations near $\pm 40$ Hz. These values of NCC confirm the quasi-symmetric characteristic of the actuator.

Figures 33 and 34 show the spectral resemblances of the audio at configurations P2 and P4, respectively, obtained through the CPSD and considering two excitation points for each configuration. Each graph denotes a total of 28 spectral components, which are considered the main vibration frequencies for each configuration.

Figure 31. Normalized cross-correlation relative to the symmetric pairs.

Figure 32. Normalized cross-correlation relative to the anti-symmetric pairs.

Figure 33. Similarities among frequency components at P2 (CPSD and FFT).
Figures 35 and 36 show the hybrid spectrum of the audio signals at E1-P2 and E2-P2, respectively, obtained as described in the flowchart of Figure 15, using biorthogonal 4.4 wavelets for WPA with three levels of analysis. The resulting DWT coefficients are organized in sub-bands with 1.38 kHz bandwidth, corresponding to the frequencies of interest (~1.3 kHz).

The similarities between the amplitude hybrid-spectrum for E1-P2 and for E2-P2 are noticeable in Figures 35 and 36. Moreover, with these graphs, a total of 40 frequency components are identified, including the 28 components previously recognized and referred for similar configurations. Hence, 12 new frequencies referenced by (+) are perceptible.

Table 1 presents a list of all frequency components recognized through the CPSD and the error values with respect to the results from FEM analysis.

The relative average frequency deviation in Table 1 is 2.67%. Except for the first three spectral components, the relative frequency deviation is, in general, less than 5%. It is important to note that some spectral components have close frequencies, which present difficulties in its identification. That is the case, for example, of component (h) which can be associated either to mode #19 or to mode #20. The same applies to frequency component (p) with respect to modes #45 and #46, and to component (t) and modes #59 and #60, respectively. In observations, (P)
Figures 35 and 36 show the hybrid spectrum of the audio signals at E1-P2 and E2-P2, respectively, obtained as described in the flowchart of Figure 15, using biorthogonal 4.4 wavelets for WPA with three levels of analysis. The resulting DWT coefficients are organized in sub-bands with 1.38 kHz bandwidth, corresponding to the frequencies of interest (\(f_0\)) 1.3 kHz.

The similarities between the amplitude hybrid-spectrum for E1-P2 and for E2-P2 are noticeable in Figures 35 and 36. Moreover, with these graphs, a total of 40 frequency components are identified, including the 28 components previously recognized and referred for similar configurations. Hence, 12 new frequencies referenced by (+) are perceptible.

Table 1 presents a list of all frequency components recognized through the CPSD and the error values with respect to the results from FEM analysis. The relative average frequency deviation in Table 1 is 2.67%. Except for the first three spectral components, the relative frequency deviation is, in general, less than 5%. It is important to note that some spectral components have close frequencies, which present difficulties in its identification. That is the case, for example, of component (\(h\)) which can be associated either to mode #19 or to mode #20. The same applies to frequency component (\(p\)) with respect to modes #45 and #46, and to component (\(t\)) and modes #59 and #60, respectively.

![Amplitude Hybrid Spectrum of Audio Signal at E1-P2: WPA (biorthogonal)](image)

**Figure 36.**
Frequency components’ similarities at E2-P2 (wavelet-Fourier).

<table>
<thead>
<tr>
<th>Freq. Comp.</th>
<th>(f_{\text{FEM}}) [Hz]</th>
<th>(f_{\text{E1}}) [Hz]</th>
<th>(f_{\text{E2}}) [Hz]</th>
<th>(\Delta f_{\text{av}}) [%]</th>
<th>#mode (FEM)</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>76</td>
<td>65</td>
<td>65</td>
<td>14.47</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>89</td>
<td>89</td>
<td>89</td>
<td>0</td>
<td>#7-P3</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>133</td>
<td>121</td>
<td>121</td>
<td>9.02</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>177</td>
<td>164</td>
<td>164</td>
<td>7.34</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>(e)</td>
<td>180</td>
<td>181</td>
<td>180</td>
<td>0.28</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>(f)</td>
<td>201</td>
<td>210</td>
<td>210</td>
<td>4.28</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>234</td>
<td>224</td>
<td>224</td>
<td>4.27</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>260</td>
<td>262</td>
<td>262</td>
<td>0.77</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>(g)</td>
<td>266</td>
<td>274</td>
<td>273</td>
<td>2.82</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>(k)</td>
<td>284</td>
<td>295</td>
<td>296</td>
<td>4.05</td>
<td>19</td>
<td>#20</td>
</tr>
<tr>
<td>(i)</td>
<td>325</td>
<td>327</td>
<td>323</td>
<td>0.62</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>(j)</td>
<td>370</td>
<td>354</td>
<td>354</td>
<td>4.32</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>(k)</td>
<td>387</td>
<td>389</td>
<td>386</td>
<td>0.39</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>394</td>
<td>400</td>
<td>400</td>
<td>1.52</td>
<td>27</td>
<td>(P)</td>
</tr>
<tr>
<td>(+)</td>
<td>413</td>
<td>415</td>
<td>413</td>
<td>0.24</td>
<td>28</td>
<td>(P)</td>
</tr>
<tr>
<td>(l)</td>
<td>420</td>
<td>429</td>
<td>427</td>
<td>1.91</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>(m)</td>
<td>460</td>
<td>467</td>
<td>467</td>
<td>1.52</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>(n)</td>
<td>496</td>
<td>496</td>
<td>497</td>
<td>0.10</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>528</td>
<td>528</td>
<td>530</td>
<td>0.19</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>(o)</td>
<td>552</td>
<td>555</td>
<td>554</td>
<td>0.45</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>568</td>
<td>578</td>
<td>578</td>
<td>1.76</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>639</td>
<td>648</td>
<td>NI</td>
<td>1.41</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>(p)</td>
<td>665</td>
<td>660</td>
<td>657</td>
<td>0.98</td>
<td>45</td>
<td>#46</td>
</tr>
<tr>
<td>(q)</td>
<td>681</td>
<td>684</td>
<td>678</td>
<td>0.44</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>(+)</td>
<td>722</td>
<td>726</td>
<td>717</td>
<td>0.62</td>
<td>49</td>
<td></td>
</tr>
</tbody>
</table>
denotes modes relative to vibration frequencies associated with deformations exclusively located to the primary circuit parts.

These results show that the wavelet-Fourier approach allows a gain of 42.86% for frequency components identification with respect to the CPSD. Moreover, with the wavelet-Fourier analysis, both the magnitudes and the relevance of each component become more evident, as shown by comparing Figures 33 and 35 and taking components (j), (k), and (m) as reference.

The hybrid spectrum representations for configuration pairs E3-P4 and E4-P4 reveal similar results like the ones obtained for P2. These features demonstrate the effectiveness of this approach for the identification and characterization of the vibrations in the LSRA. The wavelet-Fourier method can also be used for audio signals collected during the tests of operational modal excitation of the actuator, as shown in Figure 37, using the 4.4 biorhogonal wavelets with three levels of analysis.

![Figure 37](image_url)

**Figure 37.** Frequency components identified by wavelet-Fourier analysis of the audio emitted during the experimental tests.
Among the components identified, the following relations with natural modes are possible: \((f)\) relates to mode \#14, \((n)\) links to both modes \#55 or \#56, \((p)\) is related to modes \#67 or \#68, and \((r)\) corresponds to mode \#74. These results are related to those obtained by FEM analysis whose modal shapes denote transverse movement along the vertical direction, and those with displacements almost exclusively located at magnetic circuit parts.

7. Conclusion

This chapter describes a research work aimed to evaluate and characterize the vibrations in a three-phase LSRA. The actuator is described in terms of its structure and according to its modes of operation.

To analyze and evaluate the structural vibrations, we built the 3D mechanical model and performed numerical simulations using the finite element method and iterative methods to find the solution of the system dynamics. The natural frequencies obtained and the corresponding mode-shapes support the characterization of the vibrations at the actuator for both, external forces applied or forces developed during the operation of the actuator. The numerical evaluation of the natural frequencies considers five configurations of the actuator, according to the position of its platforms. For each configuration, a total of 74 modal frequencies are considered in the range up to nearly 1.3 kHz. Besides the frequency values, the mode shapes, associated with each mode, are also crucial for analysis as they evidence the parts with relevant deformations. Owing to the complexity of the LSRA structure and its symmetry characteristics, in general, the vibration frequencies, and the mode shapes are related for configurations corresponding to dual positions.

An experimental setup for the evaluation of the vibrations is also proposed, including the test bench configuration and the instrumentation set used to permit a collection of data results, showing the most relevant modal frequencies associated with the LSRA operation. The data acquisition system and the analysis tools were developed specifically for this research.

In addition to experimental modal excitation, operation modal excitation tests were also performed to identify the potential of excitation of the natural modes, and the critical values for the switching frequency. The operational responses produced, either the phase current or the local acceleration, were measured and evaluated. The spectral components related to these quantities at the selected points were analyzed and discussed regarding the results from FEM analysis. Besides Fourier analysis, a tool performing a combined wavelet-Fourier analysis of signals through a wavelet packet decomposition was also developed, proposed, and evaluated with quality improvements to the identification of the frequency components.

The results of the hybrid spectrum representation demonstrate the reliability and suitability of the wavelet-Fourier approach. The Normalized Cross-Correlation and the spectrum coherence using the Cross-Power Spectrum Density were also used. Moreover, the spectrum of the audio signals emitted was collected and analyzed, serving to confirm the data obtained by the simulation and supporting the experimental characterization of the actuator.

The results obtained are consistent and agree with the analytical estimations obtained through FEM simulations and confirm the experimental results of modal excitation obtained by experimental methods.

The data collected allow establishing a framework to fully characterize the linear actuator, regarding the vibration modes due to its regular operation, and to identify the vibration modes that can be excited for different positions of the actuator's moving parts. The information gathered serves also to improve the actuator's
control by avoiding excitation regimes with frequencies near its natural vibration frequencies. That also permits to modify the structural configuration of the actuator aiming for low vibrations, either by choosing the right materials for the critical parts or by adopting suitable mechanical project strategies to redesign the structure of the actuator to avoid sensitive vibration frequencies.
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c_{r}, m_{r}, k_{r}  
matrices of generic dumping, mass, and stiffness coefficients
C, K, M  
matrices of dumping, mass, and stiffness for mode r
D_{R}  
Rayleigh dissipation function
f_{ea}, f_{em}, f_{er}  
electromagnetic attraction, motoring, and regenerative forces
i_{as}, L_{as}  
coil excitation current and inductance of phase a
Q_{i}, Q_{j}  
generalized non-conservative forces (scalar and matrix forms)
r_{sp}[l]  
the cross-correlation of discrete-time signals s[n], y[n] with lag l
R_{sy}(l)  
the cross-spectrum amplitude of discrete-time signals s[n], y[n]
S_{sy}  
cross-power spectrum density of discrete-time signals s[n], y[n]
S_{w}[k]  
discrete Fourier transform of s[n] for discrete window w[n]
v_{La}  
electromotive force induced at the coil of phase a
x_{i}, \dot{x}_{i}, \ddot{x}_{i}  
vector displacements, velocity, and acceleration at generic coordinate i
x_{m}  
longitudinal displacement (position)
W_{em}  
electromagnetic energy stored in the coupling field
W_{kin}  
kinetic energy stored in the mechanical system
W_{pot}  
potential energy stored in the mechanical system
\phi_{sy}(l)  
phase cross-spectrum of signals s[n], y[n] with lag l
\lambda_{as}  
flux linkage in phase a (for values of i_{as} and L_{as})
\xi_{r}, \psi_{r}  
eigenvalue and eigenvector relative to natural mode of order r
\omega_{r}  
undamped angular natural frequency of mode r
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- phase cross-spectrum of signals

\( \lambda_{as} \)
- flux linkage in phase \( a \) (for values of \( ias \) and \( L_{as} \))
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- eigenvalue and eigenvector relative to natural mode of order \( r \)
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Control and Dynamic Simulation of Linear Switched Reluctance Generators for Direct Drive Conversion Systems
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Abstract
This chapter addresses the dynamic simulation and control of linear switched reluctance generators for direct drive conversion systems. The electromechanical energy conversion principles of linear switched reluctance machines are briefly explained. A detailed mathematical model is developed for linear switched reluctance generators. The different types of control strategies adopted for switched reluctance generators are referred. The hysteresis controller is applied to control the conversion system with constant damping load. The proposed control strategy also includes a DC/DC isolated converter to control the system DC bus voltage by adjusting the energy flow between the conversion system and the resistive load. The mathematical model is applied to simulate the behavior of a tubular linear switched reluctance generator as power take-off system in an ocean wave point absorber device. To accomplish this task, the dynamic equations of the point absorber are presented and integrated with the linear switched reluctance generator dynamic model. In the simulation process, the system is driven by a regular ocean wave and operates with constant damping load. The system performance is evaluated for different load values, and the simulation results are presented for the optimal damping load case scenario.

Keywords: tubular linear generator, switched reluctance machine, direct drive conversion, ocean wave energy

1. Introduction
The switched reluctance machine (SRM) is an electromechanical structure with salient poles defined by a fixed and a movable part as the main constitutive elements. This machine is characterized by the absence of permanent magnets and by the electric phase coils only being present in just one part (usually the fixed part). The part where the phase coils are located is designed as primary and the other part, which works as passive element, as secondary. The SRMs can be rotating or linear. Since these two configurations are homologous, they share the same operation principles with the exception of the electromagnetic force direction [1]. In SRMs, a force is developed when the magnetic structure tends to minimize the magnetic energy by displacing the movable part to achieve a configuration with minimum energy.
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1. Introduction

The switched reluctance machine (SRM) is an electromechanical structure with salient poles defined by a fixed and a movable part as the main constitutive elements. This machine is characterized by the absence of permanent magnets and by the electric phase coils only being present in just one part (usually the fixed part). The part where the phase coils are located is designed as primary and the other part, which works as passive element, as secondary. The SRMs can be rotating or linear. Since these two configurations are homologous, they share the same operation principles with the exception of the electromagnetic force direction [1]. In SRMs, a force is developed when the magnetic structure tends to minimize the magnetic energy by displacing the movable part to achieve a configuration with minimum
reluctance. This type of machine is characterized by a nonlinear electromagnetic behavior and can work as actuator or generator when the electric phase is energized during the period of increasing or decreasing inductance, respectively [2]. The SRM may have a flat structure [3] or a tubular one [4]. The tubular topology may overcome some disadvantages of the flat machine. The former has no edge effects due to the closed geometry. Also, the radial attraction forces are canceled due to its axisymmetric configuration [5].

This type of machine is suitable for low-speed applications and is a robust and low-cost solution since no permanent magnets are required for its operation. Also, the energy losses from Joule effect occurs in just one part and can, therefore, be more easily dissipated [6]. These characteristics make the SRM a strong candidate for generator in direct drive conversion systems. It has already been adopted as linear generator for ocean wave point absorbers [3]. Due to their unique advantages, the application of linear switched reluctance generators (LSRG) in direct drive conversion systems is of significant importance. Thus, design tools are necessary to develop and evaluate this type of machines, and suitable control techniques must be applied to ensure its reliable operation.

The aim of this chapter is to present the mathematical model to assist the design and assessment of LSRG. Also, control techniques are proposed for low-velocity operation. The mathematical formulation is applied to simulate the performance of a tubular linear switched generator (TLSRG) operating as a power take-off system in an ocean wave point absorber converter.

2. Electromagnetic conversion principles

In SRM, the magnetic circuit of each electric phase may be characterized with different values of magnetic reluctance for distinct relative positions of the movable part, in respect to the static part. When a magnetic field is established in this circuit, an electromagnetic force is developed to displace the movable part to the position with minimum magnetic reluctance in order to minimize the energy in the system. The referred position, designed as alignment position $z_a$, is characterized by the structural configuration where the saliencies of the movable part are aligned with the saliencies of the static part. In this situation, the self-inductance of the electric phase may achieve its maximum value. The nonalignment is verified for all the remaining relative positions, between the movable and static parts. For these
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Typical inductance profile for SRMs.
configurations, the magnetic circuit of the electric phase is characterized by superior magnetic reluctance achieving its maximum value at the unaligned position $z_a$. This position is defined by the minimum value of inductance for the electric phase.

The typical linear inductance profile for SRMs is displayed in Figure 1. The inductance is given as function of the relative position between the movable and fixed parts. As consequence of the structural pattern inherent to these machines, when the movable part is moved in a single direction, the inductance is characterized by a periodic and symmetrical profile resulting from successive movements, which are approaching (the rate of change of the inductance $L$ is positive) and leaving (the rate of change of the inductance $L$ is negative) from the alignment position.

By energizing the electric phases in the approximation region or separation region, the SRM may operate as an actuator or a generator, respectively. In the first case, magnetic flux established by the electric phase will tend to minimize its energy developing an electromechanical force to achieve structural alignment. As a result, a linear force will act on the machine’s movable part. In the presence of an external load, which can overcome the referred electromagnetic force, the generator is displaced from the alignment position, increasing the reluctance of the active phase, which will reduce the respective magnetic flux. As a consequence, a back-electromotive force is developed, seeking to increase the electric current to restore the magnetic flux. During this procedure, mechanical energy is extracted from the movable part of the generator and converted to electrical energy [7].

The electric phase equation is given as:

$$u_k = R_d i + \frac{d\lambda}{dt} = R_d i + L(i, z_k) \frac{di}{dt} + i \frac{dL(i, z_k)}{dz_k}$$  \hspace{1cm} (1)

where for phase $k$, $u_k$ is the voltage across the electric phase, $R_d$ is the internal electric resistance, $\lambda$ is the flux linkage, $i$ is the electric current, and $z_k$ is the electric position. In the last part of Eq. (1), emf is the back-electromotive force developed by the phase:

$$emf = i \frac{dL(i, z_k)}{dz_k} = iv \frac{dL(i, z_k)}{dz_k}$$  \hspace{1cm} (2)

with $v$ as the velocity of the movable part of the linear SRM.

These conversion processes may only occur with appropriate power electronic converter to control the energy flow. With proper switch commands, the conversion periods may be established, and electric phase current intensity may be regulated by the converter [8].

In [9, 10], several electronic converters are identified that are suitable for electric generation with SRMs. The asymmetric H-bridge converter is the typical choice. This converter topology can be found, for one phase, in Figure 2. It is a practical and simple solution, but it is characterized with a variable output voltage due to the self-excitation process. However, this drawback may be minimized with an external voltage source [11]. This converter has the less apparent power required to operate and is classified as an economical solution [10].

With the converter illustrated in Figure 2, the conversion cycle may be defined by the excitation period, the generation period, and the free-wheeling period, an intermediate stage between the first two. The circuit configurations for the different periods are illustrated in Figure 3. Assuming that the capacitor is already at its nominal operating voltage, the excitation period is initiated when the switches $S_1$
and \( S_2 \) are closed. Usually, this occurs when the phase is near the position that corresponds to its maximum inductance.

When the current intensity reaches a certain value, the switches are opened and the generation period begins. During this period, the back-electromotive force increases the electric current as a consequence of the magnetic flux reduction. Thus, the electric current is maintained through the diodes \( D_{1,k} \) and \( D_{2,k} \), delivering the generated electric energy to the capacitor and to the load. The transition between these two conversion periods is characterized by hard commutation because the voltage is inverted. In the free-wheeling period, just one switch is closed to provide a zero voltage across the generator electric phase. Only the back-electromotive force acts on the phase electric current. This period can be implemented to achieve a soft commutation where, after the excitation period, the voltage is first annulled and, only then, inverted [12]. In each conversion cycle, the electric energy supplied by the converter during the excitation period is given by:

\[
W_{exc} = \int_{t_{on}}^{t_{off}} ui \, dt
\]  

(3)

where \( t_{on} \) is the start time of the excitation period and \( t_{off} \) is the respective finish time.
The electric energy returned by the phase to the converter is:

\[ W_{out} = \int_{t_{off}}^{t_{ext}} ui \, dt \]  \hspace{1cm} (4)

with \( t_{ext} \) as the time when the electric current is extinguished. The amount of electric energy generated by the electromechanical conversion process is computed as follows:

\[ W_{gen} = W_{out} - W_{exc} \]  \hspace{1cm} (5)

3. Dynamic model

To assess the dynamic characteristics of switched reluctance generator, a mathematical model must be formulated to describe the system behavior in transient state. The mathematical model can be solved with numerical methods and computational calculus in order to estimate the system response for the given operating conditions. The mathematical model of SRMs is obtained from Eq. (1) that describes the transient phenomena involved in the electromagnetic conversion of each electric phase. The solution for this equation may be obtained by applying time integration to the linkage magnetic flux \[13\] or to the electric current derivative with time \[14\]. For both methods, it is required to relate the machine electromagnetic characteristics with the phase electric current and the movable part position. Several approaches have been proposed in the literature to include the machine nonlinear nature in the mathematical model. In \[15\], look-up tables are used to model the electromagnetic characteristics of the SRM. These are obtained from a static analysis and are used as data base to build the look-up tables. Analytic functions are also used to represent the machine magnetic characteristics within the mathematical model. The use of analytical expressions simplifies the computation process related to the differentiation and integration of the electromagnetic entities \[16\]. This approach can be achieved by fitting an appropriate function to discrete data \[17\]. Fourier series expansion may also provide analytical expressions to represent nonlinear electromagnetic characteristics in the SRM mathematical model \[18\]. A simpler method, but less precise, comprises the use of piecewise functions to establish a linear \[19\] or nonlinear \[20\] relation with the independent variables. Artificial intelligence-based methods have already been adopted in the dynamical analysis of SRMs. These methods comprise the use of neural networks and fuzzy logic with real data to develop a mathematical representation of SRM electromagnetic characteristics \[21\].

All the referred approaches require the representative data of the electromagnetic characteristics, usually expressed as a function of the electric phase current intensity and movable part relative position. With look-up tables, these data are used directly. Methods based on analytic expressions or artificial intelligence models apply these data to develop appropriate mathematical expressions.

The required discrete data may be obtained through experimental measurements. This process provides realistic curves, but a physical model of the machine is needed for it. In electric machine design, where several structural possibilities must be assessed, it becomes unpractical to get the machine electromagnetic characteristics with experimental evaluation, as numerical or analytical methods are needed to perform this task. As an alternative to experimental tests, the finite element method
(FEM) is used for electromagnetic characterization of SRMs, providing results with great precision, but needing for a sophisticated mathematical implementation and large amount of computational resources to process the solution [22]. However, with the existence of FEM-based commercial software, it is possible to evaluate electromagnetic systems without a deep knowledge of electromagnetism. Thus, FEM is getting more adopted in the design of electric machines.

The mathematical model of switched reluctance generator results from the analysis of the associated power converter. Since all electric phases are defined by identical magnetic and electric circuits, they are represented by the same dynamic equations. Its analysis is generalized following the notation specified in Figure 2.

The voltage across each electric phase $k$ is:

$$ u_k = R_{ak} i_k + \frac{d\lambda_k}{dt} $$  \hspace{1cm} (6)

where for each phase $k$, $R_{ak}$ is the internal electric resistance, $i_k$ is the electric current, $\lambda_k$ is the magnetic linkage flux, and $\varphi_k$ is the electric position. The magnetic linkage flux is given by:

$$ \lambda_k = \sum_{j=1}^{q} \lambda_{kj}(\varphi_j, i_j) $$  \hspace{1cm} (7)

with $\lambda_{kj}(\varphi_j, i_j)$ as the magnetic linkage flux in phase $k$ due to current in phase $j$ and $q$ as the number of electric phases. Replacing Eq. (7) in Eq. (6):

$$ u_k = R_{ak} i_k + \lambda_k = \sum_{j=1}^{q} \frac{d\lambda_{kj}(\varphi_j, i_j)}{dt} $$  \hspace{1cm} (8)

Applying the chain rule to Eq. (8), one has:

$$ u_k = R_{ak} i_k + \left( L_k(\varphi_k, i_k) + i_k \frac{dL_k}{di_k}(\varphi_k, i_k) \right) \frac{di_k}{dt} + \nu_k \frac{dL_k}{d\varphi_k}(\varphi_k, i_k) $$

$$ + \sum_{j=1}^{q} \left[ M_{kj}(\varphi_j, i_j) + i_j \frac{dM_{kj}}{di_j}(\varphi_j, i_j) \right] \frac{di_j}{dt} + \nu_j \frac{dM_{kj}}{d\varphi_j}(\varphi_j, i_j) $$  \hspace{1cm} (9)

where $L_k$ is the self-inductance of phase $k$ and $M_{kj}$ is the mutual inductance between phases $k$ and $j$. The linear velocity of the movable part $v$ is:

$$ v = \frac{dz_k}{dt} = \frac{dz_j}{dt} $$  \hspace{1cm} (10)

The electromotive force, which results from the change of magnetic flux in phase $k$, is:

$$ \text{emf}_k = v \left[ i_k \frac{dL_k}{dz_k}(\varphi_k, i_k) + \sum_{j=1}^{q} i_j \left. \frac{dM_{kj}}{dz_j}(\varphi_j, i_j) \right|_{j \neq k} \right] $$  \hspace{1cm} (11)
During the conversion period, electric energy is exchanged between the capacitor of the converter and the electric phases of the generator. In the excitation period, the capacitor supplies energy to the phase and in the generation period, the generator supplies energy to the capacitor. The voltage across each electric phase must be known. Its value depends on the switch states, as illustrated in Figure 3, each of them corresponding to a distinct period of electromagnetic conversion.

The voltage across each electric phase, according to the switch states, is:

\[
U_k = \begin{cases} 
U_{bus} - 2U_s & S_{1,k} \text{ and } S_{2,k} \text{ closed} \\
-U_{bus} - 2U_D & S_{1,k} \text{ and } S_{2,k} \text{ open} \\
-U_D - 2U_s & S_{1,k} \text{ open and } S_{2,k} \text{ closed}
\end{cases}
\]  (15)

with \(U_s\) and \(U_D\) as the voltage drops across the electronic switch and diode, respectively.

The linear force exerted by the generator \(F_{\text{gen}}\) is:

\[
F_{\text{gen}}(t) = \sum_{k=1}^{q} F_{\text{em},k}(x_k, i_k)
\]  (16)

where \(F_{\text{em},k}(x_k, i_k)\) is the individual component of force provided by electric phase \(k\) during the conversion cycle. The generator electric efficiency can be determined by the mean values of the generated electric power \(P_{\text{gen}}\) and extracted mechanical power \(P_{\text{mec}}\) as:

\[
\eta_e = \frac{P_{\text{gen}}}{P_{\text{mec}}}
\]  (17)

All the formulation presented so far was defined for a phase electric position falling within the two opposing nonalignment positions. As the movable part of the generator is displaced, the electric position describes a periodic profile which is identical in all electric phases of the SRM. However, these electric positions have
distinct values for the same absolute position because the phases are shifted. The relation between the electric position of one phase $z_k$ and the mechanical absolute position $z_{mech}$ is defined by:

$$z_k = -S_t + \left( \frac{z_{mech} - k_{offset} - S_t}{2S_t} - \left[ \frac{z_{mech} - k_{offset} - S_t}{2S_t} \right] \right) 2S_t$$  \hspace{1cm} (18)$$

where $k_{offset}$ is the shift distance between the same electric position of two consecutive phases and $S_t$ is the distance between the aligned and unaligned positions of the phase.

The graphical representation of Eq. (18) can be found in Figure 4.

The mathematical model of the LSRG system is defined by a nonlinear problem of initial value and is schematized in Figure 5. To obtain the respective solution, it is necessary to perform the time integration of the differential equations that govern the system electromechanical behavior. Also, a controller must be included to provide the appropriate switching commands to the electronic power converter.

The bus voltage of the LSRG converter should be kept as constant as possible to allow for a proper self-excitation operation. Also, since high voltage levels are required to energize each phase in due time, it may be desirable to reduce the output voltage applied to the electric load. To achieve these requirements, an H-bridge isolated DC/DC converter is admitted in the conversion system to control the energy flow between the conversion system and the electric load, as schematized in Figure 6. With the ideal model of the H-bridge isolated DC/DC converter, it is possible to establish a relation between the mean values of the input and output voltages ($U_1$ and $U_2$) and of the input and output currents ($I_1$ and $I_2$).
distinct values for the same absolute position because the phases are shifted. The relation between the electric position of one phase \( z_k \) and the mechanical absolute position \( z_{\text{mech}} \) is defined by:

\[
\begin{align*}
  z_k &= \frac{\pi S_t}{2} + \frac{z_{\text{mech}} - z_0}{S_t^2} - \frac{S_t}{2} \left\lfloor \frac{z_{\text{mech}} - z_0}{S_t} \right\rfloor \\
  \text{(18)}
\end{align*}
\]

where \( k_0 \) is the shift distance between the same electric position of two consecutive phases and \( S_t \) is the distance between the aligned and unaligned positions of the phase.

The graphical representation of Eq. (18) can be found in Figure 4. The mathematical model of the LSRG system is defined by a nonlinear problem of initial value and is schematized in Figure 5. To obtain the respective solution, it is necessary to perform the time integration of the differential equations that govern the system electromechanical behavior. Also, a controller must be included to provide the appropriate switching commands to the electronic power converter. The bus voltage of the LSRG converter should be kept as constant as possible to allow for a proper self-excitation operation. Also, since high voltage levels are required to energize each phase in due time, it may be desirable to reduce the output voltage applied to the electric load. To achieve these requirements, an H-bridge isolated DC/DC converter is admitted in the conversion system to control the energy flow between the conversion system and the electric load, as schematized in Figure 6. With the ideal model of the H-bridge isolated DC/DC converter, it is possible to establish a relation between the mean values of the input and output voltages (\( U_1 \) and \( U_2 \)) and of the input and output currents (\( I_1 \) and \( I_2 \)).

The duty cycle \( D \) is the control parameter to regulate the output voltage at constant chopping frequency. The relations between the referred electric entities are defined in [23] as:

\[
\begin{align*}
  U_2 &= 2U_1 D \frac{N_2}{N_1} \\
  I_1 &= 2I_2 D \frac{N_2}{N_1}
\end{align*}
\]

where, respectively, \( U_1 \) and \( U_2 \) are the mean values of input and output voltages, \( I_1 \) and \( I_2 \) are the mean values of input and output electric currents, and \( N_1 \) and \( N_2 \) are the numbers of turns of the transformer primary and secondary coils.

4. Control

The SRM operation relies on the switching electric positions. Fixed values for these positions may cause system instability, especially when operating at variable velocity. As a consequence, the converter bus voltage may change considerably, depending on the system electric load [24]. Therefore, a closed loop control is required. As stated in [25], when operating as generator, the control of SRMs must be applied to preserve the converter output voltage, conditioned by the current flow in the electric phases and electric load.

The amount of energy extracted for conversion relies on the electromechanical force exerted by the generator which is also affected by the electric phase current. Thus, with a proper switching strategy, it is possible to control the electric current intensity to attain a desirable voltage level as well as to improve the system conversion efficiency. With the additional DC/DC converter, the bus voltage may also be kept near a nominal value by modifying the energy flow between the LSRG converter and the load. This method is proposed in [24] to achieve maximum energy conversion by controlling the voltage level according to the velocity of the generator.

At low operation velocities, the back-electromotive force is inferior to the bus voltage and the current is forced to decrease gradually. In this situation, the phase must be submitted to successive commutations to adjust the applied voltage and achieve the desirable current intensity [7]. This process can be accomplished with hysteresis band control [26]. This control is characterized with a variable switching frequency because it is conditioned by the rate of change of the electric phase current [27].

The control of the switched reluctance generator is the selection of appropriate parameter values that are responsible for its behavior. For velocities superior to the
base velocity, it is only necessary to account the electric positions that define the conversion cycle. For lower velocities, it is also required to define a reference value for the phase current. With the mathematical model, it is possible to establish an optimal relation between the values of the control parameters and the physical entities that need to be controlled and include it in the control process through look-tables or fitted analytical expressions. Thus, the appropriate control parameters can be defined as function of the operation variables [28].

The proportional integral (PI) control may be applied to control the switched reluctance generator. It has been used in real-time optimal control of rotating generators, where the reference current and commutation angles are computed from the error of the output voltage [29]. PI control was adopted in [30] to adjust the phase current intensity and minimize the converter output voltage ripple in linear generators.

4.1 Hysteresis control

With proper switching commands, the current is maintained within the hysteresis band $h_b$, which is a range of values established around the reference current $i_{ref}$. The typical current profile obtained with this control is shown in Figure 7(a).

When the current falls below the inferior limit of the hysteresis band $-h_b/2$, the phase is energized to increase the current. If it is superior to the upper limit of the hysteresis band $h_b/2$, the switches are opened and the generation period begins until the lower limit is reached again [31]. The phase current error $e_i$ is used to control the switches in agreement with the logic schematized in Figure 7(b).

The conversion cycle is characterized by successive excitation and generation periods that occur while the phase electric position is between $z_{on}$ and $z_{off}$ and the movable part is in motion. For zero velocity, there is no electric generation and the switches remain opened. Thus, for each phase $k$, the hysteresis controller provides the electronic switching commands $S_{1,k}$ and $S_{2,k}$ as a function of the phase electric position $z_k$, movable part velocity $v$, current reference value $i_{ref}$, hysteresis band $h_b$, and electric positions $z_{on}$ and $z_{off}$. In Figure 8 the algorithm of the hysteresis controller is illustrated. For an optimal control, the parameters must be chosen to maximize the generated electric energy. With the mathematical model of the conversion system, these parameters may undergo an optimization process to find the best values for the best performance.

4.2 Proportional integral (PI) control

The H-bridge isolated DC/DC converter is used to maintain the system DC bus voltage level close to a reference value. In order to accomplish it, a PI control is used to properly compute the duty cycle value for the applied switching commands. The control variable $s(t)$ is given as function of error $e(t)$ between the variable to be controlled and the respective reference value:

$$s(t) = K_p e(t) + K_i \int_{t_0}^{t} e(\tau) d\tau$$

with $K_p$ and $K_i$ as the controller proportional and integral gains, respectively.

The duty cycle value is given as:

$$D(t) = D_{init} + \Delta D(t)$$

where $D_{init}$ is the initial value of the duty cycle and $\Delta D(t)$ is the incremental duty cycle provided by the PI controller:

$$\Delta D(t) = K_p e(t) + K_i \int_{t_0}^{t} e(\tau) d\tau$$

with $e(t)$ as the normalized error between DC bus voltage $U_{bus}$ and the reference value $U_{ref}$:

$$e(t) = \frac{U_{ref}}{U_{bus}}$$
4.1 Hysteresis control

With proper switching commands, the current is maintained within the hysteresis band $h_b$, which is a range of values established around the reference current $i_{ref}$.

The typical current profile obtained with this control is shown in Figure 7(a).

When the current falls below the inferior limit of the hysteresis band $h_b = 2$, the phase is energized to increase the current. If it is superior to the upper limit of the hysteresis band $h_b = 2$, the switches are opened and the generation period begins until the lower limit is reached again [31]. The phase current error $e_i$ is used to control the switches in agreement with the logic schematized in Figure 7(b).

The conversion cycle is characterized by successive excitation and generation periods that occur while the phase electric position is between $z_{on}$ and $z_{off}$ and the movable part is in motion. For zero velocity, there is no electric generation and the switches remain opened. Thus, for each phase $k$, the hysteresis controller provides the electronic switching commands $S_{1,k}$ and $S_{2,k}$ as a function of the phase electric position $z_k$, movable part velocity $v$, current reference value $i_{ref}$, hysteresis band $h_b$, and electric positions $z_{on}$ and $z_{off}$. In Figure 8 the algorithm of the hysteresis controller is illustrated. For an optimal control, the parameters must be chosen to maximize the generated electric energy. With the mathematical model of the conversion system, these parameters may undergo an optimization process to find the best values for the best performance.

4.2 Proportional integral (PI) control

The H-bridge isolated DC/DC converter is used to maintain the system DC bus voltage level close to a reference value. In order to accomplish it, a PI control is used to properly compute the duty cycle value for the applied switching commands. The control variable $s$ is given as function of error $e$ between the variable to be controlled and the respective reference value:

$$s(t) = K_p e(t) + K_i \int_0^t e(\tau) \, d\tau$$

with $K_p$ and $K_i$ as the controller proportional and integral gains, respectively.

The duty cycle value is given as:

$$D(t) = D_{init} + \Delta D(t)$$

where $D_{init}$ is the initial value of the duty cycle and $\Delta D(t)$ is the incremental duty cycle provided by the PI controller:

$$\Delta D(t) = K_p e_u(t) + K_i \int_0^t e_u(\tau) \, d\tau$$

with $e_u$ as the normalized error between DC bus voltage $U_{bus}$ and the reference value $U_{ref}$:

$$e_u(t) = \frac{U_{ref} - U_{bus}(t)}{U_{ref}}$$
5. Practical case study scenario

The described formulation will be applied to evaluate the performance of a tubular linear SRM working as generator in an ocean wave point absorber device schematized in Figure 9.

The system comprises a floating body that drives the generator by action of the incoming ocean waves. The linear generator is a three-phase machine with coils located in the inner part. The outer part is rigidly coupled to a floating body that only allows a vertical motion. Mechanical springs are used to link the generator outer part to the reference system, which is fixed to the ocean bottom. The tubular LSRG is illustrated in Figure 10.

5.1 Point absorber mathematical model

The mathematical model of an ocean wave direct drive converter is also needed to fully define the conversion system and to compute the mechanical entities that are used as input in the generator dynamic model.

The dynamic behavior of the point absorber device can be found in [32] and is described by the expression:

\[ m_b \ddot{z} = F_{\text{exc}}(t) + F_{\text{rad}}(t) + F_H(t) + F_V(t) + F_{\text{gen}}(t) \]  \hspace{1cm} (25)

where \( m_b \) is the combined mass of the floating body and generator movable part, \( \ddot{z} \) is the bodies’ acceleration, \( F_{\text{exc}} \) is the wave excitation force, \( F_{\text{rad}} \) is the radiation force, \( F_H \) is the hydrostatic force, \( F_V \) is the viscous damping force, and \( F_{\text{gen}} \) is the generator damping force.

The excitation force is given by:

\[ F_{\text{exc}}(t) = R \left[ S_a \tilde{F}_{\text{exc}}(\omega) e^{i(\omega t + \varphi)} \right] \]  \hspace{1cm} (26)

with \( S_a \) as the wave amplitude, \( \tilde{F}_{\text{exc}} \) as the complex value of the excitation force per meter of wave amplitude, \( \omega \) as the wave angular frequency, and the \( \varphi \) as wave phase.
5. Practical case study scenario

The described formulation will be applied to evaluate the performance of a tubular linear SRM working as generator in an ocean wave point absorber device schematized in Figure 9.

The system comprises a floating body that drives the generator by action of the incoming ocean waves. The linear generator is a three-phase machine with coils located in the inner part. The outer part is rigidly coupled to a floating body that only allows a vertical motion. Mechanical springs are used to link the generator outer part to the reference system, which is fixed to the ocean bottom. The tubular LSRG is illustrated in Figure 10.

5.1 Point absorber mathematical model

The mathematical model of an ocean wave direct drive converter is also needed to fully define the conversion system and to compute the mechanical entities that are used as input in the generator dynamic model.

The dynamic behavior of the point absorber device can be found in [32] and is described by the expression:

\[ m_b \ddot{z} = F_{\text{exc}}(t) + F_{\text{rad}}(t) + F_H(t) + F_V(t) + F_{\text{gen}}(t) \]  (25)

where \( m_b \) is the combined mass of the floating body and generator movable part, \( \ddot{z} \) is the bodies’ acceleration, \( F_{\text{exc}} \) is the wave excitation force, \( F_{\text{rad}} \) is the radiation force, \( F_H \) is the hydrostatic force, \( F_V \) is the viscous damping force, and \( F_{\text{gen}} \) is the generator damping force.

The excitation force is given by:

\[ F_{\text{exc}}(t) = \Re \{ S_a \tilde{F}_{\text{exc}} \omega e^{i \omega t} + \phi \} \]  (26)

with \( S_a \) as the wave amplitude, \( \tilde{F}_{\text{exc}} \) as the complex value of the excitation force per meter of wave amplitude, \( \omega \) as the wave angular frequency, and \( \phi \) as wave phase.

The radiation force is calculated as follows:

\[ F_{\text{rad}}(t) = -m_\infty \ddot{z} - \int_0^t K_r(t - \tau)\dot{z}(\tau) \, d\tau \]  (27)

In Eq. (27), \( m_\infty \) is the added mass for infinite frequencies, \( K_r \) is the radiation velocity impulse response, and \( \ddot{z} \) is the floating body and generator movable part.

The hydrostatic force is:

\[ F_H(t) = -\rho g A_w z \]  (28)

with \( \rho \) as the specific mass of seawater, \( g \) as the gravity acceleration, \( A_w \) as the cross-sectional area of the submerged part of the floating body, and \( z \) as its vertical position.

The floating body is subjected to a viscous drag force given by:

\[ F_V(t) = -\frac{1}{2} \rho C_D A_D |\dot{z} - \dot{\eta}|(\dot{z} - \dot{\eta}) \]  (29)

where \( A_D \) is the cross-sectional area of the floating body, \( C_D \) is the viscous drag coefficient, and \( \dot{\eta} \) is the vertical velocity of the water surface. The mathematical equations of TLSRG and the point absorber devices are combined to fully define the dynamic model for the direct drive ocean wave conversion system, as schematized in Figure 11.

5.2 System simulation/simulation results

A sinusoidal ocean wave with a period of 7.7 s and a height of 1.3 m was considered to drive the floating body of the point absorber. The floating body is cylinder with a diameter of 3.4 m and a vertical extension of 4.9 m. The TLSRG was designed with a mean damping force of 40 kN, which is the maximum load.
expected for the ocean wave considered for simulation. The dimensions of the TLSRG are presented in Table 1. The electromagnetic characteristics of the machine, displayed in Figure 12, were obtained with MagNet®, a commercial software that uses the finite element method for electromagnetic analysis. The control parameters $h_b$, $z_{on}$ and $z_{off}$ were optimized for different combinations of velocity and phase current to maximize the mean value of the generated electric power. In this chapter, only the dynamic simulation of the system is important, so the applied optimization process is not presented. The optimal values are displayed in Figure 13.

These values were included in the mathematical model through 2D look-up tables and were computed, as function of the TLSRG movable part velocity and phase current, by linear interpolation. The capacitor in the converter was defined with a capacitance of 0.05 F.

A value of 41,430 kg was assumed for the mass of the oscillating body $m_b$, and the added mass for infinite frequencies $m_{\infty}$ was quantified as 9951.1 kg. The specific mass of seawater $\rho$ was set as 1025 kg/m$^3$, and for the viscous drag coefficient, a value of 0.88 was defined. The excitation force profile and impulse response function were computed with NEMOH and are displayed in Figure 14. For the H-bridge...
isolated DC/DC converter, the ratio $\frac{N_2}{N_1}$ was chosen as 10 to supply an output voltage of 400 V for a DC bus voltage of 4 kV and a duty cycle of 0.5. The PI controller was configured with a proportional gain $K_p$ of 4089.3 and an integral gain $K_I$ of 639.6. The system's mathematical model was implemented in Simulink® and was solved by the Dormand-Prince method, with a relative tolerance of $1 \times 10^{-3}$ and a maximum step of $8 \times 10^{-4}$ s. The system's mathematical model was simulated for distinct values of $i_{ref}$ in order to evaluate the generator performance with different damping forces. The mean value of generated electrical power and electric conversion efficiency, as function of $i_{ref}$, can be found in Figure 15.

Attending to the simulation results, the greatest average of electric generated power was 7.6 kW for a reference current of 35 A. For this reference, current value
also had the best electric efficiency of 43%. Figure 16 shows the oscillating body absolute position and velocity obtained from the simulations with $i_{\text{ref}}$ of 35 A.

The electric phase current and electromechanical force profiles are shown, respectively, in Figures 17 and 18. The TLSRG converter DC bus voltage level is displayed in Figure 19. With the application of the DC/DC isolated converter, the DC bus voltage was kept near its reference value with a maximum error of 1.05%.

![Figure 15](image1)

**Figure 15.**
TLSRG performance for different values of $i_{\text{ref}}$: (a) mean value of generated electric power and (b) electric conversion efficiency.

![Figure 16](image2)

**Figure 16.**
Oscillating body profile for (a) absolute position and (b) linear velocity.

![Figure 17](image3)

**Figure 17.**
Electric current profile for each electric phase: (a) normal view and (b) zoomed view.
Figure 16. Oscillating body profile for (a) absolute position and (b) linear velocity.

Figure 17. Electric current profile for each electric phase: (a) normal view and (b) zoomed view.

Figure 18. Electromagnetic linear force profile: (a) normal view and (b) zoomed view.

Figure 19. TLSRG converter DC bus voltage.

6. Conclusion

In this chapter, a mathematical model to simulate the dynamic behavior of linear switched reluctance generators was presented, to apply in ocean wave direct drive converters. The model was developed according with the circuit configuration of the H-bridge asymmetric converter, adopted as power electronic converter to control the energy flow in the machine when operating as a generator. A hysteresis controller was applied to maintain the electric phase current close to a reference value during each conversion cycle, in order to allow the control of the generator damping force. Also, a DC/DC isolated converter was admitted to adjust the energy flow between the H-bridge asymmetric converter and the system electric load, in order to keep the DC bus voltage level near its nominal value. A PI controller was proposed to control the pulse width of the DC/DC conversion stage. A practical study case scenario was considered where the generator mathematical model was applied to simulate TLSRG operating as a power take-off system in an ocean wave point absorber device. The mathematical model of the TLSRG was integrated with the dynamic equations of the point absorber to evaluate the system behavior. In the simulation process, a regular ocean wave was assumed to drive the system. The system performance was evaluated for distinct values of \( I_{\text{ref}} \), which implies distinct damping load profiles. The best performance was found for an \( I_{\text{ref}} \) of 35 A where an average electric power of 7.6 kW was generated with an efficiency of 43%. With the application of the DC/DC isolated converter, it was possible to maintain the DC bus voltage near its reference value with a maximum deviation of 1.05%.
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Today, switched reluctance machines (SRMs) play an increasingly important role in various sectors due to advantages such as robustness, simplicity of construction, low cost, insensitivity to high temperatures, and high fault tolerance. They are frequently used in fields such as aeronautics, electric and hybrid vehicles, and wind power generation. This book is a comprehensive resource on the design, modeling, and control of SRMs with methods that demonstrate their good performance as motors and generators.