This book introduces the hysteresis and damping of, and damage to, composites. It analyzes the following areas: damage mechanisms affecting the hysteresis of composites, mechanical hysteresis of ceramic–matrix composites, hysteresis behavior of fiber-reinforced ceramic–matrix composites (CMCs), relationship between the internal damage and hysteresis loops of CMCs, and mechanical hysteresis loops and the fiber/matrix interface frictional coefficient of SiC/CAS and C/SiC composites. A damping study on aluminum–multiwalled carbon nanotube-based nanocomposite materials is discussed to increase the damping property for applications like engine heads, pistons, cylinder blocks, and other aerospace components. The effect of ceramic/graphite addition to the dry sliding wear behavior of copper-based hybrid composites has been assessed at three different normal loads of 9.81, 19.62, and 29.34 N. The authors hope this book will help material scientists and engineering designers to understand and master the hysteresis of composites.
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Preface

This book introduces the hysteresis and damping of, and damage to, different composites. The hysteresis behavior of fiber-reinforced ceramic–matrix composites (CMCs) is investigated. Based on the interface slip state inside CMCs, the hysteresis loops can be divided into four different cases. The relationship between the internal damage and the hysteresis loops of CMCs is established. Using the experimental hysteresis loops, the fiber/matrix interface frictional coefficient can be obtained. The mechanical hysteresis loops and the fiber/matrix interface frictional coefficient of SiC/CAS and C/SiC composites are predicted using the present models. When the fiber/matrix interface frictional coefficient decreases under cyclic fatigue loading, the fatigue hysteresis loops, fatigue hysteresis dissipated energy, fiber/matrix interface debonding, and slip all change. The fatigue hysteresis dissipated energy first increases and then decreases by decreasing the interface frictional coefficient. The matrix cracking of CMCs is investigated using the energy balance approach. The book also analyzes the relationship between matrix cracking stress, fiber, interface oxidation, and fiber failure, the effects of fiber volume, interface shear stress and interface debonding energy, fiber failure, and oxidation temperature on time-dependent matrix cracking stress, and the experimental matrix cracking stress of different fiber-reinforced CMCs using the present models.

A damping study on aluminum–multiwalled carbon nanotube (MWCNT)-based nanocomposite materials is discussed to increase the damping property for applications like engine heads, pistons, cylinder blocks, and other aerospace components. The Al–MWCNT composites are developed using ball-milling, cold-isostatic, extrusion, and compo-casting processes. Correspondingly, surface morphology and microstructure studies are discussed, as is the improved damping property of Al–MWCNT materials. The hysteresis damping of the composite material is understood by tan delta and storage modulus (or) dynamic Young’s modulus. Tan delta and storage modulus of Al–MWCNT composites are performed using a dynamic mechanical analyzer, by varying the temperature range from room temperature to 500ºC (heating and cooling phases) at different frequencies. The Al–MWCNT shows good damping properties with increased temperature and a decrease in storage modulus. The mechanisms behind the damping property are also discussed.

The effect of ceramic/graphite addition to the dry sliding wear behavior of copper-based hybrid composites has been assessed at three different normal loads of 9.81, 19.62, and 29.34 N. A wear test is performed by using a pin-on-disc test rig at sliding speeds of 1.30 and 1.84 m/s under ambient conditions. The copper-based hybrid composites are successfully synthesized by using the stir casting route. The samples are characterized by various techniques such as X-ray diffraction, high-resolution-scanning electron microscopy, and a scanning electron microscope equipped with energy-dispersive analysis of X-ray spectroscopy. Microstructural investigations reveal the presence of the WC, TiC, and graphite particles in the hybrid composites. It is observed that a graphite-reinforced hybrid composite shows better wear resistance than a hybrid composite without graphite addition. In all the cases, a cast copper specimen shows the highest wear rate. The observed friction and wear behavior have been explained on the basis of the presence of tribofilm on the worn
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surface. Microstructural characterization of the worn surface and wear debris show that the mechanism of wear is primarily adhesive and oxidative in the case of cast copper, whereas it is a mix of adhesive and abrasive wear in the case of hybrid composites. Wear debris analysis also helps to understand the wear mechanism involved during dry sliding.

I hope this book will help material scientists and engineering designers to understand and master the hysteresis of composites.
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Chapter 1

Hysteresis of Ceramic-Matrix Composites

Li Longbiao

Abstract

In this chapter, the hysteresis behavior of fiber-reinforced ceramic-matrix composites (CMCs) is investigated. Based on the interface slip state inside of CMCs, the hysteresis loops can be divided into four different cases. The relationship between the internal damage and the hysteresis loops of CMCs is established. Using the experimental hysteresis loops, the fiber/matrix interface frictional coefficient can be obtained. The mechanical hysteresis loops and the fiber/matrix interface frictional coefficient of SiC/CAS and C/SiC composites are predicted using the present models. When the fiber/matrix interface frictional coefficient decreases under cyclic fatigue loading, the fatigue hysteresis loops, fatigue hysteresis dissipated energy, fiber/matrix interface debonding, and slip all change. The fatigue hysteresis dissipated energy first increases and then decreases with decreasing interface frictional coefficient.

Keywords: ceramic-matrix composites (CMCs), hysteresis loops, matrix cracking, interface debonding

1. Introduction

Ceramic-matrix composites (CMCs) possess high specific strength and high specific modulus, corrosion, and wear resistance, especially at elevated temperature, and have already been applied on hot section components of commercial aero engine [1, 2].

Upon unloading and subsequent reloading, the fatigue hysteresis loops develop due to the frictional slip that occurred along any interface debonding region [3–6].

Kotil et al. [7] investigated the fatigue hysteresis loops of fiber-reinforced unidirectional CMCs with low and high fiber/matrix interface shear stress. The fatigue hysteresis loops' width decreases with increasing interface shear stress. Pryce and Smith [8] and Keith and Kedward [9] divided the fiber/matrix interface debonding into two cases of partial and complete debonding. Ahn and Curtin [10] investigated the effect of matrix stochastic cracking on the fatigue hysteresis loops of fiber-reinforced unidirectional CMCs. The matrix crack spacing was divided into three cases of long, medium, and short. Vagaggini et al. [11] investigated the fatigue hysteresis loops of fiber-reinforced unidirectional CMCs with weak and strong fiber/matrix interface bonding based on the Hutchinson-Jensen fiber pullout model [12]. Solti et al. [13] investigated the fatigue hysteresis loops of fiber-reinforced unidirectional CMCs when the interface was chemically bonded and partially debonded by adopting the maximum fiber/matrix interface shear strength criterion.
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to determine the fiber/matrix interface debonding length. Li et al. investigated the effects of the fiber/matrix interface debonding [14–16], fiber Poisson contraction [17], fiber fracture [18], and multiple matrix cracking [19] on the fatigue hysteresis loops of fiber-reinforced unidirectional and cross-ply CMCs when the interface was chemically bonded. The area associated with the fatigue hysteresis loops is the energy lost during corresponding unloading/reloading cycles [6]. The fiber/matrix interface shear stress changes with unloading and reloading [22].

In this chapter, the fatigue hysteresis behavior of fiber-reinforced CMCs is investigated. The relationship between the internal damage and the fatigue hysteresis loops of fiber-reinforced CMCs is established. Using the experimental fatigue hysteresis loops, the fiber/matrix interface frictional coefficient can be obtained. The mechanical fatigue hysteresis loops and the fiber/matrix interface frictional coefficient of SiC/CAS and C/SiC composites are predicted.

2. Theoretical model

Upon loading to the fatigue peak stress, multiple damage mechanisms of the matrix cracking and fiber/matrix interface debonding occur. Figure 1 shows the unit cell extracted from fiber-reinforced CMCs. The length of the unit cell is half of the matrix crack spacing of \( \frac{L}{2} \), and the fiber/matrix interface debonding length is \( L_d \). The fiber and the matrix radius are \( r_f \) and \( R \).

Based on the fiber/matrix interface slip mechanism, the fatigue hysteresis loops of fiber-reinforced CMCs can be divided into four different cases, as the following:

1. Case I, the fiber complete sliding relative to the matrix in the partial debonding interface between the fiber and the matrix.

2. Case II, the fiber partial sliding relative to the matrix in the partial debonding interface between the fiber and the matrix.

![Diagram](Image)

**Figure 1.**
The unit cell of composite.
3. Case III, the fiber partial sliding relative to the matrix in the complete debonding interface between the fiber and the matrix.

4. Case IV, the fiber complete sliding relative to the matrix in the complete debonding interface between the fiber and the matrix.

2.1 Case I

Upon unloading to the applied stress of $\sigma$ (i.e., $\sigma_{\min} < \sigma < \sigma_{\max}$), the fiber/matrix interface debonding region can be divided into two regions of the interface counter slip region and interface slip region. When the applied stress is higher than the unloading transition stress of $\sigma > \sigma_{tr, pu}$, the fiber axial stress distribution upon unloading can be determined using the following equation:

$$
\sigma_f(z) = \begin{cases} 
\sigma - \frac{\alpha v_f}{V_f} (\sigma - \sigma_0)(e^{-\lambda z} - 1), & z \in [0, y] \\
\sigma_0 - \frac{\alpha v_f}{V_f} (\sigma - \sigma_0)(e^{-\lambda z} - 1), & z \in [y, l_d] \\
\left( \frac{\sigma}{V_f} - \frac{\alpha v_f (\sigma - \sigma_0)}{V_f (\alpha v_f + \gamma V_m)} \right) \left( e^{\lambda (l_d - 2y)} - 1 - \sigma_0 \right) e^{\frac{-\rho (z - l_d)}{\gamma}} + \sigma_0, & z \in [l_d, l_c/2]
\end{cases}
$$

where

$$
y = \frac{1}{2} \left\{ l_d (\sigma_{\max}) - \frac{1}{\lambda} \ln \left[ 1 + \frac{(\alpha v_f + \gamma V_m) (\sigma - \sigma_0)}{\alpha v_f (1 + \beta)(\sigma - \sigma_0)} \right] \right\}
$$

When the applied stress is lower than the unloading transition stress of $\sigma_{\min} < \sigma < \sigma_{tr, pu}$, the fiber/matrix interface counter slip length occupies the entire interface debonding region, and the stress within the fiber can be determined using Eq. (1) by setting $y = l_d$.

Upon reloading to the applied stress of $\sigma$ (i.e., $\sigma_{\min} < \sigma < \sigma_{\max}$), the fiber/matrix interface debonding region can be divided into three regions of new slip region, counter slip region, and slip region. When the applied stress is higher than the reloading transition stress of $\sigma < \sigma_{tr, pr}$, the fiber axial stress distribution upon reloading can be determined using the following equation:

$$
\sigma_f(z) = \begin{cases} 
\sigma - \frac{\alpha v_f}{V_f} (\sigma - \sigma_0)(e^{-\lambda z} - 1), & z \in [0, z'] \\
\sigma_0 - \frac{\alpha v_f}{V_f} (\sigma - \sigma_0)(e^{-\lambda (z - 2y)} - 1), & z \in [z', y] \\
\sigma - \frac{\alpha v_f}{V_f} (\sigma - \sigma_0)(e^{-\lambda (z - 2y) + 2\lambda y} - 1), & z \in [y, l_d] \\
\left( \frac{\sigma}{V_f} - \frac{\alpha v_f (\sigma - \sigma_0)}{V_f (\alpha v_f + \gamma V_m)} \right) \left( e^{\lambda (l_d - 2y + 2\lambda y)} - 1 - \sigma_0 \right) e^{\frac{-\rho (z - l_d)}{\gamma}} + \sigma_0, & z \in [l_d, l_c/2]
\end{cases}
$$

where

$$
z' = y(\sigma_{\min}) - \frac{1}{2} \left\{ l_d (\sigma_{\max}) - \frac{1}{\lambda} \ln \left[ 1 + \frac{(\alpha v_f + \gamma V_m) (\sigma - \sigma_0)}{\alpha v_f (1 + \beta)(\sigma - \sigma_0)} \right] \right\}
$$
When the applied stress is higher than the transition stress of $\sigma_{tr,pr} < \sigma < \sigma_{max}$, the new slip length occupies the entire interface debonding length, and the stress within the fiber can be determined using Eq. (3) by setting $z' = l_d$.

2.2 Case II

For the interface slip Case II, the fiber complete slides relative to the matrix in the partial debonding interface between the fiber and the matrix. The interface counter slip length $y$ upon complete unloading is less than the interface debonding length of $l_d$, i.e., $y(\sigma_{min}) < l_d$. The fiber axial stress distribution can be determined by Eq. (1), and the interface counter slip length $y$ is determined by Eq. (2). The new interface slip length of $z'$ upon reloading to the peak stress of $\sigma_{max}$ is less than the interface debonding length of $l_d$, i.e., $z'(\sigma_{max}) < l_d$. The fiber axial stress distribution is determined by Eq. (3); the new interface slip length $z'$ is determined by Eq. (4).

2.3 Case III

For the interface slip Case III, the fiber partial slides relative to the matrix in the complete debonding interface between the fiber and the matrix. Upon complete unloading, the interface counter slip length of $y$ is less than the half matrix crack space of $l_c/2$, i.e., $y(\sigma_{min}) < l_c/2$. The fiber axial stress distribution upon unloading can be determined using the following equation:

$$
\sigma_f(z) = \begin{cases} 
\frac{\sigma}{V_f} - \frac{\alpha v_f}{V_f(\alpha v_f + \gamma v_m)}(\sigma - \sigma)(e^{-\lambda z} - 1), & z \in [0, y] \\
\frac{\sigma}{V_f} - \frac{\alpha v_f}{V_f(\alpha v_f + \gamma v_m)}(\sigma - \sigma)(e^{\lambda(z-y)} - 1), & z \in [y, l_c/2] 
\end{cases}
$$

where

$$
y = \frac{1}{2\lambda} \ln \frac{\alpha v_f(1 + \beta)(\sigma - \sigma)(\sigma - \sigma_{max}) + (\alpha v_f + \gamma v_m)(\sigma - \sigma_{max})\sigma}{\alpha v_f(1 + \beta)(\sigma - \sigma)(\sigma - \sigma_{max}) + (\alpha v_f + \gamma v_m)(\sigma - \sigma_{max})\sigma}
$$

Upon reloading to the peak stress of $\sigma_{max}$, the interface new slip length of $z'$ is less than the half matrix crack space of $l_c/2$, i.e., $z'(\sigma_{min}) < l_c/2$. The fiber axial stress distribution upon reloading can be determined using the following equation:

$$
\sigma_f(z) = \begin{cases} 
\frac{\sigma}{V_f} - \frac{\alpha v_f}{V_f(\alpha v_f + \gamma v_m)}(\sigma - \sigma)(e^{\lambda z} - 1), & z \in [0, z'] \\
\frac{\sigma}{V_f} - \frac{\alpha v_f}{V_f(\alpha v_f + \gamma v_m)}(\sigma - \sigma)(e^{-\lambda(z-y)} - 1), & z \in [z', y] \\
\frac{\sigma}{V_f} - \frac{\alpha v_f}{V_f(\alpha v_f + \gamma v_m)}(\sigma - \sigma)(e^{\lambda(z-y)} - 1), & z \in [y, l_c/2] 
\end{cases}
$$

where

$$
z' = \frac{1}{2\lambda} \ln \frac{\alpha v_f(1 + \beta)(\sigma - \sigma)(\sigma - \sigma_{max}) + (\alpha v_f + \gamma v_m)(\sigma - \sigma_{max})\sigma}{\alpha v_f(1 + \beta)(\sigma - \sigma_{min})(\sigma - \sigma_{max}) + (\alpha v_f + \gamma v_m)(\sigma - \sigma_{max})\sigma_{min}}
$$

2.4 Case IV

For the interface slip Case IV, the fiber complete slides relative to the matrix in the complete debonding interface between the fiber and the matrix. Upon
unloading to the transition stress of \( \sigma_{tr, fu} \), the interface counter slip length of \( y \) reaches the half matrix crack space of \( l_c/2 \). When the applied stress of \( \sigma > \sigma_{tr, fu} \), the interface counter slip length \( y \) is less than the half matrix crack space of \( l_c/2 \). The fiber axial stress distribution is determined by Eq. (5), and the interface counter slip length \( y \) is determined by Eq. (6). When the applied stress is lower than the transition stress of \( \sigma_{min} < \sigma < \sigma_{tr, fu} \), the interface counter slip occupies the entire matrix crack space, and the fiber axial stress distribution is determined by Eq. (6) by setting \( y = l_c/2 \).

Upon reloading to the transition stress of \( \sigma_{tr, fr} \), the new interface slip length \( \varpsilon' \) reaches the half matrix crack space of \( l_c/2 \). When \( \sigma < \sigma_{tr, fr} \), the interface new slip length \( \varpsilon' \) is less than the half matrix crack space \( l_c/2 \). The fiber axial stress distribution is determined by Eq. (7), and the interface new slip length \( \varpsilon' \) is determined by Eq. (8). When the applied stress is higher than the transition stress of \( \sigma_{tr, fr} < \sigma < \sigma_{max} \), new slip length occurs over the entire matrix crack space, and the fiber axial stress distribution is given by Eq. (7) by setting \( \varpsilon' = l_c/2 \).

### 2.5 Hysteresis loops and hysteresis dissipated energy

For the interface slip Case II, the unloading and reloading stress–strain relationships are given by the following equation:

\[
\varepsilon_{c, pu} = \frac{\sigma}{VfE_f} - \frac{2\alpha v_f(\bar{\sigma} - \sigma)}{\lambda VfE_f l_c(\alpha v_f + \gamma v_m)} \left[ 1 - 2e^{-y} + e^{j(l_c/2-y)} \right] + \frac{\sigma coef (\bar{\sigma} - \sigma)}{VfE_f(\alpha v_f + \gamma v_m)} \left[ 1 - e^{j(l_c/2-y)}(1 - 2l_d/l_c) \right]
\]

(9)

\[
\varepsilon_{c, pr} = \frac{\sigma}{VfE_f} - \frac{4\alpha v_f(\bar{\sigma} - \sigma)}{\lambda VfE_f l_c(\alpha v_f + \gamma v_m)} \left( e^{2\varphi} - e^{-y} + e^{j(l_c/2-y) + 2\varphi} - 1 \right) + \frac{\sigma coef (\bar{\sigma} - \sigma)}{VfE_f(\alpha v_f + \gamma v_m)} \left[ 1 - e^{j(l_c/2-y) + 2\varphi}(1 - 2l_d/l_c) \right]
\]

(10)

For the interface slip Case I, the unloading stress–strain relationship can be divided into two regions. When the applied stress is higher than the transition stress of \( \sigma > \sigma_{tr, pu} \), the unloading strain is determined by Eq. (9), and when the applied stress is lower than the transition stress of \( \sigma < \sigma_{tr, pu} \), the unloading strain is determined by Eq. (9) by setting \( y = l_d \). The reloading stress–strain relationship is divided into two regions. When the applied stress is lower than the transition stress of \( \sigma < \sigma_{tr, pr} \), the reloading strain is determined by Eq. (10), and when the applied stress is higher than the transition stress of \( \sigma > \sigma_{tr, pr} \), the reloading strain is determined by Eq. (10) by setting \( \varpsilon' = l_d \).

For the interface slip Case III, the unloading and reloading stress–strain relationships are determined by the following equation:

\[
\varepsilon_{c, fu} = \frac{\sigma}{VfE_f} + \frac{\alpha v_f(\bar{\sigma} - \sigma)}{VfE_f(\alpha v_f + \gamma v_m)} - \frac{2\alpha v_f(\bar{\sigma} - \sigma)}{\lambda VfE_f l_c(\alpha v_f + \gamma v_m)} \left[ 1 - 2e^{-y} + e^{j(l_c/2-y)} \right]
\]

(11)

\[
\varepsilon_{c, fr} = \frac{\sigma}{VfE_f} + \frac{\alpha v_f(\bar{\sigma} - \sigma)}{VfE_f(\alpha v_f + \gamma v_m)} - \frac{2\alpha v_f(\bar{\sigma} - \sigma)}{\lambda VfE_f l_c(\alpha v_f + \gamma v_m)} \left( 2e^{2\varphi} - 2e^{-y} + e^{j(l_c/2-y) + 2\varphi} - 1 \right)
\]

(12)
For the interface slip Case IV, the unloading stress–strain relationship is divided into two regions. When the applied stress is higher than the transition stress of \( \sigma > \sigma_{tr, fu} \), the unloading strain is determined by Eq. (11), and when the applied stress is lower than the transition stress of \( \sigma < \sigma_{tr, fu} \), the unloading strain is determined by Eq. (11) by setting \( y = l_d/2 \). The reloading stress–strain relationship is divided into two regions. When the applied stress is lower than the transition stress of \( \sigma < \sigma_{tr, fr} \), the reloading strain is determined by Eq. (12); when the applied stress is higher than the transition stress of \( \sigma > \sigma_{tr, fr} \), the reloading strain is determined by Eq. (12) by setting \( z^* = l_d/2 \).

Under cyclic fatigue loading, the area associated with the fatigue hysteresis loops is the energy lost during the corresponding cycle, which is defined by the following equation:

\[
U = \int_{\sigma_{min}}^{\sigma_{max}} (e_{cu}(\sigma) - e_{cr}(\sigma))d\sigma 
\]  

(13)

3. Result and discussion

The experimental and predicted fatigue hysteresis loops and interface slip of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of \( \sigma_{max} = 185 \text{ MPa} \) are shown in Figure 2. Upon unloading and reloading, the unloading interface counter slip length approaches the interface debonding length at the unloading transition stress, and the reloading interface new slip length approaches the interface debonding length at the reloading transition stress. The fatigue unloading/reloading hysteresis loops under \( \sigma_{max} = 185 \text{ MPa} \) correspond to the interface slip Case I.

The experimental and predicted fatigue hysteresis loops and interface slip of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of \( \sigma_{max} = 242 \text{ MPa} \) are shown in Figure 3. Upon unloading and reloading, the unloading interface counter slip length and the reloading interface new slip length do not approach the interface debonding length. The fatigue hysteresis loops under the fatigue peak stress of \( \sigma_{max} = 242 \text{ MPa} \) correspond to the interface slip Case II.

The experimental and predicted fatigue hysteresis loop and interface slip of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of \( \sigma_{max} = 300 \text{ MPa} \) are shown in Figure 4. The interface partial debonds and the fiber partial slides upon unloading and reloading. The unloading interface counter slip length and reloading interface new slip length do not approach the interface debonding length. The fatigue hysteresis loops under the fatigue peak stress of \( \sigma_{max} = 300 \text{ MPa} \) correspond to the interface slip Case III.

The experimental and predicted fatigue hysteresis loops and interface slip of SiC/CAS composite under the fatigue peak stress of \( \sigma_{max} = 350 \text{ MPa} \) are shown in Figure 5. The interface complete debonds and the fiber complete slides upon unloading and reloading. The unloading interface counter slip length and the new interface slip length upon reloading approach the interface debonding length. The fatigue hysteresis loops under the fatigue peak stress of \( \sigma_{max} = 350 \text{ MPa} \) correspond to the interface slip Case IV.

The fatigue hysteresis loops as a function of the fiber/matrix interface frictional coefficient of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of \( \sigma_{max} = 185 \text{ MPa} \) are shown in Figure 6(a). The fatigue hysteresis dissipated energy as a function of the fiber/matrix interface frictional coefficient of fiber-reinforced unidirectional SiC/CAS composite is shown in Figure 6(b). When the interface frictional coefficient is \( \mu = 0.05 \sim 0.3 \), the fatigue hysteresis dissipated energy increases with the decreasing fiber/matrix interface frictional coefficient, and the interface partial debonds (\( l_d < l_d/2 \) in Figure 6(c)), and the fiber complete
slides relative to the matrix in the interface debonding region (i.e., \(y(\sigma_{\text{min}}) = l_d\) in Figure 6(d)). The fatigue hysteresis loops correspond to the interface slip Case I. When the fiber/matrix interface frictional coefficient is \(\mu = 0.01\text{~}0.05\), the fatigue hysteresis dissipated energy increases to the peak value and decreases with the decreasing interface frictional coefficient, and the interface complete debonds \((l_d = l_c/2\) in Figure 6(c)), and the fiber complete slides relative to the matrix in the interface debonding region \((y(\sigma_{\text{min}}) = l_d\) in Figure 6(d)). The fatigue hysteresis loops correspond to the interface slip Case IV.

4. Experimental comparison

The fatigue hysteresis loops, fatigue hysteresis dissipated energy, and interface slip of unidirectional C/SiC composite at room and elevated temperatures corresponding to different number of applied cycles are analyzed.
4.1 Room temperature

The fatigue hysteresis dissipated energy as a function of the fiber/matrix interface frictional coefficient of C/SiC composite under the fatigue peak stress of $\sigma_{\text{max}} = 140$ MPa is shown in Figure 7. The fatigue hysteresis dissipated energy increases with decreasing fiber/matrix interface frictional coefficient to the peak value of $U = 22$ kJ/m$^3$ and then decreases with the fiber/matrix interface frictional coefficient to $U = 0$ kJ/m$^3$. The experimental fatigue hysteresis dissipated energy is $U = 18, 7.7, 6.5, 6.1, 4.2, 4, 3.8, 3.4, 2.5, 2, 1.7, 1.4, 1.1, 0.8, 0.5, 0.2$ kJ/m$^3$ corresponding to $N = 1, 15, 155, 58, 804, 139, 326, 234, 783, 665, 129, 816, 908, 1005, 541$, respectively; the corresponding fiber/matrix interface frictional coefficient is $\mu = 1.1 \times 10^{-2}, 1.5 \times 10^{-3}, 1.3 \times 10^{-3}, 1.1 \times 10^{-3}, 8.4 \times 10^{-4}, 8 \times 10^{-4}, 7.5 \times 10^{-4}, 6.8 \times 10^{-4}$, respectively. Under the fatigue peak stress of $\sigma_{\text{max}} = 140$ MPa, the fatigue hysteresis

Figure 3.
(a) The experimental and predicted fatigue hysteresis loops and (b) the fiber/matrix interface counter slip length and the interface new slip length versus the applied stress of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of $\sigma_{\text{max}} = 242$ MPa.
4.1 Room temperature

The fatigue hysteresis dissipated energy as a function of the fiber/matrix inter-
face frictional coefficient of C/SiC composite under the fatigue peak stress of $\sigma_{\text{max}} = 140 \text{ MPa}$ is shown in Figure 7. The fatigue hysteresis dissipated energy increases with decreasing fiber/matrix interface frictional coefficient to the peak value of $U = 22 \text{ kJ/m}^3$ and then decreases with the fiber/matrix interface frictional coefficient to $U = 0 \text{ kJ/m}^3$. The experimental fatigue hysteresis dissipated energy is $U = 18, 7.7, 6.5, 6.1, 4.2, 4, 3.8, \text{ and } 3.4 \text{ kJ/m}^3$ corresponding to $N = 1, 15, 155, 58, 804, 139, 326, 234, 783, 665, 129, 816, 908, \text{ and } 1,005, 541$, respectively. Under the fatigue peak stress of $\sigma_{\text{max}} = 140 \text{ MPa}$, the fatigue hysteresis loops at $N = 1$ lies in the right part of the fatigue hysteresis dissipated energy versus the fiber/matrix interface frictional coefficient curve. The fatigue hysteresis loops at $N = 1$ correspond to the interface slip Case II. When the applied cycles increase, the fiber/matrix interface frictional coefficient decreases. The fatigue hysteresis loops at $N = 15, 155$ correspond to the interface slip Case IV.

4.2 Elevated temperature

The fatigue hysteresis dissipated energy as a function of the fiber/matrix inter-
face frictional coefficient under the fatigue peak stress of $\sigma_{\text{max}} = 180 \text{ MPa}$ is shown in Figure 8. The fatigue hysteresis dissipated energy first increases with decreasing interface frictional coefficient to the peak value of $U = 36.5 \text{ kJ/m}^3$ and then
The experimental fatigue hysteresis dissipated energy is $U = 30, 22, 15, 9.8, 9.3, 8.7, 8, 7.5, 6.9, 6.7, 6.1, 6,$ and 5.8 kJ/m$^3$, corresponding to $N = 1, 5, 10, 100, 1000, 8000, 21,000, 36,000, 55,000, 65,000, 75,000, 85,000,$ and 87,000, respectively; the corresponding fiber/matrix interface frictional coefficient is $\mu = 1.1 \times 10^{-2}, 2.7 \times 10^{-3}, 1.8 \times 10^{-3}, 1.2 \times 10^{-3}, 1.1 \times 10^{-3}, 1 \times 10^{-3}, 9 \times 10^{-4}, 8.5 \times 10^{-4}, 8 \times 10^{-4}, 7.8 \times 10^{-4}, 5.1 \times 10^{-4}, 5 \times 10^{-4},$ and $4.9 \times 10^{-4}$, respectively. Under the fatigue peak stress of $\sigma_{\text{max}} = 180$ MPa, the fatigue hysteresis dissipated energy at $N = 1$ lies in the right part of the fatigue hysteresis dissipated energy versus the interface frictional coefficient curve. The fatigue hysteresis loops at $N = 1$ correspond to the interface slip Case II. When the applied cycles increase, the fiber/matrix interface frictional coefficient decreases due to the oxidation of the interphase. The fatigue hysteresis loops at $N = 5$ correspond to the interface slip Case IV.
The experimental fatigue hysteresis dissipated energy is $U = 30, 22, 15, 9.8, 9.3, 8.7, 8, 7.5, 6.9, 6.7, 6.1, 6, 5.8$ kJ/m$^3$, corresponding to $N = 1, 5, 10, 100, 1000, 8000, 21,000, 36,000, 55,000, 65,000, 75,000, 85,000, 87,000$, respectively; the corresponding fiber/matrix interface frictional coefficient is $\mu = 1.1/C_2^{10}/C_0^{12}, 2.7/C_2^{10}/C_0^{13}, 1.8/C_2^{10}/C_0^{13}, 1.2/C_2^{10}/C_0^{13}, 1.1/C_2^{10}/C_0^{13}, 1/C_2^{10}/C_0^{13}, 0.8/C_2^{10}/C_0^{14}, 0.7/C_2^{10}/C_0^{14}, 0.5/C_2^{10}/C_0^{14}, 0.4/C_2^{10}/C_0^{14}$, respectively. Under the fatigue peak stress of $\sigma_{\text{max}} = 180$ MPa, the fatigue hysteresis dissipated energy at $N = 1$ lies in the right part of the fatigue hysteresis dissipated energy versus the interface friction coefficient curve. The fatigue hysteresis loops at $N = 1$ correspond to the interface slip Case II. When the applied cycles increase, the fiber/matrix interface frictional coefficient decreases due to the oxidation of the interphase. The fatigue hysteresis loops at $N = 5$ correspond to the interface slip Case IV.

Figure 5.
(a) The experimental and predicted fatigue hysteresis loops and (b) the interface counter slip length and the interface new slip length versus the applied stress of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of $\sigma_{\text{max}} = 350$ MPa.

Figure 6.
(a) The fatigue hysteresis loops corresponding to different fiber/matrix interfacial frictional coefficient; (b) the fatigue hysteresis dissipated energy versus the fiber/matrix interfacial frictional coefficient curves; (c) the interface debonding length versus the interfacial frictional coefficient curves; and (d) the interface counter slip length versus the interfacial frictional coefficient curves of fiber-reinforced unidirectional SiC/CAS composite under the fatigue peak stress of $\sigma_{\text{max}} = 185$ MPa.
5. Conclusion

In this chapter, the fatigue hysteresis behavior of fiber-reinforced CMCs was investigated. The relationship between the internal damage and the fatigue hysteresis loops of fiber-reinforced CMCs was established. Using the experimental fatigue hysteresis loops, the fiber/matrix interface frictional coefficient corresponding to different applied cycles can be obtained. The mechanical fatigue hysteresis loops...
and the fiber/matrix interface frictional coefficient of SiC/CAS and C/SiC composites were predicted. The fatigue hysteresis loops of fiber-reinforced CMCs can be divided into four different cases, as the following:

1. Case I, the fiber complete sliding relative to the matrix in the partial debonding interface between the fiber and the matrix.

2. Case II, the fiber partial sliding relative to the matrix in the partial debonding interface between the fiber and the matrix.

3. Case III, the fiber partial sliding relative to the matrix in the complete debonding interface between the fiber and the matrix.

4. Case IV, the fiber complete sliding relative to the matrix in the complete debonding interface between the fiber and the matrix.
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Abstract
In this chapter, damping study on Aluminium-MWCNT based nanocomposites materials are discussed to increase the damping property for applications like engine head, pistons, and cylinder blocks, and other aerospace components. The Al-MWCNT composites were developed using Ball-milling, cold-isostatic, extrusion, and compo-casting processes. Correspondingly, surface morphology and micro-structure studies were discussed. The improved damping property of Al-MWCNT materials was discussed. The hysteresis damping of the composite material was understood by Tan delta and storage modulus (or) dynamic young's modulus. Tan delta and storage modulus of Al-MWCNT composites were performed using dynamic mechanical analyser, by varying the temperature range from room temperature to 500°C (heating phases and cooling phases), at different frequencies. The Al-MWCNT shows some good damping property with increased temperature and decreased storage modulus. The mechanisms behind the damping property were discussed.

Keywords: aluminium (Al), multi-wall carbon nanotube (MWCNT), damping property, storage modulus, temperature, frequency

1. Introduction
In various structural applications like aerospace, aeronautical, marine, and automotive cause vibrations occur during their regular operation after a period of usage which affects human comfort due to their unwanted noise [1]. To overcome vibration problems, researchers have proposed newly developed materials with high damping capacity [2, 3]. These vibrations are also prone to increase with temperature.

In recent years, advanced materials like nanocomposites, have been developed to play a vital role in component design with good damping, stiffness, and low density. Metal matrix nanocomposites (MMCs) are one of the advanced composite materials which combine nano-based reinforcements in a metal-based matrix. They have excellent properties for application-based design [3].

Many industries use aluminium and its alloys due to their low density/weight and high mechanical properties. However, the damping property of the aluminium and its alloys is poor. Further to develop damping material aluminium based nanocomposites were developed based on the requirements. Many nano-based reinforcements were used to improve the strength and stiffness properties, still they suffer from limitations like poor damping and plasticity. For the above reasons carbon nanotubes (CNT) were used as reinforcements in proper composition to transfer the physical and mechanical properties into the bulk aluminium material [4].
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1. Introduction

In various structural applications like aerospace, aeronautical, marine and automotive cause vibrations occur during their regular operation after a period of usage which affects the human comfort due to their unwanted noise [1]. To overcome the vibration problems, researchers have proposed newly developed materials with high damping capacity [2, 3]. These vibrations are also prone to increase with temperature.

In recent years, advanced materials like nanocomposites, have been developed to play a vital role in component design with good damping, stiffness and low density. Metal matrix nanocomposites (MMCs) are one of the advanced composite materials which combines nano-based reinforcements in a metal-based matrix. They have excellent properties for application-based design [3].

Many industries use aluminium and its alloys due to their low density/weight and high mechanical properties. However, the damping property of the aluminium and its alloys is poor. Further to develop the damping of the material aluminium based nanocomposites were developed based on the requirements. Many nano-based reinforcements were used to improve the strength and stiffness properties, still they suffer from limitations like poor damping and plasticity. For the above reasons carbon nanotubes (CNT) were used as reinforcements in proper composition to transfer the physical and mechanical properties into the bulk aluminium material [4].
Nanotubes have high thermal and electrical conductivity, strength and modulus, and also it shows its potential in damping applications due to their low density and high specific surface area. Very few studies have been carried out on aluminium reinforced CNT composites for improving the damping property. Many researchers used CNT in polymer matrix composites to improve the damping property [5, 6]. Based on the above studies, CNT with proper composition/dispersion can improve the mechanical strength and damping property. The positive result is due to friction and slippage that occurs in the inner and outer walls of carbon nanotubes and polymer matrix [7, 8]. The mechanism behind the improved damping property is due to interfacial slip on CNT reinforced composites. CNT reinforced composites have good damping property which is influenced by weight (or) volume fraction, dispersion pattern of nanotubes, temperature and frequency [4–6, 8].

Only very few research works have been carried out to find the hysteresis in damping, in CNT reinforced polymer matrix and this is due to shear slip mechanism [9]. The energy dissipation in the CNT-polymer matrix nanocomposites occurs due to mismatch in elastic, dispersion of reinforcement and composition, interfacial shear-strength between CNT-polymer matrix. No research work was reported to find out the hysteresis in damping for aluminium based CNT reinforced nanocomposite material. Hence, this work aims to study the hysteresis damping behaviour of CNT reinforced aluminium and its alloys from various composition in weight (or) volume fraction, manufacturing techniques, dispersion pattern and temperature influence.

2. Materials design

The manufacturing methods used for developing Aluminium alloys-MWCNT and its microstructure observations are elaborated in this topic.

2.1 Fabrication of nanocomposites

AA 2024 (aluminium alloy) was used as a matrix material in a powder form of ~50 μm and reinforced with multi-walled carbon nanotubes (MWCNT) of 1 wt% with a purity of 95%. MWCNT used here were developed using catalysis of hydrocarbon. To obtain high purity and uniform dispersion of MWCNT, raw MWCNT with 95% purity undergone reflux with concentrated nitric acid at a temperature of 120°C for 10 h. After the process, by using distilled water MWCNT was continuously washed until the acidity gets dissolved. Then ethanol was added to influence the homogeneous dispersion. AA 2024 in powder form was mixed into MWCNT (ethanol solution) and the powders (AA 2024-CNT) distributed uniformly with ultrasonic shaker (mechanical stirring machine) for about 28 min. After the mechanical stirring process, mixed AA 2024 and MWCNT powders were kept in vacuum ~10⁻² Pa at 120°C to remove the water content. The dried AA 2024 and MWCNT powders were smashed with ball milling process [10]. After fabricating AA 2024-MWCNT composite, to have a uniform dispersion cold isostatic pressing (CIP) along with extrusion process was used, proper structure of gas-atomized powders and to restrict the AA 2024-MWCNT formation [11]. Compared to other mechanical processes, CIP process shows a wide uniform distribution of density throughout the developed composite material, due to the distribution of pressure at isostatic state. The AA 2024-MWCNT (mixed powders) were packed in an Al bundle of 62 mm diameter into a rubberized bag and degasification process were done using vacuum pump mechanically operated at 0.01 Pa for about 20 min before
the rubber gas gets wrapped. By using CIP process the mixed AA 2024-MWCNT powders were densified for 10 min at 300 MPa pressure [12]. After the CIP, using extrusion process composite billets were made at an extrusion ratio of 25:1 around 460°C of extrusion temperature. The SEM image of AA 2024-MWCNT composite shows the uniform dispersion of MWCNT reinforcement into the matrix material (Figure 1).

Aluminium silicon (AlSi) alloy powder-MWCNT composites [13] and AlSi-MWCNT-SiC are the hybrid composites developed to understand the damping behaviour of the material [14]. AlSi alloy powder with particle size of 325 mesh is used a matrix material.

Ni (Nickel) coated MWCNT (Cheaptubes, USA) was used as reinforcement with a purity of 95% (before coating), an outer diameter of 50 nm, length of 0.5–1.95 μm and Silicon Carbide (SiC) particles with a size approximately 13 μm [14]. To eliminate (or) restrict (or) control the formation of Al_{4}C_{3} (brittle intermetallic) during the AlSi-MWCNT mixing, Ni coated MWCNT were used in this composite. The brittle intermetallic will reduce the damping property of the developed composites. The scanning electron microscope (SEM) images shows the Ni coated MWCNT and SiC particles [14] (Figure 2).

AlSi alloy powder and the corresponding reinforcements were mixed mechanically in a closed jar (stainless steel) with a milling balls of 10 mm diameter made of steel. The powder to ball ratio is of 10:1. The jar rotated at uniform speed around 40 rpm for 6 days in low energy ball milling [10, 13, 14].
The mixed composite powder is divided and placed into the moulds made of graphite. AlSi alloy composites were developed using hot-pressing at a vacuum pressure of $10^{-6}$ Pa and heated using an induction furnace (high frequency). The developed composite mould then placed in the chamber, where the composite specimens will get compressed at 1 MPa and simultaneously heated to 500°C at a heating rate of 25°C/min. After the temperature reaches 500°C, pressure on the composite specimens is increased to 35 MPa without changing the heating rate. For the pressure of 35 MPa the temperature was steadily maintained for 550°C around 10 min [14]. Then the composite specimens are cooled until it reaches the room temperature (Figure 3).

AA 5083 material reinforced with MWCNT and developed into a composite by varying MWCNT composition of 1, 1.25, 1.5 and 1.75 in wt fraction using compo-casting (semi-solid state) method shown in Figure 4 to improve damping and corrosion resistance property [15, 16]. To avoid the intermetallic bond between Al and MWCNT, compo-casting method was selected. A chemical bonding between Al and MWCNT will occur at 600°C [17]. The semi-solid-state temperature of Al was measured using thermocouple during casting process. Correspondingly, the MWCNT reinforcement was added into the matrix material and stirred for 2 min at a speed of 300 rpm. Then, molten melt was poured into the mould and desired composite material was developed [15, 16].

### 2.2 Microstructure observations of nanocomposites

The structure before and after milling of nanocomposites powder is presented which was obtained using scanning electron microscope (SEM) image, refer
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Figure 4. Graphical representation of compo-casting process.

The mixed composite powder is divided and placed into the moulds made of graphite. AlSi alloy composites were developed using hot-pressing at a vacuum pressure of $10^{-6}$ Pa and heated using an induction furnace (high frequency). The developed composite mould then placed in the chamber, where the composite specimens will get compressed at 1 MPa and simultaneously heated to 500°C at a heating rate of 25°C/min. After the temperature reaches 500°C, pressure on the composite specimens is increased to 35 MPa without changing the heating rate. For the pressure of 35 MPa the temperature was steadily maintained for 550°C around 10 min [14]. Then the composite specimens are cooled until it reaches the room temperature (Figure 3).

AA 5083 material reinforced with MWCNT and developed into a composite by varying MWCNT composition of 1, 1.25, 1.5 and 1.75 in wt fraction using compo-casting (semi-solid state) method shown in Figure 4 to improve damping and corrosion resistance property [15, 16]. To avoid the intermetallic bond between Al and MWCNT, compo-casting method was selected. A chemical bonding between Al and MWCNT will occur at 600°C [17]. The semi-solid-state temperature of Al was measured using thermocouple during casting process. Correspondingly, the MWCNT reinforcement was added into the matrix material and stirred for 2 min at a speed of 300 rpm. Then, molten melt was poured into the mould and desired composite material was developed [15, 16].

2.2 Microstructure observations of nanocomposites

The structure before and after milling of nanocomposites powder is presented which was obtained using scanning electron microscope (SEM) image, refer Figure 3. Graphical representation of sintering process with hydraulic punch [14].

Figure 5(a) and (b). It shows that the MWCNT length have been varied due to the milling process. A nanocomposite is consisting of AA 2024 as matrix material in an average grain size of 30 nm and the corresponding reinforcement MWCNT with change in outer diameter and its length respectively was developed [18–21]. The SEM image shows the uniform dispersion of MWCNT into the AA 2024 matrix material, due to ball milling along with extrusion process shown in Figure 5. The SEM image of all composites in Figure 6 shows the dispersion of CNT with less porosity, due to to hot pressing techniques. This shows the effectiveness of developing AlSi-MWCNT and AlSi-MWCNT-SiC composites using hot pressing techniques [14].

In Figure 7(A) AlSi-MWCNT composite image, the white zones in MWCNT is due to the Ni coated on MWCNT and in Figure 7(B) and (C) shows a cluster formation of MWCNT in AlSi-MWCNT-SiC composites [14]. Transmission Electron Microscope (TEM) analysis, Energy dispersive X-ray spectroscopy (EDX) and X-ray diffraction (XRD) were carried out to check the chemical bonding (brittle intermetallic reaction) between MWCNT and AlSi. No reaction was occurred due to the Ni coated MWCNT [12–22].

Figure 8 shows the TEM image of AlSi-MWCNT interfacial bonding established during hot pressing techniques. EDX analysis results shown in Figure 9 is obtained from three areas such as AlSi, MWCNT and AlSi-MWCNT interference zone. The
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Z2 shows the presence of Ni and C (carbon), Z3 shows the presence of Al and Ni which indicate the intermetallic reaction compound between AlSi matrix material and MWCNT coated Ni reinforcement [14].

Figure 7.
The surface morphology image of (A) agglomeration of MWCNT, (B) MWCNT agglomeration with magnified view and (C) dispersion pattern of MWCNT and SiC into the AlSi matrix [13, 14].

Figure 8.
Transmission electron microscope (TEM) image of (A) interface between Aluminium alloy–MWCNT (B) MWCNT agglomeration view with EDX [14, 23].

Figure 9.
EDX image of AlSi-reinforced MWCNT with interface and cluster formation [14].

Figure 10.
Field emission scanning electron microscope (FESEM) image of closely bonded MWCNT [15, 16].

A uniform dispersion of AA 5083-MWCNT composites were attained using compo-casting method with minimum cluster formation. In Figure 10, field-emission scanning electron microscope (FESEM) image shows the structure MWCNT. Figure 11 shows back-scattered electron (BSE) FESEM image of MWCNT reinforced into the matrix material. The addition of MWCNT into the matrix material is less than 2 wt fraction. Hence, the presence of nanotubes cannot be viewed in the XRD pattern. By using compo-casting method the brittle inter-metallic bonding can be neglected and improved damping property is achieved [16].
A uniform dispersion of AA 5083-MWCNT composites were attained using compo-casting method with minimum cluster formation. In Figure 10, field-emission scanning electron microscope (FESEM) image shows the structure MWCNT. Figure 11 shows back-scattered electron (BSE) FESEM image of MWCNT reinforced into the matrix material. The addition of MWCNT into the matrix material is less than 2 wt fraction. Hence, the presence of nanotubes cannot be viewed in the XRD pattern. By using compo-casting method the brittle inter-metallic bonding can be neglected and improved damping property is achieved [16].
3. Hysteresis damping study

3.1 Damping behaviour of AA 2024-MWCNT nanocomposites

The damping property of the developed AA 2024-MWCNT composites were experimentally tested using Dynamic Mechanical Analyser (DMA) [12–14]. Fixed as cantilever, and by varying the frequency to 0.5, 1, 5, 10 and 30 Hz at different temperatures (25–400°C). The damping properties are constant till the temperature is 199°C as shown in Tan delta curves of Figure 12, when the temperature is increased to 200°C and above the changes in the damping property is intensely increasing at the lower frequency range [12]. Moreover, at 250°C there is a peak appears for 0.5, 1, 5, 10 and 30 Hz frequencies [24, 25]. Accordingly, increase in temperature shows increasing in the frequency [25]. At the temperature of 230°C, the damping property is more $10 \times 10^{-3}$ for every single increase of frequency. At 0.5 Hz frequency and temperature of 400°C the damping property is $975 \times 10^{-3}$, which shows AA 2024 matrix reinforced MWCNT have a very high damping property at a maximum temperature [12, 24, 26, 27]. From Figure 13, it shows the storage modulus of DMA of the developed composites. It is observed that storage modulus of the AA 2024-MWCNT composites expressively reducing due to increase of temperature; simultaneously, the storage modulus is greater during higher frequency, when the temperature goes beyond 230°C [13, 24]. When the temperature reaches the maximum of 400°C [25], AA 2024-MWCNT composites shows some higher storage modulus around 82.3 GPa, than the AA 2024 alloy material of 71 GPa at the room temperature [24, 25]. Also, AA 2024-MWCNT shows some high mechanical properties without affecting the damping property of the material.

3.2 Damping behaviour of hybrid nanocomposites

The damping property of the developed composites AlSi-MWCNT and AlSi-MWCNT-SiC were experimentally tested using DMA, using temperature as a function [12–14] (room temperature to 300°C). Also, by varying frequencies to 1, 50 and 100 Hz, damping property of the composite material was measured [27, 28]. The damping property of the developed composites that were influenced by frequency and temperature is shown in Figure 14. At the initial condition of frequency (1 Hz), a steady change in increased damping property with high temperature is shown in Figure 14(A). During the second frequency condition (50 Hz) comparable changes found at 150–200°C temperature shown in Figure 14(B). At the final frequency value of 100 Hz, AlSi-MWCNT, AlSi-MWCNT-SiC found to decrease in their damping property due to maximum temperature as shown in Figure 14(C) [13, 24, 27, 28]. The curves shown in Figure 14 indicate that damping property increases and decreases in a particular frequency level [28, 29].
3. Hysteresis damping study

3.1 Damping behaviour of AA 2024-MWCNT nanocomposites

The damping property of the developed AA 2024-MWCNT composites were experimentally tested using Dynamic Mechanical Analyser (DMA) [12–14]. Fixed as cantilever, and by varying the frequency to 0.5, 1, 5, 10 and 30 Hz at different temperatures (25–400°C). The damping properties are constant till the temperature is 199°C as shown in Tan delta curves of Figure 12, when the temperature is increased to 200°C Figure 11. Back-scattered electron (BSE) image of MWCNT interface and dispersion pattern [15]. and above the changes in the damping property is intensely increasing at the lower frequency range [12]. Moreover, at 250°C there is a peak appears for 0.5, 1, 5, 10 and 30 Hz frequencies [24, 25]. Accordingly, increase in temperature shows increasing in the frequency [25]. At the temperature of 230°C, the damping property is more $10 \times 10^{-3}$ for every single increase of frequency. At 0.5 Hz frequency and temperature of 400°C the damping property is $975 \times 10^{-3}$, which shows AA 2024 matrix reinforced MWCNT have a very high damping property at a maximum temperature [12, 24, 26, 27]. Accordingly, increase in temperature shows increasing in the frequency [25]. At the temperature of 230°C, the damping property is more $10 \times 10^{-3}$ for every single increase of frequency. At 0.5 Hz frequency and temperature of 400°C the damping property is $975 \times 10^{-3}$, which shows AA 2024 matrix reinforced MWCNT have a very high damping property at a maximum temperature [12, 24, 26, 27].

From Figure 13, it shows the storage modulus of DMA of the developed composites. It is observed that storage modulus of the AA 2024-MWCNT composites expressively reducing due to increase of temperature; simultaneously, the storage modulus is greater during higher frequency, when the temperature goes beyond 230°C [13, 24]. When the temperature reaches the maximum of 400°C [25], AA 2024-MWCNT composites shows some higher storage modulus around 82.3 GPa, than the AA 2024 alloy material of 71 GPa at the room temperature [24, 25]. Also, AA 2024-MWCNT shows some high mechanical properties without affecting the damping property of the material.

3.2 Damping behaviour of hybrid nanocomposites

The damping property of the developed composites AlSi-MWCNT and AlSi-MWCNT-SiC were experimentally tested using DMA, using temperature as a function [12–14] (room temperature to 300°C). Also, by varying frequencies to 1, 50 and 100 Hz, damping property of the composite material was measured [27, 28]. The damping property of the developed composites that were influenced by frequency and temperature is shown in Figure 14. At the initial condition of frequency (1 Hz), a steady change in increased damping property with high temperature is shown in Figure 14(A). During the second frequency condition (50 Hz) comparable changes found at 150–200°C temperature shown in Figure 14(B). At the final frequency value of 100 Hz, AlSi-MWCNT, AlSi-MWCNT-SiC found to decrease in their damping property due to maximum temperature as shown in Figure 14(C) [13, 24, 27, 28]. The curves shown in Figure 14 indicate that damping property increases and decreases in a particular frequency level [28, 29].
Hysteresis of Composites

Figure 14 shows Tan delta curves of AlSi-MWCNT, AlSi-MWCNT-SiC composites having maximum damping property value at the temperature of 150°C. At some point the damping property gets decreased due to MWCNT, SiC reinforcements experiencing low energy dissipation under maximum frequency condition [12–14, 29]. The cluster formation of MWCNT and SiC will affect the damping property of the material. Hence, the homogeneous dispersion of MWCNT into an AlSi matrix material increases the high interfacial-sliding and improves the damping property [29, 30].

AlSi-MWCNT, AISi-MWCNT-SiC composites storage (or) dynamic modulus temperature function and its corresponding frequencies are shown in Figure 15. For all the frequency values, increase in temperature reduces the storage modulus and it can reduce the dynamic stiffness property [25, 31, 32]. Madeira et al. reported the same about the dynamic modulus in Al reinforced SiC particles [13].

In AlSi-MWCNT-SiC hybrid composites the storage modulus value is (∼100 GPa) higher than AlSi-MWCNT composites (which is 73 GPa) in ambient (room) temperature shown in Figure 15. Based on the above results, adding MWCNT into the hybrid composites shows a very effective improvement in the modulus value [28, 31]. Therefore, Carbon nanotube provides a promising property which improves the damping property without compromising the mechanical properties. There are some of the major mechanisms involved in improving the damping properties are (i) interface sliding between MWCNT and AlSi matrix material (ii) a small amount of micro-voids due to ball milling method which dissipates energy are the two mechanisms which involves in improving the damping property of the developed material [24, 25, 32]. Based on the observations from Tan delta and storage modulus (or) dynamic young’s modulus curves, it shows a hysteresis among the phases of heating and cooling [13, 25, 29].

Figure 14. Dynamic mechanical analyser (DMA) Tan delta vs. temperature curves of AlSi-MWCNT and AlSi-MWCNT-SiC composites for varying frequencies [13, 14].
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Figure 14 shows Tan delta curves of AlSi-MWCNT, AlSi-MWCNT-SiC composites having maximum damping property value at the temperature of 150°C. At some point the damping property gets decreased due to MWCNT, SiC reinforcements experiencing low energy dissipation under maximum frequency condition [12–14, 29]. The cluster formation of MWCNT and SiC will affect the damping property of the material. Hence, the homogeneous dispersion of MWCNT into an AlSi matrix material increases the high interfacial-sliding and improves the damping property [29, 30].

AlSi-MWCNT, AlSi-MWCNT-SiC composites storage (or) dynamic modulus temperature function and its corresponding frequencies are shown in Figure 15. For all the frequency values, increase in temperature reduces the storage modulus and it can reduce the dynamic stiffness property [25, 31, 32]. Madeira et al. reported the same about the dynamic modulus in Al reinforced SiC particles [13].

In AlSi-MWCNT-SiC hybrid composites the storage modulus value is (∼100 GPa) higher than AlSi-MWCNT composites (which is 73 GPa) in ambient (room) temperature shown in Figure 15. Based on the above results, adding MWCNT into the hybrid composites shows a very effective improvement in the modulus value [28, 31]. Therefore, Carbon nanotube provides a promising property which improves the damping property without compromising the mechanical properties. There are some of the major mechanisms involved in improving the damping properties are (i) interface sliding between MWCNT and AlSi matrix material (ii) a small amount of micro-voids due to ball milling method which dissipates energy are the two mechanisms which involves in improving the damping property of the developed material [24, 25, 32]. Based on the observations from Tan delta and storage modulus (or) dynamic young’s modulus curves, it shows a hysteresis among the phases of heating and cooling [13, 25, 29].

Figure 15. Dynamic mechanical analyser (DMA) Tan delta vs. temperature curves of AlSi-MWCNT and AlSi-MWCNT-SiC composites for varying frequencies [13, 14].

4. Conclusions

From the above chapter, the following points are discussed:

1. The composites fabrication methods of Aluminium 2024 alloy, Aluminium Silicon alloy reinforced with MWCNT and SiC.

2. Dispersion pattern and interface between Aluminium alloys—MWCNT reinforcement into the matrix material observed with a minimum cluster formation is presented.

3. Ni coated MWCNT with varying composition into the matrix material are elaborated and Ni coated MWCNT resist the brittle intermetallic formation between matrix and the reinforcement.

4. Damping property was studied based on the dynamic mechanical analyser test.

5. Variation of frequencies and temperature shows the changes in damping property.

6. Hysteresis of damping for aluminium reinforced with MWCNT is explained.

7. Influence of MWCNT and damping mechanisms are briefed.
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Section 3

Damage of Composites
Chapter 3
Matrix Cracking of Ceramic-Matrix Composites
Li Longbiao

Abstract
In this chapter, the matrix cracking of fiber-reinforced ceramic-matrix composites (CMCs) is investigated using the energy balance approach. The relationship between the matrix cracking stress, fiber and interface oxidation, and fiber failure is established. The effects of the fiber volume, interface shear stress and interface debonding energy, fiber failure, and oxidation temperature on the time-dependent matrix cracking stress are analyzed. The experimental matrix cracking stress of different fiber-reinforced CMCs is predicted using the present models.

Keywords: ceramic-matrix composites, matrix cracking, oxidation, interface shear stress

1. Introduction
Ceramic-matrix composites (CMCs) possess high specific strength and high specific modulus especially at elevated temperature and have already been applied in hot-section components in aeroengine [1]. However, at elevated temperature, the environment affects the mechanical performance of fiber-reinforced CMCs. The matrix cracking stress decreases with operation time due to the interface oxidation [2]. Many researchers performed investigations on matrix cracking of fiber-reinforced CMCs, i.e., the energy balance approach developed by Aveston et al. [3]; Budiansky et al. [4]; Rajan and Zok [5]; and Li [6, 7], and the fracture mechanics approach proposed by Marshall et al. [8], and McCartney [9]. At elevated temperature, the oxidative environment entered inside of fiber-reinforced CMCs through the microcrackings, and the lifetime is affected by the applied load and temperature [10, 11].

In this chapter, the effects of temperature, oxidation, and applied stress on the time-dependent matrix cracking stress of fiber-reinforced CMCs are investigated. The relationship between the matrix cracking stress, fiber and interface oxidation, and fiber failure is established. The effects of the fiber volume, interface shear stress and interface debonding energy, fiber failure, and oxidation temperature on the time-dependent matrix cracking stress are analyzed. The experimental matrix cracking stress of different fiber-reinforced CMCs are predicted.

2. Theoretical analysis
At elevated temperature, oxygen reacts with the interphase along the fiber length. The time-dependent interphase oxidation length can be determined using the following equation (11) [12].
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1. Introduction

Ceramic-matrix composites (CMCs) possess high specific strength and high specific modulus especially at elevated temperature and have already been applied in hot-section components in aeroengine [1]. However, at elevated temperature, the environment affects the mechanical performance of fiber-reinforced CMCs. The matrix cracking stress decreases with operation time due to the interface oxidation [2]. Many researchers performed investigations on matrix cracking of fiber-reinforced CMCs, i.e., the energy balance approach developed by Aveston et al. [3]; Budiansky et al. [4]; Rajan and Zok [5]; and Li [6, 7], and the fracture mechanics approach proposed by Marshall et al. [8], and McCartney [9]. At elevated temperature, the oxidative environment entered inside of fiber-reinforced CMCs through the microcrackings, and the lifetime is affected by the applied load and temperature [10, 11].

In this chapter, the effects of temperature, oxidation, and applied stress on the time-dependent matrix cracking stress of fiber-reinforced CMCs are investigated. The relationship between the matrix cracking stress, fiber and interface oxidation, and fiber failure is established. The effects of the fiber volume, interface shear stress and interface debonding energy, fiber failure, and oxidation temperature on the time-dependent matrix cracking stress are analyzed. The experimental matrix cracking stress of different fiber-reinforced CMCs are predicted.

2. Theoretical analysis

At elevated temperature, oxygen reacts with the interphase along the fiber length. The time-dependent interphase oxidation length can be determined using the following equation (11) [12].
\[ \zeta = \varphi_1 \left[ 1 - \exp \left( -\frac{\varphi_2 t}{b} \right) \right] \]  
\( (1) \)

where \( \varphi_1 \) and \( \varphi_2 \) are parameters dependent on temperature and described using the Arrhenius type laws and \( b \) is a delay factor considering the deceleration of reduced oxygen activity.

The oxidation of fiber is assumed to be controlled by diffusion of oxygen gas through matrix cracks. By assuming that the fracture toughness of the fibers remains constant and that the fiber strength \( \sigma_0 \) is related to the mean oxidized layer thickness, the time dependence of the fiber strength can be determined by the following equation (12).

\[ \sigma_0(t) = \sigma_0, t \leq \frac{1}{k} \left( \frac{K_{IC}}{Y \sigma_0} \right)^4 \]  
\( (2) \)

\[ \sigma_0(t) = \frac{K_{IC}}{Y \sqrt{kt}}, t > \frac{1}{k} \left( \frac{K_{IC}}{Y \sigma_0} \right)^4 \]  
\( (3) \)

When the fiber breaks, the stress carried by the intact and broken fibers can be determined using the global load sharing (GLS) criterion by Eq. (4) [13].

\[ \frac{\sigma}{V_f} = T[1 - P(T)] + \langle T_b \rangle P(T) \]  
\( (4) \)

where \( V_f \) denotes the fiber volume fraction, \( T \) denotes the load carried by intact fibers, \( \langle T_b \rangle \) denotes the load carried by broken fibers, and \( P(T) \) denotes the fiber failure probability.

\[ P(T) = \eta P_a(T) + (1 - \eta) P_b(T) + P_c(T) \]  
\( (5) \)

where \( \eta \) denotes the oxidation fiber fraction in the oxidation region and \( P_a(T) \), \( P_b(T) \), and \( P_c(T) \) denote the fracture probability of oxidized fibers and unoxidized fibers in the oxidation region and interface debonding region, respectively.

### 2.1 Downstream stresses

**Figure 1** shows the composite under loading of a remote uniform applied stress of \( \sigma \) with a long matrix cracking. A unit cell is extracted from the composite to analyze the microstress field of the damaged fiber-reinforced CMCs, as shown in **Figure 2**. The fiber and matrix axial stress in the interface oxidation and debonding region can be determined using the following equation.

\[ \sigma_f^D(z) = \begin{cases} 
T - \frac{2r_f}{r_f} \zeta, & z \in (0, \zeta) \\
T - \frac{2r_i}{r_f} \zeta - \frac{2r_i}{r_f} (z - \zeta), & z \in (\zeta, l_d) 
\end{cases} \]  
\( (6) \)

\[ \sigma_m^D(z) = \begin{cases} 
\frac{2V_f}{V_m} \frac{r_f}{r_f} \zeta, & z \in (0, \zeta) \\
\frac{2V_f}{V_m} \frac{r_f}{r_f} \zeta + \frac{2V_f}{V_m} \frac{r_i}{r_f} (z - \zeta), & z \in (\zeta, l_d) 
\end{cases} \]  
\( (7) \)

In the fiber/matrix interface bonding region, the fiber and matrix axial stresses can be determined using the following equation.
\[ \sigma_D^f = \frac{E_f}{E_c} \sigma \]  
(8)

\[ \sigma_D^m = \frac{E_m}{E_c} \sigma \]  
(9)

**2.2 Upstream stresses**

The upstream region III as shown in Figure 1 is so far away from the crack tip that the stress and strain fields are also uniform. The axial stress of the fiber and the matrix can be determined using the following equations.

\[ \sigma_U^f = \frac{E_f}{E_c} \sigma \]  
(10)

\[ \sigma_U^m = \frac{E_m}{E_c} \sigma \]  
(11)
2.3 Interface debonding

The fracture mechanics approach is used to determine the fiber/matrix interface debonding length [14].

\[ \xi_d = -\frac{F}{4\pi r_f} \frac{\partial \psi_f}{\partial l_d} - \frac{1}{2} \int_{l_d}^{l_f} \frac{\partial \nu(z)}{\partial l_d} dz \]  

(12)

where \( F(z \pi r_f^2 \sigma / V_f) \) denotes the fiber load at the matrix cracking plane, \( \psi_f(0) \) denotes the fiber axial displacement on the matrix cracking plane, and \( \nu(z) \) denotes the relative displacement between the fiber and the matrix. Substituting \( \psi_f(z = 0) \) and \( \nu(z) \) into Eq. (12), it leads to the form of Eq. (13).

\[
\frac{E_c \tau_i^2}{r_f V_m E_f E_m} (l_d - \zeta)^2 + \frac{2E_c \tau_i \tau_i}{r_f V_m E_f E_m} \zeta (l_d - \zeta) - \frac{\sigma r_f}{2V_f E_f} (l_d - \zeta) - \frac{T \tau_i}{2E_f} (l_d - \zeta) \\
+ \frac{r_f \sigma T}{4V_f E_f} - \frac{\tau_i \sigma \zeta}{2V_f E_f} - \frac{\tau_i T}{2E_f} \zeta + \frac{E_c \tau_i^2}{r_f V_m E_f E_m} \zeta^2 - \xi_d = 0
\]  

(13)

Solving Eq. (13), the fiber/matrix interface debonding length is determined by Eq. (14).

\[
l_d = \left( 1 - \frac{\tau_f}{\tau_i} \right) \zeta + \frac{r_f V_m E_m}{4E_c \tau_i} \left( \frac{\sigma}{V_f} + T \right) - \left( \frac{r_f^2 V_m E_m T^2}{4E_c \tau_i^2} \right) \left[ \frac{V_m E_m}{4E_c} \left( \frac{\sigma}{V_f} + 1 \right)^2 \right. \\
+ \frac{V_f E_f}{E_c} \left( \frac{\sigma}{V_f} \right)^2 - \frac{\sigma}{V_f} \right] + \frac{r_f V_m E_f E_m}{E_c \tau_i^2} \xi_d \right)^{\frac{1}{2}}
\]  

(14)

2.4 Matrix cracking stress

The energy relationship to evaluate the steady-state matrix cracking stress is determined by Eq. (15) [4].

\[
\frac{1}{2} \int_{-\infty}^{\infty} \left[ \frac{V_f E_f}{E_m} (\sigma_f^U - \sigma_f^D)^2 \right] + \frac{V_m E_m}{E_m} (\sigma_m^U - \sigma_m^D)^2 \right] dz + \frac{1}{2 \pi R^2 G_m} \int_{l_d}^{l_f} V_r r_f \left( \frac{r_f \tau_i(z)}{r} \right) 2\pi r dr dz
\]

\[= V_m \xi_m + \left( \frac{4V_f l_d}{r_f} \right) \xi_d
\]  

(15)

where \( \xi_m \) is the matrix fracture energy and \( G_m \) is the matrix shear modulus. Substituting the fiber and matrix axial stresses in Eqs. (6)–(11) and the fiber/matrix interface debonding length of Eq. (14) into Eq. (15), the energy balance equation leads to the form of the following equation.

\[\eta_1 \sigma^2 + \eta_2 \sigma + \eta_3 = 0 \]  

(16)

where

\[\eta_1 = \frac{l_d}{E_c} \]  

(17)
\[ \eta_2 = -\frac{2V_f Tl_d}{E_c} \]  

\[ \eta_3 = \frac{V_f l_d T^2}{E_f} - \frac{V_f}{E_f} \left( \frac{2\tau_f}{r_f} \right) \zeta (2\eta - \zeta) T - \frac{V_f}{E_f} \left( \frac{2\tau_i}{r_i} \right) (l_d - \zeta)^2 T^2 \]

\[ + \frac{4}{3} \left( \frac{V_f E_c}{V_m E_t E_m} \right) \left( \frac{r_i}{r_f} \right)^2 \left( l_d - \zeta \right)^3 + \left( \frac{\tau_i}{r_i} \right)^2 + \left( \frac{4V_f E_c}{V_m E_t E_m} \right) \frac{\tau_f \tau_i}{r_f^2} \zeta (l_d - \zeta) \]

\[ \times \left[ l_d - \left( 1 - \frac{\tau_f}{r_i} \right) \zeta - V_m \frac{\xi_m}{r_f} - \left( \frac{4V_f l_d}{r_f} \right) \frac{\xi_d}{r_f} \right] \]  

(19)

3. Result and discussion

The effects of fiber volume, fiber/matrix interface debonding energy, interface shear stress, fiber strength, and oxidation temperature on the matrix cracking stress, interface oxidation, and interface debonding are analyzed.

3.1 Effect of the fiber volume on matrix cracking stress

The matrix cracking stress, fiber/matrix interface debonding length, and fiber/matrix interface oxidation length versus the oxidation time curves corresponding to different fiber volume of \( V_f = 30\% \) and \( 35\% \) are shown in Figure 3. When the fiber volume increases, the matrix cracking stress and the fiber/matrix interface oxidation length increase, and the fiber/matrix interface debonding length decreases.

When the fiber volume is \( V_f = 30\% \), the matrix cracking stress decreases from \( \sigma_{mc} = 86 \) to \( 44 \) MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \); the fiber/matrix interface debonding length first decreases from \( l_d/r_f = 6.9 \) to \( 6.7 \) after \( t = 2 \) h oxidation at elevated temperature of \( T_{em} = 800°C \) and then increases to \( l_d/r_f = 9.0 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \), and the fiber/matrix interface oxidation length increases from \( \zeta/l_d = 0 \) to \( 0.94 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \).

When the fiber volume is \( V_f = 35\% \), the matrix cracking stress decreases from \( \sigma_{mc} = 97 \) to \( 50 \) MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \); the fiber/matrix interface debonding length first decreases from \( l_d/r_f = 5.8 \) to \( 5.7 \) after \( t = 1.7 \) h oxidation at elevated temperature of \( T_{em} = 800°C \) and then increases to \( l_d/r_f = 8.4 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \), and the fiber/matrix interface oxidation length increases from \( \zeta/l_d = 0 \) to \( 1.0 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \).

3.2 Effect of the fiber/matrix interface debonding energy on matrix cracking stress

The matrix cracking stress, fiber/matrix interface debonding length, and fiber/matrix interface oxidation length versus the oxidation time curves corresponding to different interface debonding energies of \( \xi_d/\xi_m = 0.1 \) and \( 0.2 \) are shown in Figure 4. When the fiber/matrix interface debonding energy increases, the matrix cracking stress and the interface oxidation length increase, and the interface debonding length decreases.

When the fiber/matrix interface debonding energy is \( \xi_d/\xi_m = 0.1 \), the matrix cracking stress decreases from \( \sigma_{mc} = 86 \) MPa to \( 32 \) MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800°C \); the fiber/matrix interface debonding length
Figure 3.
(a) The matrix cracking stress versus the oxidation time, (b) the fiber/matrix interface debonding length versus the oxidation time, and (c) the fiber/matrix interface oxidation length versus the oxidation time corresponding to different fiber volume of $V_f = 30$ and 35%.
Figure 4.
(a) The matrix cracking stress versus the oxidation time, (b) the fiber/matrix interface debonding length versus the oxidation time, and (c) the fiber/matrix interface oxidation length versus the oxidation time corresponding to different interface debonding energy of $\xi_d/\xi_m = 0.1$ and 0.2.
first decreases from \( I_d/r_f = 6.9 \) to 6.7 after \( t = 1.7 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \) and then increases to \( I_d/r_f = 9.6 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \), and the fiber/matrix interface oxidation length increases from \( \xi/I_d = 0 \) to 0.88 after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \).

When the fiber/matrix interface debonding energy is \( \xi_d/\xi_m = 0.2 \), the matrix cracking stress decreases from \( \sigma_{mc} = 134 \) to 87 MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \); the fiber/matrix interface debonding length first decreases from \( I_d/r_f = 5.5 \) to 5.4 after \( t = 1.1 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \) and then increases to \( I_d/r_f = 8.8 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \), and the fiber/matrix interface oxidation length increases from \( \xi/I_d = 0 \) to 0.96 after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \).

### 3.3 Effect of the fiber/matrix interface shear stress on the matrix cracking stress

The matrix cracking stress, fiber/matrix interface debonding length, and the fiber/matrix interface oxidation length versus the oxidation time curves corresponding to different fiber/matrix interface shear stress of \( \tau_i = 20 \) and 10 MPa are shown in Figure 5. When the fiber/matrix interface shear stress in the slip region increases, the matrix cracking stress and the fiber/matrix interface oxidation length increase, and the fiber/matrix interface debonding length decreases.

When the fiber/matrix interface shear stress is \( \tau_i = 10 \) MPa, the matrix cracking stress decreases from \( \sigma_{mc} = 67 \) to 43 MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \); the fiber/matrix interface debonding length first decreases from \( I_d/r_f = 8.0 \) to 7.7 after \( t = 2.6 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \) and then increases to \( I_d/r_f = 9.1 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \), and the fiber/matrix interface oxidation length increases from \( \xi/I_d = 0 \) to 0.93 after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \).

When the fiber/matrix interface shear stress is \( \tau_i = 20 \) MPa, the matrix cracking stress decreases from \( \sigma_{mc} = 102 \) to 45 MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \); the fiber/matrix interface debonding length first decreases from \( I_d/r_f = 6.2 \) to 6.0 after \( t = 1.7 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \) and then increases to \( I_d/r_f = 8.9 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \), and the fiber/matrix interface oxidation length increases from \( \xi/I_d = 0 \) to 0.95 after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \).

The matrix cracking stress, fiber/matrix interface debonding length, and the fiber/matrix interface oxidation length versus the oxidation time curves corresponding to different fiber/matrix interface shear stress of \( \tau_f = 1 \) and 5 MPa are shown in Figure 6. When the fiber/matrix interface shear stress in the oxidation region increases, the matrix cracking stress and the fiber/matrix interface oxidation length increase, and the fiber/matrix interface debonding length decreases.

When the fiber/matrix interface shear stress is \( \tau_f = 1 \) MPa, the matrix cracking stress decreases from \( \sigma_{mc} = 86 \) to 28 MPa after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \); the fiber/matrix interface debonding length first decreases from \( I_d/r_f = 6.9 \) to 6.7 after \( t = 1.6 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \) and then increases to \( I_d/r_f = 9.8 \) after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \), and the fiber/matrix interface oxidation length increases from \( \xi/I_d = 0 \) to 0.86 after \( t = 10 \) h oxidation at elevated temperature of \( T_{em} = 800^\circ C \).
(a) The matrix cracking stress versus the oxidation time, (b) the fiber/matrix interface debonding length versus the oxidation time, and (c) the fiber/matrix interface oxidation length versus the oxidation time corresponding to different interface shear stress of $\tau_i = 10$ and 20 MPa.
Figure 6.
(a) The matrix cracking stress versus the oxidation time, (b) the fiber/matrix interface debonding length versus oxidation time, and (c) the fiber/matrix interface oxidation length versus the oxidation time corresponding to different interface shear stress of $\tau_f = 1$ and 5 MPa.
When the fiber/matrix interface shear stress is $\tau_f = 5$ MPa, the matrix cracking stress decreases from $\sigma_{mc} = 86$ to 44 MPa after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C; the fiber/matrix interface debonding length first decreases from $l_d/r_f = 6.9$ to 6.7 after $t = 2$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C and then increases to $l_d/r_f = 9$ after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C, and the fiber/matrix interface oxidation length increases from $\zeta/l_d = 0$ to 0.94 after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C.

### 3.4 Effect of the fiber strength on matrix cracking stress

The matrix cracking stress, fiber/matrix interface debonding length, and fiber/matrix interface oxidation length versus the oxidation time curves corresponding to different fiber strength of $\sigma_0 = 1$ and 2 GPa are shown in Figure 7. When the fiber strength increases, the matrix cracking stress and the fiber/matrix interface debonding length increase, and the fiber/matrix interface oxidation length decreases.

When the fiber strength is $\sigma_0 = 1$ GPa, the matrix cracking stress decreases from $\sigma_{mc} = 38$ to 18 MPa after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C; the fiber/matrix interface debonding length first decreases from $l_d/r_f = 14.9$ to 14.7 after $t = 2$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C and then increases to $l_d/r_f = 16.3$ after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C, and the fiber/matrix interface oxidation length increases from $\zeta/l_d = 0$ to 0.52 after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C.

When the fiber strength is $\sigma_0 = 2$ GPa, the matrix cracking stress decreases from $\sigma_{mc} = 43$ to 21 MPa after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C; the fiber/matrix interface debonding length first decreases from $l_d/r_f = 15.3$ to 15.2 after $t = 2.3$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C and then increases to $l_d/r_f = 16.6$ after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C, and the fiber/matrix interface oxidation length increases from $\zeta/l_d = 0$ to 0.51 after $t = 10$ h oxidation at elevated temperature of $T_{em} = 800^\circ$C.

### 3.5 Effect of the temperature on matrix cracking stress

The matrix cracking stress, fiber/matrix interface debonding length, and fiber/matrix interface oxidation length versus the oxidation time curves corresponding to different oxidation temperature of $T_{em} = 600$ and 800°C are shown in Figure 8. When the oxidation temperature increases, the matrix cracking stress decreases, and the fiber/matrix interface oxidation length and the interface debonding length increase.

When the oxidation temperature is $T_{em} = 600^\circ$C, the matrix cracking stress decreases from $\sigma_{mc} = 86.3$ to 73 MPa after $t = 10$ h oxidation; the fiber/matrix interface debonding length decreases from $l_d/r_f = 6.9$ to 6.7 after $t = 10$ h oxidation, and the fiber/matrix interface oxidation length increases from $\zeta/l_d = 0$ to 0.19 after $t = 10$ h oxidation.

When the oxidation temperature is $T_{em} = 800^\circ$C, the matrix cracking stress decreases from $\sigma_{mc} = 86$ to 44 MPa after $t = 10$ h oxidation; the fiber/matrix interface debonding length first decreases from $l_d/r_f = 6.9$ to 6.7 after $t = 2$ h oxidation and then increases to $l_d/r_f = 9$ after $t = 10$ h oxidation, and the fiber/matrix interface oxidation length increases from $\zeta/l_d = 0$ to 0.94 after $t = 10$ h oxidation.
Figure 7.
(a) The matrix cracking stress versus the oxidation time, (b) the fiber/matrix interface debonding length versus the oxidation time, and (c) the fiber/matrix interface oxidation length versus the oxidation time corresponding to different fiber strength of $\sigma_0 = 1$ and 2 GPa.
Figure 8.
(a) The matrix cracking stress versus the oxidation time, (b) the fiber/matrix interface debonding length versus the oxidation time, and (c) the fiber/matrix interface oxidation length versus the oxidation time corresponding to different oxidation temperature of Tem = 600 and 800°C.
4. Experimental comparison

Barsoum et al. [15] investigated the matrix crack initiation in fiber-reinforced CMCs. The experimental and predicted matrix cracking stress versus the fiber volume corresponding to different fiber/matrix interface debonding energy of SiC/borosilicate, SiC/LAS, and C/borosilicate composites is shown in Figures 9–11.

For the SiC/borosilicate composite, the predicted matrix cracking stress with the fiber/matrix interface debonding energy range of $\xi_d/\xi_m = 0.05, 0.1, \text{ and } 0.2$ agrees with the experimental data corresponding to the fiber volume changing from 10 to 50%, as shown in Figure 9. When the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.05$, the matrix cracking stress increases from $\sigma_{mc} = 49.4 \text{ MPa}$ at the fiber volume of $V_f = 10\%$ to $\sigma_{mc} = 334 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.1$, the matrix cracking stress increases from $\sigma_{mc} = 52.2 \text{ MPa}$ at the fiber volume of $V_f = 10\%$ to $\sigma_{mc} = 371 \text{ MPa}$ at the fiber volume $V_f = 50\%$; and when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.2$, the matrix cracking stress increases from $\sigma_{mc} = 57.1 \text{ MPa}$ at the fiber volume of $V_f = 10\%$ to $\sigma_{mc} = 428 \text{ MPa}$ at the fiber volume of $V_f = 50\%$.

For the SiC/LAS composite, the matrix cracking stress with the interface debonding energy range of $\xi_d/\xi_m = 0.01, 0.02, \text{ and } 0.03$ agrees with the experimental data corresponding to the fiber volume changing from 30 to 50%, as shown in Figure 10. When the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.01$, the matrix cracking stress increases from $\sigma_{mc} = 228 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 423 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.02$, the matrix cracking stress increases from $\sigma_{mc} = 257 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 489 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; and when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.03$, the matrix cracking stress increases from $\sigma_{mc} = 281 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 542 \text{ MPa}$ at the fiber volume of $V_f = 50\%$.

For the C/borosilicate composite, the predicted matrix cracking stress with the fiber/matrix interface debonding energy range of $\xi_d/\xi_m = 0.01, 0.02, \text{ and } 0.03$
Barsoum et al. [15] investigated the matrix crack initiation in fiber-reinforced CMCs. The experimental and predicted matrix cracking stress versus the fiber volume corresponding to different fiber/matrix interface debonding energy of SiC/borosilicate, SiC/LAS, and C/borosilicate composites is shown in Figures 9–11.

For the SiC/borosilicate composite, the predicted matrix cracking stress with the fiber/matrix interface debonding energy range of $\xi_d/\xi_m = 0.05, 0.1, \text{and } 0.2$ agrees with the experimental data corresponding to the fiber volume changing from 10 to 50%, as shown in Figure 9. When the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.05$, the matrix cracking stress increases from $\sigma_{mc} = 49.4 \text{ MPa}$ at the fiber volume of $V_f = 10\%$ to $\sigma_{mc} = 334 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.1$, the matrix cracking stress increases from $\sigma_{mc} = 52.2 \text{ MPa}$ at the fiber volume of $V_f = 10\%$ to $\sigma_{mc} = 371 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; and when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.2$, the matrix cracking stress increases from $\sigma_{mc} = 57.1 \text{ MPa}$ at the fiber volume of $V_f = 10\%$ to $\sigma_{mc} = 428 \text{ MPa}$ at the fiber volume of $V_f = 50\%$.

For the SiC/LAS composite, the matrix cracking stress with the interface debonding energy range of $\xi_d/\xi_m = 0.01, 0.02, \text{and } 0.03$ agrees with the experimental data corresponding to the fiber volume changing from 30 to 50%, as shown in Figure 10. When the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.01$, the matrix cracking stress increases from $\sigma_{mc} = 228 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 423 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.02$, the matrix cracking stress increases from $\sigma_{mc} = 257 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 489 \text{ MPa}$ at the fiber volume of $V_f = 50\%$; and when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.03$, the matrix cracking stress increases from $\sigma_{mc} = 281 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 542 \text{ MPa}$ at the fiber volume of $V_f = 50\%$.

For the C/borosilicate composite, the predicted matrix cracking stress with the fiber/matrix interface debonding energy range of $\xi_d/\xi_m = 0.01, 0.02, \text{and } 0.03$ agrees with the experimental data corresponding to the fiber volume changing from 30 to 55%, as shown in Figure 11. When the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.01$, the matrix cracking stress increases from $\sigma_{mc} = 136 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 438 \text{ MPa}$ at the fiber volume of $V_f = 55\%$; when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.02$, the matrix cracking stress increases from $\sigma_{mc} = 156 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 471 \text{ MPa}$ at the fiber volume of $V_f = 55\%$; and when the fiber/matrix interface debonding energy is $\xi_d/\xi_m = 0.03$, the matrix cracking stress increases from $\sigma_{mc} = 176 \text{ MPa}$ at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 542 \text{ MPa}$ at the fiber volume of $V_f = 55\%$.

Figure 10. The experimental and predicted matrix cracking stress versus the fiber volume corresponding to different fiber/matrix interface debonding energy of SiC/LAS composite.

Figure 11. The experimental and predicted matrix cracking stress versus the fiber volume corresponding to different fiber/matrix interface debonding energy of C/borosilicate composite.
debonding energy is $\xi_d/\xi_m = 0.03$, the matrix cracking stress increases from $\sigma_{mc} = 173$ MPa at the fiber volume of $V_f = 30\%$ to $\sigma_{mc} = 504$ MPa at the fiber volume of $V_f = 55\%$.

Yang [16] investigated the mechanical behavior of C/SiC composite after unstressed oxidation at elevated temperature of 700°C in air atmosphere. The composite was divided into two types based on the interface bonding, i.e., strong interface bonding and weak interface bonding. For the C/SiC with the strong interface bonding, the matrix cracking stresses of C/SiC corresponding to the proportional limit stresses in the tensile curves are 37, 30, and 20 MPa corresponding to the cases of without oxidation, 4 h oxidation, and 6 h unstressed oxidation, respectively. For the C/SiC with the weak interface bonding, the matrix cracking stresses are 27, 20, and 13 MPa corresponding to the cases of without oxidation, 2 h oxidation, and 6 h unstressed oxidation, respectively. The experimental and predicted matrix cracking stresses of C/SiC composite with strong and weak interface bonding after unstressed oxidation at elevated temperature of 700°C in air are shown in Figure 12a and 12b, respectively. The matrix cracking stress decreases 18.9% after oxidation for 4 h, 46% after oxidation for 6 h for C/SiC with strong interface bonding, 25.9% after oxidation for 1 h, and 51.8% after oxidation for 6 h for C/SiC with weak interface bonding. The theoretical predicted results agreed with experimental data. The strong interface bonding can be used for oxidation resistant of C/SiC composite at elevated temperature.

5. Conclusion
In this chapter, the time-dependent matrix cracking of fiber-reinforced CMCs was investigated using the energy balance approach. The relationship between the matrix cracking stress, fiber and interface oxidation, and fiber failure was established. The effects of the fiber volume, interface shear stress and interface debonding energy, fiber failure, and oxidation temperature on the time-dependent matrix cracking stress were analyzed. The experimental matrix cracking stress of different fiber-reinforced CMCs was predicted.

1. When the fiber volume, fiber/matrix interface debonding energy and interface shear stress increase, the matrix cracking stress and the fiber/matrix interface oxidation length increase, and the fiber/matrix interface debonding length decreases.

2. When the fiber strength increases, the matrix cracking stress and the fiber/matrix interface debonding length increase, and the fiber/matrix interface oxidation length decreases.

3. When the oxidation temperature increases, the matrix cracking stress decreases, and the fiber/matrix interface oxidation length and the interface debonding length increase.
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Chapter 4
Effect of Ceramic/Graphite Reinforcement on Dry Sliding Wear Behavior of Copper Metal Matrix Hybrid Composites
Manvendra Kumar Singh, Mulkraj Anand, Pushkar Jha and Rakesh Kumar Gautam

Abstract
In the present investigation, effect of ceramic/graphite addition on the dry sliding wear behavior of copper-based hybrid composites have been assessed at three different normal loads of 9.81, 19.62 and 29.43 N. Wear test is performed by using pin-on-disc test rig at sliding speeds of 1.30 and 1.84 m/s under ambient conditions. The copper-based hybrid composites are successfully synthesized by using stir casting route. The samples are characterized by various techniques such as X-rays diffraction (XRD), high resolution-scanning electron microscopy (HR-SEM), scanning electron microscope (SEM) equipped with energy dispersive analysis of X-ray spectroscopy (EDAX). Microstructural investigations reveal the presence of the WC, TiC and graphite particles in the hybrid composites. It is observed that graphite reinforced hybrid composite shows better wear resistance than hybrid composite without graphite addition. In all the cases cast copper specimen shows highest wear rate. The observed friction and wear behavior have been explained on the basis of the presence tribofilm on the worn surface. Microstructural characterization of the worn surface and wear debris show that the mechanism of wear is primarily adhesive and oxidative in case of cast copper, where as it is a mix of adhesive and abrasive wear in case of hybrid composites. Wear debris analysis also helps to understand the wear mechanism involved during dry sliding.

Keywords: metal matrix composites, friction, wear, tribofilm, dry-sliding

1. Introduction
During the last two decades, metal matrix composites (MMCs) have gained researcher’s focus due to its outstanding properties such as high elastic modulus, specific strength, specific stiffness, desirable coefficient of thermal expansion, high temperature resistance, and better wear resistance [1, 2]. Among the existing metal matrix composites, copper based composites are gaining enormous importance due to its various automobile and industrial applications viz. automobile radiators, bearings and bushings, heat exchangers, electrical sliding contacts and resistance welding electrodes [3–5]. Copper based composites can be developed by using various techniques viz. stir casting, powder metallurgy, chemical vapor...
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1. Introduction

During the last two decades, metal matrix composites (MMCs) have gained researcher’s focus due to its outstanding properties such as high elastic modulus, specific strength, specific stiffness, desirable coefficient of thermal expansion, high temperature resistance, and better wear resistance [1, 2]. Among the existing metal matrix composites, copper based composites are gaining enormous importance due to its various automobile and industrial applications viz. automobile radiators, bearings and bushings, heat exchangers, electrical sliding contacts and resistance welding electrodes [3–5]. Copper based composites can be developed by using various techniques viz. stir casting, powder metallurgy, chemical vapor
deposition, etc. However, among these techniques, stir casting technique has an edge over other fabrication techniques [6]. Researchers have reinforced various ceramics such as SiC, TiC, WC, Al₂O₃, graphite and TiB₂, etc. into the copper matrix to enhance its mechanical and tribological properties [7–12]. Kumar and Mondal [13] prepared graphite reinforced copper matrix composites and explored its friction and wear properties at normal loads of 10–55 N and constant velocity of 0.77 m/s by using pin-on-disk. It was noticed that graphite reinforced composites showed improved wear resistance and lower friction coefficients compared to unreinforced copper. The friction and wear resistance improvements are mainly caused due to the formation of a solid self-lubricating film formed by the presence of graphite particles. Gautam et al. [14] prepared Cu-Cr-graphite composite through solidification processing. Dry sliding test was conducted at different normal loads 10, 20, 30, and 40 N and a constant sliding speed of 0.786 m/s. It was observed that wear rate of graphite reinforced composites are lower than other composites. It was also observed that average coefficient of friction is reciprocal with the normal load and the graphite added composite reveals the lesser average coefficient of friction. Nayak et al. [15] developed graphite and TiC reinforced copper hybrid composites. It was noticed that hardness of the composites decreases with graphite addition while its hardness increases with TiC addition. Wear test was conducted using a pin-on-disk test rig. Worn surface investigation shows that the reinforcement of TiC and graphite considerably enhances the tribological properties of the copper composites. Rajkumar and Aravindan [16] revealed the tribological behavior of Cu-TiC-graphite hybrid composites under the conditions (normal loads of 12–48 N; and sliding speeds of 1.25–2.51 m/s). It was noticed that the addition of higher graphite content helps to form a mixed smooth layer that enhances the wear resistance and decreases the friction coefficient.

From the literature review it can be concluded that several researchers have studied and reported the various mechanical and tribological behavior of Cu-based hybrid composites. However, only few reports are available for exploring the friction and wear behavior of the graphite along with two ceramics (WC and TiC) reinforced in the copper matrix. Hence, in the present investigation the main focus is to explore the dry sliding wear behavior of graphite reinforced Cu-based hybrid composites by using pin on disk test rig. Further, various characterization techniques were employed to examine the worn surface and wear debris morphologies.

2. Experimental details

Small pieces of commercially (99.99%) pure copper in calculated amount were taken in a graphite crucible and placed in the electric muffle furnace. The temperature of the furnace was set to 1200°C with heating rate of 300°C/h and holding time at this temperature of furnace was set for 30 min. As the furnace temperature attained the temperature of 1200°C, copper pieces in graphite crucible completely changed into molten metal state and then fixed amount of chromium (2 wt%) was added into the melt. Reinforcements such as WC, TiC and graphite in calculated amounts as given in Table 1 were poured into the molten metal by wrapping in copper foil as small packets with the help of tong and continuously stirred at 300 rpm for 5 min. Figure 1 presents the SEM morphology of the reinforcing particles (WC, TiC and graphite). Figure 1(a) and (b) reveals the equiaxed, regular shape and size of WC and TiC. Figure 1(c) presents the equiaxed and flake type geometry of the graphite particles. Reinforcements were preheated at temperature of 100°C to make it moisture free. Three compositions were obtained after casting; (a) cast copper, (b) Cu-2 wt% Cr-1.5 wt% WC-1.5 wt% TiC and (c) Cu-2 wt% Cr-1.5 wt%
ceramics such as SiC, TiC, WC, Al₂O₃, graphite and TiB₂, etc. into the copper matrix. Hence, in the present investigation the main focus is to explore the dry sliding wear behavior of graphite reinforced Cu-based hybrid composites. Rajkumar and Aravindan [16] revealed the tribological behavior of TiC and graphite considerably enhances the tribological properties of the copper composites. Nayak et al. [15] developed graphite and TiC reinforced copper hybrid composites. It was noticed that hardness of the composites decreases with graphite addition while its hardness increases with TiC addition. Wear test was conducted using a pin-on-disk rig. Further, various characterization techniques were employed to examine the worn surface and wear debris morphologies. It was noticed that addition of higher graphite content helps to form a mixed smooth layer that enhances the wear resistance and decreases the friction coefficient.

It was noticed that average coefficient of friction is reciprocal with the normal load and sliding speeds of 1.25–2.51 m/s. It was observed that average coefficient of friction is lower in composite samples compared to unreinforced copper. The friction and wear resistance improvements are mainly caused due to the formation of a solid self-lubricating film formed by the presence of the graphite particles. Reinforcements such as WC, TiC and graphite in calculated size of WC and TiC.

Figure 1(c) presents the SEM morphology of the reinforcing particles (WC, TiC, and graphite).

Figure 1(a) reveals the equiaxed, regular shape and size of WC and TiC.

Figure 1.

SEM micrographs of as received (a) WC, (b) TiC and (c) graphite powders.

Table 1.

Compositional details of the developed materials.

<table>
<thead>
<tr>
<th>S. no.</th>
<th>Materials</th>
<th>Compositions</th>
<th>Wt%</th>
<th>Minimum assay</th>
<th>Wt in (g)</th>
<th>Wt in (g) after assay correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Cast commercial copper</td>
<td>Commercial copper (CC)</td>
<td>100.0</td>
<td>99.5%</td>
<td>1000.0</td>
<td>1005.0</td>
</tr>
<tr>
<td>2.</td>
<td>Hybrid composite-1 (HC-1)</td>
<td>Commercial copper (CC)</td>
<td>95.0</td>
<td>99.5%</td>
<td>950.0</td>
<td>954.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tungsten carbide (WC)</td>
<td>1.5</td>
<td>98.0%</td>
<td>15.0</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Titanium carbide (TiC)</td>
<td>1.5</td>
<td>98.5%</td>
<td>15.0</td>
<td>15.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chromium (Cr)</td>
<td>2.0</td>
<td>99.0%</td>
<td>20.0</td>
<td>20.2</td>
</tr>
<tr>
<td>3.</td>
<td>Hybrid composite-2 (HC-2)</td>
<td>Commercial copper (CC)</td>
<td>90.0</td>
<td>99.5</td>
<td>900.0</td>
<td>904.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Titanium carbide (TiC)</td>
<td>1.5</td>
<td>98.0</td>
<td>15.0</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tungsten carbide (WC)</td>
<td>1.5</td>
<td>98.5</td>
<td>15.0</td>
<td>15.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chromium (Cr)</td>
<td>2.0</td>
<td>99.0</td>
<td>20.0</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Graphite</td>
<td>5.0</td>
<td>98.0</td>
<td>50.0</td>
<td>51.0</td>
</tr>
</tbody>
</table>

WC-1.5 wt% TiC-5 wt% Gr and these were designated as CC, HC-1, and HC-2, respectively. After stirring of the molten materials, it was poured into a permanent steel mold and kept for air cooling. After cooling, the developed cast ingot of matrix and hybrid composites were used for different characterizations.

The phase evolution of the hybrid composites were studied by using Rigaku miniflex600 with DTEX-ultra diffractometer with Cu-Kα radiation (λ = 1.54A°). High resolution scanning electron microscope (FEI Netherlands, NOVA NANOSEM450) and scanning electron microscope (ZEISS-EVO/18) equipped with EDAX were utilized for microstructural examinations. Brinell hardness test was performed as per ASTM E10-00 standards, using a load of 500 kg and a 10 mm ball indenter at room temperature. The average of five measurements was reported to ascertain reproducibility.

Friction and wear test of both cast copper and hybrid composites were conducted according to the ASTM G99-05 standards using standard pin on disc wear test rig (MAGNUM Bangalore, India) with a counterface of the EN31 steel hardened to 60 ± 3 HRC at an ambient condition. The samples on the test rig, the surface of the hardened steel disc and test pin were thoroughly cleaned with emery paper and acetone to remove any possible traces of grease and other surface contaminants.
The normal loads were 9.81, 19.62, and 29.43 N and the sliding speeds were 1.30 and 1.84 m/s, respectively. The total sliding distance covered during the wear test was ~5000 and ~7000 m. The weight loss was measured prior to and after the test using an electronic balance with an accuracy of 0.0001 mg. Meanwhile, the volume loss of the samples was calculated through weight loss divided by Archimedes’ density of the material. The control panel equipped with the tribometer displayed the frictional force. The same was used to calculate the friction coefficient by dividing it by the normal load. Each test for a particular condition of load and speed was conducted thrice. The average value of three tests was reported in the present investigation. The worn surface of the specimens and wear debris were subjected to SEM and EDAX analyses to explore the nature of the wear mechanism.

3. Results and discussion

3.1 X-ray diffraction (XRD)

X-ray diffraction (XRD) pattern of the CC, HC-1 and HC-2 is shown in Figure 2. The diffraction peaks present in the developed materials are indexed with XRD-JCPDS database. One can observe the presence of CuO and Cu2O phases in the XRD spectra and it can be possibly due to the oxidation of the copper at high temperature with residual atmospheric oxygen present in the furnace. However, the peaks of WC and TiC are not distinct and it can be attributed to the lower weight percentage of the reinforcing particles in the copper matrix which may not be in the detectable range of XRD [17].

3.2 Microstructure

Figure 3(a)–(c) shows the HR-SEM microstructure of the CC, HC-1 and HC-2, respectively. Figure 3(a) depicts the microstructure of CC, in which the presence of any foreign particles could not be observed. It shows a plane, smooth and homogeneous morphology. However, the microstructure of hybrid composites show some embedded reinforcing particles into the metal matrix. The embedded reinforcing particles resemble with the crystal geometry of WC which is hexagonal and cubic structure of TiC particles, respectively [18]. The typical microstructures of hexagonal and cubic crystal geometry can be observed in Figure 3(b). Figure 3(c) shows the microstructure of the HC-2 which depicts the presence of reinforcing particles into the metal matrix that is shown in the inset. The inset particle are magnified and analyzed for its microstructural geometry. It is found that hexagonal and cubical crystal geometry are particularly the crystal geometry of WC and TiC in the matrix as shown in Figure 3(c-1) and (c-2), respectively.

Figure 4 presents the EDAX spectrum of developed materials. The EDAX spectrum of the CC, HC-1 and HC-2 are shown in the Figure 4(a-a′), (b-b′) and (c-c′), respectively. Very weak intensity peak of carbon and oxygen are observed in the EDAX spectrum of CC as shown in Figure 4(a′). Carbon intensity peak may be attributed to the presence of less impurity of carbon in CC and oxygen intensity peak may be due to the possible oxidation of the CC at high temperature during melting. Atomic and weight percentage of carbon, oxygen and copper are shown in the corresponding table in Figure 4. However, Figure 4(b′) and (c′) show the EDAX spectrum of the HC-1 and HC-2, respectively. From spectrum, comparatively smaller intensity peak of carbon, oxygen, tungsten and titanium are observed than that of the copper intensity peak. It can be observed that atomic/weight percentage of carbon and oxygen found in hybrid composites are higher.
than the CC as depicted in the table of Figure 4(b′) and (c′). The possible reason for the increased atomic/weight percentage of carbon in EDAX spectrum of composites can be due to the addition of carbon in form of carbides and graphite. It can be concluded from the Figure 4(b′) and (c′) that the WC, TiC and graphite are added to the commercial copper.

### 3.3 Density and hardness

The variation in the density of the developed materials is shown in Figure 5. It is clear from the figure that HC-1 shows higher density as compared to the CC and HC-2. The reason for the higher density of HC-1 can be credited to the improved bonding between the reinforcement particles and the copper matrix. To enhance the bonding in the hybrid composites, Cr has been used as a wetting agent [14]. It can also be inferred that HC-2 shows lower density than cast copper and HC-1. The possible reason for such lowering in density of HC-2 can be due to the reinforcement of ultralow density graphite particles [19].

Figure 5 also depicts the variation in the hardness of CC, HC-1 and HC-2. It is obvious from the figure that hybrid composites (HC-1 and HC-2) show higher hardness as compared to the cast copper matrix. The reason for the increased hardness of HC-1 and HC-2 can be attributed to the reinforcement of harder WC and TiC ceramics in the ductile copper matrix. During hardness test, when the load is applied through ball indentation on the materials, the applied load transfers from the softer matrix to the harder reinforcing particle and it restricts further plastic deformation. The differences in the elastic modulus and coefficient of thermal expansion of matrix and reinforcement can also have a significant
role in the improvement of hardness of the hybrid composites. In addition, the strain hardening also affects the hardness behavior of the materials [20]. It is observed that HC-1 and HC-2 shows almost 80 and 50% increment in hardness as compared to the copper matrix, respectively. The hardness of the HC-2 is lower as compared to HC-1; this is due to the reinforcement of softer graphite materials in the softer matrix [19].

3.4 Investigation of sliding wear behavior

Figure 6(a)–(f) shows the variation of the cumulative volume loss with the sliding distance for all the materials investigated in the present study under different loads of 9.81, 19.62 and 29.43 N for sliding speed of 1.30 and 1.84 m/s. It can be observed that cumulative volume loss increases as the sliding distance increases for CC, HC-1 and HC-2, respectively. Moreover, the volume loss of CC is higher at all the normal loads as compared to the hybrid composites. Lower volume loss of the
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role in the improvement of hardness of the hybrid composites. In addition, the
strain hardening also affects the hardness behavior of the materials [20]. It is
observed that HC-1 and HC-2 shows almost 80 and 50% increment in hardness as
compared to the copper matrix, respectively. The hardness of the HC-2 is lower as
compared to HC-1; this is due to the reinforcement of softer graphite materials in
the softer matrix [19].

3.4 Investigation of sliding wear behavior

Figure 6(a)–(f) shows the variation of the cumulative volume loss with the
sliding distance for all the materials investigated in the present study under differ-
ent loads of 9.81, 19.62 and 29.43 N for sliding speed of 1.30 and 1.84 m/s. It can be
observed that cumulative volume loss increases as the sliding distance increases for
CC, HC-1 and HC-2, respectively. Moreover, the volume loss of CC is higher at all
the normal loads as compared to the hybrid composites. Lower volume loss of the
hybrid composites can be credited to the reinforcement of harder particles (TiC and
WC) in case of HC-1 because these harder particles provide a shield to the relatively
softer matrix during sliding and enhance the load bearing capacity of the hybrid
composite [21]. In case of HC-2, the volume loss is minimum and it can be attrib-
uted to the combined effect of harder phase (TiC and WC) as well as softer phase
(graphite) reinforcement. During sliding, the graphite particles comes out from
the surface of the wear pin and act as solid lubricant and develop a thin tribofilm
between the wear pin and hard counter surface which reduces the coefficient of
friction thus it reduces the volume loss.

Figure 4.
EDAX spectrum of the marked portion of the micrograph of (a) CC, (b) HC-1, and (c) HC-2.

Figure 5.
Variation of density and hardness of the developed materials.
Figure 7(a) and (b) shows the variation of the wear rate with normal load for CC, HC-1 and HC-2 at sliding speed of 1.30 and 1.84 m/s. It is clear from Figure 7(a) and (b) that the wear rate increases as the load increases at both the sliding speeds. Among the materials investigated, CC shows the highest wear rate and HC-2 shows lowest wear rate. In case of CC, there are chances of direct metal to metal contact and it may lead to adhesive wear. Adhesive wear mechanism initiates plastic deformation which is responsible for the highest wear rate. Similar observations for wear behavior of unreinforced copper were reported by Tu et al. [22]. The wear rate of HC-1 is comparatively lesser than CC because of reinforcement of harder particle like—WC and TiC. During sliding contacts these harder particles get early exposure on the surface of the wear pin and these particles may carry the applied normal load for a longer time without transferring the contacts to copper matrix [23].
Figure 7(a) and (b) shows the variation of the wear rate with normal load for CC, HC-1 and HC-2 at sliding speed of 1.30 and 1.84 m/s. It is clear from Figure 7(a) and (b) that the wear rate increases as the load increases at both the sliding speeds. Among the materials investigated, CC shows the highest wear rate and HC-2 shows lowest wear rate. In case of CC, there are chances of direct metal to metal contact and it may lead to adhesive wear. Adhesive wear mechanism initiates plastic deformation which is responsible for the highest wear rate. Similar observations for wear behavior of unreinforced copper were reported by Tu et al. [22]. The wear rate of HC-1 is comparatively lesser than CC because of reinforcement of harder particle like WC and TiC. During sliding contacts these harder particles get early exposure on the surface of the wear pin and these particles may carry the applied normal load for a longer time without transferring the contacts to copper matrix [23].

Figure 8. The variation of coefficient of friction with sliding distance of CC, HC-1 and HC-2 at 1.30 m/s (a)–(c) and at 1.84 m/s (d)–(f).
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Figure 9. The variation of the average coefficient of friction with normal load for CC, HC-1 and HC-2 at (a) 1.30 m/s and (b) 1.84 m/s.

Figure 10. SEM micrograph of worn surfaces at 29.43 N of (a) CC, (b) HC-1, (c) HC-2 at 1.30 m/s and (d) CC, (e) HC-1, (f) HC-2 at 1.84 m/s.

The wear mechanism changes from adhesive to abrasive nature. It can be observed that HC-2 shows lowest wear rate and the reason can be credited to the combined effect of hard particles reinforcement and squeezing out of the graphite particle. At the highest load the debris particles that comes during sliding, gets compacted between the mating surfaces. This compacted layer of debris which contains the graphite particles help to form a type of tribofilm and it may be responsible for the lowest wear rate [16]. It can be observed from the Figure 7 that as sliding speed increases from 1.30 to 1.84 m/s the wear rate increases for CC, HC-1 and HC-2. The reason can be attributed to the fact that as sliding speed increases it gives rise to increase in frictional heat energy. The dissipated heat energy makes the matrix surface softens and weakens the interface with allowing easier pull out of the particulates [24].

The typical variation of coefficient of friction with sliding distance for CC, HC-1 and HC-2 at different normal loads (9.81, 19.62 and 29.43 N) and sliding speeds (1.30 and 1.84 m/s) are presented in Figure 8(a)–(f). It is observed that coefficient of friction fluctuates with the sliding distance. The reason for this fluctuation can be due to the disparity in contact that occurs when the sample and the counterface are evolving to develop a better surface conformity. Other reason for the fluctuation of hybrid composites can be credited to the fact that during sliding the abrasive particles comes between the contacting surfaces.

Figure 9(a) and (b) show the variation of the average coefficient of friction with normal load for CC, HC-1 and HC-2 at sliding speeds of 1.30 and 1.84 m/s, Figure 11. EDAX spectrum of the worn surface of (a) CC, (b) HC-1, (c) HC-2 at sliding speed of 1.84 m/s and load of 29.43 N.
The wear mechanism changes from adhesive to abrasive nature. It can be observed that HC-2 shows lowest wear rate and the reason can be credited to the combined effect of hard particles reinforcement and squeezing out of the graphite particle. At the highest load the debris particles that comes during sliding, gets compacted between the mating surfaces. This compacted layer of debris which contains the graphite particles help to form a type of tribofilm and it may be responsible for the lowest wear rate [16]. It can be observed from the Figure 7 that as sliding speed increases from 1.30 to 1.84 m/s the wear rate increases for CC, HC-1 and HC-2. The reason can be attributed to the fact that as sliding speed increases it gives rise to increase in frictional heat energy. The dissipated heat energy makes the matrix surface softens and weakens the interface with allowing easier pull out of the particulates [24].

The typical variation of coefficient of friction with sliding distance for CC, HC-1 and HC-2 at different normal loads (9.81, 19.62 and 29.43 N) and sliding speeds (1.30 and 1.84 m/s) are presented in Figure 8(a)–(f). It is observed that coefficient of friction fluctuates with the sliding distance. The reason for this fluctuation can be due to the disparity in contact that occurs when the sample and the counterface are evolving to develop a better surface conformity. Other reason for the fluctuation of hybrid composites can be credited to the fact that during sliding the abrasive particles comes between the contacting surfaces.

Figure 9(a) and (b) show the variation of the average coefficient of friction with normal load for CC, HC-1 and HC-2 at sliding speeds of 1.30 and 1.84 m/s,
respectively. It can be observed that HC-1 shows the highest coefficient of friction among all investigated materials at both the sliding speeds. It can also be observed that coefficient of friction increases as load increases from 9.81 to 29.43 N. The reason for the highest coefficient of friction of HC-1 can be credited to the reinforcement of ceramic particles and these particles when comes between the contacting surfaces may give rise to three body abrasion and thus coefficient of friction increases [25]. As the load increase the surface contact increases and thus more surface asperities come in contact and it can be the reason for the increase in the coefficient of friction for the materials. However, one can observe that HC-2 shows lower coefficient of friction than CC and HC-1. The possible reason for this can be due to the presence of softer phase graphite particles which reduces the coefficient of friction in all the cases due to the formation of the tribofilm. The tribofilm works as a lubricating layer and reduces the coefficient of friction with the sliding distance [26].

Figure 10(a)–(f) show the SEM micrographs of worn surfaces of CC, HC-1 and HC-2 at maximum normal load of 29.43 N and sliding speeds of 1.30 and 1.84 m/s,
respectively. It can be observed that HC-1 shows the highest coefficient of friction among all investigated materials at both the sliding speeds. It can also be observed that coefficient of friction increases as load increases from 9.81 to 29.43 N. The reason for the highest coefficient of friction of HC-1 can be credited to the reinforcement of ceramic particles and these particles when come between the contacting surfaces may give rise to three-body abrasion and thus coefficient of friction increases [25]. As the load increase the surface contact increases and thus more surface asperities come in contact and it can be the reason for the increase in the coefficient of friction for the materials. However, one can observe that HC-2 shows lower coefficient of friction than CC and HC-1. The possible reason for this can be due to the presence of softer phase graphite particles which reduces the coefficient of friction in all the cases due to the formation of the tribofilm. The tribofilm works as a lubricating layer and reduces the coefficient of friction with the sliding distance [26].

Figure 10(a)–(f) show the SEM micrographs of worn surfaces of CC, HC-1 and HC-2 at maximum normal load of 29.43 N and sliding speeds of 1.30 and 1.84 m/s, respectively. The corresponding SEM micrographs of the CC worn surface shown in Figure 10(a) and (d) exhibit the presence of the grooves due to the adhesive wear mechanism which attributed to the direct metal to metal contact. Due to the adhesive wear plastic deformation can be observed at the worn surfaces. One can observe that grooves are less deep in Figure 10(a) at lower sliding speed of 1.30 m/s as compared the grooves appearing in Figure 10(d) at higher sliding speed of 1.84 m/s. Figure 10(b) and (e) show the worn surface of HC-1 at both the sliding speeds. The grooves along with some delamination can be observed in the micrograph shown in Figure 10(b). Similarly, Figure 10(e) shows the deeper grooves with delamination at higher sliding speed of 1.84 m/s. The micrographs predict that there is transformation of wear mechanism from adhesive to abrasive wear in case of HC-1 hybrid composite. The abrasive actions are mainly caused by the wear debris that mainly contains traces of reinforced ceramic particles. Due to the abrasive wear mechanism in case of HC-1 as shown in the Figure 10(b) and (e) it can be confirmed that the results given in Figure 9 are convincing. The worn surface of HC-2 is shown in Figure 10(c) and (f) which shows less grooves and mild wear region as compared to CC and HC-1 at both the sliding speeds. The presence of lesser or no grooves on the worn surfaces at both the sliding speeds for HC-2 can be due to the reason that these worn surfaces may be covered by the transfer layer as depicted in the micrograph. This layer is basically formed from the wear debris coming out during sliding. When this transfer layer gets compacted during sliding, because heat is generated during sliding, then it protects the surface against wear and thus wear rate decreases as
shown in Figure 7 [27]. In Figure 10(f), particles pullout can be seen which comes from the wear pin during sliding and these particles may create a lubricating surface which comes between the sliding surfaces and defends the surface against wear. This layer also inhibits a direct metal–metal contact and provides a low shearing strength junction at the interface, thereby resulting in a reduced friction coefficient in comparison to the hybrid composites as shown in Figure 9.

Figure 11(a)–(c) shows the typical EDAX spectrum of the marked portion in worn surface of CC, HC-1, HC-2 at sliding speed of 1.84 m/s and normal load of 29.43 N respectively. Figure 11(b) displays the presence of Fe in the EDAX spectra of HC-1 which confirms that the metal transfer occurred from the counter face. The presence of oxygen in the spectra indicates the possibility of oxidation that might have occurred during sliding possibly due to increase in contacting surfaces.

The wear debris analysis helps to predict the wear mechanism involved during dry sliding. Figure 12 shows SEM morphology of wear debris of (a) CC, (b) HC-1, (c) HC-2 at normal load of 29.43 N and at sliding speed of 1.84 m/s. It can be observed that wear debris particle appearing in Figure 12(a) are larger in size which got detached from the CC due to adhesive wear mechanism and thus plastic deformation occurs. One can also observe that Figure 12(b) which corresponds to the wear debris of HC-1 appears like plate and flake shaped. The reason can be attributed to an abrasive micro-cutting effect. The other cause for the smaller wear debris is due to the higher hardness of HC-1. Figure 12(c) shows equiaxed sheets and powder like morphology. Similar observations were reported by Sundararajan and Rajadurai [28]. This type of morphology predicts that wear is lesser and thus the debris particles are smaller. In this case it can be predicted that these fine debris particles acts as lubricant during sliding.

Figure 13 shows the EDAX spectrum of the wear debris of CC, HC-1 and HC-2 at normal load of 29.43 N and sliding speed of 1.84 m/s. EDAX spectrum of wear debris shows the intensity peak of entire reinforcing elements with their atomic and weight % that are shown in the spectrum. The greater amount of weight and atomic % of oxygen are observed in the entire EDAX spectrum of wear debris compared to EDAX spectrum of developed materials. Such increment in oxygen % in EDAX spectrum of wear debris indicates the involvement of oxidative wear of the materials during dry sliding. The intensity peak of iron element is observed in the EDAX spectrum of wear debris of HC-1 at both the sliding speeds. It is attributed to the higher hardness of the HC-1 which abrades the counter steel disc in lesser amount and adheres with the other wear debris. The analysis of EDAX spectrum of the wear debris confirms that mainly oxidative, abrasive and adhesive wear mechanism takes place during dry sliding.

4. Conclusions

- Copper-based hybrid composites have been successfully synthesized by using stir casting route. XRD pattern confirms that TiC, WC, and graphite are present in the hybrid composites.

- Microstructural analysis reveals the presence of reinforcing particles and its uniform distribution. Density of the HC-2 is lowest. However, the hardness of the HC-1 is found to be maximum.

- The volume loss of CC is higher at all the normal loads as compared to the hybrid composites. CC shows highest wear rate among the developed specimens. HC-2 shows better wear resistance than HC-1. This has been attributed
to the lubricating effect of graphite that forms tribofilm between the contacting surfaces during sliding.

- It is observed that there are no certain trends of coefficient of friction with sliding distance for CC, HC-1 and HC-2 hybrid composites. It can also be observed that HC-2 shows lower coefficient of friction than CC and HC-1. The possible reason for this can be due to the presence of softer phase graphite particles which reduces the coefficient of friction in all the cases.

- Worn surface analysis predicts that the mechanism of wear is primarily adhesive and oxidative in case of CC where as it is a mix of adhesive and abrasive wear in case of hybrid composites.

- EDAX spectra confirm that the metal transfer occurred from the counter face in case of hybrid composites. The presence of oxygen in the spectra indicates the possibility of oxidation that might have occurred during sliding. Wear debris analysis also helps to understand the wear mechanism.
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Surface Tension and Surface Tension Assessment of Ag-Au-Cu Ternary and Sub-Binary Alloy Systems

Hüseyin Arslan and Ali Dogan

Abstract

A brief review of measurement techniques and theoretical studies on the surface tension alloy and mixture has been presented in the present study. It is clear that the experimental determination of thermodynamic and thermophysical properties of both solid and especially liquid alloys at high temperature cases is frequently difficult technologically. In addition to this, a lack of experimental data concerning thermophysical properties of Ag-Au, Au-Cu, and Ag-Cu sub-binary systems is obvious. The theoretical thermophysical data of the Ag-Au-Cu ternary alloy systems are very scarce in the literature. Thus, the surface tensions of the alloys just mentioned above for cross sections z = xAg/xAu = 1/3, 1/1, 3/1, 2/5, and 5/2, respectively, and their sub-binary systems are much simply calculated from the surface tensions of the Ag-Au, Au-Cu, and Ag-Cu sub-binary systems by using geometric models, such as Muggianu, Kohler, Toop, and GSM (Chou's general solution model) and Butler's equation. The predicted results in the present study show rather an agreement with the experimental results of the alloys. Therefore, it is inferred that the obtained surface tension curves for the Ag-Au-Cu ternary alloy at 1381 K are reasonable with especially those calculated from the Toop model.

Keywords: surface tension, geometric models, Butler equation, Pb-free ternary alloys

1. Introduction

It is seen that the surface tensions of the materials are of outstanding importance from many scientific and technological viewpoints. Surface tensions have been measured for a long time and it is seen that the collections of experimental data for pure liquids [1–11] and some binary liquid alloy systems exist. Surface tension measuring techniques can be classified generally as goniometric and tensiometric. They can also be classified into two classes. The first class is static surface tension measurements. When the values of surface tension are constant, the pure liquids are measured with these devices. The second one is dynamic surface tension measurements so that many of these are considered as the modifications of the static models. One can generally mention some experimental methods such as ring [1, 12]; oscillating jet [13–17]; DC method, as described in detail elsewhere [18–20]; oscillating...
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1. Introduction

It is seen that the surface tensions of the materials are of outstanding importance from many scientific and technological viewpoints. Surface tensions have been measured for a long time and it is seen that the collections of experimental data for pure liquids [1–11] and some binary liquid alloy systems exist. Surface tension measuring techniques can be classified generally as goniometric and tensiometric. They can also be classified into two classes. The first class is static surface tension measurements. When the values of surface tension are constant, the pure liquids are measured with these devices. The second one is dynamic surface tension measurements so that many of these are considered as the modifications of the static models. One can generally mention some experimental methods such as ring [1, 12]; oscillating jet [13–17]; DC method, as described in detail elsewhere [18–20]; oscillating
droplet method [21–40]; draining crucible method [19, 20, 41, 42]; drop or weight method (it can be seen that the drop volume or weight method among the conventional methods of surface tension measurement has proven to be reliable and easy to handle) [43–47]; pulsating bubble [48]; pendant drop (it may be said that the use of the pendant drop method to measure interfacial tension between molten polymers has gotten a lot of attention) [11, 49–53]; sessile drop [54–78]; and maximum bubble pressure methods (this method is one of the most popular techniques to measure the dynamic surface tension of various surfactants).

This method is particularly useful in measuring surface tension of highly concentrated surfactant solutions [79] and molten metals [80–83] for binary alloys [84–90] for multicomponent alloys like Au-based [87, 91–106]. The last one among these methods has received much attention recently.

Recently, some researchers [19, 20, 41] developed a new method for fluids to simultaneously measure the surface tension, viscosity, and density in only one experiment.

Although a brief review of the experiments is given above, it is impossible to say that the experiments carried out are sufficient. On the other hand, the surface tension prediction is useful in designing and discovering new materials and it is necessary to discuss them theoretically. A brief review of some theoretical studies can be given here [16, 33, 71, 101, 104, 107–159] along with neural network modeling dealing with the alloys and mixtures. The artificial neural network (ANN) studies have been carried out to predict the surface tension of some chemicals including liquid drugs [160] and the alloys Sn-In-Zn-Ag using Butler model, rare earth containing binary chloride mixtures via STCBE computer program [161], and the binary alloys Fe-Cu, Cu-Pb, Sn-Pb, Ag-Pb, Pb-In, Bi-Ag, Ag-Sn, Cu-A1, Fe-Si, and Ni-Si via a special calculation technique [135, 162]. In addition, the surface tensions of the binary alloys in some low melting metal systems (Pb-Sb, Ag-Bi, Ag-In, Ag-Sn, Bi-Sn, and Sb-Sn) using a thermodynamic database and a database of densities and surface tensions of the respective pure metals based on published experimental data are given in ref. [163].

It is impossible to avoid traces of oxygen in the working atmosphere. In such situations, the surface contamination phenomena continue to be important in determining reliable thermophysical properties, such as data of surface tension, density, etc. Recently, for high-temperature measurements and studies of reactive materials, the containerless processing techniques in the experimental studies carried out have been used in order to isolate samples from their environment and to reduce contamination [164]. The surface tensions of liquid metals, Zr, Ni, Ti, Mo, and Nb, have been measured at their melting points using the quasi-containerless pendant drop method, which is much reliable for contamination [3]. Some critical investigations revealed that only a small number of papers concerning systematic investigations of surface tension of the multicomponent systems have been published on the effect of a wide range of temperature and concentration on the thermophysical properties. It can also be seen that the effect of a wide range of temperature and concentration on the surface tension of liquid ternary alloy systems is very sparse. Recently, the surface tension data for the Ag-Au, Au-Cu, and Ag-Cu binary alloys have been measured and reported in literature by some authors [165–169]. However, to the best of our knowledge, there is disagreement between data from different authors concerning the existence with agreements in the selected surface tensions of the components Ag, Au, and Cu. When an analytical expression of $\gamma_{li}$, experimental data, the surface tensions of the Ag-Au [90], Au-Cu [170], and Ag-Cu [59] binary alloys at 1381 K by using Muggianu model [171] were calculated and those of the Ag-Au-Cu ternary alloy at 1381 K by using geometric models, such as Kohler [172], Toop [173], GSM [174], and Butler's equation [175],
were compared with the experimental data measured by Pajarre et al. [167] and Gallois and Lupis [166] in the present study. Hu et al. [168] first extended geometric models to predict the surface tensions of the Ag-Au-Cu ternary alloy but did not make a comparison between the calculated and experimental results. In the present study, the case in question was carried out and the ratios of silver/gold were kept constant, and the amount of copper was systematically changed with the ratio $z = x_{Ag}/x_{Au} = 1/3, 1/1, 3/1, 2/5, \text{and } 5/2$, respectively while computing the surface tensions. Moreover, the symmetry properties of the Ag-Au-Cu ternary alloy system were judged. On the other hand, the excess surface tensions instead of excess thermodynamic properties encountered frequently in researches calculating the Gibbs energies and enthalpies of the alloys [176–183] have been used in order to calculate the surface tension of related ternary alloys in the present study [2, 46, 62, 86, 97, 100, 174, 176–181, 184–188].

2. Background of excess and ideal surface tension and geometric models

Excess surface tension ($\sigma^E$) has been calculated by Eq. (1):

$$\sigma^E = \sigma - \sigma^i$$  \hspace{1cm} (1)

where

$$\sigma^i = \sum_{i=1}^{2} x_i \sigma_i$$  \hspace{1cm} (2)

Here, $x_i$ and $\sigma_i$ are the mole fraction and surface tension of the pure liquid component $i$.

A thermodynamic property of mixing, such as surface tension, can be expressed as a combination of all binaries with an assigned probability weight and the thermodynamic properties of a ternary system can be then calculated by

$$\sigma^E = \sum_{ij} W_{ij} \sigma_{ij}^E, (i \neq j = 1 \text{ to } 3)$$  \hspace{1cm} (3)

where $W_{ij}$ represents the weight probability of each corresponding binary composition point and can be calculated via:

$$W_{ij} = \frac{x_i x_j}{X_{i(ij)} X_{j(ij)}}$$  \hspace{1cm} (4)

where $X_{i(ij)}$ and $X_{j(ij)}$ indicate the mole fractions of component $i$ and $j$ in the binary system and are given different forms according to the selected geometric models.

The excess surface tension in Eq. (3) associated with the binary subsystems of the alloy systems is given in the form of Redlich-Kister polynomials:

$$\sigma^E_{ij} = x_i x_j \left[ (A_{ij}^0 + B_{ij}^0 T) + (A_{ij}^1 + B_{ij}^1 T) (x_i - x_j) + (A_{ij}^2 + B_{ij}^2 T) (x_i - x_j)^2 + \cdots \right]$$  \hspace{1cm} (5)

The Muggianu model can be expressed readily in a series form so that $A_{ij}$ denotes the Redlich-Kister parameters:
\[ \sigma^E = \sum_{i=1}^{3} \sum_{j=1}^{3} x_i x_j A_{ij} + x_i x_{j,i} x_{k,j} A_{i,j,k} \]  \hspace{1cm} (6)

where

\[ A_{ij} = \sum_{\theta=0}^{2} A_{ij}^\theta (x_i - x_j)^\theta \]  \hspace{1cm} (7)

\[ A_{i,j,k} = x_i A_{i,j,k}^0 + x_j A_{i,j,k}^1 + x_k A_{i,j,k}^2 \]  \hspace{1cm} (8)

The Kohler model can be given in a closed form simply:

\[ \sigma^E = (x_1 + x_2)^2 \sigma_{12}^{E} \left( \frac{x_1}{x_1 + x_2}; \frac{x_2}{x_1 + x_2} \right) + (x_3 + x_1)^2 \sigma_{31}^{E} \left( \frac{x_3}{x_1 + x_3}; \frac{x_1}{x_1 + x_3} \right) 
+ (x_2 + x_3)^2 \sigma_{23}^{E} \left( \frac{x_2}{x_2 + x_3}; \frac{x_3}{x_2 + x_3} \right) \]  \hspace{1cm} (9)

The Toop model can also be given in a closed form simply:

\[ \sigma^E = \frac{x_2}{1-x_1} \sigma_{12}^{E} (x_1; 1-x_1) + \frac{x_3}{1-x_1} \sigma_{13}^{E} (x_1; 1-x_1) + (x_2 + x_3)^2 \sigma_{23}^{E} \left( \frac{x_2}{x_2 + x_3}; \frac{x_3}{x_2 + x_3} \right) \]  \hspace{1cm} (10)

Using Eqs. (3) and (4), the expression of the surface tension concerning the GSM model can be written as:

\[ \sigma^E = \frac{X_1 X_2}{X_{1(12)} X_{2(12)}} \sigma_{12}^{E} + \frac{X_2 X_3}{X_{2(23)} X_{3(23)}} \sigma_{23}^{E} + \frac{X_3 X_1}{X_{3(31)} X_{1(31)}} \sigma_{31}^{E} \]  \hspace{1cm} (11)

This model gets rid of the asymmetric component selecting problems seen in the Toop model. The compositions of binary alloys in Eq. (11) can be written as:

\[ X_{1(12)} = X_1 + X_2 \delta_{12} \]  \hspace{1cm} (12)

\[ X_{2(23)} = X_2 + X_1 \delta_{23} \]  \hspace{1cm} (13)

\[ X_{3(31)} = X_3 + X_2 \delta_{31} \]  \hspace{1cm} (14)

The key step in the GSM is introducing a new concept, called a similarity coefficient, \( \xi \), into the geometrical model, that is,

\[ \xi_{ij}^k = \frac{\eta(ij, ik)}{\eta(ij, ik)} + \eta(ji, jk) \]  \hspace{1cm} (15)

where \( \eta(ij, ik) \) is a function related to the excess Gibbs free energy of \( ij \) and \( ik \) two binaries and is given as follows:

\[ \eta(ij, ik) = \int_{x_i=0}^{x_i=1} \left( \sigma_{ij}^E - \sigma_{ik}^E \right) dX_i = \frac{1}{n} \sum_{l=0}^{n} \frac{1}{2(2l+1)(2l+3)(2l+5)} \left( A_{ij}^l - A_{ik}^l \right)^2 
+ \sum_{l=0}^{n} \sum_{m=1}^{n} \frac{1}{(l+m+1)(l+m+3)(l+m+5)} \left( A_{ij}^l - A_{ik}^l \right) \left( A_{ij}^m - A_{ik}^m \right) \]  \hspace{1cm} (16)
Its value up to three order of k, for instance, can be given as follows readily:

\[
\eta(12,13) = \frac{1}{30} (A_{12}^0 - A_{13}^0)^2 + \frac{1}{210} (A_{12}^1 - A_{13}^1)^2 + \frac{1}{630} (A_{12}^2 - A_{13}^2)^2 \\
+ \frac{1}{105} (A_{12}^0 - A_{13}^0) (A_{12}^2 - A_{13}^2)
\]  

(17)

In addition, it should be noted that \(A_{ij}^k = A_{ji}^k\), when \(k\) is even and \(A_{ij}^k = -A_{ji}^k\) and when \(k\) is odd in Eqs. (6), (7), (16), and (17).

3. Background of the Butler model

Butler’s equation has been used extensively to calculate the surface tension of multicomponent alloy systems. The surface of the bulk is treated as an additional thermodynamic phase, in equilibrium with the bulk phase. If the ternary alloys are taken as a regular solution model, the surface tension of ternary liquid alloys dealing with Butler’s model is written as:

\[
\sigma = \left\{ \sigma_1 + \frac{RT}{S_1} \ln \left( \frac{X_1^3 Y_1^3}{X_1^2 Y_1^2} \right) \right\}
\]

\[
\sigma = \left\{ \sigma_2 + \frac{RT}{S_2} \ln \left( \frac{X_2^3 Y_2^3}{X_2^2 Y_2^2} \right) \right\}
\]

\[
\sigma = \left\{ \sigma_3 + \frac{RT}{S_3} \ln \left( \frac{X_3^3 Y_3^3}{X_3^2 Y_3^2} \right) \right\}
\]

(18)

here, \(R\), \(T\), \(\sigma_i\), and \(S_i\) are gas constant, temperature in terms of K, surface tension of pure component \(i\), and surface area of component \(i\), respectively. The surface area of component \(i\) is

\[
S_i = 1.091N_a^{1/3} \left( \frac{M_i}{\rho_i} \right)^{2/3}
\]

(19)

here, the molar volume of each component \(V_i\), can be expressed as \(M_i/\rho_i\). This expression can be calculated from Avogadro’s number \(N_a\), the atomic mass \(M_i\), and the density data \(\rho_i\), as in Eq. (19). In this equation, \(X_j^k\) represents an alloy composition with the subscript \(j\) and superscript \(k\) referring to the corresponding component \(j\) in the bulk, \(b\), and the surface phase, \(s\). The terms \(\gamma_j^b\) and \(\gamma_j^s\) in Eq. (18) are activity of component \(i\) in the bulk and the surface phase, respectively. These terms can be obtained as both functions of temperature and composition. The activity term of component \(i\) can be derived from standard thermodynamic relationships, in the form:

\[
G_i^E = RT \ln \gamma_i = G_i^E + \sum_{j=1}^{3} (\delta_{ij} - x_j) \frac{\partial G_i^E}{\partial X_j}
\]

(20)

where \(\delta_{ij}\) is Kronecker’s symbol and \(j = i, \delta_{i,j} = 1\) and \(j \neq i, \delta_{i,j} = 0\). Tanaka et al. [184] have proposed a model for \(G_i^{E,s}\) (\(T, X_j^s\)) as follows:
where $\beta$ is a parameter corresponding to the ratio of the coordination number $z$ in the surface phase to that in the bulk phase, $z'/z^b$. In some cases, the value of $\beta$ parameter might be affected by other factors, such as the relaxation of the surface structure, and in the literature, different values between 0.5 and 0.84 are used [62]. The number of nearest neighbors surrounding a central atom is 9 in the surface phase. In addition, the coordination number for the bulk atom is 12. Here, in order to calculate surface tensions of the alloy systems, the value of the parameter $\beta$ has been taken as 0.83 in the present study.

In order to measure surface tension of the liquids at temperatures above the melting point of alloys on the one hand, the surface tensions of some alloys have been measured contactless using the technique of electromagnetic levitation in combination with the oscillating drop technique [127]. On the other hand, some calculation models have also been developed. In order to calculate surface tension of the binary alloys [170], a new thermodynamic model is proposed by Prasad and Mikula [143]. It is assumed that there is a relation between $\gamma_i^s$, a new thermodynamic model is proposed by Prasad and Mikula [143].

$$G_{i}^{E,s} \left( T, X_i \right) = \beta \, G_{i}^{E,b} \left( T, X_i^b \right)$$  \hspace{1cm} (21)

In order to measure surface tension of the binary alloys [170], a new thermodynamic model is proposed by Prasad and Mikula [143]. It is assumed that there is a relation between $\gamma_i^s$, and $p \ln \gamma_i^s$, $q \ln \gamma_i^s$; here, $p$ and $q$ are called as surface coordination fractions in which $p = 0.5$, $q = 0.25$ for closed packed structured. When an analytical expression of $\gamma_i^s$ is known, it is possible to obtain expressions for $\gamma_i^s$, so the surface tension of the binary mixture can be calculated easily. Recently, the surface properties of Ag-Cu and Ag-Ti liquid alloys are predicted by a quasi-chemical solution model (QCS) [189–192]. While the compound formation model (CFM) [162, 193] (it is related with both weak and strong interaction approximation) in Cu-Ti system has been performed. Moreover, the surface tensions of Ag-Ti and Ag-Hf liquid alloys have been predicted by the QCA in the case of regular solutions, developed by Bhatia and Singh [194, 195], in the framework of statistical mechanical theory in conjunction with the quasi-lattice theory, while in the case of the Ag-Ti system, at $T = 1773$, the CFM has been applied [190, 196].

On the other hand, the value of coefficient $f = 1.091$ in the surface area of component $i$ in Eq. (19) has been altered by Kaptay and Papp [197]. In addition to this, the model of Butler has been reconstructed from the very beginning to finishing of the model for the surface tension of one-component liquid metals. In their paper, the effects of surface active complexes such as the intermetallic compounds in liquid metallic solutions are also considered.

4. Experimental surface tension data of liquid Ag, Au, and Cu

The surface tensions of liquid Ag, Au, and Cu were measured at 1381 K by Gallois and Lupis [166] under atmospheres of argon, dilute solutions of hydrogen in argon, and under vacuum and are found as $\sigma_{Ag} = 0.890 \pm 0.01$ (N/m), $\sigma_{Au} = 1.150 \pm 0.01$ (N/m), and $\sigma_{Cu} = 1.320 \pm 0.015$ (N/m). Pajarre et al. [167] have used the values $\sigma_{Ag} = 0.892132$ [46], $\sigma_{Au} = 1.13666$ (N/m), respectively [185], and $\sigma_{Cu} = 1.29499$ (N/m) [21] in their experimental and theoretical study in which the experimental surface tension values for the Ag-Au-Cu system have been determined by the sessile drop method at 1381 K [167]. For the surface tension calculations in Surdat, the surface tension data $\sigma_{Ag} = 0.870912$ (N/m) [186], $\sigma_{Au} = 1.503$ (N/m) [2], and $\sigma_{Cu} = 1.4756$ (N/m) [100] are used. As mentioned previously, the surface tension data are very dispersed in the literature. For the calculations carried out in the present study, the values of the surface tension of [166] have been adopted since it is inferred that the experimental results deviate from the corresponding values predicted by the geometric models at the temperature of 1381 K.
Experimental surface tension data of liquid Ag, Au, and Cu were measured at 1381 K by Gallois and Lupis [166] under atmospheres of argon, dilute solutions of hydrogen in argon, and under vacuum and are found as \(\sigma_{Cu} = 1.320\) (N/m), \(\sigma_{Ag} = 0.870912\) (N/m) [186], and \(\sigma_{Au} = 1.150\) (N/m) [2]. As mentioned previously, the surface tension \(\sigma_i\) of pure liquid metal is given as

\[
\sigma_i = \gamma_{i\text{bulk},s} \frac{z_i}{\beta_i}
\]

where \(z_i\) is the coordination number for the bulk atom, \(\beta_i\) is a parameter corresponding to the ratio of the coordination number \(z_i\) in the surface to that in the bulk phase, \(\gamma_{i\text{bulk},s}\) is the surface tension of the pure component, and \(\sigma_i\) is the surface tension of the pure component. \(\beta_i\) is a parameter that might be affected by other factors, such as the relaxation of the surface structure, and in the literature, different values between 0.5 and 0.84 are used [62].

By using the values of Redlich-Kister parameters of the binary alloys given in references [2, 86, 97] and the surface tensions of liquid Ag, Au, and Cu measured at 1381 K in the reference [166], the excess binary surface tensions \(\sigma_E\) and binary surface tensions \(\sigma\) of three sub-binary systems are calculated and shown in Figure 1. Using Eqs. (1)–(4) and the other equations relevant to the models, the surface tension reference data for the pure components, such as the surface tension of

<table>
<thead>
<tr>
<th>System</th>
<th>(A_{ij}^{E})</th>
<th>(A_{ij}^{E})</th>
<th>(A_{ij}^{E})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag-Au</td>
<td>(-128.79 + 0.045836 T)</td>
<td>(243.86 - 0.060170 T)</td>
<td>(-455.82 + 0.185348 T)</td>
</tr>
<tr>
<td>(+0.00680219 T \ln T)</td>
<td>(-0.00965926 T \ln T)</td>
<td>(+0.02786783 T \ln T)</td>
<td></td>
</tr>
<tr>
<td>(-0.00001833 T^2)</td>
<td>(+0.00002163 T^2)</td>
<td>(-0.00011934 T^2)</td>
<td></td>
</tr>
<tr>
<td>Ag-Cu</td>
<td>(-982.68 + 0.262677 T)</td>
<td>(1625.72 - 0.693760 T)</td>
<td>(-1142.64 - 0.084365 T)</td>
</tr>
<tr>
<td>(+0.04028137 T \ln T)</td>
<td>(-0.09772514 T \ln T)</td>
<td>(+0.14883052 T \ln T)</td>
<td></td>
</tr>
<tr>
<td>(-0.00013536 T^2)</td>
<td>(+ 0.00039080 T^2)</td>
<td>(-0.00030951 T^2)</td>
<td></td>
</tr>
<tr>
<td>Au-Cu</td>
<td>(94.97 + 0.002865 T)</td>
<td>(-43.72 - 0.009243 T)</td>
<td>(-9.72 - 0.008609 T)</td>
</tr>
<tr>
<td>(-0.00050101 T \ln T)</td>
<td>(-0.00094336 T \ln T)</td>
<td>(-0.00071243 T \ln T)</td>
<td></td>
</tr>
<tr>
<td>(-0.0000217 T^2)</td>
<td>(+ 0.0000558 T^2)</td>
<td>(+ 0.00002569 T^2)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Redlich-Kister parameters for excess surface tensions of the Ag-Au, Ag-Cu, and Au-Cu sub-binary alloys at 1381 K.
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Figure 1. (a) The excess binary surface tensions \(\sigma_E\) of three sub-binary systems in the Ag-Au-Cu ternary alloy at 1381 K and (b) the binary surface tensions \(\sigma\) of three sub-binary systems in the Ag-Au-Cu ternary alloy at 1381 K.
parameters given in with the Gibbs energies (in order to calculate these energies, Redlich-Kister But ler model.

Table 2.
Molar volume data for the Ag-Au-Cu alloy system.

<table>
<thead>
<tr>
<th>System</th>
<th>( A_{\sigma} )</th>
<th>( A_{\rho} )</th>
<th>( A_{\lambda} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag-Au</td>
<td>(-16,402 + 1.14 T[198])</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ag-Cu</td>
<td>(17384.37 - 4.46438 T[199])</td>
<td>(1660.74 - 2.31516 T[199])</td>
<td>—</td>
</tr>
<tr>
<td>Au-Cu</td>
<td>(-27,900 - T[200])</td>
<td>(4730[200])</td>
<td>(3500 + 3.5 T[200])</td>
</tr>
<tr>
<td>Ag-Au-Cu</td>
<td>(10,000[199])</td>
<td>(105,000 + 30 T[199])</td>
<td>(-1000[199])</td>
</tr>
</tbody>
</table>

Table 3.
Interaction parameters for excess Gibbs energy in the Ag-Au-Cu system.

<table>
<thead>
<tr>
<th>System</th>
<th>( A_{\sigma} )</th>
<th>( A_{\rho} )</th>
<th>( A_{\lambda} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag-Au</td>
<td>(-16,402 + 1.14 T[198])</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ag-Cu</td>
<td>(17384.37 - 4.46438 T[199])</td>
<td>(1660.74 - 2.31516 T[199])</td>
<td>—</td>
</tr>
<tr>
<td>Au-Cu</td>
<td>(-27,900 - T[200])</td>
<td>(4730[200])</td>
<td>(3500 + 3.5 T[200])</td>
</tr>
<tr>
<td>Ag-Au-Cu</td>
<td>(10,000[199])</td>
<td>(105,000 + 30 T[199])</td>
<td>(-1000[199])</td>
</tr>
</tbody>
</table>

liquid Ag, Bi, Sn, and the molar volumes (Table 2) [46, 185], were combined with the Gibbs energies (in order to calculate these energies, Redlich-Kister parameters given in Table 3 are used) of the binary and ternary systems in order to calculate the surface tension of the liquid Ag-Au-Cu alloy systems using the Butler model.

5. Results and discussion

Geometrical models have been recently successfully applied to predict the surface tension of the Ni\(_3\)S\(_2\)-FeS-Cu\(_2\)S system, and the obtained results were in good agreement with those of experimental values [201]. Moreover, the surface tensions of the Sn-Ga-In ternary alloy systems were calculated from the surface tensions of the Sn-Ga, Ga-In and In-Sn sub-binary systems at 773 K using geometric models, such as the Kohler, Toop, and GSM, by some researchers [140]. In the Toop model, which is a classic asymmetric geometric model, it is very important to determine the asymmetric component [202]. As is expressed in previous papers [176–183, 199], if the deviations of the binary systems A-B and A-C from the ideal solution are similar, but differ markedly from those of the binary system B-C, then the A-B-C ternary system is asymmetric, and the ternary system mentioned above becomes symmetric. It can be readily said that the common component A in two sub-binary systems with thermodynamic similarities ought to be chosen as the asymmetric component in the asymmetric system in the Toop model. When the excess binary surface tensions \(\sigma^E\) of three sub-binary systems in the Ag-Au-Cu ternary alloy at 1381 K are compared, it can clearly be seen that the asymmetric component is Au because the two binary Ag-Au and Au-Cu systems are much more similar thermodynamically, as shown in Figure 1. The similarity coefficients for the calculated excess surface tension of the Ag-Au, Ag-Cu, and Au-Cu sub-binary alloys mentioned in GSM have been calculated and found as 0.934915, 0.600985, and 0.044179 (Table 4), respectively. On glancing at the values of the similarity coefficients, it is seen that none of the three similarity coefficients is approximately equivalent to unity. So, the asymmetric component in the ternary alloys is not easy to find. Here, \(\xi_{Ag-Au} = 0.82\) and this means that Ag is relatively similar to Cu. It also indicates that someone has no alternative option but to...
select Au as the asymmetric component. By investigating the abovementioned analysis, it can be concluded that the Ag-Au-Cu ternary system is not equivalent to the Muggianu, the Kohler, or the Toop models, so both the Muggianu model and the Kohler model cannot obtain the predicted values accurately. Therefore, the predicted surface tensions calculated by the GSM model can be recommended. In addition, according to the abovementioned analysis, one can conclude that the Ag-Au-Cu ternary system is exactly not determined by the symmetric models. A comparison of the surface tension values, which are calculated by the selected models, with the experimental values measured in literature [166, 167] for cross sections (Figure 4) (a) $z = x_{Ag}/x_{Au} = 1/3$, (b) 1/1, (c) 3/1, (d) 2/5, and (e) 5/2, in the Ag-Au-Cu ternary system is shown in Figure 2. In addition, it is inferred from the discussion of the standard errors (Table 5) of the calculation results performed in the present study that the best model is the Toop model for all cross sections $z = x_{Ag}/x_{Au} = 1/3, 1/1, 3/1, 2/5$, and 5/2, in the whole experimental range. Therefore, the excess surface tension curves of the Ag-Au, Ag-Cu, and Au-Cu sub-binaries calculated by Eq. (5) and Ag-Au-Cu ternary alloy systems at 1381 K by the Toop model are plotted in Figure 3, since the Toop model is found as the best model compared to the other models. For example, the comparison between the calculated surface tension for cross section $x_{Ag}/x_{Au} = 1/3$ in the Ag-Au-Cu alloy system and its experimental values at 1381 K is provided in Table 6.

On the other hand, a comparison of the surface tension values calculated via the Toop model with the experimental values measured in literature [167] for cross section $z = x_{Ag}/x_{Au} = 1/3, 1/1, 3/1, 2/5$, and 5/2 in the Ag-Au-Cu ternary system is given in Figure 3a. The Toop model is able to describe the experimental data for all ratios mentioned above. In addition to this, the dependency of the surface molar fraction of copper from bulk composition in the Ag-Au-Cu ternary system is calculated by the Butler equation and its plot is given in Figure 3b. One can obtain the distribution between interface region and bulk phase for all five components in Ag-Au-Cu ternary mixture calculating the surface molar fraction $x_{i,s}$ for a given bulk-phase molar fraction $x_i$ B via the Butler equations (Eq. (18)). When the ratio of $x_{i,s}/x_i, B$ is equal to one, it yields no surface active enrichment/depletion owing to a reference line. At constant ratios $z = x_{Ag}/x_{Au} = 1/3, 1/1, 3/1, 2/5$, and 5/2, the relative enrichment of all three components are depicted in Figure 3b. It can be seen at the relative high or low concentration $x_{Ag}/x_{Au}$ in the alloys mentioned above, that concentration of Cu can be found in the bulk phase and show no tendency to enter the surface region. It can be also seen from Figure 3a that the most striking aspects of the surface tension calculations carried out in the present study for all models can improve the surface tension values when Cu is added to the alloys with Ag and Cu contents.

A comparison of the surface tension values calculated for binary Ag-Au, Ag-Cu, and Au-Cu alloys with the experimental values measured in literature except for Ag-Au [167] is given in Figure 1b. On the other hand, it is calculated by Calvo [169] that the surface tensions of Ag-Au binary alloys are found between 550 and 700 mN/m at a temperature of 1500 K. These results are also in agreement with those obtained experimentally by ref. [57], and those calculated in this study.

<table>
<thead>
<tr>
<th>Deviation of sum of squares</th>
<th>$\eta_1 = 8051.52$</th>
<th>$\eta_2 = 560.51$</th>
<th>$\eta_3 = 12126.95$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary systems</td>
<td>Ag-Au</td>
<td>Ag-Cu</td>
<td>Au-Cu</td>
</tr>
<tr>
<td>Similarity coefficients</td>
<td>$\xi_{Ag-Au} = 0.934915$</td>
<td>$\xi_{Ag-Cu} = 0.044179$</td>
<td>$\xi_{Cu-Ag} = 0.600985$</td>
</tr>
</tbody>
</table>

Table 4. Deviation of sum of squares and similarity coefficients associated with surface tension in Ag-Au-Cu ternary system for GSM at 1381 K.
Figure 2.
A comparison of the surface tension values calculated by all the selected models with the experimental values measured in literature [166, 167] for cross section (a) $z = x_{Ag}/x_{Au} = 1/3$, (b) 1/1, (c) 3/1, (d) 2/5 and (e) 5/2, in the Ag-Au-Cu ternary system.

Figure 3.
(a) A comparison of the surface tension values calculated by Toop model with the experimental values measured in literature [166, 167] for all cross sections ($z = x_{Ag}/x_{Au} = 1/3, 1/1, 3/1, 2/5, \text{and } 5/2$) in this figure concerning the Ag-Au-Cu ternary system. (b) Dependency of the surface-bulk composition of copper in the Ag-Au-Cu ternary system for all cross sections ($z = x_{Ag}/x_{Au} = 1/3, 1/1, 3/1, 2/5, \text{and } 5/2$).

Figure 4.
A phase diagram of the Ag-Au-Cu ternary alloy [203].
Table 5.
The standard errors associated with surface tension in Ag-Au-Cu ternary system.

<table>
<thead>
<tr>
<th>Sections</th>
<th>Muggianu</th>
<th>Kohler</th>
<th>Toop</th>
<th>GSM</th>
<th>Butler</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag/Au = 1/1</td>
<td>0.038259</td>
<td>0.021469</td>
<td>0.016782</td>
<td>0.026046</td>
<td>0.021911</td>
</tr>
<tr>
<td>Ag/Au = 1/3</td>
<td>0.022055</td>
<td>0.014311</td>
<td>0.010802</td>
<td>0.020502</td>
<td>0.016629</td>
</tr>
<tr>
<td>Ag/Au = 3/1</td>
<td>0.023755</td>
<td>0.015022</td>
<td>0.012579</td>
<td>0.016889</td>
<td>0.022797</td>
</tr>
<tr>
<td>Ag/Au = 2/5</td>
<td>0.029510</td>
<td>0.023499</td>
<td>0.019233</td>
<td>0.028573</td>
<td>0.024484</td>
</tr>
<tr>
<td>Ag/Au = 5/2</td>
<td>0.028877</td>
<td>0.024461</td>
<td>0.021560</td>
<td>0.026221</td>
<td>0.024006</td>
</tr>
</tbody>
</table>

Figure 3.
(a) A comparison of the surface tension values calculated by Toop model with the experimental values measured in literature [166, 167] for all cross sections (z = xAg/xAu = 1/3, 1/1, 3/1, 2/5, and 5/2) in this figure concerning the Ag-Au-Cu ternary system. (b) Dependency of the surface-bulk composition of copper in the Ag-Au-Cu ternary system for all cross sections (z = xAg/xAu = 1/3, 1/1, 3/1, 2/5, and 5/2).

Figure 4.
A phase diagram of the Ag-Au-Cu ternary alloy [203].
Taking into consideration the fact that there is no sufficient experimental thermophysical data in literature, it is envisaged that the results obtained from the theoretical analysis of the alloy systems in the present work might fill the research gap on the thermophysical properties such as surface tension. Therefore, there are no agreements among the models except for the cross sections $z = x_{Ag}/x_{Au} = 1/1$, 3/1.

According to the researchers, the high temperature might be one of the factors that mainly affect the surface tension so that the oxidation at high temperatures directly affects surface tension and will give rise to decreased values.

The major experimental measuring difficulty in surface tension measurements of the multicomponent alloys at high temperatures lies in the control of the processing atmosphere existing in device medium. Taking into account the difficulty in measuring the surface tension of multicomponent alloys, surface tension of the multicomponent alloys was calculated by calculating the surface tension of two-component liquid alloys and demonstrated their general applicability in this study.

<table>
<thead>
<tr>
<th>$x_{Cu}^b$</th>
<th>Muggianu</th>
<th>Kohler</th>
<th>Toop</th>
<th>GSM</th>
<th>Butler</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0620</td>
<td>1.0620</td>
<td>1.0620</td>
<td>1.0620</td>
<td>1.0922</td>
<td>1.067</td>
</tr>
<tr>
<td>0.2</td>
<td>1.1051</td>
<td>1.1018</td>
<td>1.0828</td>
<td>1.1079</td>
<td>1.1163</td>
<td>1.071</td>
</tr>
<tr>
<td>0.4</td>
<td>1.1593</td>
<td>1.1346</td>
<td>1.1181</td>
<td>1.1474</td>
<td>1.1423</td>
<td>1.069</td>
</tr>
<tr>
<td>0.6</td>
<td>1.2160</td>
<td>1.1770</td>
<td>1.1692</td>
<td>1.1893</td>
<td>1.1767</td>
<td>1.147</td>
</tr>
<tr>
<td>0.8</td>
<td>1.2701</td>
<td>1.2382</td>
<td>1.2365</td>
<td>1.2433</td>
<td>1.2307</td>
<td>1.220</td>
</tr>
<tr>
<td>1</td>
<td>1.3200</td>
<td>1.3200</td>
<td>1.3200</td>
<td>1.3200</td>
<td>1.3200</td>
<td>1.291</td>
</tr>
</tbody>
</table>

Table 6. A comparison between the calculated surface tension for cross section $x_{Ag}/x_{Au} = 1/3$ in the Ag-Au-Cu alloy system and its experimental values at 1381 K [167].

Taking into consideration the fact that there is no sufficient experimental thermophysical data in literature, it is envisaged that the results obtained from the theoretical analysis of the alloy systems in the present work might fill the research gap on the thermophysical properties such as surface tension. Therefore, there are no agreements among the models except for the cross sections $z = x_{Ag}/x_{Au} = 1/1$, 3/1. According to the researchers, the high temperature might be one of the factors that mainly affect the surface tension so that the oxidation at high temperatures directly affects surface tension and will give rise to decreased values.

The major experimental measuring difficulty in surface tension measurements of the multicomponent alloys at high temperatures lies in the control of the processing atmosphere existing in device medium. Taking into account the difficulty in measuring the surface tension of multicomponent alloys, surface tension of the multicomponent alloys was calculated by calculating the surface tension of two-component liquid alloys and demonstrated their general applicability in this study.

6. Conclusions

For cross sections $z = x_{Ag}/x_{Au} = 1/3$, 1/1, 3/1, 2/5, and 5/2, the surface tension values of the treated alloys Ag-Au-Cu have been modeled and analyzed theoretically by using such approaches to geometric models, as the Muggianu, the Kohler, the Toop, and the GSM models, and Butler’s equation. Considering that the predictions of all models are generally consistent with the experimental findings, some conclusions are given as follows: the surface tension values increase as the composition of Cu increases. It is seen at the relative high or low concentration $x_{Ag}/x_{Au}$ in the above-mentioned alloys that concentration of Cu can be found in the bulk phase and shows no tendency to enter the surface region. It is inferred from the calculations performed for all models that the Toop method yields in a great promise to efficiently determine the physical properties such as surface tension data of alloys Ag-Au-Cu.
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Abstract
The suitable combination of strength and toughness makes ductile cast iron (DCI) the most preferred alloy for structural and engineering applications, among other members in the Fe-C alloy system. The property of DCI is dependent upon its microstructure that varies with dosage of alloying elements during the casting process as well as upon subjected to different heat treatment process. The microstructure of DCI consists of spheroidal graphite and either a single phase or combination of phases depending upon alloying element and heat treatment process, consequentially resulting in a combination of strength and toughness as desired for specified application. The current chapter discusses the relation between change in microstructural aspects with respect to various alloying elements as well as heat treatment processes. Emphasis is given on reveling the effect of physical characteristics with mechanical and tribological properties. The chapter is concluded by a case study on the effect of alloying elements and heat treatment processes on microstructure as well as mechanical and tribological properties of DCI.
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1. Introduction
The iron-carbon (Fe-C) system is a binary alloy system that comprises of 6.67% (max.) of carbon in iron, which is further classified into two alloys i.e., steel comprises of maximum 2% of C and cast iron having carbon that ranges from 2 to 6.67%. The cast iron is further classified into white cast iron and gray cast iron depending on the microstructure so obtained after the casting process. However the desired morphology to be obtained at room temperature can only be modified at the time of inoculation during the melting process by adding appropriate amount of alloying elements. Steel is the most preferable candidate for structural application as it possesses a good combination of strength, hardness, ductility, and impact toughness, whereas cast iron finds its application where the system is subjected to vibration such as base for heavy machinery installation. In structural application cast iron does not suitably due to its brittle nature that allows rapid fracture growth, having a high strength but low ductility and low impact toughness. The reason for such behavior is the nature of graphite in the final microstructure which
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1. Introduction

The iron-carbon (Fe-C) system is a binary alloy system that comprises of 6.67% (max.) of carbon in iron, which is further classified into two alloys i.e., steel comprises of maximum 2% of C and cast iron having carbon that ranges from 2 to 6.67%. The cast iron is further classified into white cast iron and gray cast iron depending on the microstructure so obtained after the casting process. However the desired morphology to be obtained at room temperature can only be modified at the time of inoculation during the melting process by adding appropriate amount of alloying elements. Steel is the most preferable candidate for structural application as it possesses a good combination of strength, hardness, ductility, and impact toughness, whereas cast iron finds its application where the system is subjected to vibration such as base for heavy machinery installation. In structural application cast iron does not sit suitably due to its brittle nature that allows rapid fracture growth, having a high strength but low ductility and low impact toughness. The reason for such behavior is the nature of graphite in the final microstructure which
remains in the form of flakes with sharp edges that result in stress concentration sites upon loading and ultimately quicker crack propagation.

Spheroidal graphite cast iron (SGCI)/ductile cast iron (DCI) as the name suggests, has graphite in spherical form embedded in the matrix. The spherical shape is achieved by the addition of magnesium (Mg) and/or cerium (Ce) as inoculants, to the gray cast iron melt during the casting process. The graphite spheroids do not interfere with matrix continuity and eliminate the stress concentration effect that generates due to the presence of flaky graphite in case of gray cast iron, leading to improved ductility and impact toughness without affecting the strength and hardness. In addition, to these advantages, it possesses ease of castability, machinability and less cost of production. Because of these enhanced properties over the other cast irons, during the last five decades, the production and commercialization of SGCI have grown immensely. The versatility of SGCI in strength, toughness, tribological behavior and resistance to corrosion made it the preferable candidate for structural, automotive, agricultural and many more application including nuclear industry as well. Though in as-received form via melting and casting, it discloses desired property combination for the particular application, the properties can further be improved by employing suitable heat treatment techniques. The austempering heat treated ductile iron (referred as ADI) shows excellent combination of high strength and toughness [1, 2] along with better wear resistance [3, 4], excellent fatigue strength [5, 6] as well as fracture toughness [7, 8]. Application of suitable heat treatment process leads to transformation of as-cast ferritic or ferritic/pearlitic matrix into fully pearlitic, martensitic, and bainitic resulting variation in the properties. Among all the heat treatment processes employed the austempering treatment resulting in bainitic matrix is the most favorable member due to its strength, impact toughness, tribological behavior as well as fatigue and fracture toughness [9–13]. Tribological properties of austempered ductile iron (ADI) is observed to be in direct relationship with the austempering temperature and time. The consequences being increased hardness during the wear attributed to the fact that, the bainitic ferrite in the matrix undergoes strain hardening as it is less prone to thermal instability as compared to martensite [14]. On the other hand the tempering treatment with Boron alloyed DI reported to result in increased wear resistance; however, it decreases with increased boriding time [15]. Not only the matrix microstructure and alloying element is responsible for the wear behavior, but also as reported by Sugishita and Fujiyoshi [16]. Zimba et al. [17] the graphite characteristics viz. nodule size and distribution in the matrix has significant effect on the wear properties as well.

2. Effect of alloying element on morphological and mechanical properties of SGCI

To achieve desired properties for a particular application, control over matrix structure and morphological aspects is necessary, and that can be achieved by controlling processing parameters and the addition of alloying elements. The addition of alloying elements influences the mechanical properties by changing the cast matrix microstructure from ferritic to pearlitic, ferritic/pearlitic and/or austenitic depending upon the alloy composition. If the processing parameters such as tapping temperature and cooling rate are kept constant, the final matrix bends toward the matrix influencing element. Incorporation of Ni from 12 to 38% (max.), a highly ductile material of austenitic SGCI is obtained. On the other hand, a higher Si amount results in ferritic matrix and that of Cu and Mn lead to the formation of harder pearlitic matrix. A proper control of ferrite and pearlite influencing
elements results in a mixed ferritic/pearlitic structure having properties intermediate between ferritic and pearlitic grades of SGCI.

2.1 Effect of base composition

_Silicon_ is the most vital element in the production of SGCI and influences the solidification process in conjunction with Carbon. An increase of 1% Si content shifts the eutectic composition toward the left (approximately 0.30% of carbon), resulting in low solidification temperature. With increasing Si content the eutectoid carbon content is lowered, and hence transformation occurs over a broadening range. **Figure 1(a)** depicts the inverse relationship of carbide content in the matrix with silicon content, and as disclosed with increased Si content there is a decrease in the carbide formation. Silicon is a graphitizer and ferrite promoter, hence reduces the strength properties of ferritic ductile iron, which if needed, further can be improved by the addition of desired amount of nickel. Increased silicon content increases the carbon equivalent (%CE), hence prevents the precipitation of carbides and allows the formation of more free form of carbon leading to increased nodule count (**Figure 1(b)**) and decreased hardness and UTS [18–20]. On the other hand, for austenitic grades increase in Si content increases the tensile strength and 0.2% yield strength [18]. The substantial influence of silicon on the ductile-brittle transition temperature of ferritic ductile iron is shown in **Figure 2** [21]. From **Figure 1**, it is clearly understood that to achieve optimum low-temperature toughness, the amount of Si should be maintained as low as possible. Fully ferritic carbide free ductile iron production needs high purity charge materials, proper holding and casting practice and highly effective inoculation for maximum nodule count. Higher amount of silicon leads to a reduction in low impact toughness, increased DBTT and decreased thermal conductivity. Si is held below 2.2% when producing the ferritic grades and between 2.5 and 2.8% when producing pearlitic grades [19, 20].

_Manganese_ is a very strong carbide stabilizer at eutectoid graphitization and increases the amount of combined carbon. Excess Mn has little effect on solidification and only weakly retards primary graphitization. The presence of a correct amount of Mn forms manganese sulfide and reduces the proportion of combined carbon by removing the effect of sulfur [23]. Being a mild perlite promoter it results in increased hardness and proof stress but to a smaller extent. Manganese is added to the liquid melt to a limited amount as because it prevents the initiation of eutectoid transformation leading to lower rate of carbon diffusion in the ferrite and stabilizing cementite (Fe₃C). However, the noticeable problem with Mn addition is that

![Figure 1](image-url). Variation of carbide percentage (a) and nodule count (b) in ductile cast iron with silicon.
the embrittlement caused during the solidification process and hence limiting its range to (0.3–1.01) [24–26]. Mn is held between 0.4 and 0.6% when making pearlitic grades and below 0.3% when making ferritic grades and can be achieved by dilution with high purity pig iron to avoid pearlite and carbide formation [25, 26]. Higher Mn content leads to increased pearlite content resulting in increased strength and hardness and decreased elongation, Figure 3. However for a ferritic grade of SGCI Mn dissolved into the ferrite matrix and improves strength [27]. Use of higher Mn level is not preferred as it causes segregation at the grain boundaries that causes grain boundary carburet and creation of secondary phase along the boundaries leading to degradation in plasticity in SG cast iron. In combination with Ni, higher manganese content can stabilize austenite and increases carbide by depressing the solidification cooling curve encouraging graphite to segregate at a lower temperature consequentially resulting lower generation of free graphite and reduced ductility and impact toughness [28–31].
Sulfur affects the form of carbon in a manner which is opposite to that of Si. The higher the S content, the higher will be the amount of combined carbon, thus tends to form a hard and brittle matrix. An excessive amount of S will increase the tendency of dross defects above 0.015% promote the formation of quasi-flaky graphite [23, 26]. The addition of S is done for better machinability, but it is kept around 0.009, and maximum 0.015% as the larger additions of Sulfur may cause the hot (red) shortness [24]. Sulfur is an active interfacial element and has less solid solubility in austenite, therefore, gets enriched in liquid melt and at the freezing point. The presence of S encourages the eutectic graphite to branch frequently resulting in formation of chunky graphite [32].

Phosphorus combines with iron to form iron phosphide and produces a ternary eutectic with cementite and austenite. The ternary eutectic is known as steadite, which is relatively brittle and tends to form a continuous network outlining the primary austenite dendrites resulting lower toughness. It increases fluidity and extends the range of eutectic freezing, thus increasing primary graphitization when Si content is high. Incorporation of P above 0.05% can produce internal defects. It also causes embrittlement of iron, increases the ductile-brittle transition temperature, promotes galvanizing and temper-embrittlement. P often segregates to grain boundaries and produces carbide/phosphide complexes, hence needs to be maintained as low as possible. P is kept intentionally low as it causes cold shortness and so the property of ductile iron will be ruined [24].

Magnesium is used as nodulizer and responsible for spherical form of graphite, but at lower level chunky graphites are formed. Like sulfur, it is also an interfacial element and has less solid solubility in austenite. Magnesium makes the eutectic graphite grow with screw dislocations along the crystal orientation, giving the eutectic graphite growth characteristic into a spherical form. The lower level of Mg counteracts the surface activity of sulfur and oxygen promoting the formation and growth of chunky graphite particles. Due to the segregation effect when Magnesium content becomes high enough the graphite shape converts to spherical form [32].

2.2 Effect of alloying element

Chromium prevents the corrosion by forming the layer of chromium oxide on the surface and stops the further exposition of the surface to the atmosphere. However, as it is a strong carbide former, it is not required in carbide free structure. In general it is kept around 0.05%. It must be kept <1% in GGG-50 grade [24].

Nickel is used for strengthening ferrite in addition to Si leading to increased UTS without compensating ductility and impact values. It is usually added in traces due to high cost and also to avoid the embrittlement of matrix (if it exceeds 2%) [24]. Increased Ni content decreases the ductility for austenitic grade SGCI [33]. Nickel assists in shifting the transformation temperature boundary leading to attention of desired phase at lower temperature when alloyed with Ni as compared to that for an alloy without Ni. Additionally it has the ability to prevent the precipitation of secondary carbides in the final microstructure. Uma et al. [34] studied the effect of toughened austempered SG cast iron with Ni content up to 2.5%. It is reported in their work that, with increasing Ni content pearlite content is increased in the as-cast matrix. Also, the retained austenite gets stabilized in the final microstructure. It is increased due to the fact that Ni concentrates in the austenite phase in the (α + γ) region, resulting in increased impact toughness and wear resistance. When subjected to austempering treatment SG cast iron with Ni content higher than 0.5%, slows down the bainitic reaction and causes the formation of martensite at the austenite cell boundaries on cooling [32]. Although the addition
of Ni promotes the stabilization of austenitic matrix in SG cast iron, it accelerates the formation of pearlite by shifting the knee of transformation diagram to higher time intervals. Thus, the eutectoid transformation of ductile cast iron in cooling austenite has resulted in a significant amount of pearlite structure (Figure 4) and
decreasing nodularity and nodule count (Figure 5) with increased yield and tensile strength and hardness with decreased ductility as well as impact toughness [35].

Copper is a strong pearlite promoter and is undesirable in ferritic grade. It increases the UTS, 0.2% yield strength and hardness (Figure 6) without an embrittlement in the matrix. In total Cu is kept between 0.4–0.8% [24, 25]. Along with promoting, it also refines the slice distance of pearlite in the eutectoid transformation period and is beneficial in stabilizing super-cooled austenite and increases the closing rate of the austenite shell that enables graphite to achieve perfectly spherical shape [27, 32, 36]. Copper strengthens the matrix when Mn levels are low. Unlike Mn, copper has an adverse effect on segregation and usually gathers at the interface between graphite and matrix. As a result, the diffusion of C is restricted due to a higher concentration of Cu, which leads to the formation of perfectly spherical nodules and increased nodule count. The combined effect of Cu and Ni, when subjected to austempering treatment, balances the hardenability, segregation tendency of Mn and inhibits the transformation of untransformed austenite into pearlite during quenching to austempering temperature. An excess amount of Cu results in the evolution of copper or copper-rich phase that affects the mechanical properties [37].

Molybdenum is a mild pearlite promoter and forms intercellular carbides especially in heavy sections leading to increased proof stress and hardness and also improves properties at elevated temperature [24]. Also, Mo segregates at the grain boundaries causing decrease in impact toughness. When subjected to austempering or ausforming process increased amount of Molybdenum stabilizes and increases austenite and bainite content. At zero Mo content the matrix is mainly bainitic, but with the increased amount it also increases the amount of carbide [18]. Mo, with an extreme tendency of segregating to the last solidification area, retards the bainite reaction and causes the micro shrinkage porosity in the intercellular region. Consequently, the Mo alloyed iron offers the lowest impact strength [21].

Rare earth (RE) materials in the nodulizer can eliminate the bad effect of the interferential elements like titanium, bismuth, arsenic, antimony, etc. and reduce the content of Si and Mg, which is helpful to avoid graphite degeneration. Ferro et al. [38] in their work reported that the graphite structure and nodule count can be improved by a well-dosed amount of RE elements in the inoculant composition. This is caused by a large decrement in surface free energy at liquid/graphite interface due to adsorption on graphite. RE elements also favor the graphite shape due to their neutralization effect of excesses of contaminants which cause nodule degeneration. However excess RE metals may cause graphite deterioration, especially in heavy castings where they form microsegregation at grain boundaries, which can be neutralized by proper addition of Bismuth. In another work by Choi et al. [39] it was reported that addition of rare earth elements influences the formation of ferrite at the vicinity of graphite nodules. The addition of RE increases the ferrite thickness with increased casting thickness due to slower cooling rate than that of castings without RE. However, in the case of thicker casting (40 mm), it does not play any significant role on ferrite formation. Also increasing RE up to 0.02% there was a reduction in nodule size and the nodule size increases with increasing RE from 0.02 to 0.03%. However, the graphite nodule size is further decreased when the RE content is again increased to 0.04%. Furthermore, the presence of RE changes nucleation and growth rate by changing the liquid’s temperature. The addition of RE appears to increase undercooling, as a result of which its nucleation rate is increased, but the growth rate is decreased. Rare earth elements like lanthanum increases nodule count with increasing content when La to S ratio is as low as 1, hence increases the strength and ductility. However, it does not show any significant development in the nodularity value, which remains almost constant with increasing La amount [21].
3. Case study

3.1 Experimental details

3.1.1 Specimen preparation

In our study to investigate the structure–property relationship, ductile iron test blocks were prepared with different alloying elements and chemical composition by weight percentage is presented in Table 1. To investigate the mechanical and tribo-logical properties specimens of 25 × 10 × 5 mm3 were machined from the test block and then austenitized at 1000°C for 90 min followed by quenched in KNO3 + NaNO3 (1:1 ratio) at 500°C. The specimens were kept in the salt solution at 500°C for 4 h so as to obtain complete transformation of as-cast matrix. Post quenching the specimens were cooled to room temperature via air cooling, followed by the oxide layer formed on specimen surface was removed by conventional filing and emery paper polishing method.

3.1.2 Vickers hardness and wear testing

The as-cast and austempered specimens are subjected to hardness measurement with the help of a Vickers hardness tester by applying 20 kg load and keeping indenter on the surface for 10 s. Tribological properties were investigated by employing wear test on Ducom TR-208-M1 Ball on plate type wear tester consisting of a 0.4 mm spherical tipped diamond cone indenter of 120° angle. The wear test was conducted at 3 different loads of 10, 20 and 30 N and the travel distance being 7.54 m at a linear velocity of 0.063 m/s. The weights for corresponding specimens before and after test was measured with the help of electronic balance with 0.1 mg accuracy, and prior to the weight measurement specimens were cleaned ultrasonically with acetone before and after the wear took place.

The working principle for ball on plate wear tester is very much similar to that of pin on disc equipment. The only difference between both of the equipment is, the specimen in the pin on disc is in the form of cylindrical pin and the disc on the counterpart rotates against it, where the load is applied on the specimen end. On the

<table>
<thead>
<tr>
<th>Elements</th>
<th>Wt. %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alloy 1</td>
</tr>
<tr>
<td>C</td>
<td>3.45</td>
</tr>
<tr>
<td>Si</td>
<td>2.07</td>
</tr>
<tr>
<td>Mn</td>
<td>0.15</td>
</tr>
<tr>
<td>S</td>
<td>0.008</td>
</tr>
<tr>
<td>P</td>
<td>0.024</td>
</tr>
<tr>
<td>Cr</td>
<td>0.02</td>
</tr>
<tr>
<td>Ni</td>
<td>0.15</td>
</tr>
<tr>
<td>Cu</td>
<td>—</td>
</tr>
<tr>
<td>Mo</td>
<td>—</td>
</tr>
<tr>
<td>Mg</td>
<td>0.043</td>
</tr>
<tr>
<td>Ce</td>
<td>—</td>
</tr>
<tr>
<td>Fe</td>
<td>Balance</td>
</tr>
</tbody>
</table>

Table 1. Chemical composition of specimens in wt.%.
other hand, in case of ball on plate the specimen is fixed on the rotating plate and the indenter being fixed as well as load is applied on this end.

3.1.3 Microstructural and wear morphology characterization

To understand the wear behavior of respective as-cast and austempered specimens’ morphological examination was carried out for microstructural aspects. The specimens were initially underwent rough polishing using belt polisher followed by semi finishing polish with 1/0, 2/0, 3/0, 4/0 grades of emery paper and alumina slurry polishing using cloth polisher. The final polishing was carried out using 1 μm diamond paste with the help of cloth polisher. The specimens were observed under microscope in unetched condition to investigate the graphite morphology and distribution in respective a-cast and austempered specimens. And after that each specimen was etched with 2% Nital solution and observed under microscope to obtain the phase characteristics and distribution in the matrix. Additionally the as-cast and austempered specimens subjected to X-ray diffraction investigation for detection of any impurity or precipitation resulted during casting or heat treatment process.

The worn surfaces of respective as-cast and heat treated specimens for both the alloys were observed under optical microscope after the tribology test. The worn surfaces also observed under FESEM and EDAX to understand the wear phenomena and the presence of any foreign element contributing toward the tribological behavior.

3.2 Results and discussion

3.2.1 Morphological characterization

The XRD investigation, Figure 7, revealed that there is no trace of any kind of residual phases or precipitation of any impurity present in the final microstructure. It was noticed that only BCC crystallographic planes (110), (200) and (211) are present in the as-cast specimen (Figure 7(a)) justifying ferrite and pearlite matrix. On the other hand BCC (110) and (211) and FCC (311) planes were observed for austempered specimens (Figure 7(b)) justifying bainitic matrix that is a combination of austenite and ferrite resulted due to the quenching and cooling processes in salt solution and ambient air respectively. The quantitative analysis shows higher carbon content as well as austenite volume fraction for Alloy 2 resulted due to the present of significantly higher amount of Ni as compared to Alloy 1, which act as austenite promoter during the austenitization stage and also helps in retaining the phase during the transformation process to the room temperature microstructure [40].

The microstructures of as-cast and austempered specimens for Alloy 1 and Alloy 2 were illustrated in Figure 8. The as-cast matrix of Alloy 1 (Figure 8(a)) appeared to have a mixture of ferrite, the white areas around graphite nodules and pearlite, the black area surrounding the white ferrite area in nature. This structure is referred as bull’s eye ferritic/pearlitic one with graphite nodules surrounded by ferrite. On the other hand, microstructure of Alloy 2 (Figure 8(b)) has fully ferritic in nature surrounding the graphite globules. The difference is attributed to higher amount of Si content which is a strong ferrite promoter [41]. Figure 8(c) shows the coarse upper bainitic microstructure resulted by austempered heat treatment process. Quantitative metallographic analysis illustrates that nodularity (roundness of graphite particles) is above 90% that belongs to the Grade I nodularity, for both as-cast and heat treated specimens in both the alloys. The graphite characteristic (nodularity) and distribution (nodule count) for respective alloys in as-cast as well as austempered condition is presented in Table 2. It can be observed that Alloy 1 has less no. of nodules than Alloy 2, resulted due to lower Si content and additional Ce
as well as higher Ni content in the latter case [42, 43]. The quantitative analysis also reveals the higher bainite volume fraction for Alloy 2 as a consequence of higher Ni content, as was observed from quantitative X-ray diffraction analysis.

3.2.2 Hardness and wear system response

The Vickers hardness value for the as-cast and austempered specimens of both Alloy 1 and Alloy 2 are presented in Figure 9. The hardness was found to be higher for austempered specimen with upper bainitic matrix as compared to the as-cast ferritic and ferritic + pearlitic specimens. Alloy 1 has higher hardness in as-cast condition as compared to Alloy 2 which is credited to the amount of pearlite in the matrix, whereas Alloy 2 has only ferritic matrix in nature. On the other hand the case is reverse for austempering treated specimens, i.e., Alloy 2 has higher hardness value than Alloy 1 because of higher amount of Ni in the former resulting combination of higher amount of austenite and eutectoid ferrite in the matrix.

The wear system appears to have resulted in variation of weight loss/gain with variation of applied load for respective as-cast and austempered specimens and decreases continuously for as-cast specimen when load was increased from 10 to 20 N. On the contrary upon increase in load to 30 N a gain was observed which might be due to hardening of surface when operating under repeated no. of cycles. On the other hand, weight gain was observed for austempered specimens when operating under 20 and 30 N. On comparing with hardness values for respective specimens the weight loss at 10 N was observed to be lowest for the specimen with higher hardness value consequence of pearlite in the matrix [44]. The effect of
Hysteresis of Composites as well as higher Ni content in the latter case [42, 43]. The quantitative analysis also reveals the higher bainite volume fraction for Alloy 2 as a consequence of higher Ni content, as was observed from quantitative X-ray diffraction analysis.

3.2.2 Hardness and wear system response

The Vickers hardness value for the as-cast and austempered specimens of both Alloy 1 and Alloy 2 are presented in Figure 9. The hardness was found to be higher for austempered specimen with upper bainitic matrix as compared to the as-cast ferritic and ferritic + pearlitic specimens. Alloy 1 has higher hardness in as-cast condition as compared to Alloy 2 which is credited to the amount of pearlite in the matrix, whereas Alloy 2 has only ferritic matrix in nature. On the other hand the case is reverse for austempering treated specimens, i.e., Alloy 2 has higher hardness value than Alloy 1 because of higher amount of Ni in the former resulting combination of higher amount of austenite and eutectoid ferrite in the matrix.

The wear system appears to have resulted in variation of weight loss/gain with variation of applied load for respective as-cast and austempered specimens and decreases continuously for as-cast specimen when load was increased from 10 to 20 N. On the contrary upon increase in load to 30 N a gain was observed which might be due to hardening of surface when operating under repeated no. of cycles. On the other hand, weight gain was observed for austempered specimens when operating under 20 and 30 N. On comparing with hardness values for respective specimens the weight loss at 10 N was observed to be lowest for the specimen with higher hardness consequence of pearlite in the matrix [44]. The effect of matrix was appeared to have direct effect on the wear rate, where the hardness was higher for bainitic matrix and the wear rate is less as compared to the ferritic and ferritic/pearlitic specimens with lower hardness with higher rate of wear. At 20 N load upper bainitic matrix showed a marginal gain in weight, but as-cast specimen had significantly lose some weight. Further at 30 N again weight gain was observed for both austempered and as-cast specimen.
3.2.3 Wear morphology

To understand the wear mechanism involved in due process the worn surfaces for respective as-cast and austempered specimens of both alloys were observed under optical as well as finite element scanning electron microscope and illustrated in Figures 10 and 11 respectively. The direction of tool travel or wear direction is represented by green arrow for the as-cast and austempered specimens (Figure 10). The principal wear mechanism for as-cast and austempered specimens was found to be mostly adhesive wear in nature for all loads. Micro cracks were observed while operating under 10 N for as-cast specimens (Figure 10(a)) along with delaminated layer initiated for the soft matrices [45, 46]. Shallow pits and broken wear platelets were also appeared on the surface caused by delamination and work hardening, which was deposited over the graphite nodules. Upon increase in load to 20 N (Figure 10(b)) the micro cracks were initiated at the surface as well as small amount of plastic deformation was observed to be involved that might be due to the attention of plastic stage while running under such high load for a large cycle [48, 49]. The plastic deformed feature was observed to be pulled out (Figure 10(f)) of the surface upon continuous frictional effect aroused upon increase in load to 30 N. After such a long run the wear surface does not appear to have any crack on it which is probably due to the particle pull out phenomena resulted through plastic deformation, hence the mechanism involved in this case also classified as adhesive wear.

![Figure 9. Vickers hardness for respective as-cast and austempered specimen.](image)

![Table 2. Microconstituents of as-cast and austempered specimens of respective alloys.](table)

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Heat treatment</th>
<th>Nodularity (in %)</th>
<th>Nodule count (mm⁻²)</th>
<th>Phase volume fraction (in %)</th>
<th>Carbon content in austenite</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Austenite</td>
<td>Ferrite</td>
</tr>
<tr>
<td>Alloy 1</td>
<td>As-cast</td>
<td>92</td>
<td>28</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Alloy 2</td>
<td>As-cast</td>
<td>95</td>
<td>33</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Alloy 1</td>
<td>Austempered</td>
<td>91</td>
<td>43</td>
<td>70.00%</td>
<td>30.00%</td>
</tr>
<tr>
<td>Alloy 1</td>
<td>Austempered</td>
<td>93</td>
<td>50</td>
<td>88.51%</td>
<td>11.49%</td>
</tr>
</tbody>
</table>
3.2.3 Wear morphology

To understand the wear mechanism involved in due process the worn surfaces for respective as-cast and austempered specimens of both alloys were observed under optical as well as finite element scanning electron microscope and illustrated in Figures 10 and 11 respectively. The direction of tool travel or wear direction is represented by green arrow for the as-cast and austempered specimens (Figure 10).

The principal wear mechanism for as-cast and austempered specimens was found to be mostly adhesive wear in nature for all loads. Micro cracks were observed while operating under 10 N for as-cast specimens (Figure 10(a)) along with delaminated layer initiated for the soft matrices [45, 46]. Shallow pits and broken wear platelets were also appeared on the surface caused by delamination and work hardening, which was deposited over the graphite nodules. Upon increase in load to 20 N and running for a longer cycle the delaminated layer were observed to be deposited over the graphite nodules (Figure 10(b)). The graphite nodules were also observed to expand in transverse direction of wear along with shear deformation [47]. On further increment of load to 30 N (Figure 10(c)) the micro cracks were appeared to broaden and surface becomes flat as well as free of wear debris. The wear surface for the austempered specimen under 10 N (Figure 10(d)) on the other hand does not have any cracks formed and appeared to be flat in nature with no specific characteristics. The result can be attributed to the hardness of austempered specimen resulting increased wear resistance and work hardening at an early stage. Upon increase in load to 20 N (Figure 10(e)) cracks were initiated at the surface as well as small amount of plastic deformation was observed to be involved that might be due to the attention of plastic stage while running under such high load for a large cycle [48, 49]. The plastic deformed feature was observed to be pulled out (Figure 10(f)) of the surface upon continuous frictional effect aroused upon increase in load to 30 N. After such a long run the wear surface does not appear to have any crack on it which is probably due to the particle pull out phenomena resulted through plastic deformation, hence the mechanism involved in this case also classified as adhesive wear.

Figure 10.
Optical microscopy investigation of worn surface of respective specimen at varying load condition. (a) As-cast specimen under 10 N; (b) as-cast specimen under 20 N; (c) as-cast specimen under 30 N; (d) austempered specimen under 10 N; (e) austempered specimen under 20 N and (f) austempered specimen under 30 N.
To investigate the presence of any impurity or foreign contamination the worn surfaces of respective specimens were investigated under NOVA NANOSM 450, field emission scanning electron microscope, with EDAX analysis feature. The as-cast specimens under 10 N and 20 N did not have any significant characteristics on the surface. However at 30 N load the surface appears to have oxide particles present revealed by the FESEM image (Figure 11(a)). On the other hand for austempered specimen the oxide particles were observed for both 20 N (Figure 11(b)) and 30 N (Figure 11(c)). The oxide particles were observed at different places on the wear ring, and that is responsible for the weight gain as observed in the investigation. The respective areas of oxide presence are shown by red rectangles in respective FESEM images along with the EDAX composition analysis at that particular area. The width and depth of wear track was increased with increase in load as well as responsible for reduction in the crack length for respective specimens. The worn surface features are found to be distinctive for 30 N load as compared to 10 and 20 N. The as-cast specimens appeared to have plowing mark at various places and graphite nodules are also observed to start disrupting from their original shape, confirming adhesive wear mechanism. Figure 12

Figure 11.
FESEM and EDAX observation for respective specimens with oxide layers. (a) As-cast specimen under 30N, (b) Austempered at 20N load, (c) Austempered at 30N load.
To investigate the presence of any impurity or foreign contamination the worn surfaces of respective specimens were investigated under NOV A NANOSEM 450, field emission scanning electron microscope, with EDAX analysis feature. The as-cast specimens under 10 N and 20 N did not have any significant characteristics on the surface. However at 30 N load the surface appears to have oxide particles present revealed by the FESEM image (Figure 11(a)). On the other hand for austempered specimen the oxide particles were observed for both 20 N (Figure 11(b)) and 30 N (Figure 11(c)).

The oxide particles were observed at different places on the wear ring, and that is responsible for the weight gain as observed in the investigation. The respective areas of oxide presence are shown by red rectangles in respective FESEM images along with the EDAX composition analysis at that particular area. The width and depth of wear track was increased with increase in load as well as responsible for reduction in the crack length for respective specimens. The worn surface features are found to be distinctive for 30 N load as compared to 10 and 20 N. The as-cast specimens appeared to have plowing mark at various places and graphite nodules are also observed to start disrupting from their original shape, confirming adhesive wear mechanism.

Figure 12. EDAX of austempered specimen showing oxides when operated under 30 N load. 

depicts the EDAX spectrum of austempered specimen under 30 N load showing the highest peak of oxygen along with Fe.

3.3 Conclusion

The wear behavior of as-cast pearlitic/ferritic ductile iron was compared with upper bainitic austempered specimens with different alloy composition. From investigation the following conclusions can be drawn:

1. Austempering at higher temperature leads to transformation of as-cast ferritic and pearlitic/ferritic matrix for both alloys into coarse upper bainitic matrix and increases the hardness.

2. Soft ferritic matrix was less resistant to wear due to lower level of hardness, whereas austempered coarse upper bainitic matrix with higher hardness value was more resistant to wear.

3. A considerable gain in weight was observed for austempered specimen at 20 N load, whereas the normalized specimen does not show any weight loss or weight gain.

4. Adhesive wear phenomenon was observed for specimens with soft ferritic matrix along with micro cracks due to the hardening of surface while operating under high load and kept on increasing with increase in load.

5. The worn surface when subjected to 10 N load did not show any significant features for austempered specimens, but on the contrary fro as-cast soft phase matrices showed plowing micro cracks and delamination features. On the other hand for 30 N loading condition delaminated layer deposition over graphite particles were observed for as-cast specimen and austempered specimen showed particle pull phenomena along with breaking of wear continuity. Under all the loads the wear phenomenon was observed to be adhesive type wear.
Acronyms and abbreviations

SGCI  spheroidal graphite cast iron
DCI   ductile cast iron
ADI   austempered ductile iron
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Abstract

Radiation effects in metallic materials were investigated using the field ion microscopy technique. Modes of radiation exposure for development of amorphized states in subsurface regions of platinum are determined. It is found that the phenomenon of metal amorphization in the subsurface regions occurs up to a sample depth of 12 nm under an increase in the fluence to 10^18 ions/cm^2 and the above irradiation energies. The method of field ion microscopy was used to determine the threshold of nanopore formation in ion-implanted platinum. Experimental results on atomic-spatial investigation of radiative defect formation in surface layers of materials, initiated by neutron bombardment (of Pt, E > 0.1 MeV) and ion implantation (in Cu3Au: E = 40 keV, F = 10^16 ions/m^2, j = 10^{-3} A/cm^2), are considered. Mechanisms of the radiation-induced development of nanostructures in subsurface metal regions have been analyzed based on field ion microscopy data. It is concluded that the modification of near-surface metal regions on a nanometer scale as a result of the interaction with Ar^+ ion beams proceeds by several mechanisms.

Keywords:
field ion microscopy, nanostructure states, metals, alloys, a radiating irradiation, interaction of ions with matter, structure modification

1. Introduction

One high-priority area in condensed matter physics is related to work in the field of production of new materials via severe exposure. Such types of exposure include irradiation techniques.

Experimental studies of changes in the metal and alloy structure after radiation exposure [1–6] showed that interaction between accelerated charged ions and the substance initiates formation of amorphous, nanomicrocrystalline, and submicrocrystalline states in the subsurface regions.

One important problem in radiation material science is the determination of the structural state and phase composition of subsurface layers of materials subjected to irradiation. One topical problem consists in studies of interaction between charged particle beams and the material surface in the subsurface regions (at a distance of ~1–100 nm from the irradiated surface). Therefore, in this work, precision studies of changes in the actual structure surface of atomic layers of metals were carried out using the field ion microscopy (FIM) technique. The options of FIM allow studying the subsurface regions of irradiated materials using controlled removal of atoms from the surface and thus analyzing the sample structure in the course of
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**Abstract**

Radiation effects in metallic materials were investigated using the field ion microscopy technique. Modes of radiation exposure for development of amorphized states in subsurface regions of platinum are determined. It is found that the phenomenon of metal amorphization in the subsurface regions occurs up to a sample depth of 12 nm under an increase in the fluence to $10^{18}$ ions/cm$^2$ and the above irradiation energies. The method of field ion microscopy was used to determine the threshold of nanopore formation in ion-implanted platinum. Experimental results on atomic-spatial investigation of radiative defect formation in surface layers of materials, initiated by neutron bombardment (of Pt, $E > 0.1$ MeV) and ion implantation (in Cu$_3$Au: $E = 40$ keV, $F = 10^{16}$ ion/m$^2$, $j = 10^{-3}$ A/cm$^2$), are considered. Mechanisms of the radiation-induced development of nanostructures in subsurface metal regions have been analyzed based on field ion microscopy data. It is concluded that the modification of near-surface metal regions on a nanometer scale as a result of the interaction with Ar$^+$ ion beams proceeds by several mechanisms.
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**1. Introduction**

One high-priority area in condensed matter physics is related to work in the field of production of new materials via severe exposure. Such types of exposure include irradiation techniques.

Experimental studies of changes in the metal and alloy structure after radiation exposure [1–6] showed that interaction between accelerated charged ions and the substance initiates formation of amorphous, nanomicrocrystalline, and submicrocrystalline states in the subsurface regions.

One important problem in radiation material science is the determination of the structural state and phase composition of subsurface layers of materials subjected to irradiation. One topical problem consists in studies of interaction between charged particle beams and the material surface in the subsurface regions (at a distance of ~1–100 nm from the irradiated surface). Therefore, in this work, precision studies of changes in the actual structure surface of atomic layers of metals were carried out using the field ion microscopy (FIM) technique. The options of FIM allow studying the subsurface regions of irradiated materials using controlled removal of atoms from the surface and thus analyzing the sample structure in the course of
layer-by-layer field evaporation of atoms. Visualization of an atomically pure and atomically smooth surface of the research object at cryogenic temperatures allows obtaining quantitative results of changes in atom positions in the crystal lattice due to ion implantation doping of positive argon atoms.

Intensely developing studies of changes in the structure of metals and alloys after interaction between particle beams and the surface show that ionic treatment results in the formation of specific condensed states as well as unique strength and physical properties in materials that cannot be obtained using conventional methods [1, 3–5, 7, 8]. It is known that pore swelling in materials under irradiation causes shortening of the operational life of products and drastic deterioration of physical and mechanic properties of materials. Therefore, studies of the appearance of nanopores on the surface and in the subsurface layer of the studied objects under exposure to radiation on an atomic scale appear to be of current interest.

In this work, the results of modification of the surface and subsurface region of pure metals (Pt) after irradiation by medium energy-charged particles (up to 30 keV) within a nanometer deep surface region are shown. The method of field ion microscopy (FIM) allows studying experimentally structural states appearing under such exposure.

Investigating interaction mechanisms of accelerated particles with matter and studying the atomic rearrangement and, as a consequence, formation of crystal lattice defects and changing the phase state of the material are important tasks in radiation physics of solids.

This work is devoted to studying the spatial distribution of radiation damages, particularly vacancies and their complexes in the bulk fcc metals exposed to different irradiation (by neutron and ion beams).

Imitation of the neutron irradiation of high fluence with the help of positively charged ion beams allows one to solve the problem of analog simulation of radiation generated on one setup when replacing it by the radiation generated on another setup.

The results of our previous investigations [9, 10] of the surface structure of metals, carried out using the field ion microscopy (FIM) method, showed that the irradiation of metal targets by charged particles (argon ions) with moderate energies (up to 40 keV) led to nanostructurization of a near-surface region of pure metals. Using the FIM technique, it is possible to study the subsurface layers of irradiated materials by controlled removal of atoms from the sample surface and analyze its structure in the course of layer-by-layer field evaporation of atoms.

Sequential imaging of the atomically clean surface of a sample at cryogenic temperatures provides quantitative information on the positions of individual atoms and atomic groups and their changes as a result of the implantation of positive argon ions. Thus, it is possible to study the atomic structure of radiation-induced defects in the crystalline lattice, determine their distribution in the volume, estimate the thickness of a modified subsurface layer, etc.

This work presents an attempt to analyze the effect of ion implantation on the atomic structure of platinum depending on the variable parameters (including the ion energy, ion current density, and dose) of irradiation with beams of accelerated argon ions. The aim was to elucidate the mechanisms of formation of nanostructural states in the ion-modified subsurface region of a target. Investigation of the laws of these phenomena is necessary for developing methods of controlled modification of the physical properties of materials, which is an important area in advanced nanotechnologies. In addition, the interaction of ions with substances provides a basis for methods of diagnostics of the initial materials and changes to them caused by ion irradiation.
2. Experimental part

2.1 FIM technique

The most powerful and modern methods of investigation of conducting and semiconductor materials, which can be used to directly study the crystal lattice of solids with atomic-spatial resolution, include field ion microscopy (FIM) and various modifications of the atomic probes of the field ion microscope.

Despite the fact that field ion microscopy (FIM) has entered its sixth decade, it is still the only technique in microscopy capable of providing direct observation of individual atoms as elements that make up the structure of the sample during a conventional experiment. Using FIM it is possible to select a single atom in the image for mass spectrometric identification (atomic probe FIM methods) to carry out in situ experiments with individual atoms deposited on the surface and to reconstruct in volume the structural and chemical composition of the sample by means of controlled layer-by-layer removal of surface atoms by an electric field at cryogenic temperatures. It is the latter circumstance that distinguishes direct methods of PIM from other structurally sensitive, atomic-resolution, but indirect, methods of microscopic study of materials.

The operating principle of a field ion microscope is based on projective ion imaging of the sample surface and is controlled by the device design [11]. The ion image of the sample vertex surface \( r \sim (3–5) \times 10^6 \text{ cm} \) (Figure 1) is formed on the microscope screen by positive ions of an imaging gas (usually He, Ne) by inducing a strong electric field over the emitter surface \( (-5 \times 10^8 \text{ V/cm}) \) at a corresponding

![Figure 1](image-url)

**Figure 1.** Schematic representation of ion imaging of the metal surface \( (r = 3 \times 10^{-6} \text{ cm}, R = 6 \text{ cm}, \text{ sample } T = 78 \text{ K}) \).
potential difference between the sample and shield. The magnification reaches several million diameters, and the resolution is 0.2–0.3 nm. The residual gas pressure in the microscope chamber can be in the range of $10^{-4}$ to $10^{-8}$ Pa, depending on the problems of study.

As an imaging gas, an inert gas is used, whose operating pressure is usually $10^{-3}$–$10^{-4}$ Pa and is determined by the distance between the tip and fluorescent screen, which is comparable to the mean range of imaging gas ions. Ionization of imaging gas atoms occurs at a certain electric field strength and is observed at a distance no closer than the critical one from the tip end surface, ~0.5 nm. The ionization probability of atoms of the imaging gas is much higher above protruding surface atoms which are arranged at step knee points and are approximately estimated by the Wentzel–Kramers–Brillouin (WKB) relation [12]. Such an event becomes probable owing to electron tunneling through the potential barrier due to the tunneling effect.

Therefore, on the screen of the microscope, an image is observed (Figure 2), on the one hand, representing the contrast of the surface of the tip of the sample from the atoms in the fracture steps, and on the other—the stereographic projection of the crystal under study. The circular contour lines on the ion image are the edges of the corresponding families of crystallographic planes of certain directions. Neighboring rings (from any family of concentric rings) are images of parallel atomic layers. The distance between the rings corresponds to the interplanar for a given crystallographic direction. In the terminology of ion micropattern, this distance is called the height of a step of the crystal lattice. The rings themselves on the ion micropattern, as a rule, consist of separate bright points, which represent images of surface atoms located in the positions of atoms in the fractures of the steps.

Imaging of the ion microscopic picture of the sample surface by radial projection is directly associated with the possibility of preparing the emitter tip shaped as an almost hemispherical atomically smooth surface. This is achieved using field evaporation, which occurs only at a sufficiently high electric field strength over the emitter surface. In such a field, atoms protruding from the surface will “evaporate” in the form of positive ions. Field evaporation is a self-controlled process of tip apex “polishing,” since local electric field enhancement near sharp edges and over bumps results in their preferential “evaporation” (removal) by the field. As a result, a tip apex surface ideally smooth on the atomic scale is formed. Furthermore, this surface
permanently visualized during field evaporation is atomically clean. Continuous recording of such a surface using photo, video, or movie cameras during controlled layer-by-layer removal of surface atoms makes it possible to analyze the crystal structure of the object of study in the material volume.

2.2 Production of sharp samples

We used platinum with a purity of 99.99% as an object of irradiation. Using electrochemical polishing of wire fragments, needle-like emitters with a curvature radius of 30–50 nm near the apex point were manufactured. The field emitters certified for ion implantation have an atomically smooth surface of the vertex prepared by field evaporating surface atoms in situ. Irradiation of the needle-like samples certified by FIM was performed by Ar⁺ beams with an energy of 30 keV, fluence $F = 10^{16}$ ion/cm², and ion density current $j = 150$ μA/cm² ($T = 70^\circ$) or $j = 200$ μA/cm² ($T = 200^\circ$C). The bombardment was carried out in the direction parallel to the axis of the emitter. Being certified in advance, the implanted samples were placed in FIM once again for studying the subsurface volume of the alloy.

In the study of fast neutron irradiated samples, the tip was made from irradiated billets. Billets of Pt consisted of wire segments with a diameter of 0.2 mm and a length of 20 mm. Billets were irradiated in the IBB-2 M reactor at $T = 310$ K for 1 h to fast neutron fluences (with $E > 0.1$ MeV) $F = 6.7 \times 10^{21}$ m⁻² and $F = 3.5 \times 10^{22}$ m⁻².

In the field ion microscope, we studied tip samples with a radius of curvature at the top of 10–30 nm. Ion images of the surface were recorded by a photo or video camera with controlled removal of atomic layers. Then the structural state of the alloy in the volume was analyzed.

A field ion microscope was equipped with a micro channel ion–electron converter enhancing the brightness of surface microimages by $10^4$ times. The refrigntent agent was generally liquid nitrogen ($T = 78$ K); the imaging gas was spectrally pure neon.

3. Results

3.1 Creation of an amorphized state on the surface of metal materials

The aim of this work is to determine the modes of radiation exposure of Ar⁺ beams accelerated to 30 keV for development of amorphized states in subsurface metal regions (Pt). Earlier, the FIM technique was used in [5] to establish the effect of partial amorphization in subsurface regions of the Cu₃Au alloy.

An atomically smooth surface of the emitter tip for the further irradiation was obtained in situ in the course of field evaporation of surface atoms. Ion images of evaluated field emitters registered a practically perfect ring pattern of the pure metal single crystals pointing to the virtual absence of structural defects (Figure 3a). Which was shown by analysis of the ion pattern of terns manifested irregularities in the ring patterns of the crystal face images. It is such irregularities in the ring ion pattern that allow registering defects in the perfect crystal structure and determining the patterns of any defects appearing in the material as a result of exposure. In this case, changes in the ion pattern of irradiated platinum observed in the layer at a depth of 1.5 nm from the irradiated surface as compared to the pattern of the initial evaluated Pt indicate the presence of a block nano-size structure in the subsurface regions of the material [9] (Figure 3b).

Analysis of the ion pattern of atom positions in nanoblocks (Figure 3b) clearly indicates that atoms actually occupy their sites in the crystal lattice of the material, although the blocks themselves are nonoriented.
The effect of the formation of a block nanocrystalline structure (with block size 1–5 nm) is observed in the near-surface volume with a depth of at least 20 nm from the irradiated surface as a result of irradiation to a higher fluence ($F = 10^{17}$ ions/cm$^2$, Figure 4).

Studies of the corresponding experimental data allowed determining the lateral and longitudinal dimensions of nanocrystalline blocks and the width of the boundary region between nanoblocks. The estimated width of the boundary region varied from 0.4 to 0.8 nm at different parts of the nanoblock boundaries in ion irradiated platinum [13].

The ion pattern of the irradiated platinum surface manifests an image typical for grain boundaries and packing defects [14] for practically all micropattern faces (Figure 4). This means that at $F = 10^{17}$ ions/cm$^2$, the mechanism of formation of the nanoblock structure in the body of the material changes.
The effect of the formation of a block nanocrystalline structure (with block size 1–5 nm) is observed in the near-surface volume with a depth of at least 20 nm from the irradiated surface as a result of irradiation to a higher fluence ($F = 10^{17}$ ions/cm$^2$, Figure 4).

Studies of the corresponding experimental data allowed determining the lateral and longitudinal dimensions of nanocrystalline blocks and the width of the boundary region between nanoblocks. The estimated width of the boundary region varied from 0.4 to 0.8 nm at different parts of the nanoblock boundaries in ion irradiated platinum [13].

The ion pattern of the irradiated platinum surface manifests an image typical for grain boundaries and packing defects [14] for practically all micropattern faces (Figure 4). This means that at $F = 10^{17}$ ions/cm$^2$, the mechanism of formation of the nanoblock structure in the body of the material changes.

Radiation exposure of pure metals with $E = 30$ keV under variation of the fluence of charged argon ion beams by two orders of magnitude ($10^{16}$–$10^{18}$ ions/cm$^2$) produces a significant effect on the kinetics of defect formation in the subsurface regions of irradiated materials. The ion image of the irradiated surface of platinum with a fluence of $10^{18}$ ion/cm$^2$ is given (Figure 5).

Based on the contrast of the micro images of the atomic-pure surface of platinum in the analysis of the near-surface volume of the material in the process of controlled removal of atomic layers, it is obvious that with an increase in the fluence to $10^{18}$ ion/cm$^2$, the phase state of the metal practically becomes amorphous. The proof is the structureless arrangement of atoms in the near-surface layers. The analog of the observed ionic contrast corresponds to the ionic contrast of amorphous materials obtained by ultrafast cooling. According to our estimates amorphization of pure metal (Pt) occurs in the subsurface volume with a depth of 12 nm from the irradiated surface.

Figure 4.
Neon image of Pt after irradiation by Ar$^+$ with $F = 10^7$ ions/cm$^2$ ($T = 200^\circ$C). Typical ion pattern of nanoblock boundaries and defects is shown by arrows.

Figure 5.
Ion pattern of Pt surface after irradiation by Ar$^+$ with $F = 10^8$ ions/cm$^2$ ($T = 300^\circ$C) (the arrow denotes the region of the crystalline state of the metal).
Thus, the modes of radiation exposure in the creation of amorphized states in the near-surface volume of platinum are determined. It is shown that the radiation effect on pure metals with $E = 30$ keV when the fluence of charged argon ion beams changes by two orders of magnitude (from $10^{16}$ to $10^{18}$ ion/cm$^2$) significantly affects the kinetics of defect formation in the near-surface volume of irradiated materials.

It is found that the phenomenon of metal amorphization in the subsurface regions of Pt occurs up to the sample depth of 12 nm under an increase in the fluence to $10^{18}$ ions/cm$^2$ and the above irradiation energies. The amorphized phase regions are retained in the metal at a depth of at least 60 nm.

### 3.2 The threshold of nanopore formation in ion-implanted platinum

The formation of nanopores in metals after their interaction with charged beams of Ar$^+$ ions was experimentally studied. The task was to analyze the distribution of nanopores in the near-surface volume by size depending on the distance from the irradiated surface and the irradiation fluence. Set the threshold for the formation of nanopores; determine the optimal modes of radiation exposure to obtain nanostructured near-surface volumes in irradiated metals and alloys.

Ionic images of evaluated field emitters registered a regular ring pattern of the pure metal single crystal surface pointing to the virtual absence of structural defects (Figure 6). In the microphotograph, faces {111}, {110}, and {113} are also registered, which are characteristic for crystals with an fcc lattice, in addition to the {001} face.

The ring contour lines in ionic images are edges of the corresponding families of crystallographic planes of certain directions. Neighboring rings (from any family of concentric rings) are images of parallel atomic layers. The rings themselves in an ionic microimage generally consist of separate bright points corresponding to images of surface atoms located at the sites of atoms in the step kinks.

During the study of the crystal structure of platinum irradiated to $F = 10^{16} - 10^{18}$ ion/cm$^2$ with an energy of 30 keV and $j = 200$ $\mu$A/cm$^2$, ion contrast of nanopores was found in the near-surface volume. Such contrast was registered at fluence $10^{17}$ ion/cm$^2$.

The contrast of nanopores in Pt was recorded after removal of several atomic layers from the surface of the irradiated metal (Figure 7a). This ionic contrast of nanopores was recorded as the contrast of “craters” at the time of removal of the last atomic layer before the appearance of nanopores. During the field evaporation...
of atomic layers, the cross section of the vacancy cluster was fixed. The “exit” of nanopores from a material at the removal of atomic layers, as a rule, came to an end with contrast of a dislocation loop (Figure 7b).

The sizes of nanopores were estimated from the ion contrast both using the cross-sectional area of the sample surface defect and the depth of its occurrence and by counting the evaporated atomic layers from the beginning of the nanopore contrast to the complete disappearance of such a contrast. The measurements showed that the nanopores had both spherical and cylindrical shape. According to the authors, the sizes of nanopores in diameter ranged from 1 to 5 nm, in depth—from 1 to 9 nm. Analysis of the structure in the volume up to a depth of 60 nm from the irradiated surface revealed the features of the formation of nanopores. The concentration of nanopores and their distribution in the near-surface volume of irradiated material were established. It was determined that up to 40% of the nanopores are in the near-surface layer with a thickness of 10 nm; in the future the volume fraction of micropores decreased by logarithmic dependence (Figure 8). It is known from [15] that argon ions at the used beam energies have a projective range in platinum of no more than 10 nm.

Since nanopores were observed in the metal to a depth of 60 nm, it is obvious that the pore swelling in the material was not due to the presence of implanted argon ions in the defects. Detailed analysis of experimental data allowed assuming that ion implantation resulted in continuous appearance and migration of implanted atoms and vacancies to drains and coalescence of individual vacancies into vacancy nanoclusters (nanopores).

As a result, the formation of nanopores both on the surface and in the near-surface volume of metals in the nanometer range from the irradiated surface was experimentally studied.

The conditions of the threshold exposure at which begins the formation of the nanopore for pure metals are the following: at fluences of $10^{17}$–$10^{18}$ ion/cm$^2$ in the energy range of 20–30 keV, starting from $j = 200 \mu$A/cm$^2$. The distribution and bulk fraction of nanopores in the subsurface material bulk were studied. As a result, it was found that up to 40% of the pores were concentrated in the subsurface layer with a thickness of 10 nm. Later, the bulk fraction of micropores decreased logarithmically. The obtained results can be used for prediction of radiation stability of materials based on fcc metals.
3.3 Experimental modeling of fast neutron beam impact on Pt using Ar\textsuperscript{+} beams

Objective: to establish the adequacy of the influence of different types of radiation on the same material (Pt). The comparison of the formed radiation damages of the same type is carried out. The structure of radiation defects on the atomic-pure platinum surface, initiated by neutron (E > 0.1 MeV) and ion interaction (E = 30 keV), was studied by field ion microscopy (FIM).

A large number of radiation defects of the crystal lattice [16] were found in irradiated to fluence $6.7 \times 10^{21} \text{m}^{-2}$ (E > 0.1 MeV) Pt. Among them are single point defects, individual vacancies, displaced interstitial atoms, and vacancy clusters.

Figure 9 shows the ionic contrast of the typical real spatial distribution of radiation damages of the crystal lattice Pt after interaction with neutron radiation in the process of controlled removal of surface atoms is given. Violations of the ring pattern of ion contrast were recorded on the surface of the irradiated platinum. It is for violations in an annular pattern of ionic contrast that is fixed by the defectiveness of the crystal structure. According to the known ion contrast of defects [14], one or another type of radiation defects arising in the material is identified. The change in the ion contrast of the irradiated platinum surface compared to the contrast of the non-irradiated Pt surface is due to radiation damage. This is the result of the interaction of neutrons with the atoms of the crystal lattice. In the process of controlled removal of platinum surface atoms, the structure of defects in the volume was analyzed. The radiation damages detected from the ion contrast were either single point defects (vacancies, interstitial atoms) or small vacancy complexes with dimensions commensurate with the interatomic distances.

Figure 9. Concentration of nanopores in platinum irradiated by Ar\textsuperscript{+} ions ($F = 10^{18}$ ion/cm\textsuperscript{2}).

Depleted zones (a region with a locally increased concentration of vacancies) with a belt of “interstitial atoms” were found at $F = 3.5 \times 10^{22} \text{m}^{-2}$ [16]. This result confirms the hypothesis [17]. According to this hypothesis, the cascade in the metal develops so that a large number of atoms are carried out from its central part (the most perturbed region) by means of chains of substitutions. According to the authors, the concentration of interstitial atoms was 1.5%, and the average concentration of vacancies in the depleted zones was 9%.

The spatial geometry of depleted zones in $F = 3.5 \times 10^{22} \text{m}^{-2}$ platinum irradiated to the fluence of intermediate and fast (E > 0.1 MeV) neutrons is analyzed.
3.3 Experimental modeling of fast neutron beam impact on Pt using Ar+ beams

Objective: to establish the adequacy of the influence of different types of radiation on the same material (Pt). The comparison of the formed radiation damages of the same type is carried out. The structure of radiation defects on the atomic-pure platinum surface, initiated by neutron (E > 0.1 MeV) and ion interaction (E = 30 keV), was studied by field ion microscopy (FIM).

A large number of radiation defects of the crystal lattice [16] were found in irradiated to fluence $6.7 \times 10^{21} \text{m}^{-2}$ (E > 0.1 MeV) Pt. Among them are single point defects, individual vacancies, displaced interstitial atoms, and vacancy clusters.

Figure 9 shows the ionic contrast of the typical real spatial distribution of radiation damages of the crystal lattice Pt after interaction with neutron radiation in the process of controlled removal of surface atoms is given. Violations of the ring pattern of ion contrast were recorded on the surface of the irradiated platinum. It is for violations in an annular pattern of ionic contrast that is fixed by the defectiveness of the crystal structure. According to the known ion contrast of defects [14], one or another type of radiation defects arising in the material is identified. The change in the ion contrast of the irradiated platinum surface compared to the contrast of the non-irradiated Pt surface is due to radiation damage. This is the result of the interaction of neutrons with the atoms of the crystal lattice. In the process of controlled removal of platinum surface atoms, the structure of defects in the volume was analyzed. The radiation damages detected from the ion contrast were either single point defects (vacancies, interstitial atoms) or small vacancy complexes with dimensions commensurate with the interatomic distances.

Depleted zones (a region with a locally increased concentration of vacancies) with a belt of “interstitial atoms” were found at $F = 3.5 \times 10^{22} \text{m}^{-2}$ [16]. This result confirms the hypothesis [17]. According to this hypothesis, the cascade in the metal develops so that a large number of atoms are carried out from its central part (the most perturbed region) by means of chains of substitutions. According to the authors, the concentration of interstitial atoms was 1.5%, and the average concentration of vacancies in the depleted zones was 9%.

The spatial geometry of depleted zones in $F = 3.5 \times 10^{22} \text{m}^{-2}$ platinum irradiated to the fluence of intermediate and fast (E > 0.1 MeV) neutrons is analyzed Figure 8. The shape of the depleted zones was determined in the regime of controlled removal of atomic layers to determine the characteristic anisotropy. As a result of the analysis of the ion contrast, no defects of the anisotropy of the depleted zone shape were found. The authors believe that the configuration of the zones does not correspond to any simple geometric figure.

Statistics of a large number of ion images of the surface of irradiated platinum allowed to determine the size of individual depletion zones. From these data, the average diameter of the radiation cluster is 3.2 nm.

As a result of neutron irradiation of Pt up to $6.7 \times 10^{21} \text{m}^{-2}$ (E > 0.1 MeV), the structural state of a pure metal somewhat changed. This is evidenced by the microimages corresponding to an atomically clean platinum surface after irradiation. Defective surface regions were observed on the micrographs where the interaction with neutrons led to the displacement of atoms from regular crystal lattice sites. As a rule, radiation damages represented individual vacancies, small vacancy clusters displaced from equilibrium positions (crystal lattice sites), and individual atoms and regions of displaced atoms. Therefore, we can conclude that the effect of the aforementioned neutron fluence in platinum creates separate, nonoverlapping atomic collision cascades.

The preliminary ion images of the field emitters obtained before the ion irradiation showed an almost perfect annular contrast for single crystals of pure metal, indicating the absence of structural defects [4].
The ion image of the surface of platinum irradiated with Ar$^+$ ions with $E = 30$ keV; $F = 10^{16}$ ions/cm$^2$ is shown in Figure 10. Ion contrast showed disturbances in the ring pattern of the crystal planes. Such disturbances in the ring pattern of ion contrast are defined as defects in the crystal structure occurring in the material after radiation exposure. Changes in the ion contrast of the irradiated platinum compared to the contrast of the certified Pt were recorded in a layer 1.5-nm thick from the irradiated surface. The ion contrast shows the appearance of a block nanoscale structure in the near-surface volume of the material [4].

Ion contrast of surface radiation damage after ion irradiation (Figure 10) differs from the contrast of radiation damage after the interaction of fast neutrons with the material (Figure 9). In the analysis of the structure of the near-surface volume Pt after ion irradiation by successive removal of atomic layers at a depth of 2 nm from the surface was identical to the radiation damage in Figure 9. Figure 11 shows the ion contrast of the detected radiation damage. Hence, irradiation by fast neutrons ($E > 0.1$ MeV, $F = 6.7 \times 10^{21}$ m$^{-2}$) leads to the formation of the same amount of radiation damages which is observed at a depth of 2 nm after the Ar$^+$ irradiation ($E = 30$ keV, $F = 10^{16}$ ions/cm$^2$).

It follows that all radiation damages in the volume of the material caused by neutron irradiation are lattice defects that are determined by the neutron fluence and energy. These defects do not depend on the depth of irradiation. The type of radiation damage caused by the interaction of charged ion beams with the substance is determined in addition to the irradiation parameters by the distance from the irradiated surface. It follows from the results that the process of transition of one type of radiation damage to another depends on the depth of irradiation of the material. To simulate the analog effects of fast neutrons with ion irradiation by comparing the number of defective structures is possible only at a certain depth which is irradiated with beams of charged particles of matter. Therefore, to achieve this task, it was necessary to detect the identity of the defective structure in different types of radiation as well as for ion irradiation at the appropriate depth of the near-surface volume of the material. Thus, we have established that the impact of fast neutrons interacting with matter corresponds to the interaction of positively charged Ar$^+$ ions at a certain depth from the irradiated surface. Therefore we can simulate the effect of neutron irradiation by using ion beams based on the arising particular radiation damage structure in the material.

Figure 10.
Micrographs of the Pt surface region after irradiation by Ar$^+$ ions with $F = 10^{16}$ ions/cm$^2$ ($T = 70^\circ$C) obtained using neon as the imaging gas. Nanoblocks are indicated.
3.4 Cascades of atomic displacements in metals and alloys after various types of irradiation

The atomic structure of defects in an atomically ordered Cu$_3$Au alloy was studied after irradiation with beams of charged particles. The tip samples were irradiated perpendicular to the needle axis with $E = 40$ keV; at ion current density $j = 10^{-3}$ $\text{A/cm}^2$ and pulse duration $\tau = 10^{-3}$ s. The radiation dose was taken $D \sim 6 \times 10^{16}$ ion/m$^2$ to provide (on average) one ion per element with an area of $4 \times 4$ nm. Thus, the formation of separate single stages of displacement in the volume of the material was achieved. The analysis of ion micrographs of the surface showed the formation of such radiation defects as disordered zones and segregation of copper atoms [18]. The average size of the disordered zones was estimated from the analysis of the structure in the amount of between four samples which is $4 \times 4 \times 1.5$ nm. Disordered zones were found in the form of a violation of the ion contrast of the ring pattern of the image of the surface of an atomically ordered alloy. The ionic contrast of Cu$_3$Au alloy in the ordered state is similar to the ionic contrast of the pure metal surface, because this contrast is formed only by gold atoms. The contrast of radiation defects was observed in the process of controlled removal of surface atoms to the depth of disordered zones. The experimentally measured average size of the zones coincided with the calculated one in order of magnitude. The calculated diameter of the displacement cascade was 5–11 nm. The latter was calculated as the mean free run of PVA in the approximation of the spherical shape of the cascade region. It can be assumed that the real size of the cascade regions (taking into account the mean free path of atoms knocked out of the cascade nucleus and occupying intervals that cannot always be reliably identified by FIM), apparently, is slightly larger than the experimentally measured size.

During the analysis of the ion contrast of the defective regions, only segregation of copper atoms was found. The contrast from the segregation of copper atoms is observed as a dark region due to the absence of images from copper atoms in the ionic images of ordered Cu$_3$Au. It was found that the segregation of copper atoms is three-dimensional and usually contains 200–500 atoms. The analysis of the ionic contrast of the dark area boundaries shows that the possible number of vacancies in the segregation is insignificant. As a result of neutron bombardment of platinum to a fluence of $6.7 \times 10^{21}$ m$^{-2}$ ($E > 0.1$ MeV), the structural state of pure metal has changed; this follows from Figure 12, where the atomically pure surface of irradiated platinum is recorded. Defective regions of the surface marked by ovals on
Figure 12.
Regions of sequential field ion images of the platinum surface bombarded by neutrons (1) and corresponding scheme of spatial distribution of defects (II). The depleted zone formed as a result of sequential controllable removal of atomic layers (a–c): (a) initial distribution; (b) differs from (a) by 1 ac; (c) differs from (b) by 2 ac; (d) differs from (c) by 2 ac: ●, vacancy; ○, interstitial atom.

Microphotographs are the result of the interaction of neutrons with atoms in the crystal lattice. As a rule, the defects detected in the course of piecewise removal of surface platinum atoms by an electric field have the form of individual vacancies, small vacancies complexes, and individual atoms displaced from equilibrium positions (crystal lattice sites) [16].

Analysis of the structural state of pure Pt after neutron bombardment with a fluence increasing to $6.7 \times 10^{22} \text{ m}^{-2}$ ($E > 0.1 \text{ MeV}$) revealed the presence of a large number of crystal lattice defects, which is visually demonstrated in Figure 12. As a result of controllable removal of surface atoms of platinum by an electric field, radiative clusters in the form of 3D “loose” regions containing a large number of point defects (individual vacancies, interstitial atoms, and small vacancies complexes) were detected apart from single point defects and their aggregates. Figure 12-I shows the ion contrast of a typical actual spatial distribution of distortions in the Pt crystal lattice after the interaction with fast neutron beams in the course of controllable removal of surface atoms. The corresponding schematic chart is shown in Figure 12-II. Analysis of the ion contrast of the defective region under investigation showed that the latter is a depleted zone (region with a locally elevated concentration of vacancies) with the “belt” of interstitial atoms. This observation confirms the hypothesis [17] according to which a cascade in the metal evolves so that a large number of atoms are carried away from its central part (the most perturbed region) by chains of substitutions. According to our estimates, the average concentration of vacancies in depleted zones amounts to 9%, while the concentration of interstitial atoms is 1.5%.

We have made an attempt at clarifying the spatial geometry of depleted zones in platinum bombarded by fast neutrons to a fluence of $6.7 \times 10^{22} \text{ m}^{-2}$ ($E > 0.1 \text{ MeV}$). The shape of depleted zones was analyzed in the standard regime by controllable evaporation of atomic layers by an electric field for determining the characteristic anisotropy. As a result of quantitative analysis of the geometry of defective regions, no anisotropy in the shape of depleted zones has been revealed. Experimental data show that the configuration of these zones does not correspond to any simple geometrical figure because vacancies constituting these zones are arranged extremely irregularly.
Analysis of a large number of microphotographs of the irradiated platinum surface has made it possible to measure the sizes of distorted regions (determined either by calculating the radii of curvature or the tip of the emitter and corresponding linear distances or by calculating the number of atomic layers evaporated by the field), to construct the histogram of their size distribution (Figure 13), and to determine the average diameter of a radiation cluster, which amounted to 3.8 nm.

Apart from dimensional characteristics of clusters, we estimated their concentration. The experimentally determined number density of such radiation-induced distortions in the bulk was $4 \times 10^{24}$ m$^{-3}$.

After the bombardment of platinum to a fast neutron fluence of $6.7 \times 10^{21}$ m$^{-2}$ ($E > 0.1$ MeV), a defective structure formed, which was characterized by an elevated concentration of single point defects and their complexes with sizes comparable to the atomic spacing. As the fluence increased to $6.7 \times 10^{22}$ m$^{-2}$, radiation clusters (depleted zones with a belt of interstitial atoms) appeared in the irradiated platinum; the average size of these clusters was 3.8 nm.

As a result of a direct study of the atomic structure of radiation defects in the near-surface volumes of metal materials, quantitative estimates of the size, shape and volume fraction of individual cascades of atomic displacements are obtained. At the atomic-spatial level, the analysis of radiation defects of various types after neutron and ion irradiation was carried out. The formation of such defects is due to the development of single cascades of atomic displacements and the ongoing relaxation processes of radiation-stimulated diffusion and segregation.

### 3.5 Analysis of the mechanisms of radiation-induced effect of nanostructuring

Prior to irradiation of pure platinum with beams of charged Ar$^+$ particles, the tip samples were certified in FIM, that is, they had an atomically smooth surface. Ionic contrast from these samples had virtually no violations of ring patterns (Figure 14a).
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*Figure 13.* Size distribution of radiation clusters in platinum bombarded by neutrons ($6.7 \times 10^{22}$ m$^{-2}$).
After Pt irradiation with $E = 30$ keV, $F = 10^{16}$ ion/cm$^2$, the ring contrast pattern changed significantly (Figure 14b). On the image of the surface, there were violations of the ring pattern of ion contrast, which are proof of defects in the volume of the material. Changes in ionic contrast (Figure 14a and b) metal in the initial (certified) and irradiated state register a block nanoscale structure in the near-surface volume of the material. This block structure was observed in a layer 1.5 nm thick from the irradiated surface.

In [4], a quantitative analysis of the nanoblock size distribution in the irradiated to fluence $F = 10^{16}$ ion/cm$^2$ near-surface volume ($V \approx 250$ nm$^3$) of platinum was performed. The linear method of Rosival, based on the Cavalier-Acker principle, was chosen for the determination of nanoblock volume fractions of different sizes.

Figure 14.
Neon FIM images of Pt points (a) in the initial (attested) state, (b) upon irradiation with 30 keV Ar$^+$ ions to $F = 10^{16}$ ion/cm$^2$ ($T = 70^\circ$C), and (c) upon irradiation with 30 keV Ar$^+$ ions to $F = 10^{17}$ ion/cm$^2$ ($T = 200^\circ$C). Arrows indicate the typical ion contrast of nanoparticle boundaries and stacking faults.
Figure 14. Neon FIM images of Pt points (a) in the initial (certified) state, (b) upon irradiation with 30 keV Ar+ ions to F = 10^{16} ions/cm^2 (T = 70°C), and (c) upon irradiation with 30 keV Ar+ ions to F = 10^{17} ions/cm^2 (T = 200°C). Arrows indicate the typical ion contrast of nanoparticle boundaries and stacking faults.

After Pt irradiation with E = 30 keV, F = 10^{16} ion/cm^2, the ring contrast pattern changed significantly (Figure 14b). On the image of the surface, there were violations of the ring pattern of ion contrast, which are proof of defects in the volume of the material. Changes in ionic contrast (Figure 14a and b) metal in the initial (certified) and irradiated state register a block nanoscale structure in the near-surface volume of the material. This block structure was observed in a layer 1.5 nm thick from the irradiated surface.

In [4], a quantitative analysis of the nanoblock size distribution in the irradiated to fluence F = 10^{16} ion/cm^2 near-surface volume (V ≈ 250 nm^3) of platinum was performed. The linear method of Rosival, based on the Cavalier-Acker principle, was chosen for the determination of nanoblock volume fractions of different sizes.

Analysis of ionic contrast image of atoms in nanobiotech (Figure 14b) showed that atoms are located almost at the nodes of the crystal lattice. The blocks themselves were disoriented relative to each other. It is obvious that the target is a single crystal of platinum (the object of study in the microscope, having a radius of curvature of 30–50 nm, is almost always a single crystal). Therefore, the authors suggest that the main mechanism of formation of the nanostructured state at 10^{16} ion/cm^2 fluence is associated with the phenomenon of channeling [19].

The effect of the formation of a block nanocrystalline structure varies in the size range with increasing fluence to F = 10^{17} ions/cm^2 (Figure 14c). The size of the blocks increases to 1–5 nm and is observed in the near-surface layer with a thickness of at least 20 nm from the irradiated surface.

From the experimental data obtained, the transverse and longitudinal dimensions of nanocrystalline blocks (Figure 15) and the width of the boundary area between the nanoblocks were determined. The width of the boundary region, according to our estimates, varied from 0.4 to 0.8 nm at various sites of nanoblock boundaries in irradiated platinum.

Ionic contrast observed on the irradiated platinum surface shows typical contrast for grain boundaries and stacking faults [14]. This contrast is characteristic and is observed in the images of almost all faces of nanocrystals (Figure 15).

Based on this, it follows that at F = 10^{17} ions/cm^2, the mechanism of formation of the nanoblock structure in the body of the material changes.

It was previously shown [20, 21] that similar nanocrystalline block structures can also be formed as a result of intense plastic deformation. Based on these data, it can be assumed that the nanoblock structure found in this work is (with an increase in the fluence to F = 10^{17} ion/cm^2) the result of deformation processes occurring in the material during ion irradiation and in the subsequent period of time after irradiation.

Experimental results obtained in [22] can serve as confirmation of such interpretation of the phenomenon of formation of the nanostructured near-surface layer. The authors [22] claim that point defects, dislocation loops, and dislocations

Figure 15. Variation of the average block size in depth of the transverse cross section of a sample irradiation with 30 keV Ar+ ions to F = 10^{17} ion/cm^2.
are generated in the surface layer doped during ion implantation. Dislocation substructures (DSS) can also be formed in the near-surface zone. According to the classification of DSS [23], nanostructural states may also occur as a result of irradiation during complex dislocation evolutions.

Therefore, one of the proposed mechanisms of the nanostructural states in the near-surface volume of pure metals irradiated to \( F = 10^{17} \text{ ion/cm}^2 \) can be the deformation model. As a result, the effect of ion implantation on the crystal structure of platinum was studied experimentally, on the atomic-spatial scale, when the irradiation parameters (energy, ion current density, and radiation dose) were changed by accelerated beams of charged argon ions. The mechanism of occurrence of nanostructured states in the near-surface volume of metals in the nanometer range from the irradiated surface is analyzed from the data obtained in FIM.

It is shown that the modification of the crystal lattice in the near-surface volume of irradiated platinum depends on the modes of irradiation by charged, accelerated to 30 keV, \( \text{Ar}^+ \) ions. At fluence \( F = 10^{16} \text{ ion/cm}^2 \), the phenomenon of nanostructurization of the near-surface volume can most likely be explained by the channeling effect.

Thus, modification in the nanometer range of the near-surface volume of irradiated metals occurs due to several mechanisms. In particular, for fluence \( F = 10^{16} \text{ ion/cm}^2 \) (\( E = 30 \text{ keV} \)), the main contribution is made by the channeling effect. Increasing the fluence by an order of magnitude leads to the predominance of the deformation mechanism in the formation of nanostructured States in the near-surface volume of the metal.

It can be assumed that the formation of nanostructured states in the near-surface volume of the material as a result of implantation will lead to a significant increase in the physical and mechanical properties of the irradiated substances.

4. Summary

Diagnostics of the irradiated crystal structure of metal materials was carried out by field ion microscopy.

Determine the modes of radiation exposure for creating amorphized states in subsurface volume of platinum. It is shown that the radiation effect on pure metals with \( E = 30 \text{ keV} \) when the fluence of charged argon ion beams changes by two orders of magnitude (from \( 10^{16} \) to \( 10^{18} \text{ ion/cm}^2 \)) significantly affects the kinetics of defect formation in the near-surface volume of irradiated materials. It was found that the phenomenon of metal amorphization in the near-surface volume occurs up to 12 nm in the depth of the sample with an increase in the fluence to \( 10^{18} \text{ ion/cm}^2 \), at the above irradiation energies.

The threshold of formation of nanopores in the irradiated platinum was established. The threshold in the irradiated platinum corresponds to the fluence \( F = 10^{17} \text{ ion/cm}^2 \). The size of the nanopores was determined: in the transverse, from 1 to 5 nm, and longitudinal (in the depth of the target), from 1 to 9 nm. It was found that up to 40% of the nanopores are concentrated in the near-surface layer with a thickness of 10 nm.
It is shown that the interaction of fast neutrons (E > 0.1 MeV) F = 6.7 × 10^{21} m^{-2}, F = 3.5 × 10^{22} m^{-2} with the substance leads to the formation in the platinum volume of the same radiation damage that occurs after ion irradiation with charged ion beams Ar+ C E = 30 keV, F = 10^{16} ion/cm², and is observed in Pt at a depth of about 1.5–2 nm (respectively, F = 6.7 × 10^{21} m^{-2} and F = 3.5 × 10^{22} m^{-2}) from the irradiated surface. As a result, the effect of neutron irradiation by charged ion beams on the basis of the appearance of a certain structure of radiation damage in the material is experimentally simulated.

The results of atomic-spatial study of radiation defect formation in near-surface volumes of materials initiated by neutron irradiation, Pt: E > 0.1 MeV, and ion implantation, Cu3Au: E = 40 keV, F = 10^{16} ion/m², j = 10^{-3} A/cm², are presented. Quantitative estimates of the size, shape, and volume fraction of atomic displacement cascades formed under different types of irradiation in the near-surface layers of materials are presented. It is shown that the average size of radiation clusters after irradiation of platinum to the fast neutron fluence of 6.7 × 10^{22} m^{-2} (E > 0.1 MeV) was about 3.8 nm. Experimentally established average size of radiation clusters (disordered zones) of the alloy after ion irradiation amounted to the value of 4 × 4 × 1.5 nm³.

The mechanisms of radiation-induced effect of nanostructurization of near-surface volumes of metals are analyzed. It is assumed that the modification of the surface volume of metals in the nanometer range when interacting with charged particle beams Ar+ occurs due to several mechanisms. In particular, for fluence F = 10^{16} ion/cm² (E = 30 keV), the main contribution is made by the channeling effect. Increasing the fluence by an order of magnitude leads to the predominance of the deformation mechanism in the formation of nanostructured states in the near-surface volume of the metal.
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Chapter 8
Chitosan Formulations: Chemistry, Characteristics and Contextual Adsorption in Unambiguous Modernization of S&T
Rajendra Sukhadeorao Dongre

Abstract
Since long scientists explored natural/bio-polymers to explicit their innate features to develop certain novel utilities in modernization of prevalent Science & Technology. Consequently biotope derived polysaccharide embrace huge prospective desired functions. Amid, chitosan, the second most ubiquitous polymer after cellulose exists as a $\beta-(1\rightarrow4)$-linked d-glucosamine/N-acetyl-d-glucosamine randomly distributed linear polycationic yield from partial deacetylation of chitin polysaccharide. Chitin’s complexity limits its extraction/insolubility in aqueous solution, thus less studied/research until 1980s. As major polysaccharides are either neutral/negatively charged in an acidic environment, instead chitosan is cationic, eventually forms electrostatic complexes/multilayer structures/composites with anionic synthetic dopants/natural polymers. Chitosan own biocompatibility, non-toxicity, low allergy and biodegradability allow utility as in water treatment, wound-healing, pharmaceutical excipient/drug carrier, obesity treatment and scaffold for tissue engineering. It is reflected in the increasing number of related publications throughout in biomedical, environmental and industrials applications.

Feeble chitosan solubility limits their applications, yet benign synthetic techniques viz.; sol-gel, encapsulation, chemical grafting are employed to yield composites/hydrogels/films/granules which generates new functionality, besides enhanced bio-compatibility and biodegradability. This chapter presents the R&D, trends and the latest prospects involved in advance synthesis of chitosan supported composites/hydrogels/films/granules/sheets with special highlighted pharmaceutical/biomedical and environmental applications.

Keywords: chitin, chitosan, pharmaceutics, biomedical, environment, sol-gel, composite, hydrogel, formulations

1. Introduction
Bio-polymers yield via flora and fauna; plants, fungi and many other natural origins constantly attentive the worldwide researchers by virtue of endurance for atmosphere and our life [1]. Among bio-molecules polysaccharide like chitin/
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1. Introduction

Bio-polymers yield via flora and fauna; plants, fungi and many other natural origins constantly attentive the worldwide researchers by virtue of endurance for atmosphere and our life [1]. Among bio-molecules polysaccharide like chitin/
chitosan which carried skeletal architecture in many animals besides feedstock used in rational designing of smart materials consequently [1, 2]. S&T vitally explored chitin/chitosan for comprehensive growth and economic progression in assorted fields including clinical, medical, pharmaceutics and environment along with fulfilling sophisticated nanotechnology requirements [3]. Today scientific modernism and industry inventively carry out R&D in pharmaceutics, environment, and bio-technology which fortify livelihood and offers accessible facilities via copious trustworthy merchandise [1–4]. For this purpose, chitin/chitosan matrix is fore-mostly investigated to derive innovative formulations owing innate exclusive, multi-functional and particular variable characteristics devoid in customary stuff and counter parts [1–6].

Chitin own β-[1,4]-2-acetamido-2-deoxy-D-glucose/N-acetylglucosamine monomeric unit as linked via glycosidic bonds which occurs as the second copious natural polymers after cellulose to cater numerous remarkable prospective needs in prevalent modernization [1]. Chitin is regularly produced all over the world with capacity of 1500 tons/annum. Chitin/chitosan is frequently utilized in biochemistry, microbiology, chemistry, polymer engineering, pharmacy, medicines and material sciences [4]. Flexible raw chitin undergoes alkaline deacetylation to derive chitosan matrix own further facile molding via assorted biological/physicochemical amendments to yield better capable composites, hybrids and blends exceeded over counterpart cellulose. Chitin/chitosan owe elite characters viz.; highly flexible, bio-compatible, bio-degradable and non-toxic. Nano-technology signified chitin chemistry in S&T via preparation of various innovative, creative and widely usable matrix formulations from lithe chitosan [7, 8]. Model chitin/chitosan matrix can be improved which offers requisite beneficial applications in recent modernization [1–9]. Thus, chitosan is extraordinarily impressive to derive easy formulations accredited to innate proactive —NH2/—OH functionalities as executed via varied physic-chemical chemical alterations viz.; —NH2/—OH acylation or alkylation and primary amine N-quaternization besides C-6 carboxylation [1]. Extensive adaptations in chitosan imparts inclusive cationic characters due to protonation of primary —NH2 to ammonium ion —NH3+ which resulted acid to alkaline pH dependency and extra solubility [2–9]. Liberal breakthrough are offered in many fields including nanoscience, biotechnology, pharmaceuticals and tissue engineering scaffolds procured via chitin/chitosan outstanding character viz.; biodegradable, biocompatible, non-toxic and antifungal/microbial immunogenic profiles [9]. Some chitosan derived superior formulated materials in nanoscience/biotechnology along with case study of fluoride mitigation from water are summarized in this chapter.

2. Chitin-chitosan chemistry

2.1 Mucoadhesiveness

Chitosan is mucoadhesive due to inherent cationic nature and hydrophobic interactions that found weaker than anionic polymeric carbomer. Sustainable mucoadhesive character offers high cohesive/adhesive bonds within polymeric matrix as comparatively weak mucus gel layers. The rational chemical, biological or physical treatments on raw chitosan framework gets improved via complexation with multivalent anionic excipients like inorganic/organic ionic drug components. Some strategic alterations in its skeletal are partial due to cationic substructures imparting ionic interactive mucoadhesion. Oral bioavailability involving with such mucoadhesive chitosan particularly not gets achieved if mixed with polyanionic carbomer. However cationic character and ultimately mucoadhesive properties can
be enhanced up to 3/4-fold by trimethylation at NH₂ functionality via PEGylated derivatization or immobilization of thiol groups. Chitosan forms disulfide bonding with mucus gel layer glycoproteins yields most mucoadhesiveness [10]. Gelling material: Macromolecular polymer gel called hydrogel can be constructed through the cross-linked polymeric network using hydrophilic monomers by chain/step growth, besides a purposeful cross-linker employed to endorse net-like structure owing void imperfections. Such hydrogel absorbs water via hydrogen bonding, resulted self-healing alike to expand typical firmness hitherto mechanical elasticity. Self-healing spontaneously forms new bonds within a hydrogel matrix during reconstructive covalent dangling surface chaining or via non-covalent hydrogen bonding. Inherently flexible chitosan skeleton have motivated the R&D of self-healing hydrogels are invoked as reconstructive tissue engineering scaffolds besides in passive and preventive utility.

Chitosan hydrogels are resulted for in-situ gelling which is properly altered via pH-dependent hydrostability [1–4]. In-situ gelling delivery system derived from chitosan and polyacrylic acid blend yields liquid state formulation at moderate acidic pH which gets transformed into viscous gel at pH 7.5. Chitosan’s NH₂/OH functionality undergoes cross-linking via disulfide treatment/thiolation found to impart additional in situ gelling due to significant viscosity use to access oxygen on nasal/ocular mucus surfaces. Chitosan-thioglycolic acid conjugate cross-linked hydrogels are rationally designed owing 16,500-fold instant viscosity to be utilized for advanced clinical uses [11]. Gene expression material: Chitosan skeleton gets modified to impart gene expression characteristics. Strategic self-branching of chitosans improved its basic gene transfer properties without conciliation its innate safety domain [12]. Trisaccharide moiety with molecular mass of 11–71 kDa are facile to get self-branched onto chitosan framework showed elevated transfection efficiency for gene expression two to five times than that of own linear counterparts. Chitosan/plasmid NP matrix have shown enhanced gene expression levels due to strategic self-branching which found to result in higher stability properties toward nucleases [13]. Reducing conditions of cytoplasm, plasmid gets released in target cells due to framed disulfide bondings which are cleaved in-situ and release at the target site. Transfection rate of thiolated chitosan-plasmid NP matrix is fivefold superior to unmodified chitosan/pDNA-NP complex [14]. Advanced gene expression materials owing enhanced cationic characteristics to work as tools for DNA-based drug delivery are developed through assorted physicochemical treatments onto raw chitosan skeleton viz.: trimethylation at primary amino function, cyclodextrin derivatization, and PEG-alkylation [15]. Chitosan based stable complexes of poly-anionic drugs own interfering RNAs/DNAs can perform its controlled/sustainable release. Chitosan being less toxic its higher ratio gets utilized than other cationic counterpart like poly-arginine and poly-lysine, to yield stable complexes with anionic drug moiety. These chitosan complexes protects degradation by DNAses and ultimately imparts high stability and resultant NPs smaller than 100 nm have shown effective positive zeta potential as vital for endocytosis and best for non-viral gene carrier [16].

2.2 Permeation characters

Chitosan own NH₂/OH functionality which own pronounced cationic characters and makes it facile for the permeation enhancement due to interactive structural reformation of tight junction-associated proteins [1]. Rationally designed degree of deacetylation and molecular mass of raw chitosan found to control permeation enhancement and toxicity besides fairly more epithelial permeability to the greater extent [1–5]. Chitosan is facile to blend with assorted permeation enhancer doping agents can lead synergistic effective phenomenon resulted 4-fold improved
activity. Chitosan-cyclodextrin derived nanoparticles exhibit more permeation enhancement for small peptides as a carrier, nevertheless 30-fold additional permeation enhancement is achieved on certain mucosal membranes via thiol formation/derivationization of chitosan [6]. Many chitosan blends/composites are employed for effective drug delivery of assorted biomaterial/drugs in the treatment of cancer [1], optical [2], and colon diseases [4] as shown in Table 1. Based on inherent chitosan’s molecular weight of low, medium and higher the N-trimethylated with polyethylene glycol (PEG) derivatives are formulated as hydrogel and used in nasal drug delivery [1]. The high/moderate molecular weight chitosan with N-trimethylation after blending PEG found to have shorter sol-gel transition span at physiological temperatures and good hydrophilic property besides strong mucoadhesiveness. Such hydrogel formulations of chitosan showed advantageous features like good pharmacokinetic, rheological and mucoadhesiveness, slow/control/sustainable improved drug delivery, fair compatibility encourage stability, more efficacies and low toxicity along with fast sol-gel transition at ambient temperatures [1].

Chitosan-nanostructured frameworks involved rationally designed biological/physicochemical cross-linking within its matrix via alteration at hydroxyl/primary amino functionalities. Cross-link skeleton are reframed as stable droplets via emulsion followed by high-speed stirring random collisions, while precipitation is elicited by coalescence of chitosan droplets with alkali solutions. Ultrasfine chitosan NPs

<table>
<thead>
<tr>
<th>Chitosan formulations</th>
<th>Utility</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chitosan derived nanogels</td>
<td>For optical pH-sensing analysis</td>
<td>Responsive hybrid nanogels derived from chitosan shown nonreversible pH-sensitivity. Highly stable chitosan-nanogel quantum dots are also used.</td>
</tr>
<tr>
<td>Zinc-pectin-chitosan hybrid</td>
<td>Resveratrol drug delivery in colon</td>
<td>1% chitosan formulation with pectin/drug 3:1 ratio at pH 1.5 exhibited best performance of drug release at colon.</td>
</tr>
<tr>
<td>Chitosan-zidovudine composite</td>
<td>Stops Zidovudine loss in human plasma, with long life</td>
<td>Extended retention time (shelf life) for composite that gathers in kidney than heart, liver, spleen, lung and brain.</td>
</tr>
<tr>
<td>Sodium alginate-chitosan composite</td>
<td>For vaginal delivery of drug</td>
<td>Chitosan-sodium (ratio 1:4, w/w) alginate composite shown controlled release of chlorhexidine digluconate drug.</td>
</tr>
<tr>
<td>Cyclosporin A-chitosan hybrid</td>
<td>Extraocular administration</td>
<td>Enhanced therapeutic index of challenge drugs used in extraocular diseases.</td>
</tr>
<tr>
<td>Chitosan-based polyelectrolyte coats</td>
<td>Drug delivery on skin</td>
<td>Films/coats viable for notable drug release/permeation through skin.</td>
</tr>
<tr>
<td>Chitosan nanospheres loaded by 5-fluorouracil</td>
<td>Delivery of 5-fluorouracil for cancer treatment</td>
<td>These stable nanosized chitosan particles can entrap and deliver drugs in tumor cells.</td>
</tr>
<tr>
<td>Chitosan-tripolyphosphate composite own drug</td>
<td>Insulin delivery for diabetic disease</td>
<td>Chitosan improve bio-availability besides intestinal sorption resulted low blood glucose.</td>
</tr>
<tr>
<td>Chitosan-DNA nanostructures</td>
<td>Entrapped plasma DNA carrier</td>
<td>Chitosan-nanostructures guard entrapped plasma DNA from nuclease filth.</td>
</tr>
<tr>
<td>Chitosan conjugated complex</td>
<td>Encapsulated conjugate delivery</td>
<td>Highly targets tumor cells.</td>
</tr>
<tr>
<td>Chitosan doped drugs</td>
<td>Fluorescein drug gets effectively delivery</td>
<td>Potent drug delivery on epithelial cells of ocular mucosa.</td>
</tr>
</tbody>
</table>

Table 1.
Certain chitosan formulations/composites used for controlled drug delivery [1].
owing narrow particle size 1 and 10 nm also achieved by means of reverse micellar medium to be used for effective drug delivery. Methodical encapsulation of other conjugates in chitosan matrix is viable to get prominent NPs using surfactant dissolved in an organic medium to yield reverse micelles with advanced R&D view to be utilized in macromolecule delivery. Fractional conjugation of PEG at alkaline conditions resulted self-aggregated amide linked soluble composites which ensnare insulin drug via electrostatic interactions with residual cell proteins. Table 1 shows a selection of studies on the utilization of chitosan NP composites for drug delivery systems.

2.3 Safe chitosan composites

Advanced alterations in chitosan frameworks to yield assorted nanostructured matrix can proffer myriad biomedical/pharmaceutical applications. Chitosan is comparatively safe due to abundance in nature from renewable sources, biodegradable and biocompatible nature; yet unmodified chitosan usage is limited by virtue of huge hydrophobicity and high viscosity which tends facile coagulation with proteins at high pH. Despite many limitations still chitosan is vulnerably amazing matrix for drug delivery purpose. These nanocomposites derived from chitosan are prestigiously advantageous over conventional counterparts due to enormous surface area and supplementary features procured through blending/grafting/impregnation particularly for clinical utility. Chitosan matrix plays vital role in tissue engineering and fabricated composite of this bio-polymer acts as good bone implant materials. Research efficacy of chitosan derived hybrid/composite materials cater many challenges and own myriad functionality in S&T [17].

2.4 Sculptured formulations

Biological polysaccharides like chitin/chitosan proved the most excellent model toward the formulation with hydroxyapatites via tempted apatite nucleation which resulted HA crystal growth by virtue of super-active –C = O, –OH and –NH₂ functionalities. Quality and quantitative share of staples chitosan besides other vital factors like presence of inorganic ions, pH and temperature governs effective mineralization of hydroxyapatites. α,β-Chitosan staple-HA crystals of chondroitin sulfate scaffolds are obtained as major bio-matrix hosting embed guests practicable for native physico-chemical and hierarchical controls anticipated in bio-mineralized tissue replacement materials. Chitosan has elevated empathy for charged octacalcium phosphate/OCP acting as a herald to enamel, dentine and bones compartmentally formulated crystals own orientated/alternated hydrated-apatite coating akin hydroxyapatite/HA. Nano-hydroxyapatite yields via chitosan-gelatin networking surface are facile to modulate under amicable conditions of adjustable charges, templates density; temperature [1, 17]. Chitosan is facile for intervening poly-anionic linear 1-4-R-D-galacturonosyl/methyl esters/1-2-R-L-rhamnopyranosyls impart apatite-formation due to innate carboxyl functionality which undergoes mineralization along with catalytic heterogeneous apatite nucleation. Skilled chitosan-apatite hydrogels with increased strength obtained via rationally designed egg-box skeleton with Ca²⁺ cations [18].

2.5 Step up chitosan matrix: to get rid native limiting traits for myriad utility

Ever growing scientific decisive exigent it needs stepping-up adoptable chitosan matrix to overcome native restraining traits and to avail its innumerably challenging applications. Prime barriers in chitosan utility imparted due to certain restrictive characters viz.; reduced mechanical stability/strength, weak crystallinity and low solubility in water as well as in organic solvents ultimately constrained practical
utility. Hence, raw chitosan seek vital formulations/modifications performed under doping, blending, grafting and impregnation methodologies which enhance limiting features establishing enough shelf-life for its advanced applications. Mechanical stability gets achieved by manipulating environmental factors and processing conditions viz., temperature, chemical/ionic stabilizing agents in fabrication of chitosan based matrixes [19].

Multifunctional composites/hybrids/matrixes fabrication put global R&D inputs in modern S&T developments. Chitosan-based materials due to inherent biocompatibility, biodegradability and mucoadhesiveness are used in numerous biomedical applications, including prolong/control release of drugs/cell/gene, cartilage/bone-tissue scaffolds, wound dressings, blood anticoagulants, and space filling implants [20]. Crude chitosan as diverse semi-solid structure undergoes facile and assorted alterations/modifications in mild conditions like at lower pH (than pKₐ, 6.3), yields non-Newtonian, shear-thinning fluid. Such formulations own good mucoadhesiveness due to cationic nature as imparted by free –OH/―NH₂ interaction with mucin by hydrogen/electrostatic forces, thus acts as suitable excipient for buccal, nasal, ocular and vaginal dosage [1]. Chitosan formulations have shown penetrative enhanced and active transport via epithelium layer encloses tight junctions [1]. Chitosan show high susceptibility to environmental factors and processing conditions like heating and freezing thus impose stressful degradation of its skeleton.

Rather, variable molecular weight, polydispersity, controlled deacetylation degree, purity and % moisture determines degradation/splitting of β-1,4-glycosidic/depolymerization and N-acetyl/deacetylation link cleavages resulted decrease molecular weight and raised deacetylation degree. Strong intermolecular interactions of chitosan interchain crosslinking modify its skeleton, leads irreversible loss in physicochemical properties [20].

2.6 Factors affecting chitosans stability

2.6.1 Purity

Chitosan is available in many grades of purity depending on molecular weight, and deacetylation degree. Chitosan manufacturing methods greatly responsible for different qualities and properties with resulted corresponding deviations. Further specifications are frequently curtailed and mislead its utility features. While chitosan recoveries from sources engross demineralization, deproteinization and decoloration which imparts certain impurities, like ashes, heavy metals, and protein causing complex dissolution and impede preparations. Chitosans purity affects biological immunogenicity/biodegradability also alters solvent solubility and mechanical strength/stability while, microbiological contamination enhances its enzymatic hydrolysis/degradations. So chitosan based material formulations seeks contaminants free and high quality extra [21].

2.6.2 Polydispersity

Assorted molecular weight distributions in preparation of chitosan matrix is viable for significant physicochemical and biological features like hydrophilicity, viscosity, water-uptake ability, biodegradability, and mucoadhesion. Based on original resources and corresponding preparation methodologies the commercial grade chitosan own average molecular weight of 10–100,000 kDa and estimated via, osmometry, light scattering, NMR, viscometer and chromatographic techniques. These measurements needs properly validation, since molecular weight of chitosan differs based on the applied technique. Degree of deacetylation can decrease
molecular weight, uniformity, polydispersity index (between 0.85 and 1.15 own good polymer homogeneity) and proper functionality of chitosan products. High molecular weight chitosan is comparatively more thermal stability than low MW stuffs. Moreover, numerous factors viz.; strong acids/alkali, high temperature, mechanical shear, irradiation found to influence the molecular weight of chitosan. High pressure homogenization, wide shearing, centrifugation often decrease M_w and responsible for the fluctuations in polydispersity index. The compression force drawn in tablet formation is accountable for heat generation so manipulates M_w distribution.

2.6.3 Prototype degree of deacetylation

The degree of deacetylation viably accounts ratio of glucosamine to \(N\)-acetylgucosamine units, whereas glucosamine and \(N\)-acetylglucosamine distribution all along its elongated chain illustrates its characteristics pattern of deacetylation. Chitosan’s deacetylation degree is managed via adaptable time and temperature involved in de-\(N\)-acetylation according to specification parameter around 70–95%. Deacetylation conditions demonstrated characteristic \(P_a\) varies from block to random vital to accurately define its degree of de-\(N\)-acetylation and \(P_h\) which are crucial factors for attaining desired physicochemical/biological functions. Low DD induces sharp inflammatory response due to quick degradation rate, while high DD grounds minimal inflammation and in-vitro minor affinity to enzymes. \(P_h\) and DD found to manipulate biodegradability via homogenously distributed acetylation yields inferior enzymatic degradation. Studies revealed alteration in DD found to influence hydrolytic and thermal capacity of chitosan derived materials as more de-\(N\)-acetylated slower acidic hydrolysis during storage. Highly deacetylated chitosan owe less porosity, lesser hydrophilic, and more photo-sensitive for degradation thus restricts degradation in acidic conditions. \(P_h\) significantly collies with charge density and affects chitosans solubility owing identical M_w and DD as block of acetylation/deacetylation which gets aggregated in acidic environment and hinders its dissolution process.

2.6.4 % Moisture

Basically chitosan is hygroscopic thus capably forms hydrogen bonding via inherent \(-\mathrm{OH}\) and \(-\mathrm{NH}_2\) functionalities which affects relative humidity i.e., moisture content depending on storage in surrounding temperature independent of DD or M_w. While water-uptake capacity/hydrophilicity of chitosan based materials found to decrease with enhancement of degree of de-acetylation as absorbed water plays critical role in solid formulations by affecting concern flow properties and compressible tensile strength. Fluctuated moisture level in chitosan derived material alters physicochemical and mechanical properties as dehydration decreases crushing strength besides augmented friable disintegration. Higher moisture content imparts faster pronounced damage via hydrolysis and limits chitosans applicability, thus it need to optimize/reformulate or moisture. Swelling index testing is used to investigate water-uptake ability changes upon long-term storage of chitosan materials for both semi-solid and solid formulations.

2.7 Chitosan stability affecting factors

2.7.1 Environmental conditions

The environmental factors are very crucial for sensitive chitosan and it can be stored in closed containers at temperatures of 2–8°C particularly in ascertaining
shelf-life. The extra stable chitosan materials provide reliable quality of chitosan. The crucial environmental parameters like humidity and temperature alters physicochemical properties and applications of chitosan [22].

2.7.2 Humidity

Moisture i.e., ambient relative humidity of chitosan strongly controls transport followed Fickian process, as high humidity is viable for an anomalous diffusion kinetic. Humidity > 60% is responsible for water penetration more intensively via chitosan chains, thus % moisture increased significantly resulted plasticizing/swelling and prolong storage results hydrolytic damage besides alter physicochemical and biological characters. Ambient humidity 75% is viable for greater swelling of chitosan and liable for better and faster release of drug as a carrier. Overall, undue hydration at elevated humidity fades mucoadhesiveness of chitosan based drug carriers due to “dilution” of functionality accessible for mucin adhesive interactions. Suitable humidity conditions are important for storage of solid chitosan formulation products as rate of hydration found extensive at high RH. Also proper air-tight containers are advisable in order to protect hygroscopic products against interfering environmental humidity.

2.7.3 Heat/temperature

Heat/temperature variably affects the water content in chitosan-based materials. Elevated temperature > 40°C can origins major moisture loss/dehydration that gives decreased hardness and mechanical strengths. Atmospheric temperature found to influence degradation and hydrolysis rate of chitosan matrix, mainly in liquid and semi-solid phases. However, chain hydrolysis is not observed in the chitosan storage at 5°C, thus verifies storage in a refrigerator at 2–8°C.

2.7.4 Acidic dissolution/processing

Hydrolysis is problematic in pharmaceutics due to its dissolution in diluted acids as scheduled in chitosan-based formulations. Acid catalyzes splitting of polymer chains/linkages depending upon acid type/concentration, treatment time, and temperature besides decreases its average molecular weight, viscosity and weaken mechanical strength. Chitosan hydrolysis is performed usually under specific organic acids like lactic, formic, lactic, and mineral acids hydrochloric. Faster chain damage observed if lower DD chitosan which own extra porosity and electrostatic repulsion between protonated NH₂ which promotes penetration of acid inside its flexible skeleton. Chitosan gets decomposed in aqueous acetic acid at 5°C and intrinsic viscosity under specific solvent and temperature direct affects polymers average molecular weight. Mark–Houwink exponent explores alterations in chitosans specific conformation via amplified chain length indicated framework as \( \alpha = 0 \) consign compact sphere and \( \alpha = 0.7 \) refer random coil while \( \alpha = 2 \) own rigid ceilings helpful in determining average molecular weights.

2.7.5 Sterilization

Sterilization eliminate/remove/kill/deactivate all living forms and species present on, or chitosan matrix employed for drug administered owing high microbiological purity. Chitosan formulations/materials are usually sterilized either physically or chemically leading irreversible alteration in its structural features and function via many techniques like filter sterilization, steam sterilization, dry heat, ethylene oxide activated, and \( \gamma \)-radiation exposures. Sterilization of chitosan gels can be achieved
through saturated steam found to cause chain/linkage scission resulting about 50% decrease in viscosity and loss of molecular weight. Similarly, autoclaving sterilizes chitosan films and reduces inherent tensile strength via interchain crosslinking of amino groups which ultimately weaken polymeric solubility. There are no significant changes observed in structure of chitosan through autoclaving also its molecular weight is unaffected once steam sterilized prior to autoclave. Gamma/γ-irradiated sterilization cause significant chain scissions owing low water sorption capacity and decreases molecular weights depending on doses of irradiation and polymer chain rearrangements. Epoxide exposure causes minor changes in morphology and physicochemical features of chitosan restricted to surfaces. Ultraviolet light displayed degradation of chitosan via free radical formations that can destruct amino/hydroxy groups.

2.7.6 Thermal heating

Heat is frequently employed in chitosan-based formulation which is responsible to change polymeric properties, like aqueous solubility, viscosity, and its appearance. Chitosan decompose/damage is on heating at rising temperature and span of heating. The first stage degradation occurs at 30–110°C due to evaporation of the residual water and second thermal damage in chitosan skeleton observed over temperature range 180–340°C. Differences in glass transition temperatures resulted diverse increasing molecular weight chitosan. Third stage degradation is viewed at 470°C due to subsequent weight loss of chitosan. Thus, chitosan matrix is advisable to heat up to temperatures below glass transition temperature with unaltered physicochemical features. Still the gentle heating is necessary to dissolve chitosan in acidic solution since overheating cause's polymer discoloration and depolymerization which eventually change rheological properties. The added/doped drugs, plasticizer or additives in chitosan matrix reduces its glass transition temperature. Thus excipients employed in chitosan formulations preparation are doped at the temperature 120 and 170°C. Thermal decomposition alters electrostatic charges resulting higher hydrolysis and accelerated aggregations.

2.7.7 Lyophilization

Freeze-drying or lyophilization is established drying way in which chitosan is dried by sublimation of ice which is advantageous to prevent aggregations. Lyophilization of chitosan can feasibly improve physicochemical stability of colloidal microparticulate in formulated delivery products over extended time periods with better physicochemical stability. Yet, lyophilization impose stress on unmodified chitosan and damage its polymeric chains via weakening inter/intramolecular hydrogen bonding and hydrophobic interactions [23]. This brings negatively effect on viscosity, zeta potential, and water-uptake ability of chitosan formulations.

2.8 Strategic improvements in chitosan products

Chitosan polymer owes poor stability over time renders unsuitable/inapplicable in the pharmaceutical products. Thus, effortful researches are done to improve the stability of chitosan formulations without affecting its chain damage as shown in Figure 1 [24].

2.8.1 Stabilizing agents

Chitosan is very susceptible to physicochemical degradation upon storage thus it needs to apply proper excipients so as to improve stability of chitosan-based
systems. Dry heat exposure/steam sterilization have own remarkable consequence on properties and performance chitosan formulations. Thus developed assorted stabilizing additives to protect chitosan during thermal processing and sterilization. Polyols like mannitol, sorbitol, and glycerol as the stabilizing agents in chitosan formulations prior to autoclave protects hydration layer around its skeletal surface through interchain hydrogen bonds which markedly slow down its degradation besides protects viscosity and thermogelling properties. Chitosan microparticles obtained via ionotropic gelation followed by tripolyphosphate sodium crosslinking in polyethylene glycol shown stabilized zeta potential and prevent aggregation over long span. Added stabilizer reduces the particles electrostatic charge and led to aggregation after long storage.

Stabilizing polyols like disaccharides act as water replacement agents and interact via hydrogen bonding replaced water besides highly viscous sugar hinder labile materials from disruption via freezing. This plasticizer added to chitosan formulations can manipulate water-uptake capacity/hydrophilicity and mechanical strength that consequence prolonged and controlled drug release profile. Metal ions like Zn(II) are also added to enlarge colloidal stability of chitosan polyelectrolyte formulations due to imparted stabilization attributed to coordinate bondings tune to morphological alteration and swelling properties.

2.8.2 Blends/hybrids

Chitosan blends/hybrids are obtained via nonionic additives responsible to improve physicochemical properties than both constituting agents. Mixtures of chitosan with starch, poly-vinyl alcohol, pol-ethylene oxide and polyvinylpyrrolidone enhances material stability of resultant blended matrix. Chitosan undergoes specific interactive blendings as achieved via hydrogen, ionic and/or dipolar interference with residual component’s dependent miscibility display decreased moisture sensitivity. Blended modification controls water-uptake capacity and own higher thermal degradation compared to pure chitosan and proportionated addition. Such blending controls and improves thermal/hydrolytic stability besides biodegradability which conveys resistive enzymatic degradation.
2.8.3 Physicochemical crosslinking

Chitosan skeleton undergoes significant modifications via various physicochemical crosslinking. Added agents—chitosan blends forms chemical crosslinking via covalent bonding and physical crosslinking via ionic bonding. Chemical guard the physicochemical stability of chitosan since gelation is irreversible higher stability is achieved through more covalent bonds besides hydrogen/hydrophobic bondings. Rather chemical crosslinking changes biological properties and limits practical pharmaceuticals utility. Crosslinking level markedly influenced swelling ability, mucoadhesiveness, acidic stability of microparticulates and color alterations.

While ionic/physical crosslinking bridges negative charged components like citrate, sulfate, phosphate groups binds faster onto cationic chitosan which prevents protonation of chitosan amino groups to yield polyelectrolyte complexes. Physical modification is simple, facile and mild requires no catalysts and extra purification in contrast to chemical crosslinking. Chitosan-acyclovir crosslinking are achieved via solvent change with sodium citrate salting shown better physical stability to drugs viable for its controlled release. Microparticulate delivery systems derived from chitosan are strongly depends on surface electrostatic charges that gets altered upon storage, so strategies are developed to prevent aggregation and corresponding zeta potential changes. Improved microparticles stability is attributed due to added non-ionic stabilize polyoxyethylene sorbitan sodium monooleate over ionic crosslinkings.

Despite the great potential of using chitosan in drug delivery or tissue engineering systems, its poor long-term stability is a substantial drawback in the scaling-up of chitosan pharmaceutical applications. Upon storage, chitosan undergoes gradual chain degradation followed by destruction of its functional groups which as a consequence leads to irreversible loss of its physicochemical properties. Both intrinsic (degree of deacetylation, molecular weight, purity, and moisture level) and extrinsic factors (environmental storage conditions, thermal processing, sterilization, and processing involving acidic dissolution) are acknowledged as crucial parameters affecting the stability of the chitosan-based formulations. To improve chitosan stability, several strategies (addition of the stabilizing agent during the preparation process, blending with hydrophilic polymer, and use of ionic or chemical crosslinkers) have also been reported. As there are no universal principles to preserve chitosan-based products upon storage, preformulation studies and selection of the most proper storage conditions are essential to provide their maximal stability.

2.9 Chitosan formulation for water treatments

2.9.1 Case study of defluoridation/fluoride removal

Chitosan is facile to sophisticated biological and physicochemical adaptations in its inherently flexible skeleton so as to yield novel composite/blend which own huge and widespread applications than its contemporary cellulose [1–4, 25]. Qualitative and quantitative framework changes in chitosan matrix can offer highly facile industrial grade suitable formulations/fabricated products and solutions have provided ever demanding exertion in water and wastewater treatments. Biosorption of fluoride from water onto fabricated chitosan-graphite novel composite is illustrated.

2.9.2 Synthetic scheme of chitosan doped bio-composite

Chitosan gelling obtained via dissolution in acetic acid at mild acidic pH gets intertwined via invasive hydrophilic/phobic interaction and induces impulsive entanglement in self-standing microsphere hydrogel as shown in Figure 2.
This phenomenon followed by coagulation in alkaline solution which subsequently yields viscous droplets/bids are further treated with graphite resulting desired fabricated chitosan doped graphite composites FCDGC. Chitosan hydrogel on drying or evaporation causes dramatic shrinkages in its pore size to impart porosity owing elevated specific surface area. This micro-porosity is attributed to space zones of contacts between chitosan fibrils though impregnation onto –OH/–NH₂ by doped graphite surfaces as shown in Figure 3.

2.9.3 Fluoride biosorption onto FCDGC

The fluoride anions are facile to sorbed by FCDGC due to diffusive interaction via weak intermolecular forces as bridge to connect fluoride onto activated surfaces of adsorbent that ultimately enhanced sorption capacity. Although, amine/hydroxyl groups of FCDGC plays vital role in bio-sorption of fluoride, however, other functionalities also affect fluoride sorption may be due to surface complexation, physic-sorption and chelation affinity suitable for scavenging fluoride at pH 6.5. Further, decreased in fluoride sorption in above pH > 6.5 is interpreted due to ligand-exchange between fluoride and counter anion hydroxide coordinated on immobilized FCDGC. This developed FCDGC displayed a surface controlled
monolayer sorption of fluoride with interactive heterogeneous distribution and diffusion to cationic sites/surface of adsorbents. The mechanistic view of fabricated chitosan doped graphite biocomposite FCDGC and insight for elevated bio-sorption is depicted in Figures 4 and 5 respectively.

2.10 Chitosan smart materials: viable for copious challenges

Micro to nanoscale smart materials own certain multi-dimensional switching characters ever utilized in advancement of science due to repetitive self-healed auto-altering of temperature, pressure, heat, electricity and light environments [26]. Smart approaches aid designing of rational chitosan materials that convey salutary purpose and usage including piezoelectric, shape memory polymers, thermo-responsive polymers, photomechanical stuff, self-healing materials and thermoelectric resources, besides hydrogels, nanoassemblies, super-active surfaces and bio-conjugates. Biopolymer chitosan based fabricated materials owe auto-adjustable mechanical strength and depth by virtue of intrinsic cenotaph ability along with inventive status on stress disburses. This chapter sum up revolutionary growth and interest to supply various vital applications. Typically designed parameters can formulate stylish compatibility in chitosan skeleton that can able to counter slight changes in adjustable environment. Chitosan permits rapid changes/transitions via synergic merge of individual characters of foreign components in resultant matrix so as to yield enviable properties which hold uniqueness to carry innovative functionalizations. Thus, smart and responsive nanoassembly/nanoparticles are sensibly designed by means of advanced nanobiotechnology. Chitosan based 3D hydrogels are able to absorb enormous water while sustains invariable stability to bear volume phase/gel-sol phase transitions due to adoptable alterations. These hydrogels possess various physic-chemically stimulated characters viable to bring various responses. Smart surface/interface own two-phase intermolecular force discontinuity, and thus attain very unique high energy point. Chitosan based
“smart surface/interface are designed with dynamically controllable properties to be utilized for assorted biomedical applications viz.; adsorption of biomolecules, tissue engineering and bio-separations besides biocompatible materials at the biotic/abiotic interface.

Chitosan based stimulus-responsive smart nanofibers are obtained for their ‘on–off’ reversible switching actions owing exclusive advantageous of nanodimensions imparting peculiar features like huge surface area, high porosity and enhanced external stimuli sensitivity, besides simplistic bulk manipulations in their resultant skeleton. Such stimulus-responsive smart chitosan derived nanofibers own dynamic and reversibly tunable structures with potential ‘on–off’ actions crucial for efficient delivery of drug/cell/gene in assorted medical applications. Smart bio-conjugates based on chitosan possess superior features and unique properties to original chitosan and added versatile new values due to generation of nanoscale switching. Bio-conjugate smart polymeric matrix are employed for enormous applications viz.; proteins affinity separations, enzyme bioprocesses, drug/cell/gene carrier, diagnostics purpose, biomarkers, biosensors and cell cultured tissue engineering besides DNA motors. Chitosan based shape-memory materials comprise the capability to change from a temporary to memorized permanent shape via peripheral stimulus responses. Such shape-memory polymers (SMPs) can act as a cheap and efficient alternative to well-known metallic shape-memory alloys due to facile manufacturing and easy programming. Thermally induced chitosan based SMPs own self-repairing/rewritable features which owe special weightage in development of environmentally benign technologies [1–4, 27].

3. Summary

Chitin/chitosan matrix is favored to derive sophisticated formulations to be used for its promising risk-free functions in assorted fields like clinical, biomedical, and pharmacological, besides designing/fabrication of advanced nano/biotechnological smart materials. Chitosan template infringes many organic as well inorganic cationic and anionic materials in its flexible/amicable framework so as to get hybrids, hydrogels, composites, coatings, films and nanostructures owing ample utilities in modern S&T. Chitosan still seek methodical R&D to dope/blend interactive fillers/
dopants or additives which can offer improved formulations with split wide open revolutionary and advanced applications.

Nanotechnology integrated chitosan derived smart formulations possess wide, multitasking and thematic portfolio in nanotechnology way from “biosensor/biomarker matrixes” to artificial atoms called “quantum dot”. These advanced technologically designed characteristics chitosan materials initiated new modality owing innovative utilities including DNA/RNA/cell/gene nano-carriers, quantum dots for disease diagnosis/therapeutics besides tissue scaffold designing as templates and devices for benefit of man and nature.
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This book introduces the hysteresis and damping of, and damage to, composites. It analyzes the following areas: damage mechanisms affecting the hysteresis of composites, mechanical hysteresis of ceramic–matrix composites, hysteresis behavior of fiber-reinforced ceramic–matrix composites (CMCs), relationship between the internal damage and hysteresis loops of CMCs, and mechanical hysteresis loops and the fiber/matrix interface frictional coefficient of SiC/CAS and C/SiC composites. A damping study on aluminum–multiwalled carbon nanotube-based nanocomposite materials is discussed to increase the damping property for applications like engine heads, pistons, cylinder blocks, and other aerospace components. The effect of ceramic/graphite addition to the dry sliding wear behavior of copper-based hybrid composites has been assessed at three different normal loads of 9.81, 19.62, and 29.34 N. The authors hope this book will help material scientists and engineering designers to understand and master the hysteresis of composites.