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v

Digitalization is transforming the contemporary world, as digital tech-
nologies infuse all domains of human experience and striving. The effects 
are everywhere, profound and accelerating. Among the most remarkable 
effects is the growing capability of human-machine interaction, which 
allows advanced artificial agents to collaborate with human beings, as 
enablers, partners, and confidantes. Increasingly, human and artificial 
agents work together in close collaboration, effectively as one agent in 
many situations, to pursue common goals and purposes. In this way, digi-
talization is driving the augmentation of humanity, where humanity is 
conceived as communities of purposive, goal-directed agents. The trans-
formation is already visible in numerous expert domains, in which artifi-
cial agents extend and complement human expertise, for example, in 
clinical medicine and the piloting of aircraft. Much practice in these 
domains now relies on the real-time assistance of humans by  artificial 
agents, who together form digitally augmented agents, also called human- 
agent systems in computer science. Clinicians collaborate with such 
agents to perform advanced diagnosis, patient monitoring, and surgery, 
while pilots work closely with artificial avionic agents to control their 
aircraft. Within each domain, collaboration between human and artifi-
cial agents increases the accuracy, speed, and efficiency of action, although 
digital innovations also bring new risks and dilemmas. When collabora-
tion fails, the results can be debilitating, costly, and sometimes fatal.

Preface
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Similar opportunities are emerging in many other domains. Highly 
intelligent, artificial agents are becoming ubiquitous throughout human 
experience, thought, and action. Industrial organizations are very clearly 
impacted. Intelligent robots and artificial agents already perform many 
complex manufacturing, logistical, and administrative tasks, and some 
are now capable of advanced analytical and creative work (Ventura, 
2019). They are powering the fourth industrial revolution. Comparable 
innovations are transforming education and entertainment, especially in 
online environments. Everyday life is equally affected. People constantly 
collaborate with artificial agents, such as Apple’s Siri and Amazon’s Alexa, 
in shopping, managing the home environment, and searching for infor-
mation. In like fashion, the expression of personality, identity, and social-
ity are mediated by smartphones. Human beings curate their virtual 
selves, relationships, and social world in collaboration with artificial 
agents. Most people can confirm this from personal experience. In sum-
mary, the early twenty-first century is witnessing the rapid digital aug-
mentation of humanity.

Furthermore, the next wave of digital technology promises to be even 
more transformative and collaborative. Many people could be surprised 
by the nature and speed of innovation. For example, newer digital tech-
nologies will empower empathic relating, allowing artificial agents to 
interpret and exhibit emotional states and moods. Google’s recent experi-
ments provide strong evidence: observers could not tell the difference 
between a human and artificial agent, during an everyday telephone con-
versation (Leviathan & Matias, 2018). The artificial agent sounded genu-
inely empathic and human. Related innovations will imitate other aspects 
of personality, including the expression of attitude, opinion, and humor. 
The cumulative impact will approach what some refer to as the singular-
ity, in which artificial intelligence is functionally equivalent to human 
and possibly becomes transcendent (Eden et  al., 2015). In addition, a 
vast array of intelligent sensors and the internet of things will enable real- 
time, precise perception of the environment. Ubiquitous and potentially 
invasive, digitally augmented surveillance will envelop the world. 
Applications will deliver many benefits, including the control of autono-
mous vehicles and smart cities (Riaz et al., 2018), and hopefully more 
sustainable management of the natural and built environments. Indeed, 
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if wisely employed, digital innovations could help to alleviate the existen-
tial threats currently faced by humanity, including climate change, pan-
demic disease, and environmental degradation.

Many of these digital innovations rely on the fusion of multiple disci-
plines and particularly computer science, branches of engineering, social 
and cognitive psychology, and neuroscience. Major research efforts are 
underway which connect these fields, for example, in the study of brain- 
computer interfaces  and multi-agent systems. Applications are already 
deployed in intelligent prosthetics, automated transport systems, and the 
hands-free use of computers (Vilela & Hochberg, 2020). Other innova-
tions are transforming rehabilitation after brain injury and intersubjec-
tive communication (Brandman et al., 2017; Jiang et al., 2018). Overall, 
future digital technologies will be faster, more powerful, accurate, and 
connected. They will enable radically new forms of human-machine 
interaction and collaboration. Artificial agents will augment the full range 
of human thought, feeling, and action, at every level of personal and col-
lective organization. The digital augmentation of humanity is underway.

Yet, as noted earlier, there are significant risks and dilemmas too. First, 
the potential benefits of digitalization are unevenly distributed. Major 
segments of humanity are being left behind or marginalized (The World 
Bank, 2016). For these groups, the digital divide is widening. If this con-
tinues, digitalization will amplify, rather than mitigate, socioeconomic 
deprivation, inequality, and injustice. Second, digitalization is vulnerable 
to manipulation by powerful interests. Owing to the technical reach and 
integration of digital networks, they could become tools of social control 
and coercion. Indeed, we already see examples of artificial systems being 
used to suppress, mislead, or demonize groups for ideological, political, 
and cultural reasons. Third, social biases and racial stereotypes easily 
infect artificial intelligence and machine learning, leading to new forms 
of discrimination and injustice. Fourth, human agents are often slow to 
learn and adapt, especially with respect to their fundamental beliefs and 
commitments. At every level, whether as individuals, groups, or collec-
tives, people get stuck in their ways. Habits and routines are often hard 
to shift, and assumptions are resilient, which can be appropriate and wel-
come in some contexts but constraining in others. In any case, when it 
comes to information processing, humans are simply no match for 
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artificial agents. Hence, humanity could struggle to absorb the effects of 
digitalization. Artificial agents might outrun or overwhelm the human 
capability for adaptive learning, resulting in unintended consequences 
and dysfunctional outcomes.

 New Problematics

Collectively, these trends pose new explanatory problematics, defined as 
fundamental and often contentious questions within a field of enquiry 
(Alvesson & Sandberg, 2011). In this case, the field of enquiry concerns 
the explanation of civilized humanity, conceived as communities of pur-
posive, goal-directed agents. The new problematics which digital augmen-
tation poses go to the heart of this field: how can human beings collaborate 
closely with artificial agents while remaining genuinely autonomous in 
reasoning, belief, and choice; relatedly, how can humans integrate digital 
augmentation into their subjective and intersubjective lives while preserv-
ing personal values, identity, commitments, and psychosocial coherence; 
how can digitally augmented institutions and organizations, conceived as 
collective agents, fully exploit artificial capabilities while avoiding extremes 
of digitalized docility, dependence, and domination; how can humanity 
ensure fair access to the benefits of digital augmentation and not allow 
them to perpetuate systemic deprivation, discrimination, and injustice; 
and finally, the most novel and controversial challenge, which is how will 
human and artificial agents learn to understand, trust, and respect each 
other, despite their different levels of capability and potentiality. This last 
question is controversial because it implies that artificial agents will exhibit 
judgment and empathy. It suggests that soon we will attribute a type of 
autonomous mind to artificial agents. Recent research in artificial intelli-
gence and machine learning  shows that these qualities are feasible and 
within reach (Mehta et al., 2019).

In fact, modernity has puzzled over similar questions since the 
European Enlightenment. Scholars have long debated the limits of 
human capability and potentiality, and how best to liberate autonomous 
reason and choice, in light of natural and social constraints (Pinker, 
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2018). Modernity therefore focuses on similar questions to those posed 
by digitalization. These modern problematics include: how can human 
agents collaborate with each other, in collective thought and action, while 
developing as autonomous persons; how can humans absorb change 
while preserving valued commitments and psychosocial coherence; how 
can societies develop effective institutions while avoiding excessive docil-
ity and domination of citizens; how can humanity ensure fair access to 
the benefits of modernity and not allow growth to perpetuate depriva-
tion, discrimination, and injustice; and finally, a defining question for 
modernity, which asks to what degree can and should human beings 
overcome their natural and acquired limits, to be more fully rational and 
empathic? This last question is also controversial. Some argue that limited 
capabilities and functional incompleteness are humanizing qualities, 
while others view them as flaws which can and should be overcome 
(Sen, 2009).

Therefore, digitalization leads us to problematize the underlying 
assumptions and concerns of modernity. First, digitalization radically 
expands intelligent processing capabilities, thus problematizing concepts 
of bounded rationality. Second, and relatedly, as intelligent machines 
edge closer to exhibiting a type of autonomous mind, they problematize 
the classic ontological distinction between human consciousness and 
material nature, and thus between mind and body. Third, digitalization 
supports the rapid composition and recomposition of agentic forms, 
allowing for dynamic modalities, thereby problematizing the traditional 
distinction between individuals, groups, and larger collectives. Fourth, 
digitalization enables adaptive commitments across multiple contexts 
and cultures, akin to digitally augmented cosmopolitanism. Each prob-
lematization has practical implications as well because people think and 
act based on their core assumptions and commitments. If these are dis-
rupted or refuted, people must respond. Evidence suggests that some will 
simply resist and remain wedded to priors, whereas others may feel over-
whelmed by digitalization and perhaps abandon priors altogether and 
surrender to digital determination. None of these extremes is an effective 
response. Finding the right balance will be critical. Much of this book is 
about that challenge.
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 About This Book

The book began by exploring digitalization through a set of smaller proj-
ects, each focused on a specific area of impact, especially regarding theo-
ries of problem-solving and organization. Some of the topic chapters 
reflect these origins. However, this approach proved too incremental and 
encumbered. Constraining assumptions were everywhere, from bounded 
rationality to the polarization of mind and nature, individuality versus 
collectivity, and interpretative understanding versus causal explanation, 
plus related distinctions between abstract and practical reason, ideal ver-
sus actual performance, and deductive versus inductive justification of 
belief. In summary, after a few years of struggling within such constraints, 
I decided that a different kind of project was required. The current 
book began to take shape.

Over time, I realized that the conceptual architecture of modernity 
was inadequate for the task. The effects of digitalization are too deep and 
novel, and especially the dilemmas which arise from the combination of 
human and artificial capabilities and potentialities. In this regard, humans 
are holistic in their thinking, often myopic or nearsighted, relatively slug-
gish in processing, and insensitive to variance. By comparison, artificial 
agents are increasingly focused, farsighted, fast, and hypersensitive to 
minor fluctuations. Clearly, human and artificial agents possess different 
processing capabilities and potentialities. When they collaborate as aug-
mented agents, therefore, the result could be extremely divergent or con-
vergent processing. One agent might dominate the other and the overall 
system will be convergent in human or artificial terms. Alternatively, the 
two types of agents might collaborate but also diverge and conflict. The 
combined system could be farsighted and nearsighted, fast and slow, 
complicated and simplified, hypersensitive and insensitive, all at the same 
time. However, these novel dynamics are difficult to capture using the 
traditional concepts and questions of modern human science. Indeed, as 
I argued previously, digitalization leads us to problematize many tradi-
tional assumptions and concerns. I therefore introduce fresh concepts 
and terminology to describe these novel phenomena, their related mecha-
nisms, and dilemmas.
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For some readers, the new concepts and terminology may be challeng-
ing. Such novelties require effortful reading, especially when used in orig-
inal theorizing. However, I hope readers will agree that the uniqueness of 
the phenomena warrants this approach, and that to unpack and analyze 
the digital augmentation of humanity, we need to refresh our conceptual 
architecture. Significant features of digital augmentation are highly novel 
and not yet clearly conceptualized in the human sciences. For similar 
reasons, this work is largely conceptual and prospective. It looks forward, 
trying to shed light on an emerging terrain. It explores problematics and 
invites scholarly reflection about widely assumed concepts and models. 
Further empirical investigations and testing are necessary, of course, but 
first, the theoretical framework can be established.

 Opportunities and Risks

This book therefore examines the prospects for digitally augmented 
humanity. It problematizes prior assumptions and formulates new ques-
tions and dilemmas, although the book does not attempt fully to resolve 
these issues. Rather, it seeks to advance the future science of augmented 
humanity and agency. Reflecting this breadth and style, the book is mul-
tidisciplinary, prospective, and occasionally speculative, which has advan-
tages and risks. In terms of advantages, prospective theorizing can bring 
clarity and organization to new phenomena. Furthermore, it allows us to 
combine insights from different fields, in ways which transcend existing 
knowledge and which cannot easily be demonstrated empirically. More 
specifically, the argument combines insights from social cognitive psy-
chology, computer science and artificial intelligence, behavioral theories 
of problem-solving, theories of social choice and microeconomics, and 
insights from organization theory, philosophy, and history. Extensive ref-
erencing of literature supports this breadth. Overall, therefore, the book 
looks forward toward a larger project of investigating, explaining, and 
managing the phenomena in question while acknowledging that initial 
proposals will need to evolve, as future investigations unfold.

In terms of risks, prospective theorizing is exactly this, prospective and 
not yet fully elaborated or tested. Moreover, problematization is 
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inherently broad, at a high level, and hence this work does not delve into 
detail on every topic. This adds to the challenge and risk, but also the 
opportunity, for it allows us to formulate new explanatory frameworks. 
To do this, the author must be diligent and informed about main features 
of the fields in question, and the reader should be happy to think about 
broad questions. In further defense of this approach, the book’s central 
motivation deserves repeating, namely, that the speed, novelty, and 
impact of digital augmentation require new concepts and theorizing. 
Extraordinary digital innovations are rushing ahead, and exploratory 
leaps are required to keep up. A piecemeal treatment will not do justice 
to the full impact of this transformation. The phenomenon calls for cre-
ative thinking at an architectural level. It calls for pluralistic “theory- 
driven cumulative science” (Fiedler, 2017, p. 46). My work embraces this 
challenge and keeps it in front of mind. As always, the reader will judge 
if the potential advantages outweigh and justify the risks.

 Reading This Book

As noted previously, this book views humanity in terms of purposive 
agency and then examines how digitalization enables augmented agentic 
form and functioning, conceived as close human-machine collaboration. 
Chapters examine implications for a range of domains, from problem- 
solving to the future of human science. Therefore, the book is broad in 
scope and intended for a wide readership, embracing all the human and 
digital sciences. For this reason, some readers may find parts of the argu-
ment unfamiliar and technical. However, no formal or unusual methods 
are employed, and I expect all readers can understand what the book 
seeks to convey. The figures and diagrams aim to clarify the processes of 
digital augmentation. Each is accompanied by a full narrative explana-
tion as well. These elements are fundamental to the work and sprinkled 
throughout. I therefore encourage readers to embrace the purpose, be 
ready to adopt new concepts and terms, and to study the figures which 
illustrate novel processes and mechanisms. Hopefully, readers will agree 
that the effort is worthwhile and that the argument lays the groundwork 
for further research into these phenomena.
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Regarding specific chapters, it is important to start with the first two. 
Chapter 1 sets out the broad topic and discusses how to model the digital 
augmentation of humanity. Chapter 2 then identifies major historical 
patterns and highlights the role of technological innovation in assisting 
agentic capability and potentiality and, critically, the role of digital tech-
nologies in this regard. Subsequent chapters examine the implications of 
digital augmentation for the following domains: agentic modality, 
problem- solving, empathy with other minds, self-regulation, evaluation 
of performance, learning, self-generation, and finally the science of digi-
tally augmented agency.

Madrid, Spain Peter T. Bryant 
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1
Modeling Augmented Humanity

As intelligent sociable agents, human beings think and act in autono-
mous and collaborative ways, finding fulfillment in communities of 
shared meaning and purpose. Without such qualities, culture and civili-
zation would be impoverished, in fact, barely possible. Thus conceived, 
being and remaining agentic matter greatly. Individuals, groups, and col-
lectives dedicate significant effort and resources to furthering these ends. 
Technologies of various kinds often assist them. Many institutions also 
exist for these purposes: to foster human development, facilitate coopera-
tion, and grow collective endowments. Societies therefore organize to 
sustain and develop their members. Agentic capabilities and potentiali-
ties improve and humanity can prosper. Over recent centuries, especially, 
this has led to major advances in health, education, productivity, and 
empowerment.

Yet positive outcomes are not guaranteed. History teaches that natural 
and human disasters are never far away and often lead to unreasonable 
and inhumane behavior. Indeed, global threats loom today, including 
climate change, pandemic disease, and degradation of the environment. 
In addition, human malice and injustice can occur anywhere at any time, 
and they often do. Furthermore, resources and opportunities remain 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76445-6_1&domain=pdf
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scarce for many, severely restricting their potential to develop and flour-
ish. At the same time, capability and potentiality are unevenly distrib-
uted. Humans are limited by nature and nurture, especially regarding the 
capabilities required for intelligent thought and action. People gather and 
process information imperfectly, often in myopic or biased ways, then 
reason and act poorly, falling short of preferred outcomes and failing to 
learn. Not surprisingly, therefore, it takes time and effort to grow capa-
bilities and potentialities, especially for purposive, goal-directed action. It 
is the work of a lifetime, to be fulfilled as an autonomous, intelligent, and 
efficacious human being. And the work of history, to achieve such fulfill-
ment on a social scale.

 Historical Patterns

Notwithstanding these challenges, capabilities and potentialities develop 
over time, owing to improved nurture, resources, opportunities, and 
learning. Major drivers also include social and technological innovation 
(Lenski, 2015). In fact, since the earliest periods of civilization, humans 
have crafted tools to complement their natural capabilities. They also 
pondered the stars and seasons and developed explanatory models which 
made sense of the world and life within it, where models, in this context, 
are defined as simplified representations of states or processes, showing 
their core components and relations (see Johnson-Laird, 2010; Simon, 
1979). Granted, in the premodern period, models of the world and being 
human often relied on myth and superstition, but they captured broad 
patterns nonetheless and codified the rhythms of nature and fortunes of 
fate. Where, following others, I define premodern as before the modern 
period of European  Enlightenment and industrialization (e.g., Crone, 
2015; Smith, 2008). And importantly, the technological assistance of 
humanity began in premodernity, albeit in a primitive fashion. Over 
time, capabilities and technologies continued to evolve and diffuse. 
Despite episodic disruption and setbacks, civilized humanity has devel-
oped, typically in a path-dependent fashion (Castaldi & Dosi, 2006). For 
Western civilization, this path traces back to ancient Greece and Rome, 
which in turn drew deeply from earlier, Eastern civilizations. Their 

 P. T. Bryant
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cumulative legacy survives today, in many of the languages, concepts, and 
models which still enrich culture and thought.

Ancient learning enjoyed a renaissance in parts of the Mediterranean 
world during the fifteenth century CE. Artists, scholars, and architects 
drew insight and inspiration from the ancients. Another important inflec-
tion point was the European Enlightenment of the seventeenth and eigh-
teenth centuries. Over time, intelligent capabilities grew, initially among 
privileged members of society. After much historic struggle and social 
change, these capabilities diffused and deepened, to become the shared 
endowment of modernity. Here again, technological innovation was cru-
cial. From the first telescopes and microscopes to the printing press and 
early adding machines, then to the steam, electronic, and computer ages, 
technological innovation has expanded agentic capability and potential-
ity. Adam Smith (1950, p. 17) noted this type of impact, when he wrote, 
“the invention of a great number of machines which facilitate and abridge 
labour, and enable one man to do the work of many.” In parallel, new 
psychological and social models emerged, which assume that human 
beings have the potential to learn and develop as intelligent agents 
(Pinker, 2018). The modern challenge thus became, how to grow agentic 
capabilities and potentialities, so that more persons can enjoy these ben-
efits and flourish. Political and cultural struggles also ensued, as groups 
fought to control the future and either to defend or to dismantle the 
vestiges of premodernity.

While the preceding historical account is reasonably grounded, it 
clearly simplifies. Almost by definition, periods of civilization span widely 
in time and culture. Any detailed history will be notoriously complex and 
irregular. There are few consistent patterns, and even those which can be 
observed should be treated as contingent (Geertz, 2001). For the same 
reasons, totalizing conceptions often over-simplify. As Bruno Latour 
(2017) explains, modern concepts of the globe and humanity itself 
assume unified categories which obscure fundamental distinctions. 
Hence, we must ask, is it possible to identify patterns of civilized human-
ity over time? Previous attempts have often been misguided and lacked 
validity. Most transparently failed, because they sought to generalize from 
one or other historical context, and then extrapolated from temporal 
contingency to universality. Arguably, the model of history offered by 
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Karl Marx exhibits this flaw. Noting this common failing, it can be argued 
that all knowledge of such phenomena is contextual. Few, if any, patterns 
transcend historical contingency. To assume otherwise could be mislead-
ing and potentially dangerous, especially if it supports ideologies which 
deny the inherent diversity of human aspiration and experience. 
Nevertheless, if we respect caution and openly acknowledge contextual 
contingency, it is still possible to generalize, at least at a high level.

Given these caveats, scholars observe that civilized humanity exhibits 
broad patterns of behavior and striving over successive historical periods 
(Bandura, 2007). Many of these patterns are anthropological and eco-
logical, rather than historical, in a detailed narrative sense. Evidence 
shows that civilized humanity has always been purposive and self- 
generating, creative and inventive, hierarchical and communal, settled as 
well as exploratory, competitive and cooperative. In short, civilized 
humanity is deeply agentic. Granted, these patterns are broad, but they 
are consistent, nonetheless. Scholars in numerous fields recognize them 
(e.g., Braudel & Mayne, 1995; Markus & Kitayama, 2010; Wilson, 
2012). In any case, like all theoretical modeling, it is necessary to sim-
plify, to focus on the main topics of interest. All models and theories 
must be selective. Debate is then about what to select and simplify, how, 
and why. Whether such models are illuminating and explanatory is deter-
mined by application and testing. Science always progresses in this fash-
ion. The current work will focus on the broad effects of digital 
augmentation on humanity, viewed as cultural communities of purpo-
sive agents.

 Dilemmas of Technological Assistance

Technologies assist and complement human capabilities, compensating 
for weaknesses and helping to overcoming limits. More specifically, tech-
nological assistance addresses the following needs. First, humans are lim-
ited by their physiological dependencies, whereas technologies can 
function independent of such constraints, for example, by operating in 
extreme, hostile environments. Second, humans are frequently proximal 
and nearsighted, whereas technologies are distal and farsighted. 
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Technologies therefore  extend the range and scope of functioning, as 
when telescopes gather information from distant galaxies. Third, humans 
are often relatively slow and sluggish, compared to technologies which can 
be fast and hyperactive. Technologies therefore accelerate functioning. 
Fourth, humans are frequently insensitive to variance and detail, whereas 
technologies can be very precise and hypersensitive. In this fashion, tech-
nologies improve the accuracy and detail of functioning. Fifth, humans 
are irregular bundles of sensory, emotional, and cognitive functions, 
whereas most technologies are highly focused and coordinated. Hence, 
technologies enhance the reliability and accuracy of specific functions, 
for example, in robot-controlled manufacturing. And sixth, humans are 
distinguished as separate persons, groups, and collectives, while technol-
ogies can be tightly compressed, without significant boundaries or layers 
between them. Technologies thereby enhance functional coordination 
and control, exemplified by automated warehouses and factories.

All six types of extension reflect the fundamental combinatorics of 
technologically assisted humanity, that is, the combination of human and 
technological capabilities in agentic functioning. Over longer periods, 
history exhibits  a process of punctuated equilibrium  in these respects. 
During these punctuations, the technological assistance of agency 
achieves significantly greater scale, speed, and sophistication. Not sur-
prisingly, transformations of this kind are consistent foci of study 
(Spar, 2020). For instance, studies investigate how modern mechaniza-
tion combines technologies and humans in social and economic activity 
(Leonardi & Barley, 2010). Early sites were in cotton mills and steam- 
powered railways. Other technologies infused social and domestic life, 
combining humans and machines in systems of communication and 
entertainment. More recently, human-machine combinatorics reach into 
everyday thought and action, through smartphones, digital assistants, 
and the ubiquitous internet. Once again, the technological assistance of 
agency is transitioning to a new level capability and potentiality. Major 
benefits include far greater productivity and connectivity.

Digitalization therefore continues the historic narrative of modernity, 
for good and ill, where digitalization is defined as the transformation of 
goal-directed processes which lead to action—that is, the transformation 
of agentic processes—through the application of digital technologies 
(Bandura, 2006). Thus defined, digitalization embraces a wide range of 
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digital technologies and affects a wide range of agentic modalities and 
functional domains. Most notably, advanced digital technologies enable 
close collaboration between human and artificial agents as digitally aug-
mented agents, also known as human-agent systems in computer science. 
New challenges thus emerge. On the one hand, advanced artificial agents 
are increasingly farsighted, fast, compressed, and sensitive to variation. 
On the other hand, humans are comparatively nearsighted, sluggish, lay-
ered, and insensitive to variance. Clearly, both agents possess comple-
mentary but different capabilities, and combining them will not be easy.

Digitalization therefore entails new opportunities, risks, and dilemmas 
for human-machine collaboration. One possible scenario is that artificial 
agents will overwhelm human beings and dominate their collaboration. 
The overall system would be convergent in artificial terms. Alternatively, 
persistent human myopia and bias could infect artificial agents, and digita-
lization would then amplify human limitations. Now the system would be 
convergent in human terms. While in other situations, both types of agent 
may lack appropriate supervision and go to divergent extremes, where 
supervision in this context means to observe and monitor, then direct a 
process or action. In fact, we already see evidence of each type of distortion. 
Digitalization therefore constitutes a historic shift in agentic capability, 
potentiality, and risk. As in earlier periods of technological transformation, 
humanity will need new methods to supervise human- machine collabora-
tion in a digitally augmented world. Analysis of these developments is a 
major purpose of this book. Also for this reason, it is important to distin-
guish the following types of agency which are central to the argument:

 1. Human agents are organic actors. Their processes are not inherently 
technological, but primarily neurophysiological, behavioral, and 
social. Thought and action are directed by biological and psychosocial 
processes. At most, technologies play a supportive role in human agency.

 2. Artificial agents are technological actors. Their processes are not 
inherently biological or organic, but rely on digital systems. 
Performance is directed by artificial, intelligent processes. The most 
advanced agents of this kind are fully self-generating and self- 
supervising. At most, humans play a supportive role in artificial agency.

 3. Augmented agents are close collaborations between human and arti-
ficial agents. Hence, within augmented agency, processes are both 
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digitalized and humanized, to significant degrees. Performances are 
collaborative achievements of human and artificial agents.

 Supervisory Challenges

Figures 1.1 and 1.2 illustrate the supervisory challenges just described, 
namely, how to combine and manage human and technological func-
tioning in agentic action. The two figures depict complementary models. 
Both show the complexity of human functioning on the vertical axis and 
of technological functioning on the horizontal axis. The models also show 
the limits of overall supervisory capabilities, depicted by the curved lines, 
with L1 being the natural human baseline, and increasing capabilities in 
L2 and L3  owing to technological assistance. In each model, the gap 
between these lines therefore depicts the variance in supervisory 
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capabilities, while all capabilities reach asymptotes of maximum com-
plexity for human and technological functioning.

Figure 1.1 depicts a minor gap between supervisory capabilities L1 and 
L2, meaning that technological assistance at L2 does not add much to the 
baseline at L1. The figure then depicts two systems of functioning. The 
first is defined by human functioning HA and technological functioning 
TA. Technological complexity is less in this case, while human function-
ing is more complex. For example, it could be a deliberate intentional 
type of action which is modestly supported by technology, such as writ-
ing a letter using a pen. Assuming L1 as the natural human baseline, an 
agent requires a small increase in supervisory capabilities to complete this 
activity, and hence capabilities at level L2 are sufficient. Put simply, pens 
are simple tools, even if the written thoughts are complex. The second 
system is defined by human functioning HB and technological function-
ing TB. Now technological functioning is more complex, such as routine 
procedures which rely heavily on technologies, for example, riding in a 
carriage. Indeed, most people easily ride as passengers in carriages, 
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although the carriage itself  requires active supervision to maintain and 
control it. Once again, agents require modest supervision to complete 
this activity, and hence capabilities at level L2 are sufficient. In addition, 
Fig. 1.1 shows two segments labeled A and B, which are the functions 
beyond baseline  supervisory capability L1. Both segments are relatively 
small, owing to the modest increase in supervisory complexity between 
L1 and L2. Put simply, it is relatively easy to supervise the use of pens and 
riding in carriages. In fact, many premodern activity systems were like 
this, owing to the relative simplicity of their technologies.

Next, Fig. 1.2 depicts a major gap between limits L1 and L3, meaning 
that technological assistance at L3 adds significantly to the baseline at L1, 
especially if L3 includes digital technologies. The model again depicts two 
systems of functioning. The first is defined by more  complex  human 
functioning HC and less complex  technological functioning TC. For 
example, it could be a deliberate, intentional form of action which is sup-
ported by digital technology. Perhaps the writer now uses a word proces-
sor to compose a news article. The tool may be fairly easy to use, while the 
thoughts are intellectually complex. Hence, the activity requires a greater 
level of overall supervisory capability at level L3. Furthermore, segment C 
in model in Fig. 1.2 is much larger than A in model Fig. 1.1. This means 
that more functionality lies beyond baseline capabilities, and the overall 
system requires more sophisticated supervision, which is true for writing 
using a computer, compared to using a pen.

The second system in the model in Fig. 1.2 is defined by less com-
plex human functioning HD and more complex technological function-
ing TD. For example, it could be a routine activity which is automated by 
advanced  digital technology. Perhaps the passenger now rides in an 
autonomous vehicle, rather than sitting in a carriage. In fact, we could 
map the spectrum of mobility systems along the horizontal axis, from less 
complex systems to the most advanced artificial agents. In all cases, the 
overall activity system requires greater supervisory capabilities at L3. In 
addition, segment D is much larger than B in Fig. 1.1. Far more func-
tionality lies beyond baseline capabilities. The supervisory challenges are 
high. In terms of the example just given, it requires a significant advance 
in capabilities to supervise human engagement with autonomous vehicles.

Given these examples, Fig. 1.2 illustrates the supervisory challenge in 
highly digitalized contexts. Segments C and D show the scale of the 
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challenge, as significant functions are beyond baseline supervisory capa-
bilities. These segments also illustrate the functional losses which may 
occur if supervisory capabilities fall below level L3. Put simply, inadequate 
supervision will lead to poorly coordinated action. For example, techno-
logical processes might outrun and overtake human inputs, and thereby 
relegate humans to a minor role in some activity.  Automated vehicles 
could override or ignore human wishes. Alternatively, human processes 
may import myopias and biases, and artificial agents then reinforce and 
amplify human limitations. Perfectly written news  articles  can  be 
racially  biased and discriminatory.  In both scenarios, poor supervision 
skews collaborative processing and leads to functional losses. Strong col-
laborative supervision will therefore be required, involving human and 
artificial agents, to ensure that both types of agent work effectively 
together with mutual empathy and trust.

 Period of Digitalization

Digitalization therefore continues the historical narrative of technologically 
assisted human agency. Moreover, advanced digital systems are intelligent, 
self-generative agents in their own right (Norvig & Russell, 2010). Where 
self-generation in this context means to produce or reproduce oneself with-
out external guidance and support. Like human beings, artificial agents are 
situated in the world, sensory, perceptive, calculating, and self-regulating in 
goal pursuit. Artificial agents also gather and process information to iden-
tify and solve problems, thereby generating knowledge and action plans. 
Also like humans, artificial agents are autonomous to variable degrees. In 
fact, the most advanced artificial agents are fully self-generating and self-
supervising, meaning they generate and supervise themselves without 
external guidance or support.  Finally, artificial and human agents are 
equally connected in collaborative relationships and networks.

Given these developments, human and artificial agents increasingly col-
laborate with each other as augmented agents. Digitalization connects 
them, and their combinatorics are deepening. Human and artificial agents 
are becoming jointly agentic, at behavioral, organizational, and even neu-
rological levels (Kozma et al., 2018; Murray et al., 2020). So much so, that 
artificial and human agents will soon be indistinguishable in significant 
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ways, approaching what some refer to as the singularity of human and 
artificial intelligence (Eden et al., 2015). If well supervised, the collabora-
tion is reciprocal and productive: artificial agents digitalize collaborative 
functioning, and human agents civilize their joint functioning (Yuste 
et  al., 2017). In these respects, digitalization penetrates far deeper into 
human experience, compared to earlier phases of technological innova-
tion. As Bandura (2006, p. 175) writes about the digital revolution, “These 
transformative changes are placing a premium on the exercise of agency to 
shape personal destinies and the national life of societies.”

More specifically, digitalization is augmenting the sensory-perceptive, 
cognitive-affective, behavioral-performative, and evaluative-adaptive pro-
cesses, which mediate human agency and personality (Mischel, 2004). In 
fact, artificial agents are being developed which imitate these features of 
human functioning. Enabling technologies will include artificial neural 
networks, quantum and cognitive computing, wearable computers, brain-
machine engineering, intelligent sensors, and robotics. Smart digital assis-
tants will also proliferate, reaching beyond smartphones to a wide range of 
digitally augmented interactions. These agents will deploy additional inno-
vations, such as artificial personality and empathy (Kozma et al., 2018). 
Powered by such technologies, augmented agents will learn and act in far 
more expansive and effective ways. Consequently, a new type of agentic 
modality is emerging from digitalized human-machine collaboration.

Furthermore, assisted by digital technologies, people can more rapidly 
shift their attentional and calculative resources, updating memory, cogni-
tive schema, and models of reasoning. In these respects, digital augmen-
tation disrupts some traditional beliefs about the natural and human 
worlds. Particularly, given the massive growth of artificial intelligence and 
machine learning, the classic distinction between conscious mind and 
material nature appears unsustainable, as artificial agents become func-
tionally sentient and empathic. Similarly, human collaboration with arti-
ficial personalities will challenge assumptions about privacy and the 
opacity of the self, because augmented agents will interpret and imitate 
empathy and other expressions of personality (Bandura, 2015). Therefore, 
a number of widely assumed distinctions appear increasingly contingent, 
and better viewed as options along a continuum, rather than as invariant 
categories (Klein et  al., 2020). As Herbert Simon (1996), one of the 
founders of modern computer science and behavioral theory, observed, 
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scientific insight often transforms assumed states into dynamic processes. 
In this case, insight transforms assumed material and conscious states 
into dynamic processes.

At the same time, there are grounds for concern and caution. To begin 
with, digitalization might enable new forms of oppression, superstition, 
and discrimination. Indeed, we already see evidence of these negative 
effects. For example, some institutional actors leverage digital technolo-
gies to dominate and oppress populations, for ideological, political, or 
commercial gain (Levy, 2018). Others use digital systems to restrict and 
distort information, spreading deliberate falsehood, superstition, and 
bias, again to serve self-interest. In addition, digitalization could be 
used to prolong the unsustainable, overexploitation of the natural world. 
Its benefits may also be unfairly distributed, privileging those who already 
possess capabilities and resources. Digitalization would then  reinforce 
meritocratic privilege and undermine commitment to the common good 
(see Sandel, 2020). If this happens, the “digital divide” will continue to 
widen, exacerbating inequality across a range of social indicators, from 
mobility to education, health, political influence, and income. This book 
examines some of the underlying mechanisms which drive these effects.

 Adaptive Challenges

Technological transitions of this scale are often fraught. They demand 
changes to fundamental beliefs and behaviors which are firmly encoded in 
culture and collective mind. Amending them is not easy. Nor should it be. 
Such beliefs and behaviors are typically contested and tested before encod-
ing occurs, and the results are worthy of respect. Adding to the overall resil-
ience of these systems, mental plasticity often declines with age, and most 
people adapt more slowly over time. Youthful curiosity and questioning give 
way to adult certainty and habit. Older institutions and organizations 
exhibit comparable tendencies. Although, here too, sluggish adaptation is 
sometimes advantageous. It may preserve evolutionary fitness in the face of 
temporary perturbation. In fact, without adequately stable ecologies, popu-
lations, and behaviors, biological and social order would neither evolve nor 
persist (Mayr, 2002). For this reason, incessant adaptation can be self-
defeating or an early sign of impending ecological collapse.
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Digital augmentation simultaneously compounds and disrupts this 
dynamic. Compounding occurs, because digital augmentation might 
lead to excessive adaptation and the unintended erosion of ecological 
stability and agentic fitness. In fact, without adequate supervision and 
constraint, psychosocial coherence could be at risk. At the same time, the 
sheer speed and power of these technologies can be disruptive. Many 
human systems are not designed for rapid change and might fracture 
under pressure. Furthermore, even if digitalization improves adaptive fit-
ness, in doing so, it might shift the locus of control away from human 
agents, toward artificial sources. Hence, as artificial agents become more 
capable and ubiquitous, humanity must learn how to supervise its par-
ticipation in augmented agency, while artificial agents must learn to 
incorporate human values, interests, and commitments, where commit-
ment, in this context, means being dedicated, feeling obligated and 
bound to some value, belief, or pattern of action (Sen, 1985). Put simply, 
human agents need to digitalize, and artificial agents need to humanize. 
Many benefits are possible if digital augmentation enriches agentic capa-
bility and potentiality. If poorly supervised, however, artificial and human 
agents might diverge and conflict, even as they seek to collaborate. Or 
one agent may dominate the other and they will  overly con-
verge. Augmented humanity needs to understand and manage the result-
ing dilemmas. 

 New Problematics

In fact, digital augmentation problematizes modern assumptions about 
human capability and potentiality, where problematization is defined as 
raising new questions about the fundamental concepts, beliefs, and mod-
els of a field of enquiry (Alvesson & Sandberg, 2011). Thus defined, 
problematization looks beyond the refinement of existing theory. It is 
more than critique. It questions deeply held assumptions and invites the 
reformation of enquiry. For the same reason, problematization does not 
entail a detailed review of all prior work. Rather, we need to identify key 
concepts, assumptions, and models and then apply fresh thinking, all the 
while, reflecting on the novel phenomena and puzzles which prompt this 
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process. My argument adopts such an approach. It problematizes moder-
nity’s core assumptions about human agentic capability and potentiality 
and examines the emerging problematics of digitally augmented 
humanity.

In short, modernity assumes that human agents are capable but lim-
ited, and need to overcome numerous constraints, to develop and flour-
ish. As the preface to this work also states, modernity therefore focuses on 
the following questions: how can human agents collaborate with each 
other, in collective thought and action, while developing as autonomous 
persons; how can humans absorb change, while preserving value commit-
ments and psychosocial coherence; how can societies develop stronger 
institutions and organizations, while avoiding the risks of excessive docil-
ity, determinism, and domination; how can humanity ensure fair access 
to the benefits of modernity and not allow growth to perpetuate discrimi-
nation, deprivation, and injustice; and finally, a defining challenge of 
modernity, asks to what degree, can and should human beings overcome 
their natural limits, to be more fully rational, empathic, and fulfilled 
(Giddens, 2013). As Kant (1964, p. 131) wrote regarding moral impera-
tives, we strive “to comprehend the limits of comprehensibility.” 
Continuing this tradition, contemporary scholars investigate the limits of 
human understanding and how to transcend them, hoping to increase 
agentic capability and potential while balancing individual and collective 
priorities.

However, owing to digitalization, capabilities are expanding rapidly. 
Humans are potentially less limited, in many respects. Digitalization 
therefore leads us to problematize the modern assumption that human 
agency is inherently limited. New questions and problematics emerge 
instead. I also list these in the preface and repeat them here: how can 
human beings collaborate closely with artificial agents, while remaining 
genuinely autonomous in reasoning, belief, and choice; relatedly, how 
can humans integrate digital augmentation into their subjective and 
inter-subjective lives, while preserving personal identities, commitments, 
and psychosocial coherence; how can digitally augmented institutions 
and organizations, conceived as collective agents, fully exploit artificial 
capabilities, while avoiding extremes of digitalized docility, dependence, 
and determinism; how can humanity ensure fair access to the benefits of 
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digital augmentation and not allow them to perpetuate systemic discrim-
ination, deprivation, and injustice; and finally, the most novel and con-
troversial challenge, which is how will human and artificial agents learn 
to understand, trust, and respect each other, despite their different levels 
of capability and potentiality. This is controversial because it implies that 
artificial agents will exhibit autonomous judgment and empathy. It 
assumes that sometime soon, we will attribute intentional agency to arti-
ficial agents (Ventura, 2019; Windridge, 2017).

1.1  Theories of Agency

Albert Bandura (2001) is a towering figure in the psychology of human 
agency, both individual and collective. His social cognitive theories 
explain how the capacity for self-regulated, self-efficacious action, is the 
hallmark of human agency, as well as a prerequisite for human self- 
generation and flourishing. In this respect, Bandura epitomizes the mod-
ern perspective on human agency: despite their natural limitations, 
people are capable of self-regulated, efficacious thought and action. They 
sense conditions in the world, identify and resolve problems, and pursue 
purposive goals. Human potential is thereby realized as people develop, 
engage in purposive action, and learn. They also mature as reflexive 
beings, acquiring the capability to monitor and manage their own 
thoughts and actions, and ultimately to self-generate a life course. Thus 
empowered and confident, people find fulfillment and flourish. In 
modernity, being truly human is to be freely and fully agentic.

 Persons in Context

For comparable reasons, Bandura (2015) is among the psychologists who 
advocate situated models of human agency, personality, and rationality, 
often termed the “persons in context” and “ecological” perspectives. Like 
other scholars in this community, Bandura views human agency in natu-
ralistic terms, assuming agents are sensitive to context, inherently variable, 
adaptive, and self-generative (Bandura, 2015; Bar, 2021; Cervone, 2004; 
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Fiedler, 2014; Kruglanski & Gigerenzer, 2011; Mischel & Shoda, 2010). 
Consequently, he and others reject static models of human personality 
and agency—for example, they reject fixed personality states and traits 
(e.g., McCrae & Costa, 1997)—and argue instead that persons are situ-
ated and adaptive. In the context of digitalization, conceiving of human 
agents in this way is important for two main reasons. First, if humans are 
complex, open, adaptive systems, situated, and self- generative, they are 
well suited for collaboration with artificial agents which share the same 
characteristics. Second, digitalization amplifies the impact of contextual 
dynamics because contexts change rapidly and penetrate more deeply into 
human experience. Being human in a digitalized world is to be human in 
augmented contexts.

For similar reasons, some psychologists explicitly compare human 
beings to artificial agents. They note that both types of agent can be 
modeled in terms of inputs, processes, and outputs (Shoda et al., 2002). 
In addition, both human and artificial agents sense the environment and 
gather information which they process using intelligent capabilities, 
leading to goal-directed action, and subsequent learning from perfor-
mance. Humans and advanced artificial agents are both potentially self- 
generative as well. Therefore, human and artificial agents are deeply 
compatible, because both possess the same fundamental characteristics: 
(a) they are situated and responsive to context; (b) they use sensory per-
ception of various kinds to sample the world and represent its problems; 
(c) both then apply intelligent processes to solve problems and develop 
action plans; (d) they self-regulate performances, including goal-directed 
action; (e) both evaluate performance processing and outputs, which 
results in learning, depending on sensitivity to variance; (f ) both are self-
generative and can direct their own becoming; and (g) they do all this as 
separate individual agents or within larger cooperative groups and 
networks.

Two of these characteristics are especially notable, namely generativity 
and contextuality. First, self-generation reflects a wider interest in genera-
tive processes broadly conceived. In numerous fields, scholars research 
how different systems kinds originate, produce, and procreate form and 
function without external direction. Chomsky’s (1957) theory of genera-
tive grammar is a perfect example. In it, he argues that semantic 
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principles are genetically encoded, then embodied in neurological struc-
tures, and subsequently generate linguistic systems. In this way, the first 
principles of grammar help to generate language. Others propose genera-
tive models of social science, using agent-based and neurocognitive mod-
eling (e.g., Epstein, 2014). Some economists exploit the same methods to 
explain the origins and dynamics of markets (e.g., Chen, 2017; Dieci 
et al., 2018). While in personal life, generativity embraces the parenting 
of children, mentoring the young, as well as curating identities and life 
stories (McAdams et al., 1997).

Second, contextuality is not limited to theories of human personality 
and agency. For example, philosophers also debate the role of context, 
when considering the content of an agent’s thoughts and actions. Not 
surprisingly, naturalistic and pragmatic philosophers are highly skeptical 
of ideal objectivity free from contextual influence. As Amartya Sen (1993) 
argues, perception, observation, belief, and value, all arise in some con-
text and positions within it. From this perspective, claims of objectivity, 
whether ontological, epistemological, or ethical, must be positioned 
within context. There is no view from nowhere (see Nagel, 1989) and no 
godlike position or point of view, sub specie aeternitatis, which John Rawls 
(2001) hoped for. Commitments of every kind imply context and posi-
tion. Human agents are forever situated, embedded in social, cultural, 
and historical contexts, although, each context and position can be well 
lit, by focused attention, sound reasoning, and gracious empathy.

In fact, across many fields of enquiry, scholars are adopting similar 
approaches. Context and position matter. Examples are found in other 
areas of psychology and social theory (Giddens, 1984; Gifford & Hayes, 
1999), in economics (Sen, 2004), as well as in linguistics and discourse 
analysis (Lasersohn, 2012; Silk, 2016). They all share a common motiva-
tion. Within each field of enquiry, there is growing awareness of contex-
tual variance and complexity, plus skepticism about static methods 
and models. These concerns are amplified by the obvious increase in phe-
nomenal novelty and dynamism, especially owing to digitalization and 
related global forces. At the same time, most scholars who embrace con-
text and position also reject unfettered subjectivity and relativism. Rather, 
they problematize assumptions about universals and ideals and investi-
gate systematic processes of variation and adaptation instead. All agentic 
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states are then conceived as processes in context unless there is compel-
ling evidence to the contrary. Debate then shifts to what common, under-
lying systems or structures might exist among different expressions of 
agency. To cite Simon (1996) once again, scientific insight often trans-
forms the understanding of assumed states into dynamic processes.

 Capability and Potentiality

However, individual human agency is not simply an expression of person-
ality in context. While agency assumes personality, it goes further 
(Bandura, 2006). The two constructs are not fully correlated. First, agency 
is forward looking, prospective, and aspirational, whereas personalities 
need not be. Second, agency is self-reactive, allowing agents to evaluate 
and respond to their own processes and performances. This function 
exploits outcome sensitivity and various feedback and feedforward mecha-
nisms. Third, human agents are self-reflective, whereby they process infor-
mation about their own states and performances and form reflexive beliefs 
and affects. Fourth, agency is potentially self- generative, meaning agents 
curate their own life path and way of becoming, although not all persons 
do so. To summarize, individual agency is an affordance of personality. 
The two are integrated, interdependent systems of human functioning. 
Personality and agency together, allow individuals to be intentional, pro-
spective, aspirational, self-reactive, self-reflective, and self-generative.

Collective agents exhibit comparable characteristics. Yet collective 
agency is not simply the aggregation of personalities (Bandura, 2006). 
Granted, collectives connect and combine different individuals, but at 
the same time, collective agency is more holistic and qualitatively differ-
ent. It relies heavily on networks and culture, for example, which also 
help to define collective modality and action (DiMaggio, 1997; Markus 
& Kitayama, 2003). Nevertheless, collectives share many of the same 
functional qualities as individuals. Collective agency is also intentional, 
prospective, aspirational, self-reactive, self-reflective, and self-generative. 
But these are now properties of communities, organizations, institutions, 
and networks, rather than individuals or aggregations of them (March & 
Simon, 1993; Scott & Davis, 2007). In summary, collective agency is an 
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affordance of cultural community. In this respect, cultural communities 
and collective agency are integrated, interdependent systems of human 
functioning as well, but at a more complex level of organization and 
modality.

 Limits of Capabilities

Irrespective of agentic modality and context, however, purely human 
capabilities are limited. Theories of agency therefore allow for approxi-
mate outcomes, trade-offs, and heuristics. They explain how individuals 
and collectives simplify and compromise, in order to reason and act 
within their limits (Gigerenzer, 2000; March & Simon, 1993). Sometimes, 
simplifying heuristics and trade-offs work well. But at other times, agents 
fall prey to noise, bias, and myopia, owing to the fallibility of such strate-
gies (Fiedler & Wanke, 2009; Kahneman et al., 2016). Each major area 
of agentic processing is affected. First, sensory perception is constrained 
by limited attentional and observational capabilities, and agents easily 
misperceive the world and themselves, becoming myopic or clouded by 
noise. Second, cognitive-affective processes are limited by bounded cal-
culative capabilities, which allow biases and myopias to distort problem- 
solving, decision-making, and preferential choice. Empathic capabilities 
are limited as well, meaning agents often struggle to interpret and under-
stand other people and themselves. Third, behavioral- performative out-
puts are constrained by limited self-efficacy and self- regulatory capabilities. 
Hence, humans often perform poorly or inappropriately. And fourth, 
updates from feedforward and feedback are limited by insensitivity to 
variance, memory capacity, and procedural controls, meaning humans 
often fail to learn adequately and correctly. Feedforward updating is espe-
cially vulnerable, owing to its complexity and speed.

Importantly, these limitations suggest the contingency of many 
assumed criteria of reality, rationality, and justice (Bandura, 2006). For if 
purely human capabilities are inherently limited, then whatever is 
grounded in such capabilities will be limited as well. This is especially 
problematic, because ordinary categories and beliefs often acquire ideal 
status, as fundamental realities, necessary truths, and mandatory 
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self- guides. They are idealized, meaning they are extrapolated to apply 
universally and forever, when in fact they do not (Appiah, 2017). Once 
again, each area of agentic processing is affected. First, the ordinary limits 
of sensory-perceptive capabilities often determine agents’ fundamental 
ontological commitments and the core categories of reality. For this rea-
son, most naturalistic and behavioral theorists argue that ontologies are 
contextual and variable to some degree, and hence open to revision 
(Gifford & Hayes, 1999; Quine, 1995). In contemporary philosophy, 
this approach supports “conceptual engineering,” in which fundamental 
concepts of reality and value are constructed and reconstructed to fit the 
context (Burgess et al., 2020; Floridi, 2011).

Second, agents regularly hold idealized epistemological commit-
ments—criteria of true belief and models of reasoning—which reflect the 
limits of their cognitive capabilities. Most naturalistic, and behavioral 
theories view epistemic commitments as inherently adaptive and ecologi-
cal (Kruglanski & Gigerenzer, 2011). One notable advocate of this posi-
tion was the later Wittgenstein (2009), who illuminated how contingent 
“language games” become idealized in axiomatic models of reasoning. In 
fact, Wittgenstein exposed axiomatic models as a type of meta-game, 
which foreshadowed recent thinking about the evolution of logics (e.g., 
Foss et al., 2012; Thornton et al., 2012). Third, agents adopt ethical com-
mitments. They form ideals of goodness and justice which reflect their 
limited relational and empathic capabilities, where empathic limits con-
strain how much people can appreciate about each other’s values and 
commitments. Philosophers then debate the origin of such limits and the 
degree to which they might be overcome. Some view empathic incom-
pleteness as intractable and humanizing, and central to sociality and cul-
ture (e.g., Sen, 2009); while others argue for empathic universals, at least 
regarding fundamental principles (e.g., Rawls, 2001).

 Impact of Digitalization

By transcending ordinary human capabilities, digital augmentation prob-
lematizes these questions and assumptions. First, digital innovations are 
rapidly improving the capacity to sense the environment, thereby 
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heightening the perception of contextual variation and problems. 
Enabling technologies include the internet of things, intelligent sensing 
technologies, and fully autonomous agents. Second, digital augmenta-
tion massively increases information processing capabilities, transcending 
the assumed limits of human intelligence. For example, anyone with a 
contemporary smartphone can access enormous processing power at the 
touch of an icon. Third, digital augmentation enables new modes of 
action, which augment human performances. Digital innovations are 
transforming sophisticated domains of expert action, such as clinical 
medicine. Fourth, augmented agents can learn at unprecedented rates 
and degrees of precision, through rapid performance feedback, coupled 
with intense feedforward mechanisms (Pan et al., 2016; Pan & Yu, 2017).

Altogether, therefore, digitalization is radically augmenting agentic 
capabilities and potentialities, regarding sensory perception, cognitive-
affective processing, behavior performance, evaluation of performance, 
and learning. In consequence, many traditional assumptions appear 
increasingly contingent and contextual, among them, conceptions of 
cognitive boundedness, distinctions between conscious mind and mate-
rial nature, interpretive versus causal explanation, and abstract necessity 
versus practical contingency. Digitalization thus problematizes the con-
ceptual architecture of modernity.

1.2  Metamodels of Agency

Fully to conceptualize and analyze this shift, we need to work at a higher 
level of metamodels. By way of definition, metamodels capture the com-
mon features of a related set of potential models within a field (Behe 
et al., 2014; Caro et al., 2014). Put simply, metamodels define families of 
models. They are specified by hyperparameters which define the core cat-
egories, relations, and mechanisms shared by a set of models (Feurer & 
Hutter, 2019). Thus defined, metamodels are studied in numerous fields, 
even if they are not labeled as such, for example, in decision-making (He 
et al., 2020; Puranam et al., 2015) and Chomsky’s (2014) work on lin-
guistics. The concept is very well established in computer science: 
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“Metamodels determine the set of valid models that can be defined with 
models’ language and behavior in a particular domain” (Sangiovanni- 
Vincentelli et al., 2009, p. 55). In this book, the term refers to families, 
or related sets, of models of agency. Regarding agentic metamodels, 
hyperparameters define levels of organization or modality, activation 
mechanisms, and processing rates, such as the speed of self-regulation 
and learning, where rates, in this context, are defined as the number of 
processing cycles performed per unit of time. The reader will therefore 
encounter the terms “metamodel of agency” and “agentic metamodel” 
throughout this book. However, I will not offer an alternative model of 
agency at the detailed level. The book does not present an alternative 
theory of human psychology or agency as such. Nor will it propose a 
formal model of augmented agency or humanity based on a specific the-
ory. Rather, my argument will focus at a higher level, on the features of 
agentic metamodels.

To illustrate, consider the field of psychological science. In this field, a 
popular metamodel assumes that human beings perceive the world and 
themselves, then process information and perform action, with varying 
degrees of intelligence and autonomy. Human beings are therefore a type 
of input-process-output system (Mischel, 2004). Given this broad 
metamodel, scholars then formulate specific models of psychological 
functioning, such as behaviorist, social cognitive, state, and trait models. 
Importantly, each type of model exemplifies the principles of the broad 
metamodel, though they vary in terms of the specific parameters for 
inputs, the internal mechanisms of processing, and performance outputs. 
Moreover, in fields like psychology, domain-specific metamodels are 
often predetermined, typically from the analysis of practice and experi-
ence. Indeed, whole industries evolve this way. Prescriptive metamodels 
guide pedagogical and clinical practice (Bandura, 2017). Most psycholo-
gists therefore assume fairly stable agentic metamodels which are deeply 
encoded in culture and community (Soria-Alcaraz et  al., 2017). This 
means that metamodels adapt incrementally, if at all, under normal con-
ditions. Indeed, institutional fields are labeled “fields” for this reason; and 
similarly, personality types are labeled “types.” Both labels reflect stable 
metamodels in these fields of study (Mischel, 2004; Scott, 2014). 
Moreover, few practitioners question the normative metamodels of a 
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field. Most are encoded during training, or imposed by regulation, and 
remain fixed. 

The question remains, however, whether metamodels will help in the 
analysis of human-artificial augmented agency. Even if metamodeling is 
a suitable way to analyze both human and artificial agents, at a high level, 
can the two be integrated in this way? Perhaps the fundamental features 
of the mind and consciousness are too incommensurable with artificial 
agency and intelligence. Arguably, this was the case until recently. 
However, as noted earlier, recent technical  advances suggest that 
metamodeling is now feasible in this regard. For example, advanced sys-
tems of artificial intelligence are increasingly capable of higher forms of 
cognitive functioning, including self-generation and self-supervision, 
associative and speculative reasoning, heuristic problem-solving and 
decision- making, as well as interpreting affect and empathy (Asada, 2015; 
Caro et al., 2014). Human and artificial agents are increasingly similar 
and thus amenable to integrative metamodeling, especially when they 
combine as augmented agents.

 Compositive Methods

Digitalized ecologies will be increasingly dynamic and responsive. Agency 
will be less reliant on stable metamodels and encoded templates. New 
metamodels, or families of models, will consistently emerge. In this way, 
augmented agents will be capable of rapid transformation. Humans and 
artificial agents will take on different, complementary roles, self- 
generating dynamically to fit changing contexts. Their metamodels will 
compose and recompose in real time, to fit changing conditions. In this 
respect, digital augmentation supports a more dynamic method, which 
can be described as “compositive” (cf. Latour, 2010), meaning that meth-
ods and models will compose, decompose, or recompose, to fit different 
contexts. From a design perspective, therefore, augmented agency will be 
near composability, as well as  being  near  decomposable  modular and 
hierarchical systems. Moreover, compositive methods are systematic and 
rigorous, the result of processing vast quantities of data. These methods 
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are neither ad hoc nor idiosyncratic (e.g., Pappa et  al., 2014; Wang 
et al., 2015).

Compositive methods are already employed in contemporary artificial 
intelligence. Systems maintain databases of processing modules and 
methods, and then select and combine these to fit the problem con-
text.  Metamodels and models are developed rapidly, contextually, in 
response to problems and situations. As noted previously, the most 
advanced software algorithms now compose their own metamodels—
they are fully self-generative—requiring minimal (if any) supervision. 
Evolutionary deep learning systems and Generative Adversarial Networks 
(GANs) function in exactly this way (Shwartz-Ziv & Tishby, 2017). Via 
rapid inductive and abductive learning, these systems process massive 
volumes of information, identifying hitherto undetectable patterns, to 
compose new metamodels and models, often without any external super-
vision. Augmented agents will do likewise. They will leverage the power 
of digitalization to select and combine different techniques and proce-
dures, and thereby compose metamodels and methods which best fit the 
context. Development of, and investigation by,  augmented agents will 
invoke compositive methods.

Notably, the great economist, Friedrich Hayek (1952), argued for 
compositive methods in the social sciences, as an antidote to naïve reduc-
tionism, developing models and methods which best fit the problem at 
hand (Lewis, 2017). In these respects, Hayek’s conception of “composi-
tive” is comparable to recent technical developments. Going beyond 
Hayek’s conception, however, digitalized metamodeling is agentic and 
ecological, more similar to Latour’s (2010) concept of composition. It 
synthesizes both top-down and bottom-up processing, detailed and holis-
tic, rapidly iterating, using prospective metamodeling and testing, until 
maximizing metamodel fit, and often achieving this in a fully unsuper-
vised, self-generative fashion. In these respects, digitalized composition 
also problematizes traditional methodological distinctions: between 
qualitative and quantitative, methodological individualism and collectiv-
ism, and between reductionism and holism. Instead, compositive meth-
ods will blend these options and treat such polarities as the extremities of 
continua (Latour, 2011). I will return to these topics in later chapters, 
and especially in the final chapter which discusses the future science of 
digitally augmented agency.
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1.3  Dimensions of Metamodeling

Nevertheless, given the complexity of many problems and the processing 
they require, artificial agents must also simplify and approximate. This is 
done using algorithmic heuristics, which are shortcut means of specifying 
models and methods (Boussaid et al., 2013). At the most general level, 
hyperheuristics provide simplified means of specifying the broad hyper-
parameters of metamodels. Recall that metamodels are defined as related 
sets of potential models, and hyperparameters specify the broad features 
or attributes of metamodels, including their core categories, mechanisms, 
and processing rates (Feurer & Hutter, 2019). Hyperheuristics are short-
cut means of specifying these properties. Metamodels are further distin-
guished by the supervision applied in their development. As noted earlier, 
they can be fully supervised, semi-supervised, or unsupervised, from arti-
ficial and human sources.

In supervised metamodeling, hyperparameters are fully determined by 
prior experience and learning (e.g., Amir-Ahmadi et al., 2018), whereas 
in semi-supervised systems, the initial hyperparameters are partially 
given, but provisional. Additional processing is required to tune and opti-
mize them. Among the benefits of a semi-supervised approach, is that 
metamodeling can exploit prior learning while responding to novelty, 
although, semi-supervised metamodeling also poses risks, if it imports 
distorting biases and myopias (Horzyk, 2016). Alternatively, some artifi-
cial agents are fully unsupervised. Hyperparameters are developed by the 
agent itself, in a self-generative fashion. Metamodels are composed, rather 
than retrieved. Advanced artificial agents do this through rapid, iterative 
hyperparameter pruning, tuning, and optimization (Song et al., 2019).

As noted above, GANs are a recent innovation of this kind (Wang 
et al., 2017). In these systems, artificial agents compete in a collaborative 
game. A generator produces fake examples of some phenomenon, derived 
from pure noise. In parallel, a discriminator is trained on real examples of 
phenomena, such as photographs of human faces. If the system is fully 
unsupervised, these training data are unlabeled and unstructured. Using 
such data, the discriminator learns via multiple cycles of induction. Then 
the artificially generated, fake examples are passed to the discriminator, 
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along with unclassified real examples, and the discriminator tries to dis-
tinguish real from fake. The competition ends in a Nash equilibrium, 
being the state in which neither the generator nor discriminator can do 
better against the other, but they rely on each other to achieve this maxi-
mal state, and both therefore benefit from stabilizing the system (Pan 
et al., 2019). In this fashion, the GAN produces a maximizing solution 
to the focal problem, for example, developing an artificial agent which 
can distinguish human faces, without needing any external supervision 
(Liong et  al., 2020). And the metamodel is fully unsupervised and 
self-generative.

 Parameters and Variables

Given initial hyperparameters and the metamodel they define, the next 
phase applies metaheuristics to select a model from the choice set (Feurer 
& Hutter, 2019). First, the agent will select specific parameters, about 
what counts as real versus fake, and what is exposed or hidden. Second, it 
will select activation functions, such as the type of action generation, or 
the outcome variance which triggers adaptive feedback. Third, there will 
be specific processing cycles and learning rates, for example, whether a 
particular type of feedback is slow and sluggish, or fast and hyperactive, 
and also about the level and intensity of feedforward processing. In purely 
human processes, such parameters tend to be encoded in memory and 
mental models, and supervised by metacognition (Bandura, 2017). Even 
ecological models of rationality are significantly supervised, by prescrib-
ing criteria of adaptation and association (Kruglanski & Gigerenzer, 
2011). For example, the metaheuristic may encode “fast and frugal heu-
ristics” as the most ecologically appropriate model for problem-solving 
(Gigerenzer & Goldstein, 1996). The system then employs this specific 
model to resolve a focal problem.

Next, given a specific model and its parameters, the process specifies 
the variables or expected patterns of variance. For example, in a natural-
istic model of agency, variables might capture the expected degree and 
rate of variation in self-regulated behavior (the dependent variable), con-
ditional on the strength or weakness of self-efficacy (the independent 
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variable) (Bandura, 1997). In this case, the variables are supervised and 
predetermined. Though, if supervision is poor, the specification of vari-
ables can easily import distorting myopias and biases. Indeed, such biases 
often infect human and machine learning, resulting in poor choices and 
decision-making (Noble, 2018). Human and artificial agents must there-
fore learn how better to supervise the selection of variables, mindful of 
these risks. Otherwise, models could be underfitting (admitting too 
much noise and variance), or overfitting (excluding too much noise and 
variance). Both scenarios will increase functional losses (Kahneman 
et al., 2016).

Importantly, at each level of artificial processing, algorithmic heuristics 
help to manage the otherwise overwhelming complexity of data and pro-
cesses. Indeed, much research into artificial intelligence and machine 
learning focuses on optimizing such hierarchies: using hyperheuristics to 
select the hyperparameters which define metamodel choice sets; then 
using metaheuristics to select the detailed model which fits best; and 
finally, the chosen model provides specific heuristics to solve a focal prob-
lem. The earlier example cited (a) the metamodel of associative, heuristic 
problem-solving, then (b) the model of “fast and frugal” heuristics, and 
(c) applying a specific heuristic, such as a simple stopping rule (Gigerenzer, 
2000). These methods will be critical for the effectiveness and efficiency 
of digitalized problem-solving, and especially more complex problems. 
For the same reasons, these methods will be employed by digitally aug-
mented agents.

Furthermore, depending on the type and level of supervision, hyper-
parameters are more, or less visible. Recall that some are predetermined, 
given by supervision, and hence immediately visible. Others may be hid-
den and unsupervised, and therefore wait to be discovered by further 
processing. In computer science, these questions loom large for the effi-
ciency of artificial agents (Yao et al., 2017). On the one hand, the more 
prior supervision of hyperparameters, the less is hidden and metamodel-
ing is more efficient and predictable. For example, in fully supervised 
machine learning, hyperparameters are predetermined and thus fully vis-
ible. However, as a result, there are fewer degrees of freedom: the greater 
the supervision, the less freedom in metamodeling. On the other hand, 
with less or no supervision, more is hidden. This entails greater degrees of 
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freedom, to explore and self-generate. This is the case in unsupervised 
GANs, in which hyperparametric values are largely hidden and await 
discovery. However, the process of discovery consumes time and resources. 
To compensate, unsupervised systems also employ hyperheuristics in 
hyperparameter tuning and pruning, to optimize metamodel discovery 
and design. That is, they self-supervise their own objective function to 
maximize fit while also  minimizing the processing load (Burke et  al., 
2019). Similar dynamics occur in the development and functioning of 
agentic metamodels. Human systems also need to balance metamodel fit 
and efficiency. But in these contexts, components can be hidden for other 
reasons, and especially owing to the limitations of human perception and 
consciousness.

 The Role of Consciousness

In premodern cultures, it was assumed that most fundamental principles 
are accessible to ordinary consciousness, even if they depended on divine 
revelation and ritual. This included the core categories of reality, truth, 
and value, about persons, the polis, and the cosmos (Rochat, 2009). 
However, hyperparameters of this kind are inevitably anthropomorphic, 
owing to their origins in ordinary experience. This was certainly true for 
premodernity. Fundamental categories of reality and truth were defined 
in human terms, that is, in terms which reflected ordinary consciousness. 
Hence, the gods were superhuman characters and the cosmos emerged 
through anthropomorphic or animistic  stories of creation. By implica-
tion, premodern cultures offered few degrees of self-generative freedom 
in agentic form and function.

By contrast, during post-Enlightenment modernity, the fundamental 
properties of nature are largely inaccessible to ordinary consciousness. To 
discover them, one requires specialized technological assistance, or in 
other words, the methods of modern empirical science. Nevertheless, 
many continued to believe that the fundamental properties of mind and 
self are directly accessible to consciousness. Descartes (1998) exemplified 
this belief when he introspected and famously concluded, “I think there-
fore I am.” The modern mind-body problem was born and over 
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time modernity bifurcated the sciences. On the one hand, the natural 
sciences demoted ordinary consciousness and relied on technological 
assistance to access the hidden, fundamental realities of nature. Whereas 
on the other hand, many human sciences continued relying on ordinary 
consciousness to access the fundamental properties of mind and self, with 
or without technological assistance (Thiel, 2011). Some disciplines con-
tinue to do so, believing that the hyperparameters of cognitive form and 
function are directly accessible to ordinary consciousness. Arguably, this 
is anthropomorphic and erroneous (see Chomsky, 2014).

In fact, owing to digitalization and neurophysiological discoveries, it is 
becoming abundantly clear that the fundamental realities of mind and 
self are opaque to ordinary consciousness (Carruthers, 2011). Specialized 
technologies are required here too. Introspection is a functional approxi-
mation, at best. From the perspective of digital augmentation, therefore, 
no fundamental categories and mechanisms—of neither physical nature 
nor mental phenomena—are directly accessible to ordinary conscious-
ness. Both require technological assistance to observe and analyze them. 
However, this does not entail the reduction of mind and self to material 
cause or the digital dissolution of consciousness. Rather, as I will explain 
more fully in later chapters, it entails rethinking classic concepts of mind 
and self in terms of digitally augmented agency and self-generative 
systems.

Significant implications follow for the supervision of technologically 
assisted agency, and especially the supervision of digitally augmented 
agents. Most importantly, if ordinary consciousness is demoted and no 
longer a reliable source of fundamental reality and truth, then it will 
require deliberate supervision to ensure that ordinary human inputs are 
acknowledged and respected. They cannot, and should not, be either 
foundational or taken for granted. In fact, this problem is already a topic 
of research in computer science. Artificial agents are designed to recog-
nize and accommodate the ordinary experience of mind and self, when 
they need to collaborate with humans in behavioral settings (Abbass, 
2019), for example, when humans travel in autonomous vehicles. These 
situations require the systematic incorporation of human perceptions, 
values, and interests, despite their lack of precision and reliability. In this 
way, the supervision of augmented agency is humanized.
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The earlier Figs. 1.1 and 1.2 illustrate these effects. Recall that these 
figures depict the core supervisory challenge of technologically assisted 
humanity, namely, how to combine and coordinate, divergent levels of 
human and technological functionality. In fact, the same factors explain 
the shifting role of ordinary consciousness in explanatory thought. To 
illustrate, instead of interpreting these figures as general models of super-
vision, now assume they depict the supervision of explanatory thought. 
Next, recall that the small gap between levels of capability L1 and L2 in 
Fig. 1.1 illustrates modest technological assistance. We can therefore re-
interpret this figure to depict forms of science with modest technological 
tools and techniques. Also, note that segments A and B are both relatively 
small. Much supervision is achievable using baseline capability L1 and 
hence accessible to consciousness. In fact, this was the dominant pattern 
in premodern science (Sorabji, 2006). It persists in some fields of human 
study, which still derive fundamental categories and mechanisms from 
ordinary consciousness and introspection.

By contrast, in Fig. 1.2, there is a larger gap between baseline capabil-
ity L1 and more technologically advanced capabilities L3. This figure 
therefore illustrates forms of science with significant technological input. 
Segments C and D are large, implying that much is inaccessible to ordi-
nary consciousness and requires supervision at level L3. Modern natural 
science is certainly like this, as are the human sciences which no longer 
rely on ordinary consciousness and perception but employ specialized 
technologies instead. The science of digitally augmented agency will 
adopt the same approach. However, for this reason, future science con-
fronts a major challenge. It will require strong collaborative supervision 
to avoid scenarios in which artificial agents overwhelm and ignore human 
inputs, and/or human supervision imports distorting myopias and bias 
into artificial intelligence and science.

 Critical Dilemmas

Metamodeling therefore plays an important role in agentic thought and 
action. In practical, behavioral domains, most metamodeling is auto-
matic, implicit, encoded in memory, and heavily supervised by 
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procedural routine and custom. Data are labeled and principles are clear. 
In fact, in ordinary human experience, metamodeling is only self-gener-
ative in the most creative and speculative domains. By contrast, metamod-
eling by artificial agents is increasingly self-generative and unsupervised. 
This distinction between human and artificial supervision of metamodel-
ing has profound implications for their collaboration. Digitally aug-
mented humanity must integrate both types of agent and accommodate 
their different capabilities and potentialities. On the one hand, human 
inputs will be strongly supervised, replicative, and ordinary human intu-
itions and priors will often persist. Humans also tend to be comparatively 
myopic, sluggish, layered, and insensitive to variance. Whereas artificial 
agents will tend toward increasingly unsupervised, self-generated inputs, 
independent of human intervention. In addition, artificial agents are 
comparatively farsighted, fast, compressed, and hypersensitive to variance.

Overall, collaborative supervision will therefore be daunting, even for 
the most developed augmented agents (Cheng et al., 2020). If supervision 
is poor, the result could be extremely convergent or divergent forms and 
functions. Regarding over-convergence, one type of agent might domi-
nate the other resulting in systems which are too digitalized or too human-
ized. Whereas regarding over-divergence, human and artificial inputs will 
both be significant but conflicting. A number of divergent dilemmas are 
possible. First, the human and artificial components of augmented agents 
could diverge in terms of range, being both farsighted and nearsighted at 
the same time, looking too far and near in sampling and search. Second, 
their processing rates might diverge, being rapid in some respects and 
sluggish in others, thus cycling both too fast and too slow. Third, artificial 
processes could be hypersensitive to variance, while human processes are 
relatively insensitive, thereby admitting too much and too little noise. And 
fourth, augmented agents might combine overly complex and simplified 
components, leading to poor integration and coordination. In all these 
scenarios, outcomes will easily become dysfunctional. The following chap-
ters examine the origins and consequences of these dilemmas for key 
domains of agentic form and functioning. The final chapter looks forward 
to the future science of digitally augmented agency.
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2
Historical Metamodels of Agency

Different agentic metamodels correspond to major historical periods of 
civilized humanity. Technological innovation is an important, distin-
guishing feature of this narrative (Spar, 2020). The long-term trend is 
toward greater agentic capability and potentiality, assisted by more 
sophisticated technologies: from the static agentic metamodels and sim-
ple technologies of premodernity to the more complex metamodels of 
modernity, assisted by mechanical and analogue technologies, and now 
to the increasingly dynamic, digitally augmented metamodels of the con-
temporary period. In summary, the evolution of agentic metamodels is a 
historical process itself. Each major period warrants detailed discussion.

2.1 Major Historical Periods

In premodern cultures—prior to the modern period of Enlightenment 
and industrialization—human agency was popularly conceived in terms 
of divinely ordained narratives and fixed social orders. Purposive thought 
and action were supervised by patriarchal authority and supernatural 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76445-6_2&domain=pdf
https://doi.org/10.1007/978-3-030-76445-6_2#DOI


40

beings, which helped to make sense of intractable fate. For most people, 
the order of things was not a human composition, but bestowed by agents 
from above and beyond (Geertz, 2001). Given these assumptions, expla-
nation of the world was teleological and driven by final cause, while cat-
egories of reality were defined in terms of essential states and forms. 
Reflecting this relative lack of capability and potentiality, the dominant 
metamodels of agency assumed stability (Sorabji, 2006). Normality 
meant replicating an established, often divinely ordained metamodel of 
agency, and significant variance was viewed as a sign of weakness or devi-
ance. Hence, trying to amend or circumvent the divine order was fraught 
with existential risk, as the ancient Greek tragedians understood 
(Williams, 1993). And for most, human overcoming was not explained 
by autonomous reasoning and action, but by good fortune and super-
natural beneficence.

In like fashion, explanatory thought about agency in premodernity 
focused on collective norms, compliance with them, and the vicissitudes 
of fate. Rare opportunities for change consisted in altering position 
within the established order, shifting from point to point, like transpos-
ing scalar values in Euclidean space (Isin, 2002). Not surprisingly, there-
fore, premodernity did not privilege individual agency, but rather 
deference and compliance. Granted, some scholars explored alternative 
conceptions, but as the trial of Socrates illustrates, encouraging autono-
mous critical thought could be a crime punishable by death (Hackforth, 
1972). Agentic performance was assessed in terms of adherence to norms, 
and the purpose of feedback was to refine replication and correct devia-
tion. Thomas à Kempis (1952) epitomized this perspective in The 
Imitation of Christ, one of the most revered texts of the premodern 
Christian period. He explains that fulfillment comes from absorbing 
scripture and imitating the life of Christ, not from autonomous reason-
ing and choice. The latter perspective had to wait for Martin Luther, who 
nailed his 95 theses to the door almost a century later. In summary, pre-
modern, agentic metamodels prioritized replication, rather than adaptive 
change or original composition.
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 Replicative Metamodels of Agency

Figure 2.1 depicts a premodern, replicative metamodel of agency. It builds 
on the cognitive-affective model of personality developed by Mischel and 
Shoda (1998). The figure assumes an input-process-output view of per-
sonality and the self, situated in context, but with relatively low variabil-
ity and high stability. Hence, the metamodel illustrates a “persons in 
context” perspective, albeit with relatively low levels of contextual and 
system variation. Given these assumptions, the figure includes a sequence 
of major phases. First, it shows situational input stimuli (labeled SI), 
which include information about situations and problems in the world. 
Second, these stimulate sensory perception (SP), which transmits infor-
mation to the next stage, cognitive-affective processing (CA). Third, the 
agent then processes information using cognitive-affective process-
ing  units  (PU), which may  include encodings, beliefs, affective states, 
goals, and values, including reference criteria and core commit-
ments  (RC), and self-regulatory schemes. Fourth, the agent generates 
action plans (AG), which are self-directed and self-regulated, to some 
degree. Fifth, these plans result in behavioral-performative outputs (BP). 
Sixth, such outputs trigger evaluation of performance (EP), as agents 
compare outcomes to aspirations and expectations, conditional on their 
degree of sensitivity to variance.

The figure also depicts three mechanisms of update encoding which 
flow from the evaluation of performance. These are shown by the arrowed 

Situational input 
stimuli (SI)

Behavioral performative 
outputs (BP) 

Cognitive-affective
processing (CA)

Action 
generation

Sensory 
perception

Feedback encoding (FB)

(SP) (AG)

RC

SI

SI

SI BP

BP

BPPU

PU

Evaluation of 
performance

(EP)

Feedforward encoding (FF)
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lines at the base of the figure. The first two are feedback mechanisms (FB) 
which flow from evaluation of performance (EP). One is an inter-cyclical 
mechanism which updates cognitive-affective processes; that is, updates 
occur at the completion of full cycles of processing. A second inter- 
cyclical mechanism updates input stimuli and the situational context 
itself. In addition, there is an intra-cyclical feedforward mechanism (FF), 
flowing from cognitive-affective processing, which updates the situation 
itself and input processing. It is intra-cyclical, in relative terms, because it 
occurs during and influences the ongoing process. Natural, human feed-
forward guidance is neurological and largely unconscious (Basso & 
Belardinelli, 2006), and was inherently part of human functioning, even 
in premodern times.

Furthermore, each phase is composed of functional components, illus-
trated by small circles. These are situational inputs (SI), cognitive- affective 
processing units (PU), including one dotted circle showing a referential 
criterion or commitment (RC), and behavior performances  (BP) (see 
Mischel & Shoda, 1995). In the replicative metamodel, many compo-
nents are invariant owing to stable contexts and behavioral norms. Arrows 
are dashed, to indicate relatively low variance and potentiality. Similarly, 
the figure depicts weak mechanisms of feedback and feedforward encod-
ing, also shown by dashed lines. Premodern cultures did not exhibit wide-
spread self-reflective variation, in this regard, but rather compliant 
imitation. Equally, learning was largely a process of memorization. As 
noted above, agents were guided by replication and imitative processes.

 The Modern Period

By contrast, during the modern period, agentic capabilities and potenti-
alities expanded, supported by technological innovation and socioeco-
nomic development. For good and ill, new sources of knowledge, 
production, and mobility disrupted the premodern socioeconomic order. 
The focus of agency shifted away from patriarchal order and imagined 
beings, toward reasoning persons in the natural world (Giddens, 1991). 
Identity and meaning were now contingent on learning and achievement, 
rather than compliant acceptance of inherited position. That said, docil-
ity within social collectives remained hugely important, but it now 
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became a political and philosophical question, versus one of theological 
dogma (e.g., Locke, 1967). In this fashion, modern criteria of reality, 
truth, and reasoning transcend premodern replication. Furthermore, the 
nature of human empathy and commitment frame modern thought 
about justice and ethics, rather than divine personalities and their 
pronouncements.

Consequently, the development of intelligent capabilities and the pro-
vision of opportunities for personal development and learning have been 
central to modern human science and theories of agency. Scholars exam-
ined the functioning of mind and personality, and the potential impact 
of social and cultural forces on human development (Pinker, 2010). 
Educational and clinical interventions built on such research. In parallel, 
the modern sciences became deeply dualistic. As noted in Chap. 1, for 
many scholars, human mind and consciousness were distinguished from 
material nature and the body. Hence, the human and natural sciences 
bifurcated into separate systems of study, with different methods of 
observation and analysis. Most critically, while the fundamental realities 
of mind and self may be directly accessible to ordinary consciousness and 
intuition, understanding of the natural world demands specialist tech-
nologies in controlled settings.

Reaction to Darwin’s theory of evolution epitomizes this divide (see 
Mayr, 2002). On the one hand, the biological world was reconceived as 
a fully natural system, requiring scientific methods of observation and 
analysis, not driven by essentialism or teleology. On the other hand, how-
ever, many continued to believe that the fundamental features of mind 
and self were accessible to ordinary consciousness and irreducible to nat-
ural cause. Indeed, they feared that natural mechanisms would erode the 
ontological status of self-consciousness, and with it, various precepts of 
identity and faith. Subsequent debates reflect this dualism of modern 
thought: how to reconcile and integrate material cause and natural evo-
lutionary mechanisms, with human consciousness, intentional action, 
and the interpretation of meaning.

Modern agentic metamodels exhibit the same tension. Most are deeply 
dualistic and assume problematic relations between the material and con-
scious aspects of human experience, or in other words, between mind and 
body. Reflecting this dualism, the major problems of modern agency can 
be compared to opposing vectors in Cartesian space: material versus 
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intentional cause; natural selection versus preferential choice; biological 
instinct versus autonomous will (Reill, 2005). These polarities combine 
and often clash, in metamodels of evolutionary change and adaptive 
learning. Modern human science then seeks to resolve the resulting 
dilemmas. It asks, how do biological evolution and development interact 
with conscious mind and learning? Nevertheless, both mental and mate-
rial processes involve change and development, albeit via different mech-
anisms. In consequence, the dominant agentic metamodels of modernity 
are broadly adaptive, rather than replicative.

 Modern Adaptive Metamodels

Modern adaptive metamodels of agency therefore assume autonomous, 
reasoned problem-solving, learning, and development, within natural 
and cultural worlds. Persons are generally described as complex, open, 
adaptive systems, embedded in context (Shoda et al., 2002). Figure 2.2 
illustrates this type of adaptive metamodel. Once again, it includes the 
same broad phases: situational input stimuli (SI) trigger sensory percep-
tion (SP), which in turn stimulate cognitive-affective processes (CA) by 
interacting processing units (PU), including one dotted circle showing a 
referential criterion or commitment (RC). These processes lead to action 
generation (AG) and resulting behavioral-performative outputs (BP), 
and the evaluation of performance (EP), which results in feedforward 
and feedback encoding (FF and FB respectively). Importantly, the mod-
ern, adaptive metamodel assumes stronger capabilities and more advanced 
technologies, when compared to the premodern, replicative metamodel 
in Fig. 2.1.

The figure depicts other important changes, compared to the replica-
tive metamodel. To begin with, the metamodel in Fig. 2.2 is more com-
plex, shown by additional component circles in each segment. The system 
is also more connected and dynamic, shown by the greater number of 
arrows, which are now solid rather than dashed, indicating stronger capa-
bilities and potentialities. Hence, Fig. 2.2 shows greater functional inten-
sity overall. Particularly, cognitive-affective processing is a more complex 
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system of interacting units. Some of these units—especially beliefs and 
values—will also serve as reference criteria and core commitments, which 
guide action and the evaluation of outcomes. One such criterion or com-
mitment is depicted by a dotted circle (RC). In actual systems, there will 
be many.

In addition, the adaptive metamodel in Fig. 2.2 has stronger feedback 
and feedforward mechanisms, indicated by the solid arrowed lines at the 
base of the figure. These solid lines represent the fact that variance often 
triggers adaptive learning in modern contexts, as well as updates to the 
stimulus environment and the system itself. Modern agents therefore 
exhibit stronger reflexive functioning, compared to agents in premoder-
nity. Inter-cyclical feedback (FB) is more active as well. Moreover, some 
updates will amend reference criteria and core commitments. Although, 
scholars continue to debate which reference criteria and commitments 
are adaptive, when, why, and to what degree.

 The Period of Digital Augmentation

In response to digitalization, agentic metamodels are transforming again. 
The technological assistance of agency is transitioning to a new level of 
scale, speed, and sophistication, thus driving a qualitative shift in agentic 
capability and potentiality. To begin with, recall that advanced artificial 
agents can compose, decompose, and recompose metamodels, in a 
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dynamic fashion, potentially self-generating without external supervi-
sion. In addition, they learn with extraordinary speed and precision, 
including from intra-cyclical feedforward updates. This latter capability is 
particularly important. Earlier metamodels assume modest feedforward 
mechanisms, either from unconscious instinct or the effortful guidance 
of complex processes over time, whereas digitally augmented agents will 
learn rapidly and constantly in this fashion. As mentioned  previously, 
advanced artificial agents already do. When incorporated into human- 
artificial collaboration, therefore, rapid feedforward learning, plus the 
sheer power and reach of artificial agency, transform agentic functioning. 
Augmented agency is intensely generative and near composability. 
Indeed, these capabilities distinguish digitalization from earlier periods of 
technologically assisted agency.

All aspects of processing are affected. Augmented agents can sense and 
sample the world more extensively, organize and process vast amounts of 
information very rapidly, represent and solve complex problems, and 
then design and direct responsive action. Augmented agents also achieve 
unprecedented speed and precision in learning, compared to purely 
human agents. To illustrate, consider the artificial agency required for 
autonomous mobility systems: constant real-time sensing of the environ-
ment, vehicles, and passengers; rapid complex problem-solving and 
empathetic interaction; accurate and coordinated action planning and 
control. Experts therefore apply a framework for autonomous vehicles 
known as “sense, plan and act” (Shalev-Shwartz et al., 2017). These sys-
tems exemplify that  generative,  augmented agency constitutes a new 
metamodel of intelligent agency (see Caro et al., 2014). Its central char-
acteristics include the following: close collaboration between human and 
artificial agents; high sensitivity to context; intelligent sampling, repre-
sentation, and resolution of complex problems; compositive methods, 
based in artificial intelligence; high sensitivity to variance and rapid eval-
uation of performance; very rapid processing and learning rates; real-time 
monitoring, self-regulation, and adjustment; often self-generative with 
minimal external supervision.

This historic transformation has meaningful topographical analogues 
in formal modeling. First, digital augmentation far transcends the state 
changes of the premodern period, which are comparable to scalar 
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transpositions, shifting from point to point in Euclidean space. Second, 
digitalization also transcends the adaptive learning of modernity, which 
can be mapped as vector transitions in Cartesian space. Now third, and 
in contrast to both earlier periods, digital augmentation is about genera-
tive composition, which can be expressed as multi-vector tensor transfor-
mations, curving through Riemannian space (Kaul & Lall, 2019).

 Generative Metamodels

Figure 2.3 illustrates this kind of generative metamodel of agency. Once 
again, the system integrates situational input stimuli (SI) which trigger 
sensory perception (SP), which in turn stimulate cognitive-affective pro-
cesses (CA) consisting of interacting processing units (PU), again includ-
ing one dotted circle showing a referential criterion or commitment 
(RC). As before, processing results in action generation (AG) leading to 
behavioral-performative outputs (BP), and the evaluation of performance 
processing and outcomes (EP), which often results in feedforward and 
feedback encoding (FF and FB respectively). However, this metamodel is 
more complex and dynamic, compared to the metamodels depicted in 
Figs. 2.1 and 2.2. This is shown by the greater number of component 
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circles within each segment. Some are now shaded as well, which indi-
cates they are digitalized, transformed by the incorporation of digital 
technology. Importantly, the major phases shown by large diamond 
shapes now partially overlap, integrated by digitalized processes.

As Fig.  2.3 further shows, digitalization occurs throughout the 
metamodel. First, the generation of situational inputs is increasingly digi-
talized. For example, through the internet of things and intelligent sen-
sors, situational contexts are increasingly digitalized and connected. In 
consequence of this development, the figure also shows that sensory per-
ception overlaps with cognitive-affective processing. Both phases are digi-
tally intermediated. Second, cognitive-affective processing is equally 
digitalized and collaborative, whereby artificial agents interact with the 
cognitive-affective system. In this regard, recent innovations include cog-
nitive computing, wearable devices, and artificial personality (Mehta 
et al., 2019). Reflecting this development, the figure shows that action 
generation is digitalized and overlaps cognitive-affective processing and 
behavioral-performative outputs. That is, digitalized action generation 
intermediates cognitive-affective processing and behavior performance. 
Current examples of this include artificial assistants and expert decision 
support systems (Wykowska, 2021). Third, behavioral-performative out-
puts are themselves digitalized, for example, by the incorporation of arti-
ficial agents, collaborative robotics, and intelligent prosthetics (Vilela & 
Hochberg, 2020). Finally, the figure shows that evaluation of perfor-
mance is partially digitalized too.

In summary, Fig.  2.3 shows how digitalization is augmenting and 
transforming all aspects of agency: the stimulus environment and percep-
tion of it; processes of reasoning and affect; the generation and perfor-
mance of self-regulated action; the evaluation of performance, and the 
encoding of updates as learning. For this reason, the figure includes a 
stronger, digitalized stream of feedforward encoding (FF), flowing from 
cognitive-affective processing to update the situational context and pro-
cessing itself. Now depicted by a heavier shaded line, indicating it is digi-
talized. Via this process, the system updates the context and process itself, 
intra-cyclically, in real time. Today’s most advanced agents already func-
tion in this way. Newer technologies, including devices which integrate 
real-time biometric feedback and augmented reality, will accelerate this 
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trend. Feedforward updating will be constant and ubiquitous. In conse-
quence, augmented agents will be increasingly self-generative, far eclips-
ing the agentic potentiality of earlier periods. These will be distinguishing 
features of generative, agentic metamodels.

At the same time, however, owing to their complexity and dynamics, 
these metamodels will be more difficult to supervise. Artificial and human 
agents will interact in every phase and function. However, as the previous 
chapter explains, both agents function in different ways. Much human 
processing is relatively myopic, sluggish, layered,  and approximating, 
while artificial agents are increasingly fast, expansive,  compressed,  and 
precise. In consequence, many artificial feedforward mechanisms are 
inaccessible to human consciousness, and hence the two levels of process-
ing could easily diverge. If this happens, augmented agents risk dysfunc-
tional combinations of precision and approximation, fast and slow 
processing rates, sensitivity and insensitivity to variance, layering and 
compression, and complexity plus simplification. Artificial agency could 
then outrun, overwhelm, and bypass human inputs. Alternatively, human 
myopia and bias may infect artificial agents, and digitalization would 
then reinforce and amplify the limitations of human functioning. In 
summary, digitally augmented, generative metamodels pose major super-
visory challenges.

2.2  Agentic Activation Mechanisms

Agentic activation mechanisms are being digitally transformed as well. To 
begin with, consider Fig. 2.2 once again, which shows the modern, adap-
tive metamodel of agency. All components are clearly distinguished and 
bounded. They are exogenous (external) or endogenous (internal), rela-
tive to each other. For example, situational inputs (SI) are exogenous to 
cognitive-affective processing (CA), whereas processing units (PU) are 
endogenous to cognitive-affective processing (CA). Now compare the 
digitally augmented, generative metamodel in Fig. 2.3. The figure is more 
highly integrated, with digitalized components connecting the major 
stages of situational inputs (SI), cognitive-affective processing (CA), and 
behavior performances (BP). These stages now overlap, owing to the 
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digitalization of activation and intra-cyclical feedforward mechanisms 
(FF). Via such means, augmented agents will update the system in real 
time (Ojha et al., 2017). These mechanisms are central to the generative 
metamodel of agency.

Regarding the first two stages, digitalized mechanisms of sensory per-
ception (SP), join the two large diamond shapes of situational inputs (SI) 
and cognitive-affective processes (CA). As a result, sensory perception 
becomes an intelligent process itself, thanks to the rapid intra-cyclical 
management of attention and sampling (see Fiedler & Wanke, 2009). In 
fact, environmental sampling and data gathering become deliberate, 
intelligent, and adaptive activities. Recent evidence supports this shift 
(e.g., Dong et al., 2020). The internet of things, smart sensors, wearable 
devices, and automated systems of multiple kinds, all connected to artifi-
cial agents, enable intelligent sensing and sampling, which radically com-
plement ordinary sensory perception. However, from a modeling 
perspective, the digitalized mediation of intelligent sensory perception 
(SP) is neither exogenous nor endogenous, with respect to situational 
inputs (SI) and cognitive-affective processing (CA). Rather, intelligent 
sensory perception is in-between, mediating the boundaries of both the 
situational context and the cognitive-affective system.

Second, in like fashion, Fig. 2.3 shows that action generation (AG) is 
becoming behavioral and performative, not simply an antecedent of 
behavior. Action generation is now digitalized and joins cognitive- 
affective processing (CA) and behavior performance (BP). This means 
that action plans can be updated and regenerated during performances, 
in real time, via intra-cyclical feedforward mechanisms (Heaven, 2020). 
Artificial agents will process rapidly in the background, to integrate and 
update each phase of the process. Performances thus become more 
dynamic, thanks to digitalization. Hence, we can refer to performative 
action generation in generative metamodels. In fact, this already occurs 
in the development of agile, self-correcting systems (Howell, 2019). 
However, performative action generation (AG) is neither exogenous nor 
endogenous, with respect to cognitive-affective processing (CA) and 
behavior performance (BP). Rather, the process is again in-between, 
mediating the boundaries of both the cognitive-affective system and 
behavior performance.
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Third, Fig.  2.3 shows that situational updating from feedback (FB) 
and feedforward (FF) is becoming intelligent itself. That is, situational 
contexts are becoming sites of intelligent learning, not simply passive 
sources of sensory inputs and problems. Once again, enabling technolo-
gies include the internet of things, ambient computing, and autonomous 
agents. All are embedded into the problem context and capable of updat-
ing it, often autonomously, in a self-generative fashion. Via these mecha-
nisms, contexts will update and regenerate during problem-solving, not 
only from inter-cyclical, adaptive feedback. Hence, existing situations 
will evolve, and new ones emerge, during problem-solving itself. I describe 
this process as contextual learning, which is neither exogenous nor endog-
enous, with respect to behavior performance and the stimulus environ-
ment. Rather, the process is also in-between, mediating the boundaries of 
both the evaluation of performance (EP) and situational inputs (SI).

 Augmented In-Betweenness

All the mediating mechanisms just described are central to augmented 
agency: intelligent sensory perception, performative action generation, 
and contextual learning. They are novel and transforming. Together, they 
allow augmented agents to learn, compose, and recompose in a dynamic 
fashion, updating form and function in real time. Augmented agency is 
therefore near composability, not only near decomposability. Moreover, 
these mechanisms signal a wider shift, from fixed boundaries and catego-
ries to fluid metamodeling. In consequence, however, being inside or 
outside of system boundaries at any time (endogenous or exogenous 
respectively) is often ambiguous and may not apply. This is because digi-
talized mediators operate at a higher rate and level of sensitivity, monitor-
ing and adjusting system boundaries (see  Baldwin, 2018). They are 
neither endogenous nor exogenous, relative to the boundaries they help 
to define. Rather, they are consistently in-between, processing potential 
form and function. These mechanisms will be critical and ubiquitous 
within digitally augmented agents.

Over recent years, scholars pay increasing attention to such effects. 
This interest is captured by the growing number of studies about forms of 
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ambiguous meaning, ambivalent value and belief, organizational hybrid-
ity, and ambidextrous action (e.g., March, 2010; O’Reilly & Tushman, 
2013). In many domains, agents combine alternative, complementary, 
and sometimes conflicting patterns of thought and action, as they grap-
ple with increasing phenomenal complexity and dynamism. This leads to 
shifting categorical boundaries, forms, and functions. The prefix “ambi,” 
meaning both in Latin, is therefore a recurrent prefix in descriptive terms. 
As the reader will see in subsequent chapters, I exploit this prefix to 
describe other, novel patterns of in-betweenness arising from 
digitalization.

Figure 2.4 illustrates this type of dynamic mediation. It shows three 
levels and rates of processing and highlights the potential for divergence 
within augmented agents. To begin with, the upper third of the figure is 
modern adaptive capabilities at level L2. They cycle at rate R2 over times T1 
and T2, and process inter-cyclical feedback at T2. The middle third of the 
figure is stronger digitalized capabilities at level L3 which cycle at rate R3 
over times T1.1, T1.2, T2.1, and T2.2. In other words, digitalized processing 
L3R3 cycles more rapidly, compared to the modern adaptive scenario L2R2. 
The lower third of the figure illustrates digitalized capabilities at level L4 
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with cycle at rate R4. These are roughly equal to L3R3 but are labeled dif-
ferently to distinguish them. All three processes then depict the same two 
subsystems labeled A and B and their components. For example, these 
could be complementary subsystems of a problem-solving process.

However, the three levels of processing produce different patterns, 
shown by shaded dots and shifting boundaries of A and B. First, consider 
the upper portion of the figure, depicting L2R2. It shows that some of the 
components of A2 and B2 transition between times T1 and T2, and hence 
the boundary line shifts from being horizontal to vertical. For example, 
perhaps some components of solution search at T1 become aspects of 
problem representation at T2, reflecting adaptive learning which improves 
attention and problem sampling (Fiedler & Juslin, 2006). Now compare 
the middle process at L3R3. Components and boundaries shift as well, 
but in a different fashion. Most notably, the process cycles more rapidly, 
and as a result, the system changes at time T1.2. One component of each 
subsystem has moved, along with the system boundary. The light gray 
dot shows a component at T1.2 which is endogenous to A3 and exogenous 
to B3, but it remains endogenous to B2. While the dark gray dot shows a 
component at T1.2 which is endogenous to B3 and exogenous to A3, but it 
remains endogenous to A2. Importantly, if we now combine the two sub-
systems (L2R2 and L3R3) in one augmented agent, some components are 
regularly in-between, simultaneously endogenous and exogenous, 
depending on the level of processing.

Note that at time T2, both L2R2 and L3R3 are equivalent again. This 
could mean that the change at T1.2 has now been incorporated into the 
system L2R2 via adaptive feedback. The same pattern of processing then 
occurs over the following cycle T2. Once again, some shaded components 
are in-between, simultaneously endogenous and exogenous,  relative to 
different levels of processing. But the degree of divergence is modest, only 
one component of each subsystem at a time. Moreover, L2R2 and L3R3 
will synchronize at the completion of each major cycle; although in-
between, they exhibit ambiguous boundary conditions. In summary, this 
augmented agent is broadly convergent over time, because digitalized 
intra-cyclical, feedforward updates at L3R3 are incorporated into L2R2 via 
inter-cyclical adaptive feedback. The agent absorbs updates effectively at 
both levels. Learning is generative and functional, in these respects.
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Next, consider the third process at L4R4. Once again, components and 
boundaries shift, but now more extensively, compared to the other pro-
cesses. At time T1.2 components of A4 and B4 have moved, and the bound-
ary between them is now vertical. Once again, the light gray dot shows a 
component at T1.2 which is endogenous to A4, but it remains endogenous 
to B2. While the dark gray dot at T1.2 is endogenous to B4, but it remains 
endogenous to A2. Moreover, if we combine the two subsystems (L2R2 
and L4R4) in one augmented agent, half the components are in-between, 
simultaneously endogenous and exogenous, relative to different levels of 
processing.

Furthermore, at time T2, the two processes L2R2 and L4R4 remain 
divergent, in contrast to the earlier convergent condition. Shaded com-
ponents are persistently in-between, ambiguously endogenous and exog-
enous. In other words, the change in L4R4 at T1.2 is not fully incorporated 
into the system L2R2, probably because the degree of digitalized process-
ing at L4R4 is beyond the absorptive capabilities of L2R2. Moreover, the 
same pattern of divergent processing occurs again over the following 
cycle T2. It leads to a compounding effect. By time T2.2, all components 
of A and B are ambiguously endogenous and exogenous. This augmented 
agent is therefore increasingly divergent over time because digitalized 
intra-cyclical, feedforward updates at L4R4 are not incorporated into L2R2 
via inter-cyclical adaptive feedback. The agent does not absorb updates 
effectively across levels and modalities. Learning is digitalized but dys-
functional, in these respects.

In fact, actual systems already exhibit these effects (e.g., Lee & Ro, 
2015), for example, in the dynamic adaptation of modular transaction 
networks and software architecture (Baldwin, 2008). These processes rap-
idly update modular components, setting and resetting system boundar-
ies. However, challenges escalate when inter-cyclical feedforward 
processing is fast and constant. Boundaries are consistently in flux. Hence, 
in  highly digitalized systems, there will always be some components 
which are in-between, ambiguously endogenous and exogenous. The risk 
is that rapid, intra-cyclical updates will lack coordination with slower, 
inter-cyclical feedback, as depicted in Fig. 2.4. When this occurs in aug-
mented agents, artificial and human processes will diverge, possibly lead-
ing to dysfunctional outcomes. Effective supervision will be critical.
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 Entrogenous In-Betweenness

Standard concepts fail to capture these novel features of digitalization. 
Indeed, most human sciences view in-betweenness as transitional, tem-
porary, or paradoxical. The closest concept is liminality, but even it 
implies being ephemeral, and permanent liminality is viewed as dysfunc-
tional, a sign of faulty, incomplete processing (Ibarra & Obodaru, 2016). 
Therefore, to capture this novel type of ongoing in-betweenness, another 
term will be helpful. I propose “entrogenous” which builds on “entre,” 
meaning between in numerous European languages. Applied to the gen-
erative metamodel of agency, “entrogenous” and “entrogeneity” refer to 
the digitalized mechanisms which mediate in-betweenness, and whereby 
forms and functions develop and transform. Notably, such mechanisms 
are neither endogenous nor exogenous, relative to fixed boundaries. 
Rather, they are constantly in-between and mediating potential boundar-
ies. The major risk, as shown by Fig.  2.4, is that poor supervision of 
entrogenous mechanisms will lead to divergent processes and dysfunc-
tional outcomes. This particularly applies to the novel, digitalized media-
tors of augmented agency identified earlier: intelligent sensory perception, 
performative action generation, and contextual learning.

In fact, this puzzle is far from new. In ancient Greece, Heraclitus 
famously wrote, “You cannot step into the same river twice, for other 
waters are continually flowing on.” Equally important but less well 
known, he also wrote, “We step and do not step in the same rivers. We 
are and are not” (Kirk, 1954). In other words, human experience, 
thought, and action are inherently in-between, constantly in flux. Form 
and function are relative to the frame of reference. As Heraclitus observed, 
a river is defined by its banks and flowing waters, and therefore simulta-
neously stable and always changing. In-betweenness is then normal, not 
dysfunctional. This Heraclitian perspective contrasted the thought of 
Plato and Aristotle, who favored categorical stability and essential order. 
Digitalized agentic systems address this ancient dilemma, because they 
allow for continual composition and recomposition at multiple levels. 
Hyperparameters and parameters are set and reset, as processes unfold 
(Feurer & Hutter, 2019). With respect to augmented agency, form and 
function will stabilize for a time, depending on the context, and 
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recompose as contexts change. This is the core dynamic of generative, 
augmented agency. By analogy, therefore, entrogenous mediation is 
Heraclitian rather than Aristotelian. The implication being, that any 
instance of perceived permanence is mediated by some process in con-
stant flux. To cite Herbert Simon (1996) again, science often transforms 
assumed states into dynamic processes.

At the same time, human and artificial agents possess different, inher-
ent capabilities and potentialities. Much human processing is relatively 
sluggish, parochial, and heuristic, while artificial agents are increasingly 
fast, expansive, and precise. Therefore, what is entrogenous for artificial 
agents, may appear exogenous or endogenous for humans. As Heraclitus 
wrote, “We are and are not.” These entrogenous dilemmas amplify the 
risks identified previously. Human agents could import inflexible catego-
ries, beliefs, and biases into augmented agency. Endogeneity and exoge-
neity would be baked in, from a human perspective. At the same time, 
however, artificial agents could relax categorical boundaries, and allow for 
greater plasticity and variation. The overall result will be divergent, and 
potentially conflicting, agentic form and function. In fact, these dilem-
mas are already observed in semi-supervised, collaborative systems 
(Kouvaris et  al., 2015). They will be even more pronounced in larger, 
augmented communities and organizations. Later chapters will revisit 
this issue in relation to specific functional domains.

 Summary of Metamodels

We can now summarize the foregoing discussion. To begin with, there are 
major differences between human and artificial agents. Natural human 
agents tend toward stability and possess limited capabilities and potenti-
alities. As a result, purely human metamodels are relatively stable, weakly 
assisted by technologies, and not highly adaptive. They often possess 
deeply encoded hyperparameters, parameters, and variables, and fixed 
boundary conditions. Figure 2.1 illustrates this type of system labeled the 
replicative, agentic metamodel, which was dominant during premoder-
nity. Next, as capabilities and technological assistance advanced, human 
agents became more autonomous and developmental, as shown in the 
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modern, adaptive metamodel in Fig.  2.2. Granted, significant limits 
remain. Nevertheless, the adaptive metamodel of modernity affords 
greater degrees of freedom, compared to replicative metamodels. 
Boundaries are more adaptive and less fixed.

Digital augmentation now promises far greater capabilities and poten-
tialities. Most notably, digitalization enables augmented agents which 
combine human and artificial agents in close collaboration. A major fea-
ture will be the capability for generative metamodeling, effectively in real 
time. Digitalized entrogeneity will be fundamental, mediating the 
dynamic composition of agentic form and functioning. This type of digi-
tally augmented, generative metamodel is shown in Fig.  2.3. If well 
supervised, augmented agency and humanity will enjoy greater degrees of 
freedom and potentiality. But there are also major risks and dilemmas to 
resolve.

2.3  Dilemmas of Digital Augmentation

The greatest benefits of digital augmentation are its potential weaknesses. 
As often happens, remarkable strengths easily skew performance out-
comes. On the one hand, augmented agents will sample and search ever 
more widely, process information at increasing speed, scale, and accuracy, 
and learn at unprecedented rates. On the other hand, thanks to human 
semi-supervision, augmented agents will often inherit myopias, biases, 
and parochial commitments. Therefore, digitally augmented agency con-
fronts a fundamental challenge: how to combine and supervise human 
and artificial capabilities while avoiding excessive divergence, conver-
gence, and distortion? Resolving these questions will be critical for aug-
mented humanity.

 Problematics and Metamodels

To clarify these topics further, Fig. 2.5 summarizes the agentic metamod-
els and problematics already discussed. It shows three agents X, Y, and Z, 
over three successive time periods labeled 1, 2, and 3. The figure captures 
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the essence of three broad historical periods, premodernity, modernity, 
and contemporary digitalization. First, recall that in premodern contexts, 
metamodels of agency assume low complexity, relatively poor capabilities 
and potentialities, with little variation. Agency tends to be imitative and 
replicative. Overall agentic functioning is viewed as a collective accom-
plishment, rather than an outcome of autonomous individuals. Predictably, 
therefore, premodern problematics focus on the integration of persons 
within communal narratives, and how to account for variation in a world 
of ordained stability and order (Walker, 2000). In Fig. 2.5, these condi-
tions are shown by the  segments with only one dot in each, which 
exclude agent X at time 3. Assume that each dot represents components of 
some agentic function. As the figure shows, functioning is widely dis-
persed across the collective (agents X, Y, and Z) over time (periods 1, 2, 
and 3). Each individual agent is weakly responsible for overall functioning 
at any time, apart from agent X at time 3. Hence, they are highly depen-
dent on each other. Therefore, if we assume that all the segments with one 
dot are required to perform a particular agentic process, then efficacious 
action will require the cooperation of all three agents over the three time 
periods, and hence the minimization of individual variance. In this way, 
the segments with one dot expose core features of the premodern, replica-
tive metamodel and its associated problematics. Individuals must conform 
and cooperate over time, to achieve collective outcomes.

Notably, simple models of artificial intelligence and machine learn-
ing possess similar features. They, too, reference encoded models to solve 
predictable types of problems (Norvig & Russell, 2010). Moreover, these 
simpler model-based, artificial agents, are frequently embedded within 
processing networks, just like the agents in Fig. 2.5 with only one major 
functional role. Functioning is therefore  highly distributed. In these 
respects, simpler types of artificial agent exhibit metamodels which are 
comparable to those of premodern agency. Such technologies are there-
fore less genuinely “agentic” and augmenting, and sit at the passive end 
of the supervisory spectrum. That said, this suggests a promising avenue 
for research into replicative metamodels. Simpler model-based agents 
appear well suited to the task.

By contrast, during modernity, human agents develop stronger capa-
bilities for autonomous thought and action. Agentic functioning is both 
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an individual and collective accomplishment, and numerous technologi-
cal innovations assist these developments. Modern problematics there-
fore focus on the reconciliation of individual freedom and collective 
solidarity, and the means by which humans adapt and transcend their 
limited capabilities and potentialities (Pinker, 2018). These problematics 
are illustrated by agent X and time 3, excluding the more densely dotted 
segment at the base of the figure. Notably, there are now extra dots within 
agent X at time 3, which shows that this individual is more capable and 
performs more functions, thanks in part to increased technological assis-
tance. Indeed, agent X contains as many functional components at time 
3, as all other agents, which illustrates the agent’s capability for autono-
mous action. Nevertheless, agent X remains reliant on the collective. 
Significant functions are still distributed, and effective performance will 
require cooperation with other agents over time. In these respects, agent 
X at time 3 illustrates core aspects of the adaptive metamodel and prob-
lematics of modernity, namely, how to develop individual capability and 
potentiality, while integrating with collective form and function?

Once again, there are strong parallels to artificial agents. In fact, the 
modern adaptive metamodel corresponds to goal-based and utility-based, 
artificial agents, which are more advanced than the simpler model-based 
agents discussed above (Norvig & Russell, 2010). First, goal-based artifi-
cial agents use encoded preferences to guide problem-solving. Other 
things being equal, they seek to achieve predetermined outcomes. Second, 
utility-based artificial agents possess additional rules for the rank order-
ing of potential outcomes and then seek to maximize utility. Clear paral-
lels exist in modern social and behavioral theories. In many such 
disciplines, agents are conceived as goal seeking, maximizing preferences 
and utility (Bandura, 2007; Thaler, 2016). Hence, the architecture of 
goal-based and utility-based artificial agents, is broadly comparable to the 
adaptive metamodel of modernity. Both entail intelligent agents, work-
ing in concert, seeking to achieve goals and maximize preferences.

Contemporary digitalization supports a new, generative metamodel of 
agency. It assumes high levels of complexity, unprecedented processing 
capability, and intense patterns of functioning at every level. Figure 2.5 
also illustrates the core features of such a metamodel, by showing one 
component of agent X at the base of time 3, which is very dense with 
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dots. This component is fully digitalized. Indeed, this digitalized compo-
nent of agent X exhibits as many functions as all other segments of X, as 
well as the other agents in the figure. In a fully digitalized collective, all 
agents and components will be equally intense. The increase in functional 
complexity is exponential, across multiple levels and modalities, and 
within any time period as well. New problematics thus emerge: how can 
human beings collaborate closely with artificial agents, while remaining 
genuinely autonomous, in reasoning, belief, and choice; how will human 
and artificial agents learn to understand, trust, and respect each other, 
despite their different capabilities and potentialities; and how will aug-
mented agents supervise the dynamic composition and recomposition of 
metamodels? And not surprisingly, this generative metamodel mirrors 
the architecture of the most advanced artificial agents, because it assumes 
participation by such systems. Advanced artificial agents will be integral 
to augmented agency.

In summary, the different functional patterns in Fig. 2.5 capture the 
history of both artificial and human agency. The figure shows how 
the recent evolution of artificial agency shares important features with the 
long history of human agency, at least in terms of their metamodels. First, 
model-based artificial agents map to the replicative metamodels of 
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Time 2
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Fig. 2.5 Historical problematics of agency

 P. T. Bryant



61

premodernity. Second, goal-based and utility-based, artificial agents mir-
ror the adaptive metamodels of modernity. And third, advanced artificial 
agents instantiate the generative metamodels of digital augmentation. In 
these respects, the rapid ontogeny of artificial agency over recent decades, 
recapitulates the slow phylogeny of civilized humanity over millennia (see 
Clune et al., 2012). Or to paraphrase Hegel (1980), the recent history of 
digital science recapitulates the digitalized science of history. More striking 
still, both processes converge in the science of augmented agency 
because the story of digital science mirrors the science of augmented human-
ity. Producing a historical synthesis Hegel would surely appreciate.

2.4  Patterns of Supervision

Even in a highly digitalized world, however, people will continue to exhibit 
models of agency which are effectively premodern, in terms of their core 
components, levels of complexity, and modes of supervision. There will be 
a spectrum of artificial augmentation. In some contexts, that is, agency will 
still be governed and supervised in terms of replication and narrative, as in 
many cultural and faith communities. Similarly, people will continue 
choosing modern adaptive metamodels which entail less intrusive techno-
logical assistance, as in many social and cultural pursuits. Therefore, earlier 
agentic options will remain feasible and often desirable, as in matters of 
faith and family. But they will exhibit reduced functionality, compared to 
fully digitalized, generative options. In fact, engineers plan for these options 
too, recognizing that people will sometimes wish to control technological 
functioning for recreational or other reasons (Simmler & Frischknecht, 
2021). However, extra problems arise when agents adopt different 
metamodels at the same time. I will return to this topic in later sections.

In the meantime, as the preceding argument explains, a central feature 
of any agentic metamodel is the quality of its supervision. That is, how 
and to what degree, the metamodel is copied or composed, self-regulated 
or externally controlled, and from which source. We can therefore distin-
guish metamodels in terms of their supervision, and particularly, in terms 
of human and technological sources of supervision. Nine alternative pat-
terns are depicted in Fig. 2.6. On the horizontal dimension, the figure 
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shows the level of human supervision. While the vertical dimension 
shows the level of technological supervision. Each segment of Fig. 2.6 
therefore shows two potential sources and three levels of supervision of 
agency, low, medium, and high. Circles with dashed borders represent 
technological supervision, while human supervision is represented by 
circles with solid borders. The circles in each segment overlap because 
both types of supervision interact. It is important to note, that the size of 
these shapes does not represent the absolute strength or complexity of 
supervision, but rather their relative significance in any metamodel.

First, consider segment 1 in Fig. 2.6. It shows the type of simple super-
vision in replicative metamodels of agency, which dominated during pre-
modernity. Human supervision is shown by the small circle with a solid 
border, and technological supervision by the small circle with a dashed 
border. In this metamodel, therefore, technological and human levels of 
supervision are both low. Supervision is routine, encoded, and replica-
tive, relying on communal rituals, perhaps simple tools for writing, 

Human Supervision

Low Medium High

1

987

654

32

Low

Medium

High

Technological 
Supervision

Fig. 2.6 Historical eras of agentic supervision
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counting, and communicating, but not much more. In summary, replica-
tive metamodels of agency have relatively low levels of autonomous, tech-
nological, and human supervision. The metamodels offer few degrees of 
freedom. In this regard, segment 1 complements the premodern prob-
lematics depicted earlier, by the segments in Fig. 2.5 which have only one 
functional dot.

Now consider segments 2, 4, and 5 as well. They show metamodels 
with greater technological capabilities, as in modernity. In fact, segments 
1, 2, 4, and 5, represent the patterns of supervision in modern, adaptive 
metamodels of agency. They complement the earlier depiction of modern 
problematics in Fig. 2.5, and especially the role of agent X in the collec-
tive. Most notably, there are now four options in Fig. 2.6, combining 
medium or low human supervision, with medium or low technological 
supervision. In other words, both human and technological supervision 
have advanced. Relevant technologies are largely mechanical and ana-
logue and provide a moderate assistance to the supervision of agency. 
Human capabilities also advance, at least for some people, but still within 
constraints. Indeed, the limits of human supervisory capability are a per-
sistent theme of modernity. Hence, the metamodels of agency repre-
sented by segments 1, 2, 4, and 5 in Fig. 2.6 bestow greater degrees of 
freedom, compared to the preceding replicative option.

Regarding the details, segment 5 shows medium levels of human and 
technological supervision. This encompasses technologically assisted 
domains, such as surgical practice, in which human and technological 
supervision are both critical. Segment 2, on the other hand, shows domi-
nant human supervision, similarly to premodern contexts. Segment 4 
shows the opposite scenario, in which technological supervision domi-
nates, as it often does in mechanical systems which operate independently 
of human intervention. Many automated processes are like this. In sum-
mary, modernity exhibits different levels of human and technological 
supervision, generating alternative agentic options. For this reason, 
modernity also presents more frequent choices and dilemmas, about 
which metamodel of agency fits best, when, and why.

Next, by including all 9 segments of Fig. 2.6, we have an illustration of 
digitalized, generative metamodels of agency. Clearly, there are more fea-
sible metamodels and choices. Human capabilities are more developed in 
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segments 3, 6, and 9, as are technological capabilities in segments 7, 8, 
and 9. Moreover, augmented agents can exploit all these metamodels, 
and potentially in real time. This dynamism will be significantly owing to 
the entrogenous mediation mechanisms discussed previously and illus-
trated in Fig. 2.4. But these mechanisms also bring new challenges and 
risks. If supervision is poor, agents might develop in overly divergent or 
convergent ways and become dysfunctional, for example, adopting the 
option  in segment  3 when the balanced option in segment 5  is more 
appropriate. In this respect, the whole of Fig. 2.6 captures a central chal-
lenge for digitally augmented agents, namely, the complexity of supervis-
ing human-machine collaboration (see Murray et al., 2020; Simmler & 
Frischknecht, 2021).

Depending on the context, therefore, each metamodel in 2.6 can be 
effective and appropriate. To begin with, scenario 1 will be largely routine. 
Whereas segment 9 shows the opposite scenario. Human and technologi-
cal supervision are both strong and assertive. This metamodel is best suited 
to highly digitalized, complex, dynamic contexts. Expert medical practice 
is a good example, in which artificial and human agents both supervise 
critical aspects of collaborative functioning. The major risk is conflict 
within the augmented agent, for example, when the circles in segment 9 
overlap less and supervision is poorly coordinated. Other scenarios show 
the alternatives in-between, combining low, medium, and high levels of 
supervision. Sometimes human supervision is clearly dominant, as in sce-
nario 3. This metamodel will be fully humanized and supervision will be 
guided by ordinary values and commitments. However, the risk is that 
human myopia and bias will intrude and distort the system. Next, there 
are metamodels in which technological supervision is dominant, as in sce-
nario 7. These are highly digitalized, but the risk is that human inputs are 
excluded inappropriately. People could become digitally docile and overly 
dependent. Segment 5 is intermediate. It includes moderate supervision 
of both kinds, but significant freedom as well. This metamodel could be 
appropriate in exploratory, creative contexts. The risk is that agents may 
lack enough supervision and tend toward incoherence.

Furthermore, segment 1 in a digitalized world, has the same general 
pattern of supervision in a premodern context. In other words, the type 
of routine agency which dominated during premodernity may still occur 
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within a digitalized world. Even in the period of digitalization, that is, 
people may adopt purely replicative models of agency, over digitally aug-
mented options. This may seem counterintuitive, but in fact, it will be 
widespread. Earlier, I cited traditional cultural and faith traditions as 
examples of such choices. However, this might lead to the reinforcement 
of human myopias and biases. Next, segments 1, 2, 4, and 5 are equiva-
lent in the adaptive and generative systems. What this means, is that the 
modern patterns of supervision can also occur in a digitalized world. 
People will still exhibit adaptive, modern approaches, and eschew high 
levels of digital augmentation. For example, purely human inputs and 
adaptive learning will likely remain dominant in some social and profes-
sional contexts. Moreover, such metamodels may be fully functional, 
assuming the choice of metamodel fits the context. The major challenge 
in all scenarios, therefore, is to develop mutual understanding, trust, and 
empathy, within the augmented agent.

2.5  Implications for Augmented Humanity

Significant dilemmas therefore confront digitally augmented humanity, 
conceived in terms of purposive agency, primarily because human and 
artificial agents have different capabilities and potentialities. Compared 
to artificial agents, humans are often myopic, sluggish,  layered, and 
approximating. While relative to humans, artificial agents are increas-
ingly expansive, fast, compressed, and precise. When combined in aug-
mented collaboration, these divergent characteristics are either 
complementary or conflicting. If the collaboration is well supervised, 
they are complementary. Human and artificial agents strengthen each 
other and mitigate the other’s limitations. However, if poorly supervised, 
they are conflicting, and combination leads to poorly fitting metamodels: 
either underfitting, meaning metamodels admit too much noise and vari-
ance, and fail to clarify potential models of interest; or overfitting, mean-
ing they omit too much noise and potential variance, thereby excluding 
potential models of interest. Metamodels of agency can therefore skew 
inappropriately, either amplifying human priors, especially myopias and 
biases. Or they skew the other way, by amplifying digital processes which 
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diminish and override the human. Sometimes both patterns of distortion 
will occur, resulting in extremely divergent systems.  In each scenario, 
augmented agents will underperform and incur functional losses. These 
risks already attract significant attention from computer scientists 
(Gavrilov et al., 2018). Moving forward, they will be major concerns for 
human scientists as well. The supervision of augmented agency will 
require new theory and techniques.

 Implications for Specific Domains

Hence, the following challenge arises for theory and practice: to under-
stand which aspects of human and artificial supervision should be rein-
forced, adapted, or relaxed, so that augmented agents maximize the 
benefits of digitalization, while preserving core values, commitments, and 
other humanistic qualities. Important legacies are at stake. Many aspects 
of modernity, and even premodernity, could remain fulfilling and func-
tional, even in a highly augmented world, assuming agents adopt these 
options appropriately and avoid superstitious thinking and distorting pri-
ors. For example, people will continue to find meaning in religious narra-
tive and spiritual commitment, and purely human supervision could be 
fully appropriate in everyday life. Augmented humanity will benefit by 
preserving these options. The challenge is dynamically to determine which 
values and commitments are humanizing, and which are distorting, when 
and why, and then to supervise them effectively (Sen, 2018).

Collaborative supervision is therefore a major challenge for augmented 
humanity. It reflects the core problematic of digitalization: how to com-
bine and balance human and artificial capabilities and potentialities? It 
will impact all aspects of agentic form and function. The following chap-
ters examine important areas of impact. In doing so, they will emphasize 
different aspects of the generative agentic metamodel in Fig. 2.3:

• Chapter 3 is about agentic modality, which involves the over-
all metamodeling of individual, group, and collective form and function.

• Chapter 4 examines problem-solving, which involves sensory- 
perceptive (SP) inputs about problems, and cognitive-affective pro-
cessing (CA) then searches for solutions.
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• Chapter 5 examines cognitive empathy for other minds, which takes 
sensory-perceptive (SP) inputs about other minds, and cognitive- 
affective processing (CA) then searches for empathic solutions.

• Chapter 6 focuses on self-regulation, which is a major cognitive- 
affective processing unit (PU) and integral to action generation (AG), 
among other reflexive functions.

• Chapter 7 is about evaluation of performance (EP), which assesses the 
outcomes of behavior performances, referencing some criteria.

• Chapter 8 examines learning, especially in which evaluation of perfor-
mance leads to feedforward (FF) and feedback (FB) updates.

• Chapter 9 is about self-generation, that is, how augmented agents 
choose and transform their own metamodels and narratives.

• Chapter 10 summarizes the argument and looks forward to a science 
of digitally augmented agency.

 Reality and Truth

Additional consequences follow for the core criteria of reality, truth, and 
ethics, or in other words, for core ontological, epistemological, ethical, 
and cultural commitments. To begin with, recall that dominant agentic 
metamodels at any time, tend to reflect the limitations of capability and 
potentiality. From this perspective, ideal criteria are extrapolations of 
human limitation (Appiah, 2017). As an adaptive mechanism, such ide-
alization is explicable and often functional. It bolsters agents’ self- efficacy 
and sense of security because human capabilities appear to encompass the 
limits of reality, truth, and value. Ideals also provide predictable meaning 
and guidance. Of course, empirical science consistently exposes the con-
tingency of such ideals, which partly explains why scientific advance is 
often controversial. It challenges inflated self-efficacy and identity. 
Ironically, therefore, the greater the impact of applied science, including 
digitalization, the more resistance it may provoke.

To illustrate, consider the contemporary period. In much modern 
thinking, material nature is opposed to conscious mind. Kant (1998) 
clearly established the distinction: pure abstract reasoning draws from 
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ideal spirit and is categorically different from practical thought in the 
temporal realm. Rational mind was a category of immaterial reality, while 
practical reasoning translated mind into the contingent world. From a 
purely functional perspective, this belief liberates autonomous mind 
from premodern myth and superstition, while protecting it from mecha-
nistic reduction. In addition, by separating mind and nature, it provides 
a rationale for human exploration and exploitation of the natural world. 
However, in the light of artificial intelligence and cognitive neuroscience, 
many now question these assumptions. They rightly observe that artificial 
intelligence blends cognitive and material phenomena, while neurosci-
ence promises to explain consciousness in terms of natural and ecological 
mechanisms (Seth, 2018).

Furthermore, as Chap. 1 explains, the insights of digitally augmented 
neuroscience imply that the fundamental hyperparameters of mind and 
consciousness are not directly accessible to reflexive consciousness itself. 
Instead, researchers use neurophysiological and digital techniques. In 
fact, advanced artificial intelligence already simulates significant aspects 
of conscious mental life, including calculative and associative reasoning, 
intuition and increasingly, empathy and personality (Mehta et al., 2019). 
As these technologies mature, traditional distinctions between mind and 
nature, and between virtual and material, will appear increasingly contin-
gent, more functional than fundamental. This shift is foreshadowed by 
the generative agentic metamodel in Fig. 2.3. It shows that digitalized 
processes infuse all areas of agentic functioning.

 Value and Commitment

Earlier in this chapter, I also noted that ancient thought remains relevant 
today. For example, the ancients examined the hedonic nature of life, 
contrasting pleasure and pain, gain and loss, life and death. Not surpris-
ingly, humans approach the former conditions and try to avoid the latter. 
These hedonic principles still run deep in Western thinking. To illustrate, 
Higgins’ (1998) Regulatory Focus Theory is explicitly hedonic. It con-
trasts the prevention of pain and loss, against the promotion of pleasure 
and gain. As another example, Kahneman and Tversky’s (2000) Prospect 
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Theory draws fundamental distinctions between potential gains and 
losses in behavioral decision-making. And to be sure, life was and is, 
deeply hedonic. Human beings naturally seek to avoid pain, loss, and 
death, while hoping for pleasure, gains, and life.

Going further, however, the ancients also thought about eudaimonic 
needs, or the human desire for overall well-being and to live a good life 
(Aristotle, 1980). These aspirations transcend the hedonic avoidance of 
loss and pursuit of gains. Rather, eudaimonia embraces the whole of 
experience, and hence, the totality of human purpose and potentiality 
(Di Fabio & Palazzeschi, 2015). Notably, this concept has gained fresh 
prominence in contemporary thought, including positive psychology 
(Seligman & Csikszentmihalyi, 2000), new thinking in economics by 
Amartya Sen (2004) and others, and value-based models of social organi-
zation (Lounsbury & Beckman, 2015).

This conceptual shift may be partly explained by the rapid growth of 
capabilities and potentialities brought about by modernity and its related 
changes. Put simply, flourishing is now more feasible for more people 
(Phelps, 2013). Of course, widespread discrimination, deprivation, and 
inequality persist, and new divisions have emerged. Nonetheless, owing 
in part to digital augmentation, the realm of agentic potentiality is 
expanding. Human beings will be able to curate new metamodels of 
being and becoming, including dynamic compositions of the self and 
community. Agentic potentiality will be vastly different in such a world. 
In fact, this transformation will likely spawn a new science of eudaimon-
ics, integrating value commitments broadly conceived, where commit-
ment in this context is defined as being dedicated, feeling obligated and 
bound, to some value, belief, or pattern of action. Such a science would 
complement the existing disciplines of economics, ethics, politics, and 
aesthetics (see Di Fabio & Palazzeschi, 2015; Sen, 2004). I will return to 
this possibility in the final chapter.

In the meantime, advances in cognitive neuroscience and computer 
science reinforce the fact that fundamental properties of mind and con-
sciousness cannot be accessed via ordinary means (Seth, 2018). 
Introspection and intersubjectivity are no longer enough, nor the anthro-
pomorphic conceptions which these methods support. New concepts 
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and techniques are required. Yet at the same time, human beings live in 
and through ordinary consciousness. It is fundamental to being and 
remaining human. This presents a core challenge for augmented agency, 
which is to maintain the value and significance of consciousness and 
mental life, even as science frees itself from anthropomorphic constraints. 
In fact, this dilemma reinforces the role of commitments in the supervi-
sion of augmented agency, because commitments will anchor agents in 
lived experience. Commitments validate and sustain ordinary conscious-
ness and mind, without claiming scientific status. They are simply and 
importantly human. Hence, commitments will play a central role in the 
supervision of augmented agency. They will reinforce humanistic values, 
helping to preserve the experience of ordinary mind and consciousness in 
a digitalized world.
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3
Agentic Modality

Fortunately for humanity, many ecologies are stable and munificent over 
time. Civilization can flourish, notwithstanding episodic disasters and 
disruption. Social systems evolve and human beings cooperate in purpo-
sive action. These ecologies elicit and sustain different agentic modalities, 
or expressions of agentic form and function. Three such configurations 
consistently emerge: individual persons, relational groups, and larger col-
lectives (Bandura, 2006). All three are interconnected within agentic 
ecology, although, explanation of their origins and interconnection is 
problematic. In fact, persistent questions about the origins of agentic 
modality are central to human science. Scholars ask to what degree are 
there stable modalities of human agency, and how do such forms and 
functions originate, interact, and adapt? These puzzles have been deep 
and widespread, especially since the European Enlightenment (Giddens, 
2013). During this period, scholars elevated the status of autonomous, 
reasoning individuals, as well as democratic institutions, and then worked 
to integrate these modalities with traditional forms of family and com-
munity. This clearly contrasted the premodern emphasis on patriarchal 
order and cultural compliance.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76445-6_3&domain=pdf
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Contemporary debates continue, regarding the origins and interac-
tions of individuals, groups, and collectives. Competing answers have 
major implications. For example, if collective forms and functions are 
foundational modalities, rather than individual persons or relational 
groups, then collective origins take precedence. Individuals and 
groups will inherit many of their core characteristics from membership of 
cultural and social collectives. In contrast, if individual persons and their 
close relationships are the primitive modalities, then collectives derive 
from the combination or aggregation of individuals. Collectives 
would inherit many core characteristics from their members.

These distinctions have been major fault lines in modern thought. On 
the one hand, some advocate bottom-up explanations, thereby invoking 
methodological individualism, in which persons assemble, aggregate, or 
contract, into collective agentic modalities. Within theories of this kind, 
interpersonal comparison and negotiated consensus are frequent con-
cerns, because they mediate a liberal approach to aggregation and combi-
nation (e.g., Arrow, 1997; Locke, 1967). On the other hand, there are 
those who advocate top-down explanations, thus invoking methodologi-
cal collectivism, in which individuals inherit and instantiate features of 
the collective (e.g., Marx, 1867). Intercommunal comparison and man-
aged consensus are now typical concerns because they mediate a cultural 
process of agentic devolution. Other scholars occupy the middle ground, 
focusing on the dynamics of relational groups, using either a sociological 
lens to explain how groups join into larger collectives (e.g., Simmel, 
2011), or a social psychological lens to explain how group relationships 
shape individuals (e.g., Lewin, 1947). In almost all approaches, modern 
scholars accept a major role for collectives, and then debate their interac-
tion with individuals. As March and Simon (1993, p. 13) explain, “orga-
nization members are social persons, whose knowledge, beliefs, 
preferences, loyalties, are all products of the social environment in which 
they grew up, and the environments in which they now live and work.”

Agentic modalities can therefore be defined in terms of their layers of 
form and functional mechanisms. Notably, the hyperparameters of agen-
tic metamodels define the same characteristics. Hence, there will be hyper-
parameters which specify the modalities within a metamodel of agency, 
including modal layers and their mechanisms of interaction, for example, 
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in hierarchies or networks. Moreover, hyperparameters can be immedi-
ately visible, or hidden and require discovery (Feurer & Hutter, 2019). 
From the “persons in context” perspective, there are both visible and hid-
den layers and mechanisms. Much is known, but much remains to be 
uncovered (Cervone, 2005). Variation is contingent on context and indi-
vidual difference, and perhaps the unconscious. Sigmund Freud certainly 
thought so, as do many of his postmodern inheritors (Tauber, 2013). In 
competing theories, more is visible. Persons are conceived in terms of sta-
ble, observable traits and states. From this perspective, there are fewer hid-
den layers and mechanisms, and less inherent variance (e.g., McCrae & 
Costa, 1997). Agentic modality is more visible and predictable.

Comparable distinctions apply regarding the hyperparameters of col-
lective modality. Some theories  emphasize observable structures, rou-
tines, and norms of collectivity, with few hidden layers and mechanisms. 
In new institutional theory, for example, organizations exemplify the 
observable forms and functions of institutional fields. Isomorphism, 
homophily, and imprinting are then predictable, because they reflect 
hyperparametric transparency and stability (Scott, 2014). However, in 
other theories, collective modality is less transparent. There are hidden 
layers and mechanisms which need to be uncovered, explained, and 
sometimes reformed (e.g., Habermas, 1991). Thinking this way, Friedrich 
Engels sought to expose the “false consciousness” of capitalism 
(Augoustinos, 1999). Intermediate processes are possible as well, in which 
collective layers develop through shared action and sense-making, as iter-
ative cycles of emergence or construction (Giddens, 1984; Weick et al., 
2005). In summary, each type of agentic modality entails a debate about 
the hyperparameters for its fundamental layers, categories, and mecha-
nisms. All theories of agency engage with these debates, in one way or 
the other.

3.1  Mediators of Agentic Modality

Whether explicitly or implicitly, therefore, theories of human agency 
assume patterns of modal form and function. Reflecting the problematics 
of modernity, most offer an explanation for the relationship between 
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individuals and collectives.  Many posit a major role for procedural 
action in this regard, especially individual habit and collective routine. As 
William James (1890, p. 3) remarked, people can be described as “bun-
dles of habits,” implying that habit mediates personality. Leading con-
temporary psychologists agree (Wood & Rünger, 2016). Similarly, 
scholars view procedural routine as a key mediator of social collectives 
(Cohen, 2006; Salvato & Rerup, 2011). Indeed, at individual, group, 
and collective levels of modality, procedural patterns of action support 
the continuity of identity and organization (Albert et al., 2000). However, 
the origins of habit and routine remain problematic. At heart, the prob-
lem is one of mediated modality, as scholars debate the relationship 
between different layers of agency and their mechanisms of interaction 
(Latour, 2005). Many ask, does collective routine evolve bottom-up, 
from the aggregation of individual habit; or does procedural action origi-
nate at the collective level, and individual habit is then reflective of rou-
tine? Similarly, are habit and routine fixed in memory, as models or 
templates of action, and performances then instantiate the encoded pro-
cedure; or do habit and routine continually emerge as expressions of situ-
ated practice and performance (Pentland et al., 2012)?

In fact, the contextual dynamics of human psychology offers a way 
forward. To begin with, assume that a social ecology is relatively stable 
and endowed, sufficient to support patterns of recurrent action. As agents 
then interact, some share common goals and patterns of action. Over 
time, these patterns may become automatic among groups. In effect, the 
agents experience the same habituation process (Winter, 2013; Wood & 
Rünger, 2016). Each member of the group encodes the same triggers, 
procedures, and expectations of action. Moreover, each agent will encode 
similar social psychological processes, in the performance of action. They 
rely heavily on collective mind and memory, sensing the same signals 
from each other and the environment (see Cohen et al., 2014). Moreover, 
the process will not trigger significant individual differences. This is pos-
sible, because we assume that individual personality is inherently open 
and adaptive, and allows for the upregulation and downregulation of psy-
chological processes (Nafcha et al., 2016). In the case of routine, many 
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personal motivations, goals, and commitments are downregulated and 
effectively latent. Only a limited subset of common, psychosocial pro-
cesses is upregulated and active. This subset of active, upregulated pro-
cesses will often include shared encodings, beliefs, goals, and competencies, 
while most individual differences of these kinds are downregulated (Silver 
et al., 2020).

This distinction is important and worth restating. In procedural pat-
terns of action, many individual differences, such as personal values, 
goals, motivations, and commitments, are downregulated and latent. 
Whereas, shared characteristics, such as common encodings, beliefs, and 
competencies, are upregulated and active. In this way, shared patterns of 
action emerge, which are stored in individual and collective memory, and 
which invoke equivalent, habitual responses among groups of people, but 
without activating significant individual differences. As Mischel and 
Shoda (1998) explain, this is how cultural norms evolve, as common, 
recurrent psychological processes. Hence, the formation of habit and 
routine is neither simply bottom-up nor top-down. Rather, it is a process 
of related agents downregulating their individuality, while upregulating 
common features of sociality. Habit and routine thus coevolve, within 
individual and collective modalities, respectively.

Furthermore, given the downregulation of many individual differences 
in routine, individual persons will be less sensitive to outcome variance in 
routine performance, compared to more effortful, deliberate action. They 
are not consciously monitoring precise expectations or aspirations. 
Indeed, the purpose of much habit and routine is to maintain procedural 
control, rather than to achieve specific goals or engage in intentional 
action (Cohen, 2006). Although, that said, routine and habit do adapt, 
in response to significant contextual change, or a major shift in beliefs or 
goals, and more frequently, when performance fails to achieve adequate 
levels of control (Feldman & Pentland, 2003; Wood et  al., 2005). In 
these situations, individual aspirations, goals, and expectations upregu-
late and drive adaptation. This happens naturally, when human agents—
whether individual, group, or collective—are viewed as complex, open, 
and adaptive systems, fully situated in context.
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 Issues of Combination and Choice

A major consequence of this analysis is that no mechanisms of bottom-
 up aggregation or top-down devolution are required to explain proce-
dural action  and collective modality. Regarding collective routine, 
particularly, there is no need to aggregate personal motivations, values, 
goals, and preferences, which is what most aggregation models seek to do 
(see Barney & Felin, 2013). Only a common subsystem of psychosocial 
functioning is upregulated, and most individual differences are down-
regulated. And as stated above, this naturally occurs when individuals are 
conceived as complex, open, adaptive systems. Different psychological 
subsystems may activate or not, combine or recombine, depending on 
the context and stimuli. At the same time, routine action is mediated by 
common, social-psychological mechanisms, such as social identity, col-
lective memory, and docility. It is via these mechanisms, that collective 
routine emerges as a mediated pattern of action (Winter, 2013). In fact, 
all types of modality could activate the same pattern of action. What 
distinguishes them as individual habit or collective routine, is the down-
regulation and upregulation of different psychosocial processes.

It is important to acknowledge, however, that not all personalities or 
collectives are highly organized, and not all action is habitual or routine. 
Even if habit serves as a scaffold for personality, and routine serves as a 
scaffold of collectivity, non-procedural action regularly occurs, especially 
when novel, complex problems arise, and agents must be creative and 
innovative, or when important values and interests are at stake. Automatic, 
procedural routine does not suffice. In these situations, individual differ-
ences often upregulate and are salient again (Madjar et al., 2011). Agents 
must actively seek solutions about how to think and act. To illustrate, 
assume that members of a collective have strong personal preferences and 
expectations regarding newly offered benefits, such as access to health 
care and education. Personal goals and preferences are likely to upregu-
late in this situation. Individuals will form strong personal preferences, 
and the collective must negotiate how to allocate benefits among its 
members. This will entail an effortful process of collective choice, whereby 
members seek to communicate, compare, and combine their diverse pref-
erences. More often than not, any solution will require truces and trade- 
offs (Cyert & March, 1992). An effortful method of collective aggregation 
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is now required, and dilemmas of interpersonal comparison and combi-
nation quickly emerge. Ultimately, however, if this process succeeds, 
most members will be content, their personal differences will downregu-
late once again, and the outcome becomes routine. Mechanisms of routi-
nization thereby mediate social order and organization.

In fact, this type of problem is central to social choice theory, welfare 
economics, and behavioral theories of organization (Arrow et al., 2010). 
In these fields, theories highlight the aggregation of choice, in the face of 
individual heterogeneity and opacity. Often, previously agreed proce-
dures—such as voting and decision routines—allow members to reach 
consensus and make collective choices. Such methods enable the incom-
plete, but acceptable aggregation of preferences, despite contrasting inter-
ests and commitments. Scholars then debate which routine procedures 
should be encoded, and why (Buchanan, 2014). In practical domains, this 
leads to political debates about the appropriate means of collective deci-
sion-making. But importantly, most theories of this kind assume that col-
lective modalities already exist, typically as communities and institutions.

Furthermore, once made, collective choice often becomes routine and 
no longer requires debate or consensus building. Indeed, as noted earlier, 
many natural and artificial ecologies are relatively stable and munificent 
over time. Communities also become accustomed to the order of things, 
and people value the benefits which institutional order bestows. In these 
contexts, many people are docile, content with procedural controls, and 
seek no more. Collective choice is routine, not politicized, and can be 
accepted with the commons (Ostrom, 1990). As a practical matter, there-
fore, many situations are untouched by the technical impossibility of 
optimal aggregation (see Arrow, 1997). Collective life proceeds fairly and 
effectively, without the need to debate or vote, which is good news for 
social cohesion and civility.

3.2  Impact of Digitalization

As preceding sections explain, artificial and human agents share numer-
ous fundamental characteristics. Both are intelligent, goal-directed types 
of agent, and can be understood as complex, open, adaptive systems. 
Both also occur in similar patterns, as individuals, in hierarchies and 
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networks. These similarities mean that human and artificial agents are 
well suited to collaborating as augmented agents. Furthermore, just like 
humans, artificial agents are supervised in different ways, some more plas-
tic and self-generative. In fact, in unsupervised forms of artificial intelli-
gence and machine learning, modality is hidden until it emerges through 
processing (Shwartz-Ziv & Tishby, 2017). Some artificial systems are 
therefore fully emergent, using highly compositive methods (e.g., Wu 
et al., 2010). This already happens in virtual domains (Aydin & Perdahci, 
2019; Cordeiro et al., 2016). The same will be true of digitally augmented 
agents. We can expect to see self-generative metamodeling more widely.

However, as the complexity of data and processing increases, so do the 
time and resources required. Computer scientists therefore develop tech-
niques to reduce the processing load. One major technique is the compres-
sion of modalities, that is, reducing the distinction between layers of form 
and function, meaning they are easier to connect and transform (Wan 
et al., 2017). This entails the definition of functions, categories, and system 
boundaries to maximize integration and the ease of interaction. Similar 
techniques of modal compression and modularization are also applied in 
organizational settings, especially those which rely heavily on digital plat-
forms and networks (Frenken, 2006). However, these techniques entail 
costs. The compression of modality often increases hidden complexity, 
and it then takes more effort to identify and process layers and levels. In 
computer science, techniques have been developed to manage these chal-
lenges, including sparse sampling and partial completion (Wang et  al., 
2018), plus hyperparameter pruning and tuning (Tung & Mori, 2020). 
The goal is to generate compressed, well-fitting metamodels, while also 
reducing the processing load (Choudhary et al., 2020). Resulting processes 
are more efficient, because they require less data and fewer steps to complete.

 Persistent Limitations

By contrast, human beings are limited and constrained in this regard. 
Their modalities are relatively layered, distinct, and slow to adapt. Indeed, 
human modalities tend to be stable over time. Apart from anything else, 
physiological and neurological evolution are relatively glacial, and will 
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probably remain so, at least for the foreseeable future. It takes time for 
human beings to learn and adapt. Personalities and relationships also 
tend toward stability, and for good reasons. They anchor the self and 
group in community. Social and cultural adaptation are sluggish too. 
Collective norms, organizations, and institutions, all evolve relatively 
slowly, often requiring generational cycles. Therefore, human sluggish-
ness and path dependence are likely to persist. Human modalities will be 
relatively layered and stable, compared to artificial agents.

In fact, some argue that moderate human sluggishness and path depen-
dence are inherent and desirable in many contexts (Sen, 2018). These 
characteristics support the continuity of identity and meaning over time, 
for personalities, organizations, and cultures. They also elicit prosociality, 
because if human functioning is generally sluggish and incomplete, peo-
ple must cooperate with each other to achieve shared goals. They cannot 
do so alone. Similarly, moderate intersubjective opacity often encourages 
trust and civility. When others are partially unknowable, people need to 
trust each other (Simon, 1990). Whereas the absence of such  limits 
(actual or perceived) can lead to the over-activation of individual or group 
differences. And if people feel separately empowered and independent of 
others, then antisocial outcomes become more likely, including intoler-
ance and oppression. In these situations, emboldened autonomy can lead 
to mistrust or worse. Hence, while human limitations are sometimes 
frustrating, needing each other promotes prosociality and community.

Reflecting these contrasting tendencies, dilemmas arise when human 
and artificial agents combine in augmented modalities. Their prior dispo-
sitions are resilient. Artificial agents tend to compress modality, thereby 
reducing the distinctions between layers  of form and function, while 
human modalities tend to be layered and uncompressed. When both 
combine, therefore, artificial components could be highly compressed 
and flattened, and the human components are uncompressed and lay-
ered. For example, in massive online gaming, people compete against 
each other in a highly individualistic or group fashion, which evidences 
uncompressed human modality. At the same time, they collaborate with 
highly compressed artificial agents and avatars which interact and com-
bine with ease (Yates & Kaul, 2019). The virtual world is compressed and 
flat, while the human players are layered and distinct, as individuals and 
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teams.  A risk in this context is extreme modal divergence, where the 
human players experience strong reinforcement of layered organization 
and identity, even as their artificial partners  further compress. Overall 
coordination and performance are likely to suffer.

Second, artificial agents are increasingly self-generative, while human 
agents are less capable in this regard. Hence, augmented modalities might 
emerge in which artificial components are highly self-generative, while 
human components are not. Online gaming is illustrative here too. 
Individual personalities are relatively stable and supervised over time, 
while artificial agents can be highly dynamic and self-generative (Castro 
et al., 2018). A major risk in these situations is extreme modal conver-
gence by over-compression.  For example, players may  immerse them-
selves too deeply and become socially disengaged, lacking a clear sense of 
human association and control (Ferguson et al., 2020). In fact, studies 
suggest that addicted players do become less sensitive to others. In more 
extreme online situations, people may surrender to artificial supervision 
and forfeit autonomous self-regulation. Key aspects of their individual 
functioning are downregulated and latent.

 Dilemmas of Agentic Modality

Novel dilemmas therefore arise for augmented modality. These dilemmas 
derive from different human and artificial tendencies. On the one hand, 
augmented modalities could be extremely divergent, by combining static 
human layering with dynamic artificial compression. The topography of 
such modality would be equivalent to a heterogeneous landscape, covered 
with irregular peaks and plains. Not an easy terrain to navigate, in terms 
of processing (Baumann et al., 2019). In such cases, metamodels would 
be underfitting. That is, they would admit excessive noise and variance, 
and thus fail accurately to distinguish potential patterns of augmented 
agency (Goodfellow et  al., 2016). But on the other hand, augmented 
modalities could be extremely convergent, by allowing artificial compres-
sion to suppress human layering. This topography would be equivalent to 
a smooth landscape, arguably, too easy to navigate, because metamodels 
would be overfitting. That is, they would omit too much noise and 
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variance, and thus fail accurately to capture variant patterns of augmented 
agency. Or vice versa, augmented modalities could be extremely conver-
gent, by allowing human layering to overwhelm and dominate modality. 
Now the topography would be a predictable landscape which lacks variety.

Furthermore, these effects suggest poor supervision of the entrogenous 
mediators discussed in the preceding chapter. Recall there are three such 
mediators: intelligent sensory perception, performative action genera-
tion, and contextual learning, which are critical for augmented modality. 
However, owing to their inherent dynamism and complexity, these medi-
ators are difficult to supervise. They exploit rapid, intra-cyclical feedfor-
ward mechanisms, which typically elude human monitoring. They cycle 
quickly with high precision, and are largely inaccessible to consciousness. 
It is therefore difficult to involve human agents in the supervision of 
entrogenous mediation. Augmented modalities will easily drift toward 
divergence or convergence.

 Ambimodality

To conceptualize this novel feature of digitally augmented modality, I 
import another term, “ambimodality.” It comes from chemistry and 
refers to single processes which result in different outcome states (Yang 
et al., 2018). Notably, the term incorporates the prefix “ambi” once again, 
meaning “both.” With respect to augmented agency, ambimodality refers 
to single processes which lead to different modal outcomes, and more 
specifically, processes which result in dynamic artificial compression, plus 
stable human layering. A system is therefore highly ambimodal when it 
combines both extremely compressed and uncompressed form and func-
tion. Alternatively, lowly ambimodal agents will be highly convergent, 
either fully compressed and dynamic in artificial terms, or fully layered 
and stable in human terms.

Consider the following examples. Many contemporary organizations 
are pursuing digital transformation. In doing so, they introduce highly 
compressed artificial intelligence and machine learning across the organi-
zation. However, their human employees remain uncompressed individ-
uals and groups, layered and hierarchical. The overall result is highly 
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ambimodal, making the organization difficult to integrate and coordi-
nate. People and artificial agents often struggle against each other, as 
humans try to maintain their social identities and commitments, in an 
increasingly flat and fluid, digitalized environment (Kellogg et al., 2020; 
Lanzolla et  al., 2020). Ironically, members of  the organization may 
be increasingly connected but feel less united. Alternatively, other organi-
zations are becoming fully virtual and digitalized, and human actors are 
peripheral, perhaps contract “gig” workers. The system is highly com-
pressed and lowly ambimodal, making the organization easier to inte-
grate and control. However, human identities and commitments are 
largely expunged. In fact, studies already report these effects, albeit with-
out labeling them as ambimodal (e.g., Kronblad, 2020).

At the same time, it must be noted that ambimodal systems are not 
inherently dysfunctional. Human modality, whether digitalized or not, is 
a consistent blending of contrasts, combining stability and change, the 
self and the other, the one and the many (Higgins, 2006). Indeed, mod-
erate levels of ambimodality can be advantageous in volatile, uncertain 
contexts. This is because, when environments are unpredictable, variable 
modalities enable a wider range of potential forms and functions, thereby 
enhancing adaptive fitness. In this respect, moderately ambimodal agents 
can be more robust and adaptive (Orton & Weick, 1990). In contrast, 
fully non-ambimodal agents generate far fewer potentials. These systems 
are uniformly structured and integrated. Sometimes this is beneficial, for 
example, in stable, technical environments. But otherwise, non- 
ambimodal systems tend to be inflexible and fragile. This type of  risk 
arises in tightly bound groups (Vespignani, 2010) and in the “iron cage” 
of bureaucratic institutions (Weber, 2002). A major task for augmented 
supervision, therefore, is to maximize ambimodal fit by combining 
appropriate levels of modal compression and layering.

3.3  Patterns of Ambimodality

Based on the foregoing discussion, this section summarizes and illustrates 
the main features of digitally augmented ambimodality, and especially sys-
tems which combine extreme forms of artificial compression and/or 
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human layering. To begin with, it is important to acknowledge that digital 
augmentation offers many potential benefits, for individuals, groups, and 
collectives. Augmented agents will possess unprecedented capabilities to 
compose and recompose new patterns of agency and action. If well super-
vised, ambimodality therefore increases agentic potentiality. In many task 
domains, significant benefits are already apparent. However, at the same 
time, it poses new risks. When human and artificial agents combine, their 
different characteristics can skew augmented modality. On the one hand, 
augmented agents could be overly divergent, by combining compressed 
artificial forms and functions, with more layered human forms and func-
tions. On the other hand, agents could be overly convergent, fully domi-
nated by artificial compression, or by human layering. In other words, 
there are risks of inappropriate, high or low ambimodality. Augmented 
agents of this kind will be less coherent and potentially dysfunctional. 
Recall the examples given above, of organizations which undergo digital 
transformation and either alienate or expel people in the process.

 Low Ambimodality

In some augmented agents, there will be low ambimodality. The resulting 
system will be highly integrated and convergent. In fact, this type of aug-
mented agent is like a closely knit group, but the relationships are internal, 
between human and artificial collaborators. Figure 3.1 illustrates the inner 
workings of such a system, assuming full digitalization and high modal 
compression. The figure builds on the generative metamodel of augmented 
agency, shown in Fig. 2.3. Shaded circles indicate digitalized processes, and 
unshaded circles are fully human. Adopting this approach, Fig. 3.1 shows 
two human agents A3 and B3, in the upper and lower portions of the figure 
respectively, each with three major phases of processing: input stimuli trig-
ger sensory perception (SI and SP); followed by cognitive-affective process-
ing, which leads to action generation (CA and AG); and then 
behavioral-performative outputs, which stimulate evaluation of perfor-
mance (BP and EP), conditional on sensitivity to variance. Evaluation may 
subsequently trigger feedback encoding (FB), while feedforward encoding 
occurs intra-cyclically (FF). Both agents, A3 and B3, also combine in the 
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relational group R3, which is shown by three larger, overlapping circles. 
Relations between phases are mediated by digitalized entrogenous mecha-
nisms: intelligent sensory perception  (SP), performative action genera-
tion (AG), and contextual learning (from FB and FF). Finally, the agents 
also form a collective form C3, which spans the center of the figure.

Note that all the small circles in Fig. 3.1 are shaded. Hence, digitalized 
processes dominate in this scenario, and purely human processes are 
downregulated and latent. Human modalities are therefore compressed, 
shown by the lighter boundaries for human agents  A3 and B3. 
Human forms and functions are less distinct. Also recall that lowly ambi-
modal agents are like closely knit collaborative groups. This feature is 
shown by the heavy boundaries for the relational group R3 which encom-
passes all the digitalized processes depicted by shaded circles. Moreover, 
the main phases of the relationship are mediated by entrogenous mecha-
nisms, indicated by the intersection of the large diamond shapes. In 
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summary, Fig. 3.1 illustrates a lowly ambimodal augmented group which 
is highly digitalized and compressed overall.

As noted earlier, this scenario poses significant downside risks. Particularly, 
agentic modalities could overcompress. The downregulation of purely 
human functioning could go too far. Digitalized routine would overwhelm 
human relating and communication. Individual distinctions are effectively 
dissolved. If this occurs, important features of being human may be lost, or 
at least suppressed in this group, including the sense of autonomous agency 
and identity, autobiographical narratives, as well as enduring personal com-
mitments. This type of augmented group is therefore potentially dysfunc-
tional because many human needs and interests will be squashed by the 
convergent,  overcompression of modality. Low ambimodality therefore 
presents a major challenge for the supervision of augmented agency: how to 
combine human layering with artificial compression, in ways which exploit 
and enhance the value of both while maximizing metamodel fit?

 High Ambimodality

Other augmented modalities are highly ambimodal. In these scenarios, 
human and artificial modalities are markedly different, in terms of their 
compression and dynamism. Human modalities could be hierarchical 
and layered, while artificial modalities are compressed and flat. Forms 
and functions are highly distinct and divergent. Now augmented agents 
are like very heterogeneous groups or families, in which members are 
closely related but often disagree and fail to cooperate. Figure 3.2 illus-
trates the inner workings of this kind of system. Once again, there are 
two human agents labeled A4 and B4, each with the same three major 
components: input stimuli which trigger sensory perception (SI and 
SP); cognitive-affective processing which leads to action generation (CA 
and AG); and behavioral-performative outputs, which stimulate evalua-
tion of performance (BP and EP); which may subsequently trigger feed-
back encoding (FB), and feedforward encoding occurs (FF). Both 
agents, A4 and B4 also combine in the relational group R4, which is 
shown by the three large oval shapes. The same entrogenous mediators 
are central once again, indicated by the intersection of the large 
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diamond shapes. The agents combine in collective form C4 which spans 
the center of the figure.

Digitalized processes are shaded, as before, and human are unshaded. 
In contrast to Fig. 3.1, however, digitalized processes do not dominate in 
Fig. 3.2. Human modalities are more distinct and significant. Human 
differences are upregulated and active. Hence, there are more unshaded 
circles, showing human processes, compared to the system in Fig. 3.1. 
Granted, the two individuals, A4 and B4  collaborate within relational 
group R4 and collective C4. However, individuals and groups retain 
greater modal distinction, compared to the system in Fig.  3.1. But in 
consequence, new risks appear. Human components may be highly lay-
ered, while artificial partners are highly compressed, requiring extra pro-
cessing to integrate and coordinate them. At the same time, artificial 
agents will be highly compressed and require little effort to integrate 
across layers. Therefore, the combined system will exhibit different forms 
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and functions, between human and artificial components. Overall super-
vision is divergent and potentially dysfunctional. In fact, as noted above, 
many contemporary organizations report this type of problem. They are 
digitally transforming many processes and systems, but their human 
members remain layered and cannot easily adapt (Lanzolla et al., 2020). 
Organizational integration and coordination are increasingly difficult to 
achieve. Individual differences are active, routines are fragile, and the sys-
tem is harder to control. Once again, important features of being human 
are at risk, but now for different reasons. The persistent layering of human 
modality could squander the potential benefits of digital augmentation 
by reinforcing limiting priors. Augmentation results in ambimodal misfit 
and dysfunction.

3.4  Wider Implications

Throughout the modern period, scholars have assumed stable agentic 
forms and functions, and especially individual, group, and collective 
modalities. There are obvious biological and ecological reasons for doing 
so. Individuals, familial groups, and populations are the key organizing 
modalities of mammalian life (Mayr, 2002). Many theories of econom-
ics, politics, and institutions also focus on these modal distinctions, often 
drawing from psychology and sociology to do so. In most of these disci-
plines, scholars continue to debate how collectivities relate to groups and 
individuals. Questions remain about bottom-up versus top-down pro-
cesses, and hence between methodological individualism versus collectiv-
ism, although a growing number inhabit the middle ground, theorizing 
about the coevolution of agentic modalities, often highlighting the role 
of groups and networks (e.g., Giddens, 1984; Latour, 2005).

Framing all these efforts is the modern, post-Enlightenment elevation 
of autonomous, rational agency. Reasoning persons took center stage, 
freed from the premodern strictures of superstition and autocratic order. 
Against this historical backdrop, the central thesis of this chapter is that 
mass digitalization is transforming agentic modality yet again. By exploit-
ing digitally augmented capabilities, humanity will compose more vari-
able forms of agentic expression and organization. Augmented modalities 
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will be increasingly compositive and self-generative. It will also be possi-
ble to compare, contrast, and adapt modalities in a precise, dynamic fash-
ion (Cavaliere et al., 2019). Apart from anything else, these developments 
challenge deeply held assumptions about the inherent opacity of reasons, 
preferences, and commitments (Sen, 1985). Thanks to digitalization, 
modality will be more transparent and composable, thereby mitigating 
the risk of agentic opacity for social organization.

However, as earlier sections of this chapter  explain,  if augmented 
agency is poorly supervised, modality could skew, either toward extremely 
convergent low ambimodality, making agents too homogeneous and 
lacking diversity, or toward extremely divergent high ambimodality, and 
agents would be too heterogeneous and lack coordination. In either sce-
nario, digital augmentation impacts negatively on modality and degrades 
the efficacy of persons, groups, and collectives. Hence, the problematics 
of agentic modality expand from modern concerns about reductive indi-
vidualism versus holistic collectivism, to include (a) concerns about arti-
ficial overcompression, combined with human overexpansion, or (b) the 
potential suppression of modal diversity and plasticity, and (c) the impli-
cations of these distortions for human identity, efficacy, and coherence.

Agentic Ambimodality

Among the top priorities for future research, therefore, is digitally aug-
mented, agentic ambimodality. Recall the definition again. Ambimodality 
refers to single processes which result in different outcome states. With 
respect to augmented agency, it refers to the combination of dynamic 
artificial compression of form and function, with stable human layering 
and distinction, although, as previously noted, ambimodality is not fun-
damentally new, even if known by other names. But the property has not 
been explicitly conceptualized before, probably because its effects have 
been largely stable and moderate. Indeed, as noted earlier, moderate lev-
els of ambimodality can be advantageous. For example, in highly volatile 
contexts and uncertain task domains, diverse modalities produce a wider 
range of agentic potentialities, which enhances adaptive fitness. Likewise, 
moderate ambimodality strengthens the resilience of personalities 
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(Cervone, 2005) and institutions (Kirman & Sethi, 2016), and most 
agents benefit from an optimal level of distinctiveness (Leonardelli et al., 
2010). If anything, modern scholars explore how to encourage moderate 
ambimodality by developing loosely coupled, modular systems 
(Westerman et al., 2006).

Fresh challenges now arise because digital augmentation greatly ampli-
fies these effects. Ambimodal extremes are more likely, as well as the 
dynamic composition of alternative agentic forms and functions. The full 
range of options was earlier shown in Fig. 2.6, which shows alternative 
combinations of human and artificial supervision in augmented agency. 
A major task, therefore, is the specification of hyperparameters for modal 
compression and layering, the goal being to determine the appropriate 
level of ambimodality in any context, and thereby to maximize metamodel 
fit. Otherwise, agents’ inherent tendencies could lead to inappropriate 
extremes. These should be key topics of future research. Scholars can look 
to computer science for guidance, where similar topics are already major 
foci of research (Sangiovanni-Vincentelli et  al., 2009). Management 
scholars are exploring these topics also, in the digital transformation of 
organizations (e.g., Lanzolla et al., 2020; Ransbotham et al., 2020). Some 
research how to embed values and commitments into the supervision of 
digital augmentation, for example, by clearly articulating the human pur-
pose of systems design.

 Problems of Aggregation

In numerous fields, theories posit routine as a key mediator of group and 
collective modalities. But questions remain about the origin and func-
tioning of routine: does it emerge via bottom-up aggregation of habit, or 
does routine develop holistically and then devolve top-down, or perhaps 
both processes occur? These are central questions for behavioral and evo-
lutionary theories of organizations and markets (Nelson & Winter, 1982; 
Walsh et al., 2006). Furthermore, many scholars in these fields argue that 
individuals’ cognitive and empathic limitations—especially  bounded 
rationality and intersubjective opacity—aggregate to collective limita-
tions, compromises, and constraints. And hence, just like individuals, 
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collectives employ procedural routine in decision-making, problem- 
solving, and the reading of group mind (Cyert & March, 1992). But 
exactly how aggregation occurs in these situations also remains a conten-
tious puzzle (see Barney & Felin, 2013; Winter, 2013). Similar questions 
persist in other fields. For example, in microeconomics, scholars investi-
gate the limits of interpersonal comparison and aggregation in collective 
choice (Sen, 1997). In legal theory and ethics, scholars analyze how 
empathic limitation shapes the organization and aggregation of commit-
ments  in contractual consensus (Sen, 2009). However, aggregation is 
typically imputed and not yet adequately explained.

This chapter proposes a solution, by viewing human agents as com-
plex, open, and adaptive systems, which respond to variable contexts. 
From this perspective, humans naturally experience the downregulation 
of individual differences, in the recurrent, predictable pursuit of common 
goals. In parallel, they experience the upregulation of collective character-
istics including social norms and control procedures. In this way, it is 
possible to explain the origin and functioning of individual habit and 
collective routine, without aggregating full personalities, personal prefer-
ences, beliefs, goals, and motivations. A common subset of mediating 
mechanisms does most of the work (Brinol & DeMarree, 2012). And to 
repeat, no special process of bottom-up aggregation or top-down devolu-
tion is required. Rather, many individual differences are downregulated 
and latent, while common characteristics are upregulated and active. 
Thus, habit and routine coevolve in procedural action.

These processes warrant deeper investigation, partly because habit and 
routine are prime targets for digital augmentation, but also because digi-
tal augmentation implies more dynamic processes of habit and routine 
(Bandura, 2007; Davis, 2015). Procedures will need to adapt and recom-
pose, in a dynamic fashion, and adjust levels of modal compression and 
layering. The variable upregulation and downregulation of cognitive- 
affective processes will be a key to these dynamics. In these respects, 
habituation and routinization will require more deliberate supervision. 
Recent investigations into the adaptation of habit and routine offer rele-
vant insight (Winter et al., 2012). Part of the solution will lie in identify-
ing and managing the core components of any procedural action, and 
then upregulating or downregulating other factors, depending on the 

 P. T. Bryant



95

situation and context, to maximize metamodel fit. Digitally augmented 
processes will undoubtedly assist (see Murray et  al., 2020). However, 
many questions remain unanswered.

 Implications for Institutions

This analysis of routine has additional implications for social and eco-
nomic institutions. For example, markets and businesses are supported 
by routines of production, consumption, and transaction; political insti-
tutions by routines of representation, deliberation, and decision-mak-
ing; and legal institutions rely on routines of examination, judgment, 
and sanction. However, as this chapter explains, collective aug-
mented agents could skew toward extreme divergence or convergence. If 
artificial and human components overly diverge, collectives will be 
internally conflicted and lack coherence. Whereas if they overly con-
verge, they could be overdetermined by artificial agents, or dominated 
by inflexible human hierarchy and priors. In the meantime, social net-
works and virtual power are growing rapidly, but  governance and 
trust are lagging. We see these effects already, for example, where digita-
lization is  destabilizing  the administration of politics and  justice 
(Hasselberger, 2019; Zuboff, 2019).

In a highly augmented world, therefore, historic sources of collective 
coherence and consistency—such as negotiated truces, voting proce-
dures, and routine docility—may be less effective, at least in the digitally 
augmented world. More will be known, transparent, and communicable, 
reducing the need for truces, voting, and docility. Entrogenous mediators 
will play a critical role here. New forms of intelligent sensory perception, 
performative action generation, and contextual learning, will mediate 
greater transparency and dynamism. Augmented  agents will compose 
and recompose by design, rather than by imitation and other traditional 
means. In this respect, they will be generative and near composability, 
not only adaptive and near decomposability (see Simon, 1996). This con-
trasts prior assumptions that collective agency and choice emerge gradu-
ally, often through iterative processes of incomplete comparison and 
negotiation.
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Viewed positively, these changes will support more agile organizations 
and institutions. On the downside, however, augmented collectives could 
over-compress and squash valued features of human experience. 
Alternatively, human  and artificial agents might diverge and conflict, 
even as they collaborate more closely. In contrast, for most of human his-
tory, agentic modalities have been viewed as layered, stable forms. During 
premodernity, the dominant layers were communal and patriarchal, 
whereas, in the modern period, the most important modal layers are indi-
vidual persons and social collectives. Digital augmentation problematizes 
these assumptions. Old stabilities and constraints are relaxing. Newer, 
compositive methods are now feasible, leveraging highly digitalized capa-
bilities and networks. At the same time, fixed modal layers are giving way 
to more hybrid, self-generative forms. The universe of agentic modality is 
becoming more pluralistic and this trend is likely to accelerate. It offers 
genuine promise but also brings new risks. Effective supervision will be 
critical.
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4
Problem-Solving

Throughout the modern period, scientific discovery, widespread educa-
tion, and industrial and economic development have encouraged com-
mitment to rationality and humanistic values as progressive forces 
(Pinker, 2018). Assuming such commitments, systematic reasoning and 
the scientific method promise resolution of increasingly complex and 
consequential problems. The proper ambition of problem-solving is then 
to transcend the limits of ordinary capability, even if rational ideals are 
forever unreachable. Not surprisingly, the advocates of rationality and 
scientific method are impatient with constraints on problem-solving and 
view them as challenges to be overcome. And their impatience is reason-
able, given the dramatic growth of knowledge and technology during the 
modern period. Capabilities have greatly expanded, and many assumed 
limits have receded. Digital augmentation promises radically to enhance 
and accelerate this trend. Problem-solving continues to advance.

Even so, human capabilities remain limited. People still need to reduce 
potential complexity and manage cognitive load. They often do this by 
simplifying problem representation and/or solution search, depending 
on the relative significance of each activity in any problem context. This 
entails a series of trade-offs between accuracy and efficiency, which entail 
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potential costs and risks (Brusoni et al., 2007). Most commonly, the sim-
plification of sampling and search admits distorting biases, myopia, and 
noise into problem-solving (Kahneman et  al., 2016; Kahneman & 
Tversky, 2000). Granted, in some situations, such simplification is war-
ranted and satisfactory. For example, fast and frugal heuristics often work 
best in uncertain or urgent situations (Gigerenzer, 1996). And when they 
do, the practical challenge is not to mitigate the distortions of simplifica-
tion, but to maximize its effectiveness. Either way, people naturally sim-
plify sampling and/or search, resulting in less complex problems and 
solutions, respectively. They do so for a range of reasons: to maximize 
limited resources and capabilities; because prior commitments obviate 
the need for comparative processing (Sen, 2005); in order to maintain 
cultural norms and controls (Scott & Davis, 2007); or because heuristics 
are most appropriate for the problem at hand (Marengo, 2015).

Herbert Simon (1979) was among the first to expose these patterns. 
He argues that to solve problems with bounded or limited rationality, 
people simplify different aspects of problem-solving and satisfice at 
lower levels of aspiration, rather than fully satisfying criteria of optimal-
ity. Simon (ibid., p.  498) identifies two broad types of satisficing in 
problem-solving: “either by finding optimum solutions for a simplified 
world, or by finding satisfactory solutions for a more realistic world.” 
On the one hand, that is, agents simplify the representation of prob-
lems, to reach optimal solutions. In this case, the processing required is 
more owing to the complexity of solution search. The major risks are 
myopic sampling and problem representation. Following common nam-
ing conventions, I call this type of problem-solving normative satisficing 
(see Simon, 1959). On the other hand, agents simplify solutions and 
address more realistic, better described problems. In this case, the pro-
cessing required is more owing to the complex representation of the 
problem itself. Now the major risks are myopic solution search and 
selection. I call this type of problem-solving descriptive satisficing, again 
following convention.

Notably, the latter approach—accepting satisfactory solutions to more 
realistic problems, or what I call descriptive satisficing—is the type of 
problem-solving found in behavioral theories of decision-making, eco-
nomics, and organizations. Stated in more formal language, it seeks no 
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worse solutions, to the best representation of problems. Whereas, the 
former approach—seeking optimal solutions to simplified problems, 
which I call normative satisficing—is typical of classical microeconomics 
and formal decision-making (March, 2014). Put more formally, it seeks 
the best solutions, to no worse representation of problems. Hence, as Sen 
(1997b) explains, satisficing can be conceived as a type of formal maxi-
mizing, meaning problems and/or solutions are partially ordered, and 
agents accept some no worse option as good enough, assuming an aspira-
tion level.

However, while descriptive satisficing is widely studied, normative sat-
isficing is not. Even though Simon explained this important distinction 
decades ago—that classical theory also satisfices in the normative sense, 
by seeking optimal solutions for a simplified world—few studies investi-
gate this phenomenon. Levinthal (2011, p. 1517) also observes this over-
sight, when he writes that all “but the most trivial problems require a 
behavioral act of representation prior to invoking a deductive, ‘rational’ 
approach.” Yet despite his astute observation, with a few notable excep-
tions (e.g., Denrell & March, 2001; Fiedler & Juslin, 2006), most behav-
ioral researchers focus on descriptive satisficing, that is, finding satisfactory 
solutions for a more realistic world (e.g., Kahneman et al., 2016; Luan 
et al., 2019). Granted, this is an important topic. However, as a conse-
quence, we still await a full treatment of bounded realism, representa-
tional heuristics, and normative satisficing, especially in classical theory 
(Thaler, 2016). This is another large project, but I will not attempt to fill 
the gap here.

 Historical Developments

These questions have a history worth recounting. For over two centuries, 
classically inspired economists have idealized Adam Smith’s (1950) notion 
of the invisible hand to explain collective, calculative self-interest (Appiah, 
2017). Equally, they idealize his characterization of Homo economicus, as a 
rational egoist bent on optimizing utility. Here are the roots of normative 
satisficing in microeconomics: seeking optimal, calculative solutions to 
simplified problems of economic utility. However, Smith (2010) also 
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understood that rational egoism is a fictional, albeit functional ideal. In 
parallel, he recognized the complexity of human sentiments and commit-
ments. From this more realistic perspective, Homo economicus defers to 
Homo sapiens meaning a richer conception of human agency and psychol-
ogy (Thaler, 2000). Therefore, Smith also set the agenda for descriptive 
satisficing: accepting satisfactory solutions to well described, realistic 
problems, including problems of preferential and collective choice. In 
recent years, more scholars are embracing this broader conception of eco-
nomic agency, responding to the increasing complexity and variety of 
choice (e.g., Bazerman & Sezer, 2016; Higgins & Scholer, 2009), although, 
as noted above, most research is still framed in terms of descriptive satisfic-
ing and largely overlooks the puzzles of normative satisficing, including 
myopic sampling and representational heuristics. Notable exceptions exist 
in the literature, but they are exceptional (e.g., Fiedler, 2012; Ocasio, 2012).

By contrast, the problems of both normative and descriptive satisficing 
are central to modern scientific method. Experimental researchers have 
consistently refined their methods of attention, observation, sampling, 
and problem representation. Indeed, the technological enhancement of 
attentional focus and observation are central to scientific method, along 
with the enhancement of data analysis and solution search. For example, 
in the early modern period, the telescope and microscope revolutionized 
observation in astronomy and biology, respectively. Using these tools and 
techniques, novel problems emerged which rendered prior explanations 
obsolete. In parallel, new mathematical and statistical methods enabled 
deeper analysis. Fast forward to the present, and observational tools 
include satellites, particle accelerators, and quantum microscopy. At the 
same time, computing technologies massively enhance the compilation 
and analysis of observational data. Using these techniques, today’s scien-
tists represent and solve increasingly novel, complex, highly specified 
problems. Natural science continues to transcend the limits of human 
capabilities and consciousness, especially in the sampling and representa-
tion of problems.

Not surprisingly, social and behavioral scientists attempt to do the 
same (Camerer, 2019). In these fields, however, selective sampling and 
experimental techniques prompt concerns about oversimplification and 
validity. Many caution that social and behavioral phenomena are too 
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variable and situated, and cannot be reduced to measurable constructs 
and mechanisms (e.g., Beach & Connolly, 2005; Geertz, 2001). 
Regarding problem-solving, particularly, some argue that this activity is 
best explained in terms of narrative interpretation and sense- making, 
rather than rational expectations, preference ordering, and reasoned 
choice (e.g., Bruner, 2004; Smith, 2008). By implication, determinant 
models of problem-solving will be overly simplified and mired in assump-
tions of normality and stability. Others are somewhere in between. They 
still present formal models and methods, but embrace a broader psychol-
ogy of commitments, including empathy and altruism (e.g., Ostrom, 
2000; Sen, 2000). As a further example, Stiglitz et al. (2009) argue for a 
richer description of human needs and wants, shifting toward Homo sapi-
ens, and demonstrate how these could be measured and analyzed. Their 
ambition is an economics of human flourishing and well- being, with 
public policies to match.

Nevertheless, like most, these scholars agree that something must be 
simplified, to develop useful theories and actionable knowledge. Debate 
then focuses on what to sample, simplify, and conceptualize, when and 
how, and with what consequences for problem-solving. As stated above, 
those who endorse classical theory tend to simplify problems and psy-
chology, seeking to optimize calculative solutions, whereas behavioral 
approaches seek richer problem representation, and then accept approxi-
mating heuristic solutions. The debate exemplifies the modern problem-
atic noted in earlier chapters: to what degree can and should human 
beings overcome their limits, to be more fully rational, empathic, and 
fulfilled?

 Contemporary Digitalization

Digitalization now brings the advanced capabilities of empirical science 
and computer engineering to everyday, human problem representation 
and solution. For example, consider personal digital devices, such as 
smartphones and tablet computers. They grant individuals access to 
increasingly powerful and intelligent sampling, search, and computation, 
far beyond traditionally bounded capabilities. Using such devices, 
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humans become collaborators in digitally augmented problem-solving. 
Importantly, these capabilities also reduce the need for trade-offs. Less 
must be simplified. Artificial agents can process the enormous amount of 
information required to analyze highly complex problems and choices, 
and at all levels of agentic modality including collectives (Chen, 2017). 
In augmented collaboration, therefore, humans will have the potential to 
behave fully as Homo sapiens. In fact, it becomes feasible to pursue highly 
discriminate problems and solutions in many ordinary contexts, not just 
in the laboratory (Kitsantas et al., 2019). Thanks to digital augmentation, 
much human problem- solving will approach scientific levels of detail, 
precision, and rigor, in both sampling and search.

Yet at the same time, natural human capabilities remain limited and 
parochial values and commitments will likely persist. Given these endur-
ing features of human problem-solving, digital augmentation may com-
pound rather than ameliorate behavioral dilemmas. For example, if racial 
and gender biases are encoded into training data and algorithmic process-
ing, machine learning leads to even greater discrimination. Digitally aug-
mented capability amplifies biased beliefs about gender and race (Osoba 
& Welser, 2017). As another illustration, consider classically inspired 
economics, in which problem-solving is often assessed in terms of the 
rational optimization of self-interested utility. Here too, digital augmen-
tation could lead to increasingly dysfunctional problem-solving, if aug-
mented agents simply reinforce narrow assumptions about self- interest 
and expectation, and overlook wider ecological, social, and behavioral 
factors (Camerer, 2019; Mullainathan & Obermeyer, 2017). Digitally 
augmented capability would thus amplify the idiosyncratic noise which 
often clouds decision making (Kahneman et al., 2021). It is therefore 
appropriate to ask, under which conditions will digital augmentation 
enable more effective problem-solving, rather than perpetuating the lim-
iting myopias and models of the past; and hence, which additional pro-
cedures might help to minimize the downside risks of digital augmentation, 
while maximizing the upside? Moreover, these questions are urgent. 
Already, the speed and scale of digital innovation are transforming much 
problem-solving. Organizations, institutions, and citizens are struggling 
to keep up, trying to remain active and relevant in the supervision of 
these digitally augmented processes.
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4.1  Metamodels of Problem-Solving

To analyze the digital augmentation of problem-solving more deeply, we 
first need to review dominant metamodels of problem-solving, that is, 
the major problem-solving choice sets. As the preceding discussion 
explains, modern approaches combine two main functions: sampling of 
various kinds, which results in problem representation, followed by solu-
tion search and selection. Both functions—problem sampling and repre-
sentation, and solution search and selection—can be more, or less, 
specified and complex. In ideal, optimal problem-solving, each should be 
fully specified and result in the best possible option, although this is 
rarely achieved and often impossible in practical contexts. In this regard, 
ideal problem-solving is truly an ideal, whereas people function with lim-
ited resources and capabilities. Given these constraints, a few metamodels 
of problem-solving are possible.

First, as Simon (1979) explains, agents can seek optimal solutions to 
simplified problems, that is, the normative satisficing of classical theory. 
Often, such solutions are axiomatic and formalized, while problems are 
represented in clear, but simplified terms. Hence, from a critical behav-
ioral perspective, “utility maximization” is a simplified representation of 
the problem of economic choice. And highly calculative solutions to such 
problems—such as rational or adaptive expectations—can only aspire for 
optimality because of normative satisficing. If people choose this 
metamodel, more processing is required, owing to the complexity of 
optimizing the solution. As noted earlier, the major risks of doing so are 
the distortions which arise from myopic sampling and simplified prob-
lem representation.

Second, agents can seek satisfactory solutions to more fully described, 
realistic problems, that is, descriptive satisficing. Solutions are frequently 
heuristic and approximate, while problems are represented in a more 
detailed fashion. In this type of satisficing, solutions are partially ordered, 
while problem representation is highly discriminated, striving for com-
pleteness. Hence, problem representation is optimized, meaning the cho-
sen representation is the best alternative. While the chosen solution is 
maximal, that is, no worse than alternatives. If people choose this 
metamodel, more processing is required, owing to the complexity of the 
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problem itself. Major risks arise from myopic solution search and simpli-
fied selection criteria.

Third, it is at least conceivable to seek optimal solutions to realistically 
represented problems, that is, ideal problem-solving which is not satisfic-
ing in either sense. However, as noted earlier, this type of problem- solving 
is rarely observed in human contexts, and arguably impossible, in practi-
cal terms. Nonetheless, ideal metamodels are conceivable and play sig-
nificant roles in abstract thought and formal approaches (March, 2006). 
Both problem representations and solutions are, in principle, fully 
ordered, and the best options are selected. Hence, I describe this 
metamodel as ideal optimizing. However, if people try to apply it in prac-
tice, they typically fall short owing to high complexity and limited capa-
bilities, which is not to say they should not try. As March and Weil (2009) 
argue, pursuing unreachable ideals has its place, by helping to inspire and 
engage agents in the face of uncertainty and resistance.

Fourth, agents seek satisfactory solutions to simplified problems, 
which is not satisficing either, because agents do not seek to optimize 
problem representation or solution. Instead, both are no worse, at best, 
given some aspiration levels. In fact, this is the most frequent and feasible 
metamodel of problem-solving in practical terms (Sen, 2005). Much of 
the time, people solve imprecise problems in imprecise ways, which is 
good enough. Hence, we can expand Simon’s original analysis. As he cor-
rectly explains, there are situations in which agents rightly pursue opti-
mal problem representation or optimal solutions, and one or the other 
might be attainable, or at least approachable. However, these satisficing 
options are an important subclass of problem-solving, not the full uni-
verse. Much practical problem-solving is not optimizing in either respect. 
It is fully maximizing instead, often owing to high complexity, or because 
optimizing is simply unwarranted. However, such problem- solving is 
therefore doubly myopic, in both problem sampling and representation, 
and solution search and selection. I label this metamodel of problem- 
solving as practical maximizing: choosing incompletely ordered, satisfac-
tory solutions, to incompletely ordered, simplified problems. From this 
perspective, many “fast and frugal heuristics” are instances of practical 
maximizing (see Gigerenzer, 2000).
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It is also important to note, that much practical maximizing is proce-
dural, performed as individual habit or collective routine. The everyday 
world presents many ordinary problems which are appropriately solved 
in this way. Moreover, as the preceding chapter explains, this type of 
problem-solving is central to the coherence and organization of agentic 
modalities. In fact, many modalities come into being as systems of practi-
cal maximizing in problem-solving. Fortunately, enough problems are 
recurrent, easily recognized, and require little analysis to resolve. Habitual 
and routine problem-solving are sufficient. Not surprisingly, agentic 
modalities cohere around patterns of such procedures. Bundles of habits 
then mediate personalities, and bundles of routines mediate organiza-
tions. There are fewer processing trade-offs in both scenarios because less 
effort is required. Procedural, practical maximizing is efficient and suffi-
cient. That said, failures still occur and are impactful, because habit and 
routine often fulfill important control functions. Maximal does not mean 
minimal or trivial, but rather less than optimal.

Figure 4.1 summarizes the four major metamodels of problem-solving 
just described. The figure’s dimensions are the complexity of problems 
and the complexity of solutions. Both range from high to low. The figure 
also assumes that complexity is proportional to the degree of variation, 
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Fig. 4.1 Metamodels of problem-solving
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and hence to the processing required for rank ordering. That is, the more 
varied the choice set, the more complex it is, and the more processing 
required to discriminate between options. Given these assumptions, 
quadrant 1 depicts the ideal optimizing metamodel or the best solution 
for the best representation of problems. Quadrant 2 shows descriptive 
satisficing, which is seeking satisfactory solutions to the best representa-
tion of problems. Next, quadrant 3 shows normative satisficing, or seek-
ing the best solutions to simplified problems. Finally, quadrant 4 shows 
practical maximizing, which is seeking satisfactory solutions to simplified 
problems. In this final metamodel, problem representation and solution 
search are both no worse than the alternatives, and hence maximizing on 
both dimensions.

4.2  Dilemmas of Digital Augmentation

Many digital processes need to complete as quickly and accurately as pos-
sible and must avoid unnecessary processing. For example, consider the 
artificial agents which manage high reliability operations, monitor human 
safety, and mediate online transactions. They must function rapidly, with 
high accuracy, yet at the same time, gather and analyze massive volumes 
of data. Computer scientists therefore research how to maximize the effi-
ciency of their processing. Adding to the challenge, artificial agents can 
easily over-sample problems, over-compute solutions, and over-complete 
rank ordering (e.g., Lee & Ro, 2015). Granted, overprocessing is some-
times beneficial. It can enhance robustness, by generating a richer set of 
options and thus slack. However, the risk is that processing becomes 
overly complex and less efficient. These are central issues for the design 
and supervision of artificial agents.

To mitigate these risks, artificial agents also simplify problem-solving. 
They accomplish this using algorithmic hyperheuristics and metaheuris-
tics, defined as shortcut means of specifying metamodel hyperparameters 
and model parameters, respectively (Boussaid et al., 2013). Hyperheuristics 
are first used to compose choice sets of potential models of problem- 
solving and thereby to define metamodels of problem-solving, for exam-
ple, composing sets of calculative or associative approaches (Burke et al., 
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2013). Next, given the resulting metamodel, metaheuristics are employed 
to select the appropriate model for solving a particular problem (Amodeo 
et al., 2018). The chosen model is then applied to resolve the focal prob-
lem, for example, using specific heuristic procedures. Importantly, at each 
level of processing, simplifying heuristics helps to manage the complexity 
of processing. As Chap. 1 also explains, research in artificial intelligence 
focuses on optimizing such hierarchies of heuristics. They are critical for 
the efficiency and effectiveness of problem-solving.

Human agents do likewise, although often unconsciously and auto-
matically. They use simple, often routine hyperheuristics and metaheuris-
tics. When faced with a new problem, a person may unconsciously deploy 
an encoded hyperheuristic to specify the appropriate metamodel of 
problem- solving (Fiedler & Wanke, 2009). For example, the context may 
be familiar and uncomplicated, suggesting a simplified, heuristic 
approach. Next, the person will apply a metaheuristic to choose one spe-
cific model. Perhaps the focal problem reflects prior experience and can 
be solved using limited sampling. Fast and frugal heuristics procedures 
could work very well. Studies of “gut feel” in decision-making exhibit this 
pattern (Gigerenzer, 2008).

Digital augmentation is now transforming this domain. For example, 
many experts use real-time, decision support systems powered by artifi-
cial intelligence (McGrath et al., 2018). Human intuition and calcula-
tion are being digitally augmented, and it may no longer be necessary or 
appropriate to reply solely on human inputs. In fact, Herbert Simon 
(1979, p. 499) predicted this shift many years ago: “As new mathematical 
tools for computing optimal and satisfactory decisions are discovered, 
and as computers become more and more powerful, the recommenda-
tions of normative decision theory will change.”

The challenge for human agents is learning how to integrate these 
additional sources of information and insight into problem-solving. 
However, given the complexity and speed of artificial processes, they are 
often opaque (Jenna, 2016). In fact, the inner workings of complex algo-
rithms mirror the opacity of the human brain. It may be impossible to 
know exactly what artificial agents are doing, especially in real-time pro-
cessing. In these respects, natural and artificial neural networks are deeply 
alike. Both employ extremely complex, dynamic connections, which are 
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difficult to monitor, supervise, and predict (Fiedler, 2014; He & Xu, 
2010). That said, the similarity of both agents increases the likelihood of 
developing effective methods of integration and supervision. Human and 
artificial agents are feasible collaborators in augmented agency.

 Risk of Farsighted Processing

Furthermore, as collaborative capabilities become more powerful, aug-
mented agents might err toward overly farsighted sampling and search, 
the opposite of myopia. They could easily over-sample the problem envi-
ronment, search too extensively, and then over-compute solutions. Where 
farsighted in this context, is not simply a reference to spatial distance, but 
any sampling or search vector. To conceptualize this effect, I borrow a 
term from ophthalmology, “hyperopia,” which means farsighted vision, 
the opposite of nearsighted myopia (Remeseiro et  al., 2018). When 
hyperopia occurs in problem-solving, agents will sample in a farsighted 
fashion to represent problems in rich detail; or they can search for solu-
tions in a farsighted, extensive way. In both cases, hyperopia increases the 
overall complexity of problem-solving (Boussaid et al., 2013). Computer 
scientists already research ways to avoid these risks. Better supervi-
sion is key.

In contrast, with a few notable exceptions once again (see Denrell 
et al., 2017; Fiedler & Juslin, 2006; Liu et al., 2017), studies of human 
problem-solving largely ignore hyperopic risks. This neglect is partly 
owing to the priorities discussed earlier, namely, that scholars tradition-
ally focus on myopia and limited capabilities. Moreover, when myopia is 
the primary focus of concern, farsighted sampling and search (that is, 
hyperopia) may be a welcome antidote. If so, then a modest degree of 
hyperopia is not a problem, but a potential advantage (e.g., Csaszar & 
Siggelkow, 2010). Moreover, when farsighted sampling and search do 
occur, they are typically viewed as natural characteristics relating to per-
ceived temporal, spatial, and social distance (Trope & Liberman, 2011). 
For all these reasons, hyperopia is rarely included in studies of human 
problem- solving, and almost never viewed as problematic. However, in a 
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world of digitally augmented capabilities, hyperopia is likely and poten-
tially extreme. Going too far becomes a significant risk.

That said, neither myopia nor hyperopia is inherently erroneous. 
Indeed, depending on the problem context, if commitments, values, and 
interests are well served, and if satisfactory controls are maintained, then 
myopic or hyperopic, sampling and/or search, can be appropriate and 
highly effective (e.g., Gavetti et al., 2005). This is true for human and 
artificial agents alike. For example, when problems are stable and recur-
rent, myopic sampling and search may be fully suited to the task (Cohen, 
2006). This is often the case in habitual and routine problem-solving. 
Alternatively, when problems are complex, multidimensional, and not 
urgent, then hyperopic processes could be more appropriate (Bandura, 
1991; Forster et al., 2004). This is often the case in technical problem- 
solving and replication studies.

 Dilemmas of Hyperopia

Notwithstanding these exceptions, humans tend to be myopic in sam-
pling the problem environment and searching for solutions (Fiedler & 
Wanke, 2009). People must be trained, therefore, to overcome their nat-
ural myopia. Many areas of education and training focus on doing this, 
trying to develop capabilities, training students to sample and search 
more widely in specific domains. Moreover, if this training is successful, 
lessons are deeply encoded. Yet such learning is problematic in digitalized 
contexts. This is because digitally augmented capabilities increasingly 
transcend human limitations. Consequently, hyperopic efforts may be 
redundant because this is what digitalized systems are good at. But people 
may continue striving to overcome their limits and myopias—to extend 
problem sampling and solution search—irrespective of the extra capabili-
ties acquired through digital augmentation. Trained to overcome limits, 
they continue reaching for hyperopia, trying to be more farsighted despite 
the fact, that digitally augmented processes already do so. The overall 
result is likely to be excessive sampling and search, or extreme hyperopia. 
What was corrective in previously myopic contexts is now a source of 
hyperopic distortion.
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Artificial agents face complementary challenges in this regard. 
Although, in contrast to humans, artificial agents are built to be hyper-
opic, to sample and search widely, gathering massive volumes of informa-
tion, and then process inputs at great speed and precision. Hence, artificial 
agents also tend toward hyperopic sampling and search, but by design. 
For this reason, they can also go too far and be overly hyperopic, which 
increases complexity and reduces efficiency. When these dispositions are 
imported into augmented agency, artificial and human agents easily com-
pound each other. Human agents are trained to go further, and artificial 
agents go further by design. Hence, computer scientists research how to 
prevent over-sampling and over-computation, and to limit hyperopia 
(Chen & Barnes, 2014). This has led to a range of technical solutions, 
including hyperheuristics and metaheuristics, and algorithmic constraint 
satisfaction (Amodeo et al., 2018; Lauriere, 1978). In fact, a recent study 
conceptualizes “constraint satisficing,” mimicking Simon’s work in behav-
ioral theory (Jaillet et al., 2016). Problems still arise, however, when sim-
plifying heuristics are infected by human myopias and other priors 
(Osoba & Welser, 2017).

 Myopia with Hyperopia

For complementary reasons, therefore, both human and artificial agents 
are trained to supervise the upper and lower bounds of complexity in 
problem-solving. On the one hand, human agents are naturally myopic 
and trained to do more. While on the other hand, artificial agents are 
naturally hyperopic and trained to do less, in specific contexts. Therefore, 
both agents move in opposite directions and are trained to correct in 
opposing ways, especially in complex problem-solving. Given these 
divergent characteristics and strategies, if collaborative supervision is 
poor, they will easily undermine each other and reinforce problematic 
tendencies. Artificial agents could be overly hyperopic, while their correc-
tive procedures reinforce human myopia (Balasubramanian et al., 2020). 
At the same time, humans could remain myopic, while their corrective 
procedures reinforce artificial hyperopia. In this fashion, inadequate 
supervision of augmented agency could lead to problem-solving, which is 
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highly myopic in some human respects, and highly hyperopic in artificial 
ways. Stated otherwise, augmented agents could be extreme satisficers. 
Either seeking overly optimized solutions to overly simplified problems 
(extreme normative satisficing) or accepting overly simplified solutions to 
overly detailed representations of problems (extreme descriptive 
satisficing).

Once again, we see the effects of poorly supervised, entrogenous 
mediation. Ideally, augmented agents will use these dynamic capabili-
ties to maximize metamodels of problem-solving, adjusting sampling 
and search to fit the problem context. As noted earlier, however, the 
supervision of such capabilities will be challenging, given the speed 
and precision of digitalized updates. Each agent will struggle to moni-
tor the other. Distorted outcomes are likely if the supervision of entrog-
enous mediation is poor. First, intelligent sensory perception might 
simply reinforce human myopia. For example, when racial biases guide 
hyperopic sampling in machine learning, algorithms are quickly dis-
criminatory (Hasselberger, 2019). Second, if the supervision of per-
formative action generation is equally poor, it could reinforce existing 
procedures, for example, by escalating racially biased behaviors. And 
when both effects occur, human myopia and artificial hyperopia will 
compound to produce dysfunctional, highly discriminatory problem- 
solving.

To conceptualize these effects, I adopt another ophthalmic term 
“ambiopia” which means double vision, which is also referred to as “dip-
lopia” (Glisson, 2019). In these conditions, the same object is perceived 
at different distances by each eye—one being nearsighted and myopic, 
the other farsighted and hyperopic—causing the agent to perceive the 
image with distorted, double vision (Smolarz-Dudarewicz et al., 1980). 
Moreover, like other novel terms in this book, “ambiopia” includes the 
prefix “ambi” which is Latin for “both.” In the diagnosis of vision, ambio-
pia refers to the compounding of visual distortions. Analogously, in 
problem- solving, it can refer to the compounding of nearsighted myopia 
with farsighted hyperopia in problem representation and/or solu-
tion search.
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 Summary of Digitalized Problem-Solving

Based on the preceding discussion, we can summarize digitally augmented 
problem-solving. First, like human agents, artificial agents perform two key 
processes: sampling and data gathering, leading to problem representation; 
then searching for and selecting solutions to such problems. Humans are 
limited in these respects and tend to be myopic, while artificial agents are 
capable of increasingly complex, hyperopic sampling and search. In fact, 
digital augmentation imports the hyperopic methods of experimental sci-
ence into ordinary problem-solving. Second, human and artificial agents 
both use heuristics to choose between alternative logics, models, and pro-
cedures of problem-solving (Boussaid et  al., 2013). Heuristics are often 
layered, in a hierarchy of increasing specificity, from hyperheuristics in the 
specification of metamodels to metaheuristics about models and then heu-
ristics for specific solutions. Third, human agents often encode ontological, 
epistemological, and normative commitments into artificial agents, which 
then guide sampling and search and which help to establish the threshold 
of sensitivity to variance, although such priors are frequently distorting, 
when myopia and bias are amplified by artificial means. Fourth, both types 
of agents need to manage the risks of myopic and hyperopic sampling and 
search, balancing the demands of speed, accuracy, efficiency, and appropri-
ateness. Otherwise, human myopia and artificial hyperopia will combine 
to produce dysfunctional, ambiopic problem-solving.

The goal for augmented agents, therefore, is to maximize metamodel 
fit in any problem context. This will entail adjusting the relative myopia 
and hyperopia of sampling and/or search, combining both human and 
artificial capabilities, although, as noted, such supervision will be chal-
lenging. Instead, agents’ inherent tendencies will often lead to extreme 
patterns, either combining persistent human myopia with unfettered 
artificial hyperopia (extreme divergence and high ambiopia) or allowing 
one agent fully to dominate the other (extreme convergence and low 
ambiopia). Notably, these risks are already topics of research in artificial 
intelligence (Amodeo et al., 2018; Burke et al., 2013). Computer scien-
tists worry about these problems already. What is not yet adequately 
understood is how these processes impact problem-solving by human-
artificial augmented agents.

 P. T. Bryant



119

4.3  Illustrative Metamodels

Building on the preceding discussion, the following sections illustrate 
two major metamodels of digitally augmented problem-solving, that is, 
metamodels which are highly digitalized, similarly to the generative 
metamodel of agency shown in Fig. 2.3. The first scenario illustrated 
below is a highly ambiopic metamodel of problem-solving, with very 
divergent levels of complexity and simplification, in problem representa-
tion and solution search. The second is a non-ambiopic metamodel with 
very convergent levels of complexity and simplification. While these two 
scenarios are not exhaustive, they highlight ambiopic risks, associated 
mechanisms, and their consequences.

 Highly Ambiopic Metamodels

Figure 4.2 illustrates highly ambiopic metamodels of problem-solving. 
The vertical axis shows the level of complexity of problem representation, 
and the horizontal axis shows the complexity of solution search. Both 
range from high complexity to relative simplicity. Where high complexity 
implies a hyperopic, farsighted process, and low complexity (or simplifi-
cation) implies a myopic, nearsighted process. In addition, the figure 
shows two levels of processing capability, depicted by curved lines. One 
is labeled L2, and represents the processing capability of modernity, which 
assumes relatively moderate levels of technological assistance. The second 
is labeled L3, representing the greater processing capabilities of digital 
augmentation, now assuming high levels of technological assistance.

As the figure shows, the greater the processing capabilities, the greater 
the complexity of problem representation and solution search. Capabilities 
and achievable complexity are positively associated. Nevertheless, even 
digitalized capabilities remain limited to some degree, meaning they need 
to be distributed. Figure  4.2 depicts this type of distribution. It also 
shows that combined complexities reach limiting asymptotes of complex-
ity, for both problem representation and solution search. These upper 
limits are almost never reached, in practical terms. But they do play a 
significant role in formal modeling, and by setting the upper bounds of 
problem representation and solution search.
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Descriptive Satisficing The next features of Fig. 4.2 to note are the seg-
ments within it. To begin with, recall that descriptive satisficing is defined 
as seeking satisfactory solutions to the best representation of problems 
(see quadrant 2 in Fig. 4.1). Now consider D2 in Fig. 4.2 which depicts 
such a metamodel, assuming modern processing capabilities L2. Problem 
representation is moderately complex, and the solution is simplified. 
Overall, therefore, D2 is moderately divergent and ambiopic. It also sug-
gests that solution search is anchored (and hence semi-supervised) by 
human myopia. This type of problem-solving is common in behavioral 
and informal approaches. Also note that D2 intersects with a small, 
curved section of L2. This feature illustrates a degree of possible variance 
in problem- solving, or in other words, the satisficing nature of such 
problem- solving. By contrast, the segment labeled P2 depicts practical 
maximizing, given capabilities L2. This type of problem-solving was pre-
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viously defined as the simplified representation of problems, combined 
with the search for satisfactory, simpler solutions (see quadrant 4  in 
Fig. 4.1). Therefore, the levels of complexity are relatively low and roughly 
equal in P2, meaning this type of problem-solving is non-ambiopic. 
Neither sampling nor search is particularly hyperopic; rather, both are 
relatively myopic. In fact, P2 illustrates the actual problem-solving of 
most agents in a modern, behavioral world. People are not optimizing in 
either sense, but they rather solve simplified problems in efficient ways, 
often using heuristic and intuitive means. Practical problem-solving is 
often like this.

Next, consider the segment labeled D3 in Fig.  4.2, which assumes 
stronger digitalized capabilities at level L3. Here too, the segment denotes 
descriptive satisficing. However, D3 shows greater divergence between the 
complexity of problem representation and simplification of solution 
search, and D3 is therefore highly divergent and ambiopic overall. Agents 
are now digitally augmented and capable of more complex problem rep-
resentation and satisfactory solution search. They sample in a farsighted, 
hyperopic fashion, but solution search remains anchored in the same 
myopias as D2, for example, when racially biased priors are encoded into 
machine learning algorithms. In consequence, D3 constitutes an extreme 
form of descriptive satisficing.

Finally, the segment labeled P3 depicts practical maximizing, assuming 
digitally augmented capabilities L3. That is, P3 depicts incompletely 
ordered, simpler solutions, to incompletely ordered, simpler problems. As 
in P2, the levels of complexity in P3 are roughly equal, meaning this type 
of problem-solving is non-ambiopic, but it is highly myopic overall. In 
fact, P3 almost equals P2. This is because prior anchoring commitments 
have not shifted but are carried over from modernity to digitalization. This 
scenario illustrates the persistence of ordinary commitments and proce-
dures. Even with digitalized capabilities, people do not seek to optimize, 
in either sense, but continue to rely on heuristic and intuitive means. They 
are persistently human, notwithstanding digital augmentation.

Normative Satisficing Now consider the other set of segments in Fig. 4.2. 
To begin with, recall that normative satisficing is defined as optimal solu-

4 Problem-Solving 



122

tions to simplified problems. Segment N2 depicts such a metamodel, 
assuming modern processing capabilities L2. Within N2, the figure shows 
moderate divergence between the two dimensions of complexity—prob-
lem representation and solution—and therefore N2 is moderately divergent 
and ambiopic overall. As noted earlier, this type of problem- solving is often 
axiomatic and calculative, as in classical economics: seeking optimal, calcu-
lative solutions to simplified problems of utility. Whereas the segment 
labeled P2 again depicts practical maximizing, given modern capabilities L2. 
It illustrates non-ambiopic, actual problem- solving in the modern world of 
consumption and exchange. In such a world, most people often do not 
optimize nor try to. Rather, they solve the ordinary problems of transac-
tional life using habitual or routine, heuristic, and intuitive means.

Next, consider the segment labeled N3, which depicts extreme norma-
tive satisficing, assuming stronger, digitalized capabilities L3. In this kind 
of problem-solving, artificial processes enable hyperopic search, but prob-
lem representation remains anchored in the same myopias as N2. Therefore, 
N3 shows even greater divergence between the two levels of complexity, 
and N3 is highly divergent and ambiopic overall. In fact, this type of dis-
torted problem-solving is observed in semi-supervised machine learning, 
when hyperopic artificial intelligence amplifies human myopia and bias 
(Osoba & Welser, 2017), whereas the segment labeled P3 depicts practical 
maximizing, given capabilities L3. As in P2, the levels of complexity in P3 
are roughly equal, meaning this problem-solving is non-ambiopic. In 
these respects, P3 illustrates the actual problem-solving of augmented 
agents in the behavioral world. Consider, for example, how many people 
search the internet or shop online, saving favorites and encoding habits.

Descriptive and Normative Satisficing In poorly supervised augmented 
agents, both types of extreme satisficing (descriptive D3 and normative 
N3) are likely and will often occur together. Persistent human priors will 
be myopic and artificial hyperopia will be largely unchecked. Both 
descriptive and normative satisficing will then be ambiopic. Hence, over-
all problem-solving system is ambiopic as well. This is what Fig.  4.2 
depicts. The augmented agent combines both types of extreme satisficing 
at L3. In consequence, overall problem-solving by this augmented agent 
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is highly divergent and skewed, poorly fitted, and most likely dysfunc-
tional. Digitally augmented individuals, groups, and collectives will be 
equally vulnerable in this way, if collaborative supervision is poor. 

 Non-ambiopic Augmented Metamodels

In contrast, Fig. 4.3 illustrates non-ambiopic metamodels of problem- 
solving. Once again, the horizontal axis shows the level of complexity of 
problem representation, and the vertical axis shows the complexity of 
solution search, both again ranging from low to high. The figure also 
shows two levels of processing capability. L2 represents the processing 
capability of modernity as in Fig 4.2; while the greater processing 
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capabilities of digital augmentation are here labeled L4, to distinguish 
them from L3 in Fig. 4.2. Apart from this distinction, Fig. 4.3 shares its 
core features with Fig. 4.2. In fact, the segments D2, N2, and P2 are equiv-
alent in both figures. They again illustrate modern, moderately assisted 
problem-solving and, therefore, do not require repetitive explanation.

But now consider the segment labeled D4 in Fig. 4.3. It depicts descrip-
tive problem-solving, given digitally augmented processing capabilities 
L4. That is, seeking solutions to richly described representation of prob-
lems. However, in contrast to D3 in Fig. 4.2, segment D4 shows no sig-
nificant divergence between the two levels of complexity. This implies the 
relaxation of human priors and limited artificial hyperopia. Hence, D4 is 
neither ambiopic nor satisficing because it does not trade-off simplifica-
tion for optimization. This scenario is non-hyperopic and non-myopic, 
in problem sampling and solution search. Furthermore, D4 is shown to 
equal N4. In other words, descriptive and normative methods are con-
flated. Neither is ambiopic nor satisficing. Instead, digitally augmented 
capabilities allow agents to heighten both problem representation and 
solution, to equal levels of complexity. By doing so, the agent mitigates 
myopia and hyperopia. In essence, description becomes highly computa-
tional, and normative computation is richly descriptive (Yan, 2019).

For similar reasons, the segment labeled P4, which depicts practical 
maximizing, is equivalent to D4 and N4 as well. In fact, all three segments 
overlap. What this illustrates, is that the agent fully relaxes prior commit-
ments and forgoes optimization altogether. The result is practical maxi-
mizing, highly contextual, and generative. Moreover, owing to digitally 
augmented capabilities, such maximizing may achieve a high level of 
completeness. Also note that all three metamodels intersect with a curved 
section of L4. This feature illustrates a degree of possible variance, or in 
other words, the maximizing nature of such problem-solving. In this 
fashion, P4 overcomes the traditional polarity between descriptive and 
normative problem-solving. All of problem-solving at level L4 is highly 
augmented and non-ambiopic in this scenario, although, by the same 
token, P4 shrinks the role of ordinary human intuition, values, and 
commitments.
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Therefore, human priors are relaxed and artificial hyperopia is con-
trolled. Both problem representation and solution search will be largely 
free of human myopias and excessive artificial hyperopia. This is what 
Fig. 4.3 depicts. Problem-solving is non- ambiopic and fully maximiz-
ing, from a practical perspective. However, as explained above, this type 
of problem-solving reduces the role of ordinary human intuition, val-
ues, and commitments. Granted, the system achieves greater precision 
and integration, but it also depletes problem-solving of important 
human qualities. This approach is also dysfunctional, therefore, when 
problem-solving warrants the inclusion of humanistic factors and 
commitments.

 Moderately Ambiopic Augmented Metamodels

Other digitalized metamodels will be less extreme, better supervised, and 
moderately ambiopic. Augmented problem-solving of this kind is more 
balanced. It includes some human supervision of descriptive and norma-
tive satisficing, while also exploiting the benefits of augmented, practical 
maximizing. Agents accept a modest degree of myopia and hyperopia in 
sampling and search, often using both structured and unstructured data, 
given agreed criteria of supervision. In this kind of metamodel, the seg-
ments D4, N4, and P4, will be partially distinct and not fully equivalent. 
The overall system of problem-solving will admit more human inputs, 
referencing personal and cultural values, goals, and commitments, but 
avoid excessive myopia, while at the same time allowing some artificial 
agents to operate fully independent of human supervision, but avoiding 
excessive hyperopia. In this fashion, augmented agents exploit digitalized 
capabilities, while preserving valued features of human and artificial 
problem-solving, thereby achieving strong metamodel fit. For this rea-
son, many behavioral and social contexts will favor moderately ambiopic, 
augmented problem-solving.
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4.4  Implications for Problem-Solving

Digital augmentation promises great advances for problem-solving, 
assuming human and artificial agents learn to function effectively as aug-
mented agents, working together with mutual trust and empathic super-
vision. To some, it may seem strange to describe artificial agents in this 
way, almost as if they were human. Some may reject the description as 
fanciful, and even as dangerous. However, recent technical innovations 
are compelling. Artificial agents already surpass humans in many calcula-
tive functions, and recent developments enable associative and creative 
intelligence (Horzyk, 2016). In addition, artificial agents are rapidly 
acquiring empathic capability, which allows them to interpret and imi-
tate personality, emotion, and mood. Many agents also function in a fully 
autonomous, self-generative fashion. When combined, these capabilities 
are approaching human levels, in significant respects (Goertzel, 2014), at 
least, to the degree required for meaningful collaboration in augmented 
problem-solving.

At the same time, significant challenges lie ahead, as humans respond 
to the rapid growth of artificial capabilities. The combinatorics are chal-
lenging. On the one hand, human absorptive capacities are limited, peo-
ple habitually simplify, biases and myopias easily intrude, and learning is 
often truncated. While on the other hand, artificial intelligence and 
machine learning race ahead at unprecedented speed and scale. Indeed, 
we constantly see more powerful examples. However, owing to lagging 
skills of collaborative supervision, these technical innovations could 
amplify (rather than mitigate) the weaknesses of human problem-solving. 
Hence, humanity faces a growing challenge: to ensure that augmented 
problem-solving exploits the power of digitalization, while managing 
human needs and potential costs.

As this chapter reports, many are working on these questions. Some 
are optimistic (Harley et al., 2018; Woetzel et al., 2018). They point to 
positive developments, such as the diffusion of knowledge, greater 
variety of choice, and the delivery of highly intelligent services, not to 
mention advances in complex problem- solving. Others are more pes-
simistic. They highlight the contagion of digitalized falsehood, bias, 
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and social discrimination in problem-solving, plus intrusive surveil-
lance and manipulation, whereby elites seek to control the flow of 
online information and analysis (Osoba & Welser, 2017; Zuboff, 
2019). The mechanisms exposed here help to explain what is occurring 
in these situations, namely, the deliberate use of myopia, hyperopia, 
and ambiopia, in digitally augmented problem-solving. Whether one 
is optimistic or pessimistic about the future, these mechanisms war-
rant urgent attention.

 Myopia, Hyperopia, and Ambiopia

Among the most important topics for further research, therefore, are the 
risks of doing too much and too little. That is, of poorly supervised myo-
pia plus hyperopia in sampling and search, leading to extremely diver-
gent, ambiopic problem-solving (Baer & Kamalnath, 2017). As noted 
earlier, computer scientists already research similar risks. Many mitigat-
ing strategies focus on semi-supervised learning (Jordan & Mitchell, 
2015). To date, however, these higher order procedures are not major 
topics for behavioral and organizational research (Gigerenzer & 
Gaissmaier, 2011). They should be. Augmented agents will confront 
these risks as well. Their goal will be to maximize metamodel fit in any 
problem context. Otherwise, augmented agents face the prospect of dys-
functional problem-solving.

The argument also highlights the role of human commitments, and 
especially those which serve as reference criteria about what is realistic, 
reasonable, and ethical, in problem-solving. Such criteria often emerge 
over time, are culturally embedded, and have institutional expression 
(Scott & Davis, 2007). Such commitments are deeply imprinted in 
thought and identity (Sen, 1985). For this reason, they are and often 
should be, difficult to change and adapt. Indeed, resilient commitments 
play an important role in sustaining institutions, social relations, and 
personalities. The risk is that absent appropriate supervision, inflexible 
commitments and their escalation can lead to excessive myopia and 
hyperopia in sampling and search. Overall problem-solving then becomes 
highly ambiopic for no good reason, and therefore dysfunctional.
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 Bounded and Unbounded

Myopic risks reflect the natural limits of human capabilities, which are 
widely assumed in modern thought. Whether in theories of perception, 
reasoning, empathy, memory, agency, or reflexive functioning, scholars 
assume limited human capabilities. In relation to problem-solving, Simon 
(1979) explains the bounded nature of human calculative rationality, and 
why agents satisfice against relevant performance criteria, rather than 
fully optimizing. As noted earlier, he formulated two broad methods of 
satisficing, which I label normative and descriptive. The former seeks 
optimum solutions for a simplified world, and the latter, satisfactory 
solutions for a detailed, realistic world. Simon’s insights have influenced 
numerous fields of enquiry, including behavioral theories of problem- 
solving and decision-making, the management and design of organiza-
tions, and branches of economics (Gavetti et al., 2007).

However, cognitive boundedness is significantly mitigated by digital 
augmentation. Digital technologies massively enhance everyday process-
ing capabilities, and especially in complex problem-solving. Humans can 
perceive, reason, and memorize with far greater precision, speed, and col-
laborative reach. At least, these extensions are now feasible. In these 
respects, augmented agents can be bounded and unbounded, at the same 
time. This occurs because human agents will likely retain their natural 
boundedness, especially in everyday cognitive functioning. At the same 
time, artificial agents will be increasingly unbounded. When both agents 
join in collaborative problem-solving, therefore, the resulting augmented 
agents could be simultaneously bounded and unbounded. In other 
words, they will exhibit functional ambimodality, as distinct from the 
organizational types of ambimodality discussed in the preceding chapter.

Satisficing then becomes more complicated, but also more important, 
because it can help to limit overprocessing, including the tendency 
toward overly hyperopic sampling and search. The role of satisficing will 
therefore expand and deepen. Instead of satisficing because of limited 
capabilities, augmented agents will satisfice because of extra capabilities. 
Deliberate satisficing will help to avoid unnecessary optimization. Put 
another way, digitally augmented agents will satisfice, not only in response 
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to limits, but to impose limits. They will choose descriptive or normative 
satisficing, even when ideal optimization is feasible, or at least approach-
able. People sometimes do this already when they employ heuristics 
(Gigerenzer & Gaissmaier, 2011). Artificial agents do as well when they 
limit their own processing to improve speed and efficiency. Augmented 
agents will do the same, by managing myopia and hyperopia to maximize 
metamodel fit in problem-solving, forgoing possible optimization for 
good reasons.

This analysis has major implications for the fields mentioned earlier, 
which assume Simon’s analysis of boundedness, including behavioral theo-
ries of problem-solving and decision-making, the management and design 
of organizations, and related fields of behavioral economics and choice 
theory. Each field will need to revisit its core assumptions, to accommo-
date less bounded capabilities and intentional satisficing. And when this 
happens, all of economics starts to look behavioral, as Thaler (2016) pre-
dicts. In similar fashion, scholars may need to rethink the assumed opacity 
of preference ordering, interpersonal comparison, and collective choice 
(Sen, 1997a). Given the expanded capabilities brought by digital augmen-
tation, it will become feasible to seek comparative transparency, almost 
complete ordering, and approach optimization in some digitalized con-
texts. Granted, this may not be desirable. It could erode human diversity 
and creativity. But this type of choice will be feasible, nonetheless. Mindful 
of these risks, augmented humanity will need to monitor and manage the 
risks of over-completion in preference ordering and collective choice, and 
often choose to be better rather than perfect (see Bazerman, 2021).

 Extended, Ecological Rationality

Another notable implication of digitalization is the extension of system-
atic intelligence to problem sampling and representation. In the past, 
everyday problems were taken as given, the intuited products of experi-
ence and sensory perception, whereas rigorous problem sampling and 
representation have been the preserve of empirical science. For this rea-
son, most theories of behavioral problem-solving assume that systematic 
intelligence relates to solution search and selection, but rarely to problem 
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sampling and representation. Rationality has been about finding solu-
tions and making decisions, not about the specification of problems as 
such. However, digital augmentation upends these assumptions too. New 
tools and techniques allow augmented agents to reason systematically 
during problem sampling and representation. In this regard, recall the 
discussion of feedforward mechanisms and entrogenous mediation in 
Chaps. 1 and 2. Problem sampling and representation will be updated in 
a rapid, intra-cyclical fashion, through intelligent sensory-perception. 
Sampling and representation become reasoned activities. Ecological the-
ory should therefore expand to embrace realism as well as rationality. 
Both aspects of problem solving will be contextual and dynamic.

Augmented agents will therefore apply intelligence to problem sam-
pling and representation, not only to solution search and selection. For 
example, important problems regarding personal health, finances, and 
consumer preferences will be identified and curated by artificial agents, 
often in real time. In fact, this already happens, via smartphone applica-
tions. In the background, systems analyze and update problems in real 
time. However, this also entails that many processes will not be fully 
accessible to consciousness. In fact, as in other augmented domains, ordi-
nary consciousness will play a different role in problem-solving. It will be 
an important source of humanistic guidance, but less significant as a win-
dow onto fundamental reality and truth. In all these ways, augmented 
problem-solving calls for an extended, ecological understanding of real-
ism and rationality (Todd & Brighton, 2016).

This shift has another, profound implication. Important social- 
psychological distinctions relate to proximal versus distal processing. 
Construal Level Theory, for example, assumes that humans treat phe-
nomena and problems differently, depending on their perceived spatial, 
temporal, social, and hypothetical distance (Trope & Liberman, 2011). If 
close or proximal, they are treated as more practical, short term, paro-
chial, and risky, whereas if distal, they are more exploratory, long term, 
and expansive. Higgins’ (1998) Regulatory Focus Theory assumes com-
parable distinctions. However, if digitally enabled hyperopia draws every-
thing closer on these dimensions, then what is distal with respect to 
human experience and capabilities could be proximal in artificial terms. 
When combined, augmented agents could perceive problems as proximal 
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and distal at the same time. This would likely lead to ambiguous or con-
flicting construals, and misguided sampling and search. Once again, aug-
mented agents must learn to manage these ambiopic risks.

 Culture and Collectivity

Digitally augmented problem-solving has cultural implications as well. 
To begin with, communities share problems which they represent and 
resolve at a collective level. Such problem-solving is often divided between 
the domains of science and technology, on the one hand, and human 
value and meaning, on the other. In fact, some observers of modernity 
refer to two dominant cultures (March, 2006; Nisbett et  al., 2001). 
Digitalization problematizes these distinctions. Already, digitalization is 
transforming the creative arts and entertainment. Artificial agents make 
meaning and create aesthetic value. In consequence, the two cultures are 
blending, at least in these domains. Numerous potential benefits accrue, 
in terms of cultural interaction and understanding. However, it is equally 
possible that these trends could amplify ambiopic problem-solving and 
exacerbate cultural divergence and division (Kearns & Roth, 2019). Here, 
too, the challenges of digital augmentation are far from understood, let 
alone effectively supervised. It remains an open question, whether aug-
mented agency will evolve quickly enough to manage these growing risks.

In the modern period, systematic reason and experimental science sup-
port unprecedented problem-solving capabilities. Digitalization extends 
this historic narrative to everyday problem representation and solution 
search. Yet in doing so, digital augmentation alters the dynamics of prob-
lem-solving itself. Every aspect of problem-solving becomes more intel-
ligent and agile. However, human beings remain limited by nature and 
nurture, and these human factors will persist. Moving forward, therefore, 
research should focus on the interaction of human and artificial agents in 
augmented problem-solving, the novel risks of hyperopia and ambiopia, 
and how collaborative supervision can mitigate these risks and maximize 
metamodel fit. Many of these questions already loom large in computer 
science. They deserve equal attention from scholars in the human and 
decision sciences.
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5
Cognitive Empathy

At the dawn of European Enlightenment, Descartes (1998) meditated on 
his own conscious life and concluded cogito ergo sum, meaning “I think 
therefore I am.” He thereby located the core of selfhood in reasoned, 
reflexive thought. Departing from premodern assumptions, he accorded 
supernatural forces a minor, ancillary role. For Descartes, and for many 
who followed him, the exercise of autonomous, intelligent agency was 
the distinguishing feature of being human, not the replication of some 
mythical narrative or religious ideal. The experience and explanation of 
reflexive selfhood were transformed. Understanding of intersubjectivity 
was equally affected. To understand another person, one must empathize 
with her or his reasoning and its relationship to the person’s speech and 
action. For this reason, advocates of the Enlightenment look for realism 
and rationality in other minds and are dissatisfied with superstition and 
rituals (Pinker, 2018).

Modernity therefore celebrates intelligent, autonomous agency, and 
assumes that people can and should empathize at this level. This implies 
that other minds are potentially accessible and explicable to conscious-
ness. Many social and behavioral sciences share this outlook. For exam-
ple, theories of institutions invoke empathy with other minds to explain 
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collective logics and decision-making (Thornton et al., 2012). For phi-
losophers, it leads to the problem of other minds and how to interpret 
them (Dennett, 2017). Contemporary psychologists also research inter-
subjectivity, and especially cognitive empathizing, which is the process 
whereby individuals represent and comprehend the thoughts and reason-
ing of others, or read other minds (Decety & Yoder, 2016; Schnell et al., 
2011). Likewise, assumptions about cognitive empathy and its limits are 
central to modern theories of ethics and justice (Sen, 2009), as well as 
experimental microeconomics (Singer & Fehr, 2005). All these fields rec-
ognize the significance of cognitive empathizing, that is, the representa-
tion and solving of problems of other minds.

Furthermore, modernity exhibits a steady stream of technological 
innovations which support cognitive empathizing. Earlier generations 
exploited the telegraph and telephone, which greatly expanded under-
standing of other people’s thoughts. More recently, digital technologies, 
including artificial intelligence and ubiquitous online services, allow peo-
ple to learn more and more about others’ beliefs, reasons, and mental 
worlds (Wulf et al., 2017). Examples proliferate. Social networks show 
who and what is liked; using their smartphones, people can share experi-
ences instantaneously on a global scale; connected devices enable the real- 
time sharing of ideas and opinions; data about online behavior are then 
used to predict personal preferences; virtual assistants such as Apple’s Siri 
and Amazon’s Alexa (note the humanizing names) mediate communica-
tion like actual persons. Additional capabilities are now emerging, includ-
ing artificial personality and affective computing, wearable and potentially 
implantable devices, which will enable the digitalized interpretation and 
imitation of human mood and emotion (Poria et al., 2017).

In fact, some artificial agents can already interpret and imitate significant 
aspects of human facial expression, empathy, and personality. As noted pre-
viously, in recent experiments of customer service by telephone, callers 
could not distinguish between human and artificial agents (Leviathan & 
Matias, 2018). The artificial agent sounded fully human, in terms of its 
expressions and empathy. Granted, such innovations are nascent and too 
often flawed, but they will improve and become ubiquitous. Digital assis-
tants will mediate significant aspects of intersubjectivity and cognitive 
empathizing. By exploiting such innovations, people can aspire to deeper 
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understanding of each other and themselves. Subjectivity and self-con-
sciousness could be digitally augmented as well. Digitalization will trans-
form cognitive empathizing with others and the self. But this process will 
take time and new regulatory systems are needed. In fact, in the short term, 
radically augmented, cognitive empathizing could overwhelm many peo-
ple and destabilize both personalities and communities (Chimirri & 
Schraube, 2019). Most people are not equipped to manage highly trans-
parent minds, even with the support of artificial intelligence. People do 
well to intuit what is hidden and often unformed in other minds, and in 
their own (Davidsen & Fosgerau, 2015). Apart from anything else, mental 
noise and nonsense would drown out much of the signal. Empathy can also 
be emotionally exhausting, at the best of times (Bandura, 2002).

Therefore, human empathic capabilities are likely to remain strictly 
limited, at least for the foreseeable future. As in other forms of complex 
problem-solving, habitual and routine procedures will often take prece-
dence. Similarly, biases and myopias will likely continue as well. For these 
reasons, as in problem-solving generally, digitalization may compound, 
rather than ameliorate, the traditional dilemmas of cognitive empathizing 
(Mullainathan & Obermeyer, 2017). For example, if racial and gender 
biases are encoded into the sampling and representation of others minds, 
and then carried over into the training of algorithms, digitalization ampli-
fies discriminatory judgments (Noble, 2018). Too many examples already 
exist, of poorly supervised, biased machine learning, imputing erroneous 
states of mind to racial or gender groups (Eubanks, 2018; Osoba & 
Welser, 2017). Comparable biases fuel the febrile tribalism of online 
xenophobia, reinforcing the perceived deviance and irrationality of others.

Yet bias and myopia are not the only dilemmas. As digitally augmented 
capabilities become more powerful and ubiquitous, augmented agents 
can err in the opposite direction, employing these capabilities to sample 
and search too widely, thereby over-sampling and over-searching other 
minds. Cognitive empathizing could go too far in these respects. Agents 
might gather too much information about other minds and apply overly 
complex algorithms to interpret them. In other words, the hyperopic 
risks of problem-solving which were examined in the preceding chapter, 
also impact cognitive empathizing, when it is conceived as solving prob-
lems of other minds. Recent studies already demonstrate these effects. 
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They show the negative consequences of hyperopic sampling and search 
in obsessive cognitive empathizing, especially when combined with per-
sistent myopias (Lemaitre et al., 2017). Reconsider an example given ear-
lier. Some machine learning agents are trained using racially biased data. 
The agent then over-samples and over-searches the utterances and behav-
iors of others, guided by biased supervision. In doing so, it gathers vast 
amounts of evidence to reinforce the erroneous priors, in consequence, 
automating framing and confirmation biases at scale (Baer & Kamalnath, 
2017). This results in overly ambiopic cognitive empathizing, defined as 
the combination of divergent degrees of simplification and complexity in 
problem-solving about other minds.

We need to ask, therefore, under which conditions will digitalization 
enable more effective cognitive empathizing, widening the appreciation 
of others’ thoughts, beliefs, and reasons, rather than perpetuating and 
compounding erroneous myopias and biases or amplifying noise; and 
which additional procedures might help to reduce risks for cognitive 
empathy, while enjoying the potential benefits of digital augmentation? 
Moreover, these questions are increasingly urgent (Bolino & Grant, 
2016). Organizations and groups all rely on cognitive empathy. 
However, evidence suggests that the speed and scale of digitalization are 
outpacing ordinary empathic capabilities (Mullainathan & Obermeyer, 
2017). Significant aspects of digitally augmented mentality, both indi-
vidual and collective, are eluding self-supervision. And myopias and 
biases are persistent. Not surprisingly, many people already suffer from 
digitally distorted, cognitive empathizing  which leads to misunder-
standing and mistrust.

In contrast, artificial agents can sample and search other minds with 
unprecedented speed and power. Through social networks, messaging 
applications, and the like, billions of people share extraordinary details of 
their thoughts, feelings, and personal lives, which only artificial agents 
have the capability to analyze and aggregate. When these systems com-
bine with ordinary humans, however, the results can be highly ambiopic 
cognitive empathizing: overly distal and complex in some respects (owing 
to artificial hyperopia), yet overly proximal and simplified in other ways 
(owing to human myopia). If this occurs, agents of any modality—
whether individuals, groups, or collectives—will tend to misconstrue 
other’s positions and perspectives and be prone to misjudgments and 
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attribution errors. As a result, some other minds will be unfairly per-
ceived as unrealistic, irrational, or deviant, while others will be misper-
ceived as fully rational and realistic. Indeed, studies show that cognitive 
empathy is already degrading in some digitalized domains, and arguably 
for these reasons (Miranda et al., 2016).

The digital augmentation of cognitive empathy therefore poses major 
opportunities and risks for humanity. If well supervised, augmented 
empathizing could enhance mutual understanding, trust, and coopera-
tion. But if ambiopic tendencies are left unchecked, digitally augmented 
empathizing can skew in a few directions and be overly divergent or con-
vergent. First, if human myopias and biases are encoded into augmented 
agents, and then amplified by hyperopic processing, the resulting diver-
gence will erode cognitive empathy, heighten mistrust, and fray the coher-
ence of collective mind. Second, if artificial agents dominate cognitive 
empathizing, they could smother ordinary human intuition and instinct 
and erode the diversity and delight of human relating. Alternatively, third, 
if human agents dominate, they could impose myopias and biases which 
stifle and distort the sampling and search of other minds. The current 
chapter examines these challenges. As a first step, we need to examine the 
core mechanisms of cognitive empathizing more deeply.

5.1  Theories of Cognitive Empathy

Jerome Bruner (1996) predicted a generation ago, that the next chapter 
of psychological research would focus increasingly on intersubjectivity, 
being the mechanisms by which people appreciate others’ subjective 
experience of self and the world. As earlier sections of this chapter sug-
gest, his prediction has proven correct. In particular, contemporary psy-
chologists investigate cognitive empathy, defined as reading the thoughts 
and reasons of others (Liljenfors & Lundh, 2015). Moreover, as Descartes’ 
(1998) meditations illustrate, people also cognitively empathize with 
themselves, whereby they form a sense of self as a reasoning agent. In fact, 
acquiring this reflexive capability is an important phase of child develop-
ment, along with the capability to distinguish other minds as separate 
from one’s own (Katznelson, 2014). Cognitive empathy is therefore criti-
cal to a range of psychological and developmental processes.
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 Psychology of Cognitive Empathy

The core psychological mechanism of cognitive empathy is mentaliza-
tion, which is the process whereby persons apprehend and form mental 
representations, of their own and others’ mental states (Fonagy & 
Campbell, 2016). Mentalization is both internally and externally focused, 
on self and others, respectively. It also encompasses affective states, can be 
explicit and effortful, or implicit and relatively effortless, as a habit of 
mind (Liljenfors & Lundh, 2015). Notably, the construct of mentaliza-
tion is well established in numerous fields. It is the subject of extensive 
research in clinical and cognitive psychology (Guerini et al., 2015), neu-
roscience (Schnell et  al., 2011), education and learning (Haake et  al., 
2015), and now affective computing (Varga et al., 2018). Not surpris-
ingly, mentalization also has neurological correlates (Ferrari & Coude, 
2018). Moreover, because mentalization enables the perception and com-
prehension of cognitive states, it encompasses aspects of metacognition as 
well (Lindeman-Viitasalo & Lipsanen, 2017). Given this connection, its 
relevance will predictably spread to other fields, including management 
and professional studies, in which empathy receives increasing attention 
(Orbell & Verplanken, 2010; Ze et al., 2014). In summary, mentaliza-
tion is central to the perception of, and empathy with, the subjective life 
of self and others.

Two types of mentalization support cognitive empathy with other 
minds. First, there is explicit, external, cognitive mentalization, that is, 
the deliberate attempt to represent and understand others’ cognitive 
states, including the categories, concepts, beliefs, and logics which others 
employ in reasoning. Notably, this type of cognitive empathy is often 
implicit in classical theories of decision-making and formal problem- 
solving (March, 2014). Such theories assume that it is possible to observe 
and assess the reasoning of others, albeit about simplified problems and 
choices. Second, there is implicit, external cognitive mentalization, being 
the intuitive, simplified representation and comprehension of others’ 
cognitive states. This type of cognitive empathizing is implicit within 
descriptive, behavioral, and informal theories of problem-solving. These 
theories assume that it may be impossible, and sometimes unnecessary, 
fully to comprehend the thoughts and reasoning of others. For a start, 
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others’ motivations and commitments can be opaque, and hard to deter-
mine. In fact, as Chap. 1 explains, mounting evidence suggests that 
deeper states of mind are not directly accessible to consciousness, and 
even less so, with respect to other minds. Emotional states also play a 
role, and they constantly wax and wane. In addition, other persons often 
use informal, heuristic strategies when making choices and decisions; 
which is to say that human minds are often murky or muddled and resist 
interpretation.

Consequently, like other cognitive functions—including reasoning 
and attention—the capability for mentalization is limited. In addition, 
information about other minds is often incomplete, difficult to gather 
and organize, or simply inaccessible. And because other persons inhabit a 
plurality of mental worlds, with different positions and points of view, 
mentalization is further constrained by positional ambiguity (Sen, 1993). 
Hence, people cannot clearly identify another person’s point of view. For 
all these reasons, mentalization is often approximating. The best one can 
hope for is to read other minds in a way that is no worse, and no less 
empathic, than other plausible readings. Indeed, people consistently 
maximize in this fashion, without negative consequences (Schneider & 
Low, 2016). Especially within shared cultures, they take much for 
granted, and reliably intuit each other’s mental states. Although, it is 
important to note that major deficits in mentalization can be symptom-
atic of clinical disorder (Dimaggio & Lysaker, 2015).

In any case, effortful, precise mentalization is often unnecessary or 
ineffective. For example, when people are engaged in purely procedural 
action, there may be no need to grasp the exact details of others’ beliefs 
and reasoning. Effortful mentalization could even interrupt the flow of 
collective thought and action. In fact, a degree of empathic opacity is 
inherent and even helpful to collective mind. Such opacity invites mutual 
trust and civility and avoids the dilemmas and discomfort of empathic 
transparency (Sen, 2017). Indeed, cognitive opacity is often preferable to 
revealed disorder or deception, about others and oneself. Granted, there 
are occasions when mentalization needs to be heedful and effortful, striv-
ing for precision and transparency (Weick & Roberts, 1993). Agents 
then upregulate mentalizing functions. But when it can be appropriately 
imprecise, people downregulate mentalization and simplify in cognitive 
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empathizing. They do so naturally, when capabilities are stretched to the 
limit, or because habitual and routine mentalization are sufficient to 
secure desired outcomes (Wood & Rünger, 2016).

 Empathic Satisficing

Other minds are therefore complex and often hard to read. In fact, trying 
to understand other minds is a type of complex problem-solving. And as 
philosophers attest, the problem of other minds is a wicked one (Parfit, 
1984). Empathic capabilities are limited, and trade-offs are frequent, as 
agents simplify the representation and solution of other minds. As in 
problem-solving more generally, therefore, people simplify in cognitive 
empathizing (Baker et al., 2017; Polezzi et al., 2008). In this sense, they 
cognitively “empathice” about other minds, as a species of satisficing in 
complex problem-solving. They accept simpler empathicing outcomes, 
rather than seeking optimal empathizing ones.

Like other forms of satisficing, this results in two major patterns of 
cognitive empathicing. To quote Simon (1979, p. 498) again: “decision 
makers can satisfice either by finding optimum solutions for a simplified 
world, or by finding satisfactory solutions for a more realistic world.” The 
same distinction applies to cognitive empathicing when we view it as a 
type of complex problem-solving. First, people can simplify the represen-
tation of other minds, and seek optimal solutions about them. This results 
in normative cognitive empathicing, which seeks to optimize solutions. 
People then look for deliberate calculative reasoning in others. As an 
example, consider the analysis of preferential choice within classically 
inspired microeconomics. Theories of this kind assume: (a) that agents 
are uniformly self-interested and rational; (b) that most agents prioritize 
utility maximization; and (c) that choices are made by persons in a ratio-
nal, calculative fashion. In other words, the problems of other minds are 
simplified, so that solutions can be optimized.

Second, people describe more complex, realistic problems of other 
minds, and seek satisfactory solutions. This generates descriptive cogni-
tive empathicing, which prioritizes the realistic representation of other 
minds. To illustrate this approach, consider the analysis of preferential 
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choice in behavioral economics. Such theories assume that: (a) people are 
influenced by a wide range of factors, including beliefs, emotions, moti-
vations, and commitments; (b) that agents prioritize a range of process 
and outcome conditions, including utility; and (c) they make decisions 
using various principles and logics. From this perspective, other minds 
are expressions of Homo sapiens, rather than Homo economicus (Thaler, 
2000). Hence, it requires more resources to process representational 
complexity. To summarize, in descriptive cognitive empathicing, the 
problems of other minds are more realistic and relatively complex, and 
solutions are therefore satisfactory, rather than optimal.

Furthermore, implicit cognitive empathicing is an important mecha-
nism of routine and collective mind, which emerge as people mentalize 
in purposive action (see Becchio et al., 2012; Schneider & Low, 2016). 
Through implicit cognitive empathicing, that is, groups of people intuit 
each other’s thinking and develop an effortless appreciation of their com-
mon beliefs and patterns of reasoning. People thereby attribute compa-
rable mental states and processes to each other. Granted, these 
representations are imprecise, as a form of implicit mentalization. But 
they are frequently reliable enough to maintain procedural thought and 
action. In this way, routines of cognitive empathicing mediate collective 
mind and choice (see Sutton, 2008). Moreover, as Chap. 3 explains, these 
characteristics of collectivity do not require the aggregation of individu-
als’ more complex, mental processes and states (see Zhu & Li, 2017). 
Collective mind and choice are not aggregation puzzles. As in other sce-
narios of routinization, the problem of aggregation fades away, replaced 
by the downregulation of individual cognitive differences, and the upreg-
ulation of shared patterns of cognition.

 Practical Empathicing

To manage within their constraints, human agents therefore develop 
practical, heuristic methods of representing and solving other minds. For 
example, they rely on cultural signs and symbols and use these to infer 
others’ mental states and world (Morris et al., 2015). Going further, busi-
nesses use information about people’s demographic and consumption 
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patterns to predict their future preferences. Sporting teams assume that 
the opposition knows the rules of the game and will probably adhere to 
them. Other things being equal, practical empathicing assumes that other 
minds are realistic, reasoning, and self-regulated, at least to the degree 
required for organized social life (Bandura, 2002). Although when human 
emotion and idiosyncrasy intrude, anything might happen.

Modern systems of justice exhibit similar patterns. Courts and juries 
review information about agents’ actions and utterances, predicated on 
the assumption that people are reasoning agents, and that it is possible to 
infer and assess their cognitive states and processes. In contrast, demon-
strable mental illness or deficits can be a defense. To formalize all of this, 
some scholars argue that, in principle, it is possible to optimize cognitive 
empathy about others’ motives and reasons. This leads to theories of jus-
tice which assume universal principles of optimal cognitive empathy. 
John Rawls (2001) broadly supports this position. He believes it is pos-
sible to attain a view from everywhere, sub specie aeternitatis, at least 
about fundamental features of other minds. Others disagree. Amartya 
Sen (2009), for example, argues that cognitive empathy is consistently 
and inherently incomplete. Other minds are forever partially opaque or 
translucent. From this perspective, justice is deeply contextual, informed 
by cultural context, position, and commitments. That said, both perspec-
tives assume that agents can be understood as reasoning and self- regulated, 
at least to a significant degree. They disagree about the limits of cognitive 
empathy in these contexts and, hence, about how much is accessible to 
external mentalization.

Cognitive empathicing is equally important for civic and political 
institutions. Via empathicing, communities build consensus, by exchang-
ing ideas and debating policies and principles of governance (Scanlon, 
1998). This entails the widespread exchange of opinion, which is com-
mon to contractarian and communitarian perspectives. All are modern 
political visions, in this respect, because they acknowledge the impor-
tance of reasoned intersubjectivity. Cognitive empathizing is therefore 
critical to the functioning of such systems. It allows people to recognize 
the intelligent agency of others and sustain a sense of collective mind. 
Liberal democracy is certainly reliant on these mechanisms, and hence 
vulnerable to their disruption (Bandura, 2006). Not surprisingly, 

 P. T. Bryant



149

therefore, autocrats often try to subvert these processes. They try to con-
trol rather than liberate cognitive empathy. Although, in these respects, 
autocracies are modern too, because they also recognize the force of col-
lective mind and then try to stifle it, perhaps by cultivating “false con-
sciousness,” as Marx and Engels once argued (Kołakowski & Falla, 1978). 
Some worry that digitalization heightens this risk, by giving more power 
to power (Helbing et al., 2019).

Figure 5.1 summarizes the resulting metamodels of cognitive empa-
thizing. It mirrors the analysis of general problem-solving shown in Fig. 
4.1 in Chap. 4. The new figure shows the two major components of 
cognitive empathizing: the representation of problems of other minds, 
and the solutions to such problems. For both dimensions, the figure 
shows their complexity as high or low. First, quadrant 1 summarizes the 
ideal, optimizing metamodel of cognitive empathizing, consisting of 
highly complex, best solutions to highly complex, best representations of 
other minds. Hence, I use the term empathizing here, rather than 
empathicing. Quadrant 2 then shows descriptive, cognitive empathicing, 
consisting of less complex, satisfactory solutions to complex representa-
tions of other minds. Next, quadrant 3 summarizes normative, cognitive 
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empathicing, which is complex solutions to simplified representations of 
other minds. And quadrant 4 shows practical cognitive empathizing, 
which is finding satisfactory solutions to simplified problems of other 
minds. This metamodel is therefore another type of empathizing, neither 
optimizing nor empathicing.

 Empathizing and Discrepancy

It is also important to note, that the object of cognitive empathicing is 
frequently a form of satisficing itself. That is, people empathice in under-
standing other’s satisficing. Put another way, people use empathicing heu-
ristics, to represent and solve other’s cognitive heuristics. Once again, this 
is common in cultural interactions, in which people often rely on cogni-
tive shortcuts to read other minds (Henrich et al., 2001). It follows, there-
fore, that cognitive empathicing admits a range of mental performances 
by others, rather than fixed patterns of belief and reasoning. Empathicing 
agents are frequently insensitive, therefore, to cognitive variance in others. 
They neither perceive nor evaluate discrepant reasoning in a determinant 
fashion (see Wood & Rünger, 2016). Cognitive empathicing thus maxi-
mizes and people grant each other mental slack. That said, when other’s 
performances fall below acceptable minima, cognitive empathicing will 
trigger the perception of significant discrepancy in other minds. Other 
persons then appear unrealistic, irrational, or deviant in some way. 
Extreme cases can trigger cognitive antipathy, meaning others are per-
ceived as dangerously deviant or irrational (Nath & Sahu, 2017).

Evidence supports this analysis. Studies show that humans have 
bounded empathizing capabilities, meaning they are limited in the capac-
ity to monitor and assess others’ cognitive states and performances 
(Fiedler, 2012). Hence, there is always a degree of variability in the per-
ception and assessment of other’s cognitive limits, and hence, in perceiv-
ing cognitive discrepancy. In fact, to claim that cognitive empathicing 
references fully determinate aspiration levels, is to perpetuate the rational-
ist ideals of classical theory. Simon (1955, p. 111) made the same point in 
his original, groundbreaking exposition of aspiration and satisficing: 
“…there are certain dynamic considerations, having a good psychological 
foundation … as the individual, in his exploration of alternatives, finds it 
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easy to discover satisfactory alternatives, his aspiration level rises; as he 
finds it difficult to discover satisfactory alternatives, his aspiration level 
falls.” The same dynamic process is found in cognitive empathicing.

Granted, some instances of cognitive empathizing approach full deter-
mination and fixed aspiration levels, especially when reasoning must be 
highly systematic. For example, in some highly technical domains—such 
as the piloting of aircraft—we hope that the responsible agents  think 
clearly and interpret each other almost perfectly. To be sure, classical the-
ories aspire in this direction. Recall the earlier analysis of classical micro-
economics. But these situations are an important subclass of the problems 
of other minds, not the whole universe (Sen, 1997). Many forms of cog-
nitive empathizing are empathicing, entailing a range of satisfactory per-
formances and, consequently, a degree of insensitivity to variance. Empathic 
translucence, or partial transparency, is often appropriate and effective.

 Digitalization of Cognitive Empathizing

Turning next to the impact of digitalization on these processes. As noted 
previously, digital innovations allow people to share their mental lives in 
real time, on a global scale, even if much remains opaque. In addition, 
newer digital technologies can simulate human expression and emotion. 
Affective computing and artificial personality will soon be commonplace 
(Poria et al., 2017). In fact, the augmentation of empathy and personality 
is now a major field of computer engineering, already finding applica-
tions in education, automobiles, the office, and home. For all these rea-
sons, digitalization will transform cognitive empathizing. Over time, 
augmented agents will be capable of richly descriptive, rapid cognitive 
empathizing, at every level of agentic modality and mind. Even so, natu-
ral human limitations will persist, and augmented agents will often 
inherit cultural stereotypes and biases about other minds.

Hence, divergence can occur  in cognitive empathicing, as in other 
areas of augmented problem-solving. Humans may remain myopic and 
not sample or search other minds far enough, while artificial agents may 
be hyperopic and sample and search other minds too extensively. 
Moreover, each type of agent could easily reinforce the inherent tenden-
cies of the other. The overall result will be divergent patterns of 
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oversimplification and over-complexity, in the representation and solu-
tion of other minds. In short, cognitive empathicing will be highly ambi-
opic (Liu et  al., 2017). Alternatively, the  system could be overly 
convergent. Artificial components might overwhelm the human, or vice 
versa. Whether by default or design, cognitive empathicing could be 
hijacked by artificial or human agency.

 Summary of Augmented Cognitive Empathizing

Based on the preceding discussion, we can summarize the features of digi-
tally augmented, cognitive empathizing conceived as a type of complex 
problem-solving. First, empathizing integrates two main processes: the 
sampling and representation of problems of other minds, and the search 
for solutions to such problems. Second, these systems often include 
encoded cultural and other commitments, which guide sampling and 
search. Third, much cognitive empathizing is empathicing and vulnerable 
to overly myopic and hyperopic tendencies, resulting in highly ambiopic 
outcomes. And if this occurs, other minds are more likely to appear unre-
alistic, irrational, or deviant, and hence less trustworthy. Fourth, implicit 
cognitive empathicing is central to mental routine and collective mind, 
which do not require any process of aggregation. Fifth, agents are partially 
insensitive to variance in others’ reasoning, given that empathicing simpli-
fies and approximates. Many of these topics are already foci of research in 
computer science, for example, in sentiment analysis and artificial person-
ality (Amodeo et al., 2018; Burke et al., 2013). What is not yet adequately 
understood is how they will impact cognitive empathizing in augmented 
agency and especially comprehension and trust between human and arti-
ficial agents, which are critical for their collaborative supervision.

5.2  Metamodels of Cognitive Empathizing

This section illustrates representative metamodels of augmented, cogni-
tive empathizing. The illustrations adapt the earlier analysis of augmented 
problem-solving in the preceding chapter. This reflects the fact that 
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cognitive empathizing can be understood as a type of complex problem- 
solving. Hence, the figures presented below are like those in Chap. 4, 
although the new figures differ in one obvious, critical respect. Rather 
than illustrating problem-solving in general, the figures will illustrate 
cognitive empathizing, including the depiction of empathicing. Also, the 
following discussion focuses primarily on digitally augmented mentaliz-
ing capabilities at level L3, rather than the lesser capability level L2.

 Highly Ambiopic Empathizing

Some augmented cognitive empathizing is highly ambiopic. This will be 
the case when the representation and solution of other minds are very 
divergent, in terms of their relative complexity or simplification. 
Figure 5.2 illustrates this type of system, adapting Fig. 4.3 from Chap. 4. 
In the new figure, the axes show the two major activities of empathizing, 
being the representation of problems of other minds, and the search for 
solutions to such problems. Each dimension ranges from low to high 
complexity. The figures also depict the natural limits of modern, moder-
ately assisted mentalizing capabilities, which are labeled L2 and the higher 
level of digitally augmented mentalizing capabilities labeled L3. These 
capabilities again reach limiting asymptotes of high complexity for both 
problem representation and solution search.

Figure 5.2 depicts alternative metamodels of cognitive empathicing, 
which optimize on one dimension and simplify on the other. First, the 
metamodels labeled N2 and N3 are normative cognitive empathicing, 
exploiting augmented mentalizing capabilities at levels L2 and L3, respec-
tively. These metamodels combine optimizing solutions about relatively 
simplified problems of other minds. This implies myopic problem rep-
resentation, plus hyperopic solution search. Notably, problem represen-
tation does not change between N2 and N3, which suggests the persistence 
of human sampling myopia in these metamodels. Prior simplifications 
persist, that is, in the representation of other minds, despite the increase 
in capabilities at L3. This results in extreme normative empathicing. 
Granted, this could sometimes be appropriate, especially when others’ 
cognitions relate to core human values, commitments, or cultural 
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norms. Finally, there is a range of empathicing models, shown by the 
curved intersections of N2 with L2 and N3 with L3. All options along 
these intersections are no worse than each other and hence can be 
maximizing.

Second, the metamodels labeled D2 and D3 indicate descriptive cogni-
tive empathicing, again exploiting mentalizing capabilities at L2 and L3, 
respectively. They combine complex problems of other minds, with sim-
pler, satisfactory solutions. This implies hyperopic sampling and problem 
representation, with myopic solution search. Importantly, the solutions of 
other minds in D2, are translated to D3 without any increase in complex-
ity. Priors persist in solution search, despite the increase in capabilities. 
This results in extreme descriptive empathicing. For example, consider 
the digitalization of collective choice, in which hyperopic sampling 
results in complex problem representations, which are resolved using 
simple choice procedures. Once again, a range of possible empathicing 
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models is shown by the curved intersections of L2 with D2, of L3 with 
D3. It is also notable, that N3 and D3 only partially overlap in practical 
empathizing P3. Furthermore, owing to the persistence of myopic com-
mitments, these options have not expanded and P2 is equivalent to P3. 
This may be adequate for everyday life, but neither problem representa-
tion nor solution search is well specified.

Now assume a poorly supervised, augmented agent which combines 
N3 and D3. Myopic human priors remain entrenched, and artificial 
hyperopia is largely unchecked. Hence, both the representation and solu-
tion of problems of other minds will be anchored in human myopias. At 
the same time, artificial processing is highly hyperopic. In these situa-
tions, there are two potential patterns of distortion. Either augmented 
agents will adopt overly simplified explanations of overly complex repre-
sentations of other minds, that is, extreme descriptive cognitive empath-
icing (D3), or alternatively, they will adopt overly complex explanations 
of overly simplified representations of other minds, that is, extreme nor-
mative cognitive empathicing (N3). Moreover, sometimes they might do 
both at the same time. In all scenarios, agents are more likely to perceive 
other minds as discrepant, deviant, and irrational. We already see such 
effects in the rise of online antipathy between different groups, where 
artificial systems reinforce and amplify encoded biases. Critical questions 
therefore arise: how can augmented agents supervise the retention or 
relaxation of human commitments in cognitive empathizing; relatedly, 
how can they manage the risks of myopia and hyperopia in these con-
texts, and maximize metamodel fit; and finally, how can digitalization 
enhance cognitive empathy and trust?

 Non-ambiopic Empathizing

Other agents will be non-ambiopic in cognitive empathizing. Problem 
representation and solution search will exhibit comparable degrees of 
complexity. This implies that both myopia and hyperopia are relatively 
low, and the agent is balanced in this respect. The result is a type of practi-
cal empathizing, in which problem representation and solution search are 
of comparable complexity. Indeed, digitalization makes this kind of 
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empathizing increasingly feasible, because digital augmentation enables 
detailed, precise, and intelligent sampling of other minds, combined with 
rigorous solution search. For the same reason, there will be fewer trade- 
offs. Figure 5.3 illustrates this type of metamodel, building on the illus-
tration of non-ambiopic problem-solving in Fig. 4.3. Once again, axes 
represent two major components of cognitive empathizing, with two lev-
els of mentalizing capabilities, labeled L2 and the higher level L4. The 
metamodels at level L2 are the same as the previous figure, and therefore 
do not warrant repeated description.

Notably, the metamodels labeled D4 and N4 are both non-ambiopic. 
Hence, neither is clearly descriptive nor normative, in the classic sense. 
Rather, both are equivalent to practical empathizing P4. In fact, all three 
metamodels overlap. Cognitive empathizing has conflated into the same 
set of digitally augmented processes. Such metamodels have been very 
unusual in ordinary human empathizing, although they are observed 
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among scientists and some expert professionals, who form deep, clear 
understanding of each other’s thoughts and intentions, often doing so with 
the support of sophisticated technologies. Indeed, a primary goal of the 
scientific method is to reduce subjective variance and instill precision into 
the reading of other minds. In these contexts, low ambiopia is appropriate.

Any agents who empathize in this fashion, therefore, will likely view 
each other as fully realistic, rational, transparent, and trustworthy. By the 
same token, however, this kind of empathizing will homogenize other 
minds, by making agents highly commensurable to each other. Some 
may welcome this development, hoping for better understanding of other 
minds. It will certainly help in complex, technical task domains. Yet oth-
ers will regret the trend, concerned that digital augmentation will smother 
intersubjective diversity and intuition. Indeed, as noted  previ-
ously,  empathic ambiguity and a degree of opacity or translucence  are 
valued in some contexts, especially in creative artistic and innovative pur-
suits (March, 2006). In these respects, the conflation of D4, N4, and P4 
represents the radical transformation mentioned earlier. Subjectivity itself 
has been fully augmented by digitalized perception, thought, and feeling. 
As a result, however, ordinary intuition and instinct are bleached.

 Summary of Cognitive Empathizing

In summary, there are reasons to hope and be wary. Fully digitalized 
empathizing (shown in Fig. 5.3) could be accurate and transparent, but 
homogenized and lack human intuition and instinct. Whereas human-
ized empathizing (shown in Fig. 5.2) will be diverse and intuitive, but 
translucent and less accurate. Figure 5.4 summarizes the overall patterns. 
The vertical dimension shows the level of cognitive empathy versus antip-
athy. The horizontal dimension shows the degree of ambiopia in cogni-
tive empathizing, moving toward extreme descriptive empathicing on the 
left and toward extreme normative empathicing on the right. Six patterns 
of cognitive empathizing are positioned on these dimensions.

First, the figure shows the two modern metamodels in Figs. 5.2 and 5.3 
(labeled D2 and N2), which are moderately ambiopic, descriptive and nor-
mative empathicing, respectively. Both exhibit moderate cognitive 
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empathy. Second, the figure also shows the two metamodels in Fig. 5.2 (D3 
and N3), which represent highly ambiopic, extreme descriptive and norma-
tive empathicing, respectively. In fact, both systems exhibit moderate cog-
nitive antipathy. Third, Fig. 5.4 positions the two metamodels in Fig. 5.3 
(D4 and N4), which represent non-ambiopic descriptive and normative 
patterns of empathizing, respectively. Both metamodels exhibit high poten-
tial for cognitive empathy, although, as noted earlier, the risk is less diverse 
and intuitive empathizing. In summary, there are three broad patterns in 
Fig. 5.4, from high cognitive transparency and empathy, to balanced cogni-
tive  translucence and empathy, to  cognitive opacity  and antipathy. And 
depending on the context, each could be a good fit, even antipathy some-
times. However, moderate ambiopia and translucence will often be most 
advantageous, especially in ordinary life, because they foster reliable cogni-
tive empathicing while also allowing for diversity and intuition.

5.3  Wider Implications

For good and ill, digitalization is transforming cognitive empathy. Digital 
innovations are rapidly augmenting the capability to perceive and read 
other minds. Yet human limitations and biases persist. As in all complex 
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problem-solving, therefore, augmented agents will simplify when reading 
other minds. They will cognitively empathice. Two major patterns of dis-
tortion are most likely. First, augmented agents could embed myopic 
human priors, which are then reinforced by hyperopic, artificial sampling 
and search. This will result in highly ambiopic, cognitive empathicing, 
the misunderstanding of other minds, and in extreme cases, cognitive 
antipathy. Second, augmented agents could adopt fully artificial supervi-
sion, which expunges human priors and intuition altogether. This pro-
duces non-ambiopic, cognitive empathizing, but it suppresses human 
intuition and instinct. Granted, other minds would be more transparent 
and predictable, but valued features of intersubjectivity would be lost.

 The Understanding of Other Minds

Digitalization is therefore simultaneously empowering and endangering 
cognitive empathy. On the one hand, artificial intelligence, affective 
computing, and social networks allow people to share and comprehend 
more about each other’s mental lives, their patterns of belief and reason-
ing (Baker et al., 2017). Cognitive empathizing is potentially enhanced. 
On the other hand, if augmented empathizing is poorly supervised, 
agents are prone to misunderstanding, misjudgment, and mistrust, or 
alternatively, bleached of diversity and intuition. Studies already report 
examples of such effects (Noble, 2018; Osoba & Welser, 2017). At scale, 
this would undermine social cohesion as well as  freedom  of thought. 
However, existing theory does not adequately capture or conceptualize 
these phenomena. In response, this chapter introduces novel mechanisms 
and constructs: the hyperopic sampling and search of other minds; ambi-
opic empathizing, which combines myopic and hyperopic processes; and 
resulting patterns of descriptive and normative, cognitive empathicing. 
Furthermore, my argument introduces insights from the psychology of 
mentalization and cognitive empathy. In fact, this work is among the first 
to import these constructs into behavioral thinking about agency and 
organization (see Polezzi et al., 2008).

These novel constructs and mechanisms have wide implications. For 
example, prior research shows that collective action, agency, memory, 
and mind, all rely heavily on the shared assumption that other persons 
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are realistic and reasonable (Bandura, 2007). Agents derive shared mean-
ing and trust from cognitive empathy (Brickson, 2007). Otherwise, civil-
ity, comity, and docility are unsustainable. Groups and collectives also 
rely on cognitive empathy to develop transactive memory systems, shared 
mental models, and routines (Argote & Guo, 2016). Digital augmenta-
tion could radically enhance or erode these collective attributes. In terms 
of positive enhancement, augmented agents could achieve deeper, more 
appropriate cognitive empathy. While in terms of negative erosion, poor 
supervision will lead to inappropriate, empathicing extremes. New risks 
therefore emerge. First, cognitive empathizing could amplify, rather than 
mitigate, persistent myopias and biases, leading agents to view each other 
as unrealistic, irrational, deviant, or worse. Second, artificial determina-
tion could suppress intersubjective intuition, autonomy, and diversity. 
Collective mind and memory would be at risk too. Making cultural 
adaptation and re-grounding more difficult, even as such changes are 
urgently needed. New regulatory systems will be needed to monitor these 
risks and protect the autonomy of mind.

 Empathy for Commitments

My argument further highlights the role of commitments—ontological, 
epistemological, and ethical—by which agents interpret and assess other 
minds. As in problem-solving more generally, such commitments emerge 
over time, often culturally embedded, and find institutional expression 
(Scott & Davis, 2007). Many are deeply imprinted in collective patterns 
of thought and identity (Sen, 1985). Moreover, even if contexts and 
capabilities change, people tend to retain their prior commitments. That 
said, it is important to recognize that the resilience of such commitments 
can have positive effects. Collective mind and identity, shared routine, 
and cultural norms are all sustained by the continuity of commitments 
about other minds (see Higgins et al., 2021; Sutton, 2008). Rapid adap-
tation and full transparency could be destabilizing. In fact, they already 
are in some digitalized contexts. These risks will grow.
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People’s empathic commitments play another critical role. They help 
to anchor the self and community, by defining what it means to be a 
realistic, rational, and ethical person in the world. Civilized humanity is 
grounded in such commitments. Hence, they will be important inputs 
into the collaborative supervision of augmented empathizing. At the 
same time, however, digitalization could disrupt these commitments, if 
artificial agency becomes dominant and overwhelming. It will be impor-
tant, therefore, for augmented agents to respect and incorporate empathic 
commitments, irrespective of their ontological status. For even if these 
features of conscious life do not grant access to fundamental reality, they 
do capture what matters from a human point of view. In this respect, at 
least, digitally augmented empathizing may support a shared view from 
everywhere, as Rawls (2001) envisioned, albeit veiled in translucence.

 Future Investigations

Jerome Bruner (1996) was certainly prescient. Research into human 
intersubjectivity has blossomed over recent decades. This includes studies 
of mentalization and cognitive empathy, using a range of behavioral and 
experimental methods, such as functional magnetic resonance imaging 
(fMRI) (Schnell et  al., 2011) and neurocognitive techniques (Walter, 
2012). Similar methods are employed in the study of behavioral decision- 
making and neuroeconomics (Camerer, 2017; Park et al., 2017), which 
is good news, because the same methods can be used to investigate the 
neurological and behavioral bases of cognitive empathicing, and how it 
will be supervised in digitalized contexts (e.g., Contreras et  al., 2013; 
Lombardo et al., 2010). It is also important to note that these methods 
rely on advanced technologies which transcend ordinary introspection.

In like fashion, testing of this chapter’s proposed mechanisms could 
exploit the techniques of artificial intelligence and affective computing. 
For example, digital simulations might vary and control for encoded 
myopias and hyperopias in sampling and search, thereby predicting the 
effects of augmented cognitive empathizing (Baker et al., 2017; Wiltshire 
et  al., 2017). Subsequent studies could then interrogate the massive 
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databases which already exist—including social network data—and use 
reinforcement learning to test predictive power, asking how and why 
agents perceive others as cognitively empathic, discrepant, or deviant. 
Results could provide techniques for enhancing cognitive empathy within 
digitally augmented teams and organizations, online networks, and other 
settings (e.g., Decety & Cowell, 2014; Muller et  al., 2014). There is 
much which can and should be done.
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6
Self-Regulation

From a modern perspective, people should manage their own thoughts, 
feelings, and actions and thereby exercise autonomous self-regulation. 
Here again, Bandura (2001) is a leading scholar on the topic. In his social 
cognitive theory, he explains how individuals, groups, and collectives 
achieve such autonomy by developing self-efficacy, which is feeling con-
fident to perform in specific task domains through self-regulated action. 
Self-efficacy thereby strengthens self-regulation, and self-regulation 
strengthens self-efficacy. Both mechanisms are complementary and recip-
rocal. While also noting that effective performance is contingent on 
access to appropriate resources, opportunities, and the development of 
capabilities. This helps to explain why Bandura (2007) and other scholars 
of self-regulation pay special attention to learning, and to the factors 
which limit the development of self-regulatory capabilities (Cervone 
et al., 2006; Ryan & Deci, 2006). By focusing on these questions, research 
into self-regulation reflects the ambition of enlightened modernity, to 
liberate and empower autonomous human agency.

Bandura and others fueled a blossoming of research on this topic dur-
ing the late twentieth century. Not by coincidence, their efforts paralleled 
the rise of cognitive science, neuroscience, cybernetics, and computer 
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science (Mischel, 2004). In many fields, scientists were exposing the 
deeper mechanisms of intelligent processing. Their discoveries inspired 
new understanding of human agency, self-regulation, and its functional 
companions, metacognition and self-supervision. Particularly from a sys-
tems perspective, human agents can be viewed as complex, open, adap-
tive, situated, and responsive, also, as agents which self-monitor, 
self-regulate, and self-supervise, to significant degrees. Human personal-
ity can be understood in this way too, not simply as an expression of fixed 
traits or conditioned responses. Chapter 1 explains this ecological per-
spective as viewing “persons in context.” Chapter 2 also relies heavily on 
this perspective, to develop historical metamodels of agency.

 Social Cognitive Perspectives

Reflecting the contextual nature of self-regulation, many leading scholars 
on the subject are social cognitive psychologists, including Bandura. 
Social cognitive self-regulation allows agents to monitor and adapt to 
changing contexts and develop domain-specific self-efficacies. Theories 
therefore integrate major cognitive-affective processes into self-regulatory 
functioning: encodings and beliefs about the self, affective states, goals 
and values, motivations, competencies, and self-regulatory schemes 
(Shoda et al., 2002). Most theories of self-regulation combine these fac-
tors, although they do so in different ways. For example, Baumeister 
(2014) places more emphasis on attention and affective states, as primary 
sources of self-regulatory strength and capability. In contrast, Carver and 
Scheier (1998) emphasize the role of goals and control mechanisms. 
While Higgins (2012) and his collaborators, put special weight on agents’ 
core motivations and the experience of value. Yet, irrespective of empha-
sis, all agree that self-regulatory capabilities are critical and rarely develop 
unassisted. They require effective parenting, education, and social model-
ing, as well as natural capability. Without such support, self-regulation 
must rely on instinct and chance, which are poorly efficacious in the 
modern world.

Each theorist therefore integrates social, cognitive, and affective fac-
tors, views self-regulation as fundamental to agentic functioning, and 
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highlights contextual variance. Most also recognize and seek to mitigate 
the limitations of self-regulatory capability. Indeed, one of the main func-
tions of self-regulation is to manage such limitations, for people can only 
achieve so much, whichever mechanism is operative. Actual self- regulation 
regularly falls short of aspirations, and almost never matches ideals 
(Higgins, 1987). There are consistent trade-offs and compromises, 
between short- and long-term goals, ideal and actual outcomes, individ-
ual and collective priorities and commitments, and schematic complexity 
and processing rates, where processing rate, in this context, is defined as 
the number of full cycles of self-regulation which can be completed, per 
unit time. And schematic complexity is defined as the number of distinct 
steps and interactions, required for a self-regulatory process to complete. 
Importantly, these definitions of processing rate and schematic complex-
ity are accurate for artificial self-regulation as well (see Den Hartigh et al., 
2017). In fact, the rest of this chapter will focus primarily on these two 
aspects of self-regulation: processing rate and schematic complexity. My 
analysis is selective, in this respect. The reason being that these character-
istics are fundamental to both human and artificial self-regulation and 
capture important similarities and differences between the two types of 
agents. That said, I acknowledge that other features of augmented self- 
regulation will require future investigation.

 Rate and Complexity

Owing to their limited capabilities, human agents need to balance self- 
regulatory processing rate and schematic complexity, because both con-
sume limited resources. Put simply, owing to limited capabilities, the 
higher the processing rate, the lower the schematic complexity, and vice 
versa (Fiedler et al., 2020). This results in two major options. Both entail 
trade-offs, which parallel those in complex problem-solving. First, people 
can try to optimize self-regulatory processing rates, responding quickly to 
signals and stimuli. To be sure, fast self-regulation is often advantageous 
for survival, especially in competitive or threatening situations. Evolution 
favors this characteristic. When immediate threats erupt, a fast response 
is typically more important than schematic complexity. But owing to 
limited capabilities and other inputs, agents must then simplify the 
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self- regulatory scheme. They may need to rely on simple heuristics when 
fleeing from danger. For example, leave everything behind and run. 
Second, people can seek to optimize the complexity of self-regulatory 
schemes, to ensure outcomes are precise and complete, often by employ-
ing careful, calculative procedures. This type of self-regulation is impor-
tant in extended, complex goal pursuit, or when potential gains and 
losses are into the future. But in consequence, agents must be content 
with a slower processing rate. For example, scientific research and voca-
tional training often require complex self-regulatory schemes which take 
time to complete.

In fact, both scenarios stretch human agents to the limits of their capa-
bilities. Whether they seek to optimize the self-regulatory processing rate 
and adopt a simpler scheme; or seek to optimize schematic complexity, 
and then self-regulate at a slower rate. Both scenarios can be very demand-
ing. Choosing which to employ will depend on the type of agentic modal-
ity, the urgency and complexity of the task, its relation to values, goals, 
and commitments, and potential impact, plus the agent’s self-regulatory 
capabilities. Additional important factors include self-efficacy, goal orien-
tation, and temporal frame, which reflect the desire for development and 
future gains, and/or to maintain existing conditions and prevent short- 
term losses (Higgins, 1998).

 Impact of Digital Augmentation

Nevertheless, even though humans are limited in self-regulatory capabili-
ties, some become experts in specific task domains, and hence very skilled 
self-regulators. They are highly self-efficacious experts. In the contempo-
rary world, this often entails technological assistance. To illustrate, con-
sider contemporary clinical medicine, in which doctors work with artificial 
agents to diagnose and treat disease. Granted, doctors also rely on their 
personal experience and intuition, but human insights are increasingly 
complemented by artificial agents. As a result, digitally augmented medi-
cine increases overall self-regulatory processing rates and schematic com-
plexity. Clinical practice is more timely, precise, personalized, and 
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efficacious. In this fashion, digital augmentation is transforming  clini-
cians’ self-regulation. As Bandura (2012, p. 12) observes:

Revolutionary advances in electronic technologies have transformed the 
nature, reach, speed, and loci of human influence. People now spend much 
of their lives in the cyberworld. Social cognitive theory addresses the grow-
ing primacy of the symbolic environment and the expanded opportunities 
it affords people to exercise greater influence in how they communicate, 
educate themselves, carry out their work, relate to each other, and conduct 
their business and daily affairs.

Central to this transformation are digitalized, intra-cyclical feedfor-
ward mechanisms of self-regulation. Via these mechanisms, augmented 
agents will rapidly update self-regulatory schemes within processing 
cycles, not only between them, and often in real time. This type of feed-
forward process is illustrated in Fig. 2.3, which depicts intra-cyclical, 
feedforward updating in digitally augmented agency. Chapter 2 further 
explains that these mechanisms involve novel entrogenous mediators: 
intelligent sensory perception, performative action generation, and con-
textual learning. Figure 2.4 illustrates the core principles of such entrog-
enous mediation. In relation to self-regulation, the main mediator of this 
kind will be performative action generation, whereby augmented agents 
dynamically update action plans during performances. Feedforward is 
therefore an important source of self-regulation for augmented agents, 
complementing inter-cyclical performance feedback.

Among the major consequences of this shift are that self-regulation 
will be more prospective, forward looking, proactive, and intelligent 
(Bandura, 2006). Processing rates and schemes will be subjects of self- 
regulation as well, adjusting in real time during the generation and per-
formance of action. Autonomous artificial agents already function in this 
way, especially those which are fully self-generative and self-supervising. 
Moving forward, augmented self-regulatory processes will be equally 
intelligent and dynamic. Early evidence of this shift can already be seen 
in the everyday use of smartphones and digital assistants, which augment 
the self-regulation of human relationships, preferential choice, goal pur-
suits, and more.
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 Self-Regulatory Dilemmas

However, as artificial capabilities expand, and self-regulation becomes 
more complex and rapid, augmented agents will encounter new tensions 
and conflicts. Poorly supervised self-regulation could become dysfunc-
tional, especially at the level of intra-cyclical entrogenous mediators. 
First, artificial and human agents often exhibit different processing rates. 
In many contexts, humans are relatively sluggish in self-regulation, pro-
cessing more slowly over cultural and organizational cycles (Shipp & 
Jansen, 2021). By comparison, artificial agents are increasingly hyperac-
tive, cycling quickly. When combined, these divergent rates could lead to 
dyssynchronous processing, meaning different aspects of self-regulation 
process at different rates, and therefore lack synchronization (see van 
Deursen et  al., 2013). For example, in the self-regulation of problem- 
solving or cognitive empathizing, relatively sluggish human self- regulation 
of sampling and search could combine with hyperactive artificial self- 
regulation of the same functions. Compounding this divergence, the fast 
intra-cyclical mechanisms of artificial self-regulation will often be inac-
cessible to human consciousness, further impeding coordination. The 
overall result is dyssynchronous processing, with artificial systems self- 
regulating rapidly and humans relatively slowly. Comparable problems 
occur in automated control systems, and also in artificial neural networks, 
in which some updates lag for various reasons (Zhang et al., 2017).

Second, artificial and human agents exhibit different levels of sche-
matic complexity. Human self-regulatory schemes are frequently simpli-
fied and heuristic, often for good reasons. Simple schemes facilitate 
effective functioning in everyday life. By comparison, artificial self- 
regulatory schemes are increasingly complex and expansive, supervising 
and regulating massive networks and processes. When these different 
characteristics combine in augmented agents, self-regulation may be dis-
continuous, meaning there are gaps and discontinuities in self-regulation, 
at different layers and levels of detail. Human self-regulatory processes 
will tend toward simpler schemes, while artificial schemes are precise and 
complex. To illustrate, consider the self-regulation of augmented 
problem- solving once again. Human self-regulatory heuristics in 
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problem sampling might combine with complex, algorithmic self-super-
vision of solution search. The outcome will be discontinuous self-regula-
tion of problem-solving, having gaps and possible conflicts in sampling 
and search.

In summary, depending on the quality of their collaborative supervi-
sion, augmented agents may combine relatively sluggish, human self- 
regulatory processing, with hyperactive artificial processes, resulting in 
highly dyssynchronous self-regulation, as well as combining simplified 
human self-regulatory schemes, with complex artificial schemes, result-
ing in highly discontinuous self-regulation. Moreover, these patterns are 
another example of poorly supervised, entrogenous mediation, and espe-
cially of performative action generation. Indeed, it is difficult to integrate 
the rapid, intra-cyclical feedforward updates generated by artificial pro-
cessing, with the slower, inter-cyclical feedback updates generated by 
human processes. Overall self-regulation becomes dysfunctional. And as 
earlier examples show, this would compound the ambiopic distortions 
discussed in Chaps. 4 and 5, because poor self-regulation increases the 
risks of extreme myopia and hyperopia in sampling and search.

 Ambiactive Self-Regulation

To conceptualize this self-regulatory dilemma, I import another new 
term, this time from biology. It is the term “ambiactive” which refers to 
processes which simultaneously stimulate and suppress a property or 
characteristic. For example, microbiologists use this term to refer to pro-
cesses which simultaneously stimulate and suppress aspects of gene 
expression (Zukowski, 2012). In this chapter, the term “ambiactive” 
refers to processes which simultaneously dampen and stimulate the same 
feature of self-regulation and, specifically, processing rates and schematic 
complexity. Hence, self-regulation by augmented agents will often be 
ambiactive because it simultaneously suppresses and stimulates process-
ing rates, and/or suppresses and stimulates levels of schematic complex-
ity, among human and artificial collaborators.

However, it must be noted that ambiactive self-regulation is not inher-
ently dysfunctional. Similar as ambimodality and ambiopia, a moderate 
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level of ambiactivity is often advantageous in dynamic contexts. This is 
because, when environments are uncertain and unpredictable, ambiac-
tive self-regulation will increase the diversity of potential responses. The 
agentic system is less tightly integrated, in both temporal and schematic 
terms, making it more flexible and adaptive (e.g., Fiedler et al., 2012). 
For the same reasons, moderately ambiactive self-regulation helps to 
stimulate novelty and creativity (March, 2006). The problem is that digi-
tal augmentation greatly amplifies these effects and the potential for 
ambiactivity. If supervision is strong  and appropriate, this will be an 
advantage and enable more dynamic, effective self-regulation. 
Otherwise, extremely dyssynchronous and discontinuous self-regulation 
will become more likely and even probable in some contexts.

Notably, these potential risks and benefits are like the conditions iden-
tified in earlier chapters: ambimodal agency in Chap. 3, ambiopic 
problem- solving in Chap. 4, and ambiopic cognitive empathy in Chap. 
5, and now ambiactive self-regulation in this chapter. The reader will 
quickly notice the common prefix, “ambi” meaning “both,” which cap-
tures the fundamental combinatorics of human-artificial augmentation. 
In each area of functioning, digital augmentation presents comparable 
opportunities and risks. There are opportunities to improve form 
and  function and maximize metamodel fit, by adjusting ambimodal, 
ambiopic, and ambiactive settings. But there are also new risks of extreme 
divergence or convergence, if supervision is poor. Regarding self- 
regulation, the major risks stem from ambiactive rates and schemes.

 Metamodels of Self-Regulation

Figure 6.1 summarizes the resulting metamodels of self-regulation, in 
terms of their hyperparameters for processing rates and schematic com-
plexity. Rates are distinguished between hyperactive and sluggish, where 
artificial agents tend to be hyperactive, and humans are typically sluggish 
by comparison. The second dimension distinguishes complex from sim-
plified self-regulatory schemes, where artificial agents are increasingly 
complex, and humans tend to be more simplifying. Given these hyperpa-
rameters, Fig.  6.1 shows four resulting metamodels of self-regulation. 
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Quadrant 1 shows hyperactive processing of complex self-regulation, 
forming an ideal, optimizing metamodel of self-regulation. Artificial 
agents are more likely to attempt this option, given their greater capabili-
ties; although humans are unlikely to do so, owing to lesser capabilities. 
Quadrant 2 shows sluggish processing of complex self-regulation, which 
results in a scheme-maximizing metamodel, meaning it prioritizes sche-
matic complexity over faster processing rates. Next, quadrant 3 depicts 
hyperactive processing of simplified self-regulatory schemes, which 
results in a rate-maximizing metamodel, which prioritizes faster process-
ing rates over schematic complexity. Both types of agent are likely to 
attempt these maximizing options, whether acting independently or 
together. Finally, quadrant 4 shows sluggish processing of simplified self- 
regulatory schemes, which results in a practical metamodel of self- 
regulation, which is neither fast nor complex, but adequate for the 
situation at hand. Humans often exhibit this approach in everyday life.

Not surprisingly, given limits and choices, and the need for trade-offs, 
theories of self-regulation focus on the maximizing options depicted in 
quadrants 2 and 3 of Fig. 6.1. Optimal self-regulation is a rare achieve-
ment in human activity. It is reserved for experts in specialist domains, 

Self-Regulatory Cycle Rate

Hyperactive Sluggish

Simple

Self-Regulatory 
Scheme

1

Ideal optimizing self-
regulation (hyperactive

rate of complex self-
regulatory scheme)

2

Scheme-maximizing self-
regulation (sluggish rate

of complex self-
regulatory scheme)

4

Practical self-regulation
(sluggish rate of simple 
self-regulatory scheme)

Complex

3

Rate-maximizing self-
regulation (hyperactive

rate of simple self-
regulatory scheme)

Fig. 6.1 Metamodels of self-regulation
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for example, modern empirical science. Whereas human agents are more 
likely to exhibit practical self-regulation in everyday situations, often as 
habit and routine.

Furthermore, we can map these metamodels of self-regulation to the 
historical patterns of agency discussed in Chap. 2. To begin with, in pre-
modern times, when agency was replicative (see Fig. 2.1 in Chap. 2), 
ideal optimizing metamodels were more feasible (quadrant 1 of Fig. 6.1). 
This is because, given the relative stability, simplicity, and regularity of 
agentic life, it was possible to self-regulate in a timely, complete fashion, 
given criteria at the time. Because rates were sluggish, by contemporary 
standards, and schemes relatively simple, optimizing self-regulation was 
at least feasible in such a world. Technological assistance was also mini-
mal, meaning no more rapid or complex options were possible. Of course, 
not all self-regulation was, or is optimal, in a replicate metamodel of 
agency. Most of the time, people self-regulate using scheme or rate- 
maximizing options and especially practical self-regulation.

As modernity unfolded, the replicative metamodel gave way to enlight-
ened, developmental ambitions. From a modern perspective, that is, self- 
regulation is an adaptive process (see Fig. 2.2 in Chap. 2). Human agents 
should monitor and manage their own goals and choices, develop their 
capabilities, seek opportunities and learn, all the while becoming more 
self-efficacious and autonomous in self-regulation. Indeed, as noted ear-
lier, self-regulatory challenges are central to modernity: how can autono-
mous individual self-regulation coexist with collective self-regulation and 
responsibility (Giddens, 2013; Sen, 2017)? Two notable solutions to this 
question are Adam Smith’s (1950) invisible hand of market self- regulation 
and Thomas Hobbes’ (1968) leviathan of sovereign self-regulation. 
Smith’s conception is more rate maximizing, as he seeks to explain market 
dynamism and efficiency assuming a simplified self-regulatory scheme. 
Whereas Hobbes’ is more scheme maximizing, given his interest in the 
complex functioning of the state over time. Importantly, both concep-
tions eschewed divine intervention and made simplifying trade-offs.

In a digitalized world, by contrast, the extra power of augmented capa-
bilities mean that self-regulation is potentially fast and complex. In fact, 
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optimality is again within reach, not because of relative stability and sim-
plicity, as in the premodern period, but thanks to the speed and scale of 
digitalized capabilities. Mediated by entrogenous intra-cyclical mecha-
nisms, augmented agents will be capable of composing and recomposing 
their self-regulatory rates and schemes, in real time, to maintain and max-
imize fit. Self-regulatory potential greatly expands. In this regard, digital 
augmentation will enable consistent self-transformation and regenera-
tion. This contrasts with modernity, in which incremental adaptation is 
typical, but self-transformation is harder to attain.

However, potentiality is one thing, and actuality is another. Digitalized 
self-regulation will require very sophisticated supervision. Augmented 
agents will have to marry relatively sluggish, simpler, human self- 
regulation, with the increasingly hyperactive, complex self-regulation of 
artificial agents. The challenge of managing ambiactivity is there-
fore daunting and already evident. Studies show that many people are 
poor managers of digitalized self-regulation (Kearns & Roth, 2019). 
They resist, flounder, or float on a rising tide of digital innovation, unable 
or unwilling to take responsibility for augmented being and becoming. I 
will return to this question in Chap. 9, which examines the implications 
of digital augmentation for self-generation.

6.1  Dilemmas of Self-Regulation

Digital augmentation therefore expands self-regulatory capabilities and 
potentialities. By collaborating with artificial agents, humans can self- 
regulate more rapidly, with higher levels of schematic complexity. 
However, major supervisory challenges need to be resolved. First, diver-
gent rates might lead to extremely dyssynchronous processing: sluggish 
human self-regulatory mechanisms, combined with hyperactive artificial 
rates. Second, divergent degrees of schematic complexity could lead to 
extreme discontinuity: simpler human self-regulatory schemes, com-
bined with more complex artificial ones. When processes diverge in this 
way, digitally augmented self-regulation will become highly ambiactive 
and dysfunctional. Third, one agent might dominate the other and self- 
regulation will be overly convergent and skew toward human or artificial 
control. Following sections discuss these dilemmas in greater depth.
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 Self-Regulatory Processing Rates

Regarding human self-regulation, as noted earlier, it is often relatively 
sluggish, and for good reasons. Many situations neither benefit from nor 
deserve rapid self-regulation. For instance, much of everyday life moves 
at behavioral or cultural speed. Thinking and acting more slowly are 
appropriate. Slower processing is also advantageous in exploratory learn-
ing, where speed can lead to premature, less creative outcomes. Though 
the opposite is true in competitive, risky situations, where fast self- 
regulation is often better. Human agents are therefore trained to acceler-
ate self-regulation in some task domains, while keeping it slow in others. 
When such training is successful, it becomes deeply encoded as self- 
regulatory habit and routine. However, these procedures tend to persist, 
even when digitally augmented capabilities transcend prior limits, partly 
because humans are ill-equipped to monitor and manage this type of 
adjustment. Therefore, people may continue trying to accelerate self- 
regulation, even as artificial agents do exactly this. But such striving will 
be misplaced, and easily go too fast. Humans will remain inherently slug-
gish, while encouraging artificial acceleration. The result will be dyssyn-
chronous self-regulation.

In contrast, artificial self-regulation is inherently hyperactive, again for 
good reasons. As noted earlier, one of the great strengths of artificial 
agency is its capability for rapid self-regulatory processing. However, this 
becomes a potential source of tension as well, especially if artificial agents 
cannot accommodate relatively sluggish humans. Hence, it is necessary 
to moderate artificial processing rates, to be more attuned to slower 
human processes. For example, consider travel by autonomous vehicles. 
In these contexts, artificial and human agents will collaborate as aug-
mented agents for the shared purpose of efficient, safe, and enjoyable 
travel. In order to do so, agents will need to align their self-regulatory 
processing rates, to ensure adequate synchronization (Favaro et al., 2019). 
If collaborative supervision is poor, however, human processes may oper-
ate beyond the reach of artificial monitoring, or vice versa. Artificial 
agents may continue accelerating self-regulation, while humans remain 
inherently sluggish, and overall self-regulation will be even more 
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dyssynchronous. In the case of autonomous travel, human response times 
could contradict or fail to coordinate with artificial controls, risking the 
safety and security of both vehicle and passenger.

 Self-Regulatory Schemes

Artificial agents are equally capable of complex self-regulatory schemes. 
Indeed, this is another distinguishing strength of artificial agents. They 
can monitor and regulate many variables, across multiple levels, with 
great precision. By comparison, humans often adopt simpler self- 
regulatory schemes. They are far less capable, in these respects, and rely 
on heuristic and imitative schemes, more suited to behavioral and cul-
tural situations. These opposing tendencies can easily exacerbate each 
other too, especially if human and artificial agents are incapable of moni-
toring each other’s schemes and functions. Self-regulation would be 
simultaneously simple and complex, and hence discontinuous. 
Augmented agents must therefore learn how to integrate human and arti-
ficial self-regulatory schemes, especially in the entrogenous mediation of 
performative action generation. Often, this will entail the deliberate sim-
plification of some artificial components, while increasing the complexity 
of human elements.

The example of autonomous vehicles is instructive once again. If 
supervision is poor, the automated system could adopt a complex self- 
regulatory scheme, monitoring and managing multiple parameters, and 
perhaps presenting too many of these to human passengers. At the same 
time, passengers may adopt simple, heuristic schemes, as they come to 
rely on the automated system. As a result, the overall self-regulation of 
vehicles could be discontinuous, with significant gaps emerging between 
the artificial and human schemes. This will increase both technical and 
human risks. Automotive engineers already recognize this problem and 
are working to resolve it. Many of these efforts also address the comple-
mentary problem of synchronization. When both problems combine, 
dyssynchronous and discontinuous processing will lead to ambiactive 
self-regulation, that is, augmented self-regulation which simultaneously 
dampens and stimulates processing rates and schematic complexity.
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Figure 6.2 illustrates the dilemmas just described. The horizontal 
dimension shows sequential cycles of self-regulatory processing. Two lon-
ger cycles are labeled 1 and 2. Each is further divided into two subperi-
ods, labeled 1.1 through 2.2. Next, the vertical dimension of the figure 
shows schematic complexity, ranging from low in the center to high in the 
upper and lower sections. The figure also depicts three levels of processing 
capability and associated cycles, labeled L1, L2, and L3. As in previous 
chapters, these levels will represent agentic processing capabilities in pre-
modern, modern, and digitalized periods, respectively.

Now consider the two curved lines labeled L1 and L2. First, the unbro-
ken line labeled L1 exhibits a relatively slow processing rate and low sche-
matic simplicity. This corresponds to premodern, replicative metamodels 
of agency, with relatively sluggish, simplified self-regulatory schemes. 
Many culturally based forms of self-regulation continue to exhibit such 
patterns. Given these characteristics, optimal self-regulation is at least 
feasible in premodern and cultural contexts. Second, the dashed and dot-
ted line labeled L2 illustrates a modern, adaptive metamodel of self- 
regulation, which iterates fully during each of the major cycles, and with 
a moderate degree of schematic complexity. Notably, the pattern depicted 
by L2 (modern adaptive metamodel) is not fully synchronized or continu-
ous with the pattern depicted by L1 (premodern replicative metamodel). 
Processing rates and levels of schematic complexity both diverge, at least 
within the major temporal periods because L2 is cycling at twice the rate 
of L1. It requires effortful supervision, therefore, to ensure that replicative 
and adaptive self-regulation are adequately synchronized and continuous. 
Reflecting this challenge, critiques of modernity often highlight the 
potential for self-regulatory alienation, owing to the intrusion of techno-
logical and other external forces, into the ordinary rhythms of cultural 
life (Ryan & Deci, 2006).

Next, the fully dashed line L3 depicts self-regulation within the digi-
talized, generative metamodel of augmented agency, illustrated by Fig. 
2.3 in Chap. 2. As Fig. 6.2 shows, this type of self-regulation cycles more 
rapidly and intra-cyclically, relative to the longer cycles of L1 and L2, and 
with a higher level of complexity. Hence, L3 is only partially synchronized 
and continuous, in relation to L2, and even less so in relation to L1. Partly 
for this reason, much of L3 is not accessible to ordinary human monitor-
ing. There are higher risks of dyssynchronous and discontinuous 
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processing, and hence of overly ambiactive self-regulation. In these 
respects, Fig. 6.2 illustrates the self-regulatory challenge for augmented 
agents: how to synchronize, integrate, and adapt different human and 
artificial, self-regulatory processes?

6.2  Illustrations of Augmented 
Self-Regulation

The following section illustrates highly ambiactive and non-ambiactive 
metamodels of self-regulation by augmented agents. First, recall that in 
relation to self-regulation, ambiactivity refers to processes which simulta-
neously dampen and stimulate processing rates and/or schematic com-
plexity. In highly ambiactive systems, processes will be extremely divergent 
and often lack coordination. Whereas in lowly ambiactive systems, pro-
cesses will be highly convergent and suppress one agent or the other. In 
each following illustration, the vertical axes show the complexity of self-
regulatory schemes, and the horizontal axes show the processing rates of 
self-regulation, both ranging from low to high. The figures also depict the 
limits of self-regulatory processing capability, maintaining the labeling 
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convention of earlier chapters. Moderately assisted, modern capability is 
labeled L2, and digitally augmented capability is labeled L3. As in earlier 
figures, capabilities reach limiting asymptotes, and in the case of self-
regulation, of high schematic complexity and processing rates.

 Highly Ambiactive Self-Regulation

Figure 6.3 illustrates highly ambiactive metamodels of self-regulation. 
Each exhibits an alternative combination of schematic complexity and 
processing rate. To begin with, the segments labeled D2, P2, and N2 illus-
trate modern metamodels of self-regulation with moderately assisted 
capabilities at level L2, while the segments labeled D3, P3, and N3 illus-
trate metamodels at higher level of digitalized capability L3. Note that the 
symbols are consistent with earlier chapters, for reasons I explain below.

Segments D2 and D3 both define relatively low processing rates, plus 
higher schematic complexity. In fact, these are examples of the 
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scheme- maximizing scenario, depicted in quadrant 2 of Fig.  6.1. The 
symbol D is employed, because these metamodels prioritize the descrip-
tive complexity of self-regulatory schemes, rather than processing rates. 
Both metamodels are therefore ambiactive, because they increase sche-
matic complexity, while suppressing processing rates. Notably, D3 is even 
more ambiactive than D2, because D3 increases complexity while holding 
the processing rate constant. That is, the metamodel at L3 retains the 
prior self-regulatory processing rate at L2, even with enhanced, digitalized 
capabilities. This illustrates the dysfunction explained earlier, in which 
human and artificial agents reinforce each other’s opposing dispositions.

As an example, consider the self-regulatory schemes and processing 
rates of some expert professions, such as legal practice. In these contexts, 
patterns of action are frequently regulated and have mandated procedures 
and processing rates. Nevertheless, this domain is being digitally aug-
mented, gradually shifting to level L3. Consequently, schematic complex 
is increasing, but often with no major change to overall processing rates, 
owing to the persistence of professional regulation and institutional fac-
tors. Hence, there is an ambiactive challenge for legal professionals and 
firms, to ensure that self-regulation remains synchronized and continu-
ous, during the process of digitalization.

Next, N2 and N3 reference high processing rates, but low schematic 
complexity. The symbol N is employed, because these metamodels priori-
tize normative rates and efficiency, rather than the complexity of self- 
regulatory schemes. In this case, N3 cycles even more rapidly, owing to 
higher capabilities at level L3. These are examples of the rate-maximizing 
scenario, depicted in quadrant 3 of Fig. 6.1. Both N2 and N3 are therefore 
ambiactive, because they suppress self-regulatory complexity, while 
increasing the processing rate. Moreover, N3 is more ambiactive than N2, 
because the former increases the processing rate significantly, while not 
increasing the level of complexity. Prior self-regulatory schemes persist. 
As an example of N3, consider the self-regulatory schemes required of 
students in digitalized examinations. Processing rates may rapidly 
increase, allowing for real-time testing, evaluation, and feedback. At the 
same time, however, schematic complexity may be unchanged, owing to 
the nature of what is being examined and students’ natural capabilities. 
For example, students may still be asked to reason and write about the 
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same problems. This poses a challenge for digitalized education and train-
ing, to ensure that self-regulation remains synchronized and continuous, 
during the digitalization of evaluation. The overall goal being to maxi-
mize metamodel fit, best suited to the context.

 Combined Ambiactive Metamodels

Considered together, the metamodels in Fig. 6.3 constitute self- regulatory 
dualisms. First, D2 and N2 illustrate the ambiactive self-regulation which 
is typical of modernity, assuming moderate technological assistance. D2 
represents humanistic self-regulation of personal, social, and cultural 
domains, which is relatively holistic, heuristic, and sluggish, while N2 
represents the self-regulation of mechanized, industrialized domains, 
which are more focused, automated, and rapid. In summary, therefore, 
effective self-regulation in a modern context often requires agents to 
combine D2 and N2. They must be capable of integrating the detailed 
human thought and action depicted by D2, as well as the automated 
domains depicted by N2, for example, self-regulating both behavioral and 
normative patterns of choice in social and economic life. In organized 
collectives, this implies a type of ambidextrous capability, meaning agents 
can adopt and exercise different agentic metamodels at the same time 
and, specifically, exploratory risk-taking along with exploitative risk aver-
sion (O’Reilly & Tushman, 2013). However, as Fig. 6.3 suggests, ambi-
dexterity is challenging and coordination is difficult to achieve.

Second, D3 and N3 illustrate highly ambiactive self-regulation in digi-
talized contexts. Together they form an extreme type of dualism. D3 rep-
resents highly ambiactive self-regulation of digitalized human domains. 
In this type of self-regulation, schemes will be overly complex, owing to 
digital augmentation, but persistently sluggish, owing to human factors. 
While N3 represents highly ambiactive self-regulation of digitalized, tech-
nical domains, in which artificial processing rates are increasingly rapid, 
but schemes are persistently simplified. The overall consequence is dual-
istic, ambiactive self-regulation, combining extremes of artificial com-
plexity and human simplification, with artificial hyperactivity and human 
sluggishness. As noted in Chap. 3, many contemporary organizations are 
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struggling with this problem owing to rapid digitalization (Lanzolla 
et al., 2020).

The third set of segments in Fig. 6.3 are equivalent, labeled P2 and P3. 
They both refer to relatively low rates of processing, plus low levels of 
self- regulatory complexity. These are examples of practical self-regulation, 
depicted in quadrant 4 of Fig.  6.1. Such metamodels will be non- 
ambiactive overall because they simultaneously suppress both self- 
regulatory complexity and processing rates. However, the scope of 
practical self-regulation does not increase, despite the extra capabilities at 
L3. The segment P3 does not expand but remains bounded by the com-
mitments and procedures of P2. This means that augmented processes 
remain anchored in human priors. As an example, consider the self- 
regulatory schemes of everyday habit and routine. Self-regulation in these 
domains could remain almost unchanged, even as humans collaborate 
with artificial agents. Anchoring commitments at level L2 persist and 
might escalate at level L3. Such persistence prevents the expansion of P3, 
and everyday habit and routine remain the same, although this response 
could be appropriate and effective, depending on the context (see Geiger 
et al., 2021).

 Non-ambiactive Self-Regulation

It is equally possible that augmented self-regulation will be non- 
ambiactive, that is, relatively synchronous with respect to processing 
rates, and continuous regarding schematic complexity. Figure 6.4 depicts 
non-ambiactive metamodels of this kind, labeled D4, P4, and N4. They 
reference combinations of complexity and rate, at a higher level of digi-
talized capability L4, labeled thus to distinguish it from L3 in the preced-
ing figure. The new Fig. 6.4 also includes the same modern metamodels 
as the preceding figure, D2, P2, and N2, which do not require repetitive 
description.

The most notable feature of the metamodels represented by D4, P4, 
and N4 is the fact that they are all equivalent. In stark contrast to Fig. 6.3, 
these metamodels fully overlap. This means that self-regulation has been 
completely digitalized. The distinctions between human and artificial 
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functioning have been erased. Therefore, the human commitments which 
anchored self-regulation at level L2, and which drove high ambiactivity in 
Fig. 6.3, are now fully relaxed and variable. There is no significant diver-
gence in self-regulatory processing rates and levels of schematic complex-
ity between the metamodels D4, P4, and N4. They are non-ambiactive. As 
an example, consider the following scenario of autonomous vehicles. It is 
possible that human needs and interests will be fully known to the sys-
tem, and artificial agency will be fully humanized and empathic. Likewise, 
artificial processes will be made fully clear and meaningful to the human 
passenger. Hence, overall self-regulation will be highly synchronous and 
continuous, ensuring safety and efficiency. In fact, this is exactly what 
automotive engineers aim to achieve, even going further to integrate 
autonomous transport systems with personal experience in the home, 
office, and community (Chen & Barnes, 2014; Zhang et al., 2018).
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Now assume that the metamodels in Fig. 6.4 are the properties of an 
augmented agent, as in the autonomous vehicle scenario. This conflation 
also poses major risks. Most importantly, the complete digital augmenta-
tion of self-regulation could eliminate aspects of human autonomy and 
diversity. This may be appropriate in some very technical environments, 
where ordinary intuition could be dysfunctional—such as the control of 
autonomous vehicles—but not in other domains. For example, consider 
the role of self-regulation in many social, creative, and innovative 
domains. In these contexts, self-regulation benefits from the diversity of 
human behavior and commitments. Indeed, techniques for creativity and 
innovation deliberately upregulate such factors, encouraging team mem-
bers to self-regulate differently from each other, some being fast, others 
slow, or analytical versus intuitive. If such diversity is lost, then valuable 
aspects of human experience will be lost as well. Augmented agents must 
therefore learn to be empathic and know when and how to incorporate 
purely human self-regulatory processes, as well as purely artificial pro-
cesses, to avoid over-synchronization and over-integration, for example, 
admitting some intuitive human self-regulatory processes into the con-
trol of autonomous vehicles (Favaro et al., 2019). However, this will pose 
a further challenge for collective self-regulation and oversight. Societies 
will have to determine the level of acceptable risk posed by human 
involvement in collaborative supervision, monitoring overly convergent 
and divergent approaches.

6.3  Wider Implications

Throughout modernity, scholars have rightly assumed that human free-
dom and potentiality are enhanced by strengthening self-regulatory capa-
bilities, often through the introduction of technological innovations. 
Digitalization promises to enhance these effects. Major gains are certainly 
possible. By collaborating with artificial agents, humans may enjoy 
greater self-regulatory freedom and control. Contemporary digital inno-
vations, such as smartphones, wearable devices, and expert systems are 
only the beginning, in this regard. However, as this chapter explains, digi-
talization problematizes this optimistic prediction because the opposite 
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scenario is now equally possible. In fact, if digitally augmented self- 
regulation is poorly supervised, it could reduce human freedom and 
potentiality. This will happen if artificial processes become too complex 
and go too fast, thereby overwhelming human inputs. Other losses will 
occur if persistent human processes are too sluggish and simplified. Both 
scenarios will tend toward very dyssynchronous and discontinuous pro-
cessing, resulting in highly ambiactive self-regulation. The risks are clear 
and already topics for research (e.g., Camerer, 2017; Helbing et  al., 
2019). Other questions also warrant further study, as following sections 
explain.

 Engagement and Responsibility

People experience engagement and a sense of value if their means of self- 
regulation align with goals and outcome orientation (Higgins, 2006). On 
the one hand, when seeking to ensure safety and prevent losses, people 
should use vigilant avoidance means, whereas when hoping for positive 
gains, they should employ eager approach means; and the stronger the 
alignment of means and goals, the stronger the engagement and experi-
ence of value. Task engagement also depends on the experience of effort-
ful striving, on a sense of overcoming external obstacles and one’s internal 
resistance. Humans derive satisfaction and self-efficacy from such accom-
plishments (Bandura, 1997). Indeed, as earlier chapters explain, a central 
feature of modernity has been human striving to overcome obstacles and 
limitations. However, digitalization significantly reduces some traditional 
obstacles and sources of resistance. People will experience fewer struggles, 
compared to the past, or at least distinctly different challenges. Ironically, 
therefore, digitalization could result in less engagement and satisfaction 
from self-regulated goal pursuit.

Moreover, these changes are occurring rapidly, within relatively short 
cycles, and certainly within human generations. People experience the 
pace of change more intensely, with each cycle of digital innovation being 
more rapid and impactful than the last. Indeed, some aspects of aug-
mented experience are already dyssynchronous and discontinuous. In 
such digitalized domains, the locus of self-regulatory control is shifting, 
from human to artificial agents. Artificial agents are taking more 
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responsibility for self-regulatory persistence and outcomes. Similarly, 
human agents will exert less control over the entrogenous mediators of 
augmented agency: intelligent sensory perception, performative action 
generation, and contextual learning. These mediators will be central to 
augmented agency, yet less accessible to human consciousness and 
self-regulation.

As these effects become more pronounced, it could be more difficult 
for people to sense self-efficacy and meaning over time. The risk is that 
human beings will feel less engaged, less autonomous, and ultimately less 
fulfilled, even as efficiency and efficacy increase. Moreover, as Bandura 
(2016) argues, when agentic responsibility is diffused and distant, indi-
viduals and communities become disengaged from each other, and they 
lose a sense of moral obligation and responsibility. The locus of ethical 
agency shifts away from the self, spread out across the network or buried 
in an algorithm (Nath & Sahu, 2017). It becomes too easy, even normal, 
to avoid responsibility, passing it off to artificial intelligence or the sys-
tem. Illustrating this effect, concern is growing that highly automated 
warfare will dull human sensitivity to its ethical and human implications 
(Hasselberger, 2019). Such effects will have major consequences for civil-
ity and good governance, not to mention international relations. It will 
be important, therefore, to maintain a strong sense of human striving and 
commitment in augmented self-regulation, and thus a sense of personal 
engagement and moral responsibility. As noted earlier, societies will have 
to determine the level of acceptable risk posed by human involvement 
and exclusion, in collaborative self-regulation.

 Procedural Action

Additional implications follow for procedural action. In Chap. 3, I pro-
posed a way to resolve nagging questions about the aggregation of proce-
dural action, as a mediator of collective routine and modality. The 
solution requires that we treat human agents as complex, open, and adap-
tive systems, which respond to variable contexts. From this perspective, 
humans experience the downregulation of individual differences, in the 
recurrent, predictable pursuit of shared goals. At the same time, they 
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experience the upregulation of shared norms and control procedures. In 
this way, it is possible to explain the origin and functioning of individual 
habit and collective routine, without aggregating personalities and indi-
vidual differences. Importantly, this implies the downregulation and 
upregulation of self-regulatory plans and competencies as well. When 
routines form, personal self-regulatory orientations are effectively latent, 
and people adopt the shared goals and orientations of the collective, at 
least within routine contexts (Wood & Rünger, 2016). When routine 
procedures need adjustment, therefore, self-regulatory processes will 
require upregulation or downregulation, and perhaps deletion or cre-
ation. Via such means, augmented agents will supervise the rate and 
complexity of self-regulatory processing, to maximize metamodel fit.

However, if supervision falters, and self-regulation is overly ambiactive 
or non-ambiactive, the management of collective routine will go quickly 
awry. Self-regulation could become highly dyssynchronous and discon-
tinuous, meaning the augmented agent is fast and complex in some 
respects, but slow and simple in other ways. These distortions will com-
plicate the development and adaptation of procedural routine. If human 
action remains sluggish and simplified, while artificial self-regulation 
becomes fast and complex, the resulting routine will be dyssynchronous, 
discontinuous, and potentially dysfunctional, whereas fully non- 
ambiactive self-regulation will exacerbate human docility and depen-
dence because human self-regulation will tend to downregulate. In both 
scenarios, collective routine encodes ambiactive distortion and dysfunc-
tion. Moreover, by doing so, it will also exacerbate ambimodal distortion. 
That is because the collective agent will be highly compressed in some 
respects, but layered and hierarchical in other ways. This follows, because 
as Chap. 3 explains, collective modality relies on routine, and the ambi-
active distortion of routine flows through to cause collective ambimodal-
ity. Examples already exist in organizations which attempt digital 
transformation. They introduce highly dyssynchronous and discontinu-
ous procedures powered by artificial intelligence, but in doing so, trigger 
stress and conflict with preexisting relationships and hierarchies.
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 The Regulating Self

Other implications follow at the individual level. To begin with, aug-
mented self-regulation could lead to a false sense of autonomous self- 
efficacy. People might attribute too much to themselves by  mistaking 
artificial capabilities for their own. They would experience a version of 
what Daniel Wegner (2002) called “the illusion of conscious will,” in 
which consciousness follows, rather than precedes, the neurological trig-
gering of thought and action. But now the illusion of autonomy and 
control will follow, rather than precede, digitalized triggering which 
humans neither perceive nor understand. Indeed, as noted previously, the 
rapid, entrogenous mediation of augmented self-regulation will be largely 
inaccessible to ordinary consciousness. People could easily experience a 
digitalized illusion of conscious will. In fact, some powerful actors already 
understand this trend and see augmented self-regulation as a new means 
of social manipulation and control, by engineering an illusory sense of 
self-regulation.

Digitally augmented self-regulation therefore signals a potential shift 
in agentic locus. In fact, just as autonomous self-regulation was problem-
atic relative to the gods of premodernity, and then problematic relative to 
collectivity during modernity, so autonomous self-regulation will be 
problematic relative to artificial agency in the period of digitalization. As 
artificial agents grow in power and become more deeply integrated into 
all areas of human experience, the primary locus of self-regulation may 
shift toward artificial agency and away from human sources. Whether by 
design or default, humans could become increasingly dependent on arti-
ficial forms of supervision and regulation. This prompts additional ques-
tions regarding the future role of human intuition, instinct, and 
commitment in self-regulation. In fact, such questions are not new. They 
often arise when considering the limits of self-regulatory capability in a 
social world. In contexts of digitalization, the same topics become press-
ing for a different reason. Uniquely human sources of self-regulation, 
such as intuition, instinct, and commitment will require deliberate pres-
ervation, to prevent artificial agents from becoming too intrusive and 
dominant.
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That said, most people will enjoy the self-regulatory benefits of digi-
tal augmentation, but many will not realize the price they pay. A self- 
reinforcing process of diminishing autonomy could occur. The result 
would be digital docility and dependence (Pfeifer & Verschure, 2018). 
For Bandura et  al. (2003), this raises the question of which type of 
agent—human, artificial, or both—will be truly efficacious and self- 
regulating, in digitalized domains. Likewise, which agent will set goals 
and regulate attention, even if persons experience an internal locus of 
control? While for Higgins and his collaborators (1999), which type of 
agent will guide self-regulatory orientation, whether toward achieving 
positive gains, or avoiding negative losses? And if digitalization reduces 
self-regulatory obstacles and resistance, will augmented agency weaken 
the human sense of task engagement and value experience? The supervi-
sion of digitally augmented self-regulation poses urgent questions for 
theory and practice.
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7
Evaluation of Performance

Agents consistently evaluate their performances to measure progress 
toward goals, to assess the efficacy of action, and to learn. Some evalua-
tion criteria focus on the quality of agentic processing itself, for example, 
regarding its speed and procedural fidelity. Other criteria will be about 
outcomes or end states, for instance, whether specific goals are met and 
preferences realized. Almost all theories of agency assume evaluative 
mechanisms of this kind, including how agents learn from performance 
feedback and feedforward. The agentic metamodels presented in Chap. 
2 include these features as well. They illustrate how agents generate 
behavior performances (BP) and evaluate such performances (EP). The 
intra- cyclical evaluation of ongoing performance triggers feedforward 
updates (FF), while inter-cyclical evaluation of outcomes leads to feed-
back updating (FB), assuming some evaluation criteria and sensitivity to 
variance.

Evaluation of performance is therefore central to theories of agency. 
Consider social cognitive theories. From this perspective, an agent’s eval-
uation of performance—as a type of self-reaction—is central to learning, 
future goal setting, task engagement, value experience, and developing 
self-efficacy in specific task domains (Bandura, 1997). Similarly, the 
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evaluation of performance plays a major role in the detection of self-dis-
crepancy, being a person’s sense of whether or not they achieve their pre-
ferred or ideal self-states and what adjustments they make in response 
(Higgins, 1987). Other psychologists theorize that evaluation of perfor-
mance is central to planning and goal setting, to a person’s self- evaluation, 
and even the development of coherent personality and a sense of identity 
(Ajzen, 2002; Cervone, 2005).

Comparable processes occur at the level of collective agency. Groups, 
organizations, and institutions, all evaluate their processes and outcomes, 
to assess effectiveness, improve procedures, formulate plans, as well as to 
learn and adapt. In addition, evaluative processes support modal cohe-
sion, shared goal setting, interpersonal relationships, and the manage-
ment of organizations, while a negative evaluation of performance exposes 
problems and conflicts, triggering adaptation and other corrective actions 
(Cyert & March, 1992). Equally within institutions, the evaluation of 
performance and subsequent feedforward and feedback play critical roles 
in reinforcing or updating collective procedures and systems (Scott, 2014).

 Problematics of Evaluation

An important problematic is shared among these fields of study. Within 
each discipline, scholars debate the potential variance of evaluation crite-
ria. For example, they debate whether criteria are fixed and stable, or vary 
from situation to situation, and also which criteria are detailed and spe-
cific, versus broad and general. Earlier chapters of this book review simi-
lar debates about criteria in problem-solving and cognitive empathizing. 
In all chapters, my argument defends a “persons in context” perspective, 
which suggests that evaluation criteria will be contingent and variable to 
some degree, depending on the context and type of functioning. From 
this perspective, criteria are activated, chosen, or formulated, to fit the 
situation. They are rarely, if ever, fixed and universal, although, this does 
not imply loose relativism. But it does imply that different criteria are 
activated or not, then upregulated or downregulated, depending on the 
context, its problems, and the agent’s position and priorities.
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Comparable debates occur in other areas of psychology, for example, 
regarding the evaluation of self-efficacy and self-evaluation. For instance, 
Bandura (2015) insists that self-efficacy is specific to task domains, and 
hence some evaluation criteria will be domain specific too. That said, 
broad criteria apply if goals and actions are themselves broad. For exam-
ple, an agent could evaluate her or his self-efficacy in life planning, which 
might cut across numerous other activity domains (Conway et al., 2004). 
The main significance of these distinctions is that inflexible, limited per-
formance criteria may distort evaluation and impede learning, whereas 
variable, multiple criteria allow for more flexible and appropriate evalua-
tions, sensitive to context.

Similar processes occur at group and collective levels. For example, 
studies show that some features of collectives can be relatively stable over 
time, owing to imprinting and isomorphism within institutional fields, 
and deeply embedded cultural norms (Hannan et  al., 2006; Marquis, 
2003). Collectives then reference such criteria in the evaluation of perfor-
mance. At the same time, studies also show that collectives reference 
adaptive criteria which  reflect changing contexts,  goals, and commit-
ments, plus different levels of sensitivity to variance (Hu et al., 2011). 
Moreover, such variability mitigates the negative effects of low evalua-
tions of performance. Instead of lingering in a state of perceived failure, 
agents recalibrate their goals and aspirations, thereby enhancing the 
potential for better evaluations in the future. In fact, studies show that 
collectives which combine contextual embeddedness with adaptive aspi-
rations—that is, both long- and short-term perspectives—tend to be 
more successful in sustained goal pursuit (Dosi & Marengo, 2007).

 Impact of Digitalization

Not surprisingly, the evaluation of performance is deeply impacted by 
digitalization. Capabilities are expanding, allowing for more ambitious 
goals and higher expectations of performance. Digitalization also pro-
vides new, more precise means to evaluate performance, including 
through rapid intra-cyclical, feedforward mechanisms. Performances can 
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be evaluated continuously, in real time, which enables adaptation and 
enhancement during action cycles, prior to outcome generation. 
Evaluation is thus partly mediated by entrogenous, performative action 
generation. To illustrate, every time a person searches the internet, back-
ground systems adapt the process in real time, helping to guide search in 
one direction or the other, curating preferences and goals (Carmon et al., 
2019). And if preferences and goals shift, so will criteria of evaluation. 
Comparable processes are critical for digitalized expert systems, in which 
performances are constantly evaluated and refined. However, as in other 
domains, there can be unintended consequences. Like self-regulation, the 
digitally augmented evaluation of performance is vulnerable to 
extreme divergence or convergence. Digitalization therefore brings sig-
nificant opportunities and risks to the evaluation of performance.

7.1  Theoretical Perspectives

Evaluation of performance has always been central to the study of human 
thought and action. Apart from anything else, this reflects the fact that 
purposive goal pursuit is central to civilized humanity. To achieve goals, 
it is necessary to monitor and assess performance, issuing rewards and 
sanctions, while updating goals and strategies. This happens at individ-
ual, group, and collective levels. For example, business organizations 
update their strategies and issue dividends, contingent on the evaluation 
of performance. Similarly, public institutions embody the collective eval-
uation of performance in political and legal systems. At the same time, 
evaluative criteria vary between cultures and periods of technological evo-
lution. Within premodern contexts, for example, evaluation of perfor-
mance focused on conformity and docility with respect to deeply encoded 
norms. Criteria were fixed and prescriptive in most contexts. By contrast, 
modernity elevates autonomous self-regulation at every level of perfor-
mance. Modern criteria of evaluation are therefore more expansive and 
adaptive.
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 Evaluation of Individual Performance

At the individual level, evaluation of performance maps onto the 
cognitive- affective processing units (PU) incorporated into the metamod-
els in Chap. 2 and which are identified by Mischel and Shoda (1998). 
First, some criteria reference encodings of self and the world, meaning 
how phenomena are classified, stored, and processed in memory. These 
criteria could help to assess the realism and relevance of a performance, 
for example, whether the problem addressed is adequately representative 
of observable reality. Second, other evaluation criteria will reference dis-
tinct beliefs and expectations and help to assess the reasonableness and 
utility of a performance, which are central concerns for microeconomics. 
Third, criteria may reference agents’ goals, values, and commitments, for 
example, assessing whether an outcome meets standards of efficacy, fair-
ness, and honesty, or conforms to precepts of faith. Fourth, some evalua-
tion criteria will reference affective states, such as the degree of perceived 
empathy exhibited by a performance, plus the affective state of the asses-
sor, for example, assessing whether performance makes a person feel 
happy or sad, calm or anxious. And fifth, some evaluative criteria refer-
ence competencies and self-regulatory plans, including core orientation 
toward gains, versus avoiding losses. Evaluation then asks whether the 
performance aligns with the criteria incorporated into the self-regulatory 
scheme and the preferred cycle rate. For example, does the performance 
use vigilance means to prevent pain and losses, or eagerness means to 
attain pleasure and gains (Higgins, 2005).

By describing evaluation criteria in these terms, an important feature 
of human psychology comes to the fore. To begin with, recall the argu-
ment presented in Chap. 3, regarding variable upregulation and down-
regulation of psychosocial processes, in response to internal and external 
contingencies. That is, different cognitive-affective processes may be 
more or less salient, upregulated, or downregulated (Mischel & Shoda, 
2010). Notably, as the preceding paragraph suggests, the same process 
can explain the adaptation of evaluation criteria. As different psychoso-
cial processes upregulate or downregulate, so do the associated evaluation 
criteria. For example, sometimes an agent will reference performance 

7 Evaluation of Performance 



204

criteria based primarily on goals and values but may not invoke affect. In 
other situations, the exact opposite could be the case, while in relatively 
mundane situations, many psychosocial factors and criteria will be down-
regulated, because the agent is relatively docile and satisfied by proce-
dural controls. Criteria of evaluation will be habitual and routine. 
Alternatively, an agent may feel weakly motivated and engaged and 
superficially committed to the expected outcome. On the other hand, 
sometimes most types of criteria are upregulated, because the situation 
engages the agent on many psychosocial dimensions (Bandura, 2016). 
Now, the agent is highly motivated and engaged, very eager and excited, 
and committed to the preferred means and outcome.

The main consequence of these distinctions is that evaluation criteria 
are contextual and variable as well. They can be more, or less salient and 
active, upregulated or downregulated, depending on the task domain, 
specific situation, and the agent’s psychosocial condition. This further 
entails the variability of sensitivity to outcome variance. As the agent 
moves between contexts, different internal processes are activated, evalu-
ation criteria then become more, or less salient, and the agent’s sensitivity 
to outcome variance changes in tandem (Kruglanski et  al., 2015). For 
example, in purely routine performance, sensitivity to variance is rela-
tively low, while in very deliberate goal pursuit, sensitivity to variance is 
high. Clearly, these contextual dynamics play an important role in the 
evaluation of performance.

 Evaluation of Collective Performance

The evaluation of performance is equally important in modern theories 
of collective agency, particularly about  institutions and organizations. 
Moreover, if one assumes a contextual perspective, then collective evalu-
ation criteria will also be activated or deactivated, upregulated and down-
regulated, in a dynamic fashion, depending on the situation and task 
domain. Collective sensitivity to outcome variance will be adaptive as 
well (Fiedler et al., 2011). Studies demonstrate the importance of these 
effects for adaptive fitness in institutions (Scott & Davis, 2007) and busi-
ness organizations (Teece, 2014). There is a positive relationship between 
evaluative flexibility and performance.
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Furthermore, the types of evaluation criteria previously identified for 
individuals, also apply to collectives. First, collective criteria reference 
encoded categories and procedures, especially when representing prob-
lems and categorizing features of the world. Second, collective criteria 
reference shared beliefs and expectations, for example, when assessing 
causal relationships and consequences. Third, collective criteria reflect 
goals and values, exemplified by the adaptive aspiration levels of behav-
ioral theories of organization, and reasoned expectations in classical the-
ory (Cyert & March, 1992). Fourth, collective criteria reference shared 
affect when evaluating emotional climate and psychological safety 
(Edmondson, 2018). And fifth, collective criteria often reference shared 
self-regulatory plans, especially in the evaluation of collective self-efficacy 
and competencies (Bandura, 2006).

Nevertheless, it is important to acknowledge that some social scientists 
hold different views. Some argue for more stable, universal criteria in the 
evaluation of collective performance. In effect, they argue or assume that 
some evaluative criteria are universal and invariant. Karl Marx (1867), for 
example, defended universal criteria based on class and capital. More 
recent economists also propose universal criteria, albeit citing different 
mechanisms, such as rational or adaptive expectations (e.g., Friedman, 
1953; Muth, 1961). Likewise in sociology, for example, Levi-Strauss 
(1961) argued that collective performance can be universally evaluated in 
terms of social structure. Rawls (1996, 2001) provides a further example 
in legal and political theory. He is inspired by Kantian idealism to argue 
for universal principles of justice as fairness, which he claims all rational 
persons and communities should adopt.

All the theories mentioned above are strong and influential, providing 
at least some universal criteria for the evaluation of performance. 
However, as noted earlier, many regard such assertions as problematic 
and contingent at best (Giddens, 1984; Sen, 1999). That said, most 
would accept the practical utility of treating some criteria as if they were 
universal, in appropriate situations. Normative models of this kind help 
to clarify evaluation within defined contexts and provide unambiguous 
guidance. Ideals are practical and useful, in this regard. Debate will no 
doubt continue about their ontological status and degree of variability.
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7.2  Impact of Digitalization

Evaluation of performance is deeply impacted by digitalization. Most nota-
bly, agents’ capabilities expand greatly at every level, allowing for more 
ambitious goals and expectations, higher levels of sensitivity to variance, 
and more exacting criteria of performance evaluation, with the potential for 
deeper, faster learning. Augmented agents will also be capable of the 
dynamic supervision of evaluation, by upregulating or downregulating dif-
ferent criteria. However, as in other areas of agentic functioning, digitaliza-
tion could also have negative effects, owing to the potential divergence or 
convergence of human and artificial processes. Similar to self-regulation, 
major issues arise regarding the complexity and rate of evaluation, and for 
the same reasons. Other factors matter as well, but I will focus on rates and 
schemes once again, because they are central challenges for augmented agents.

 Complexity of Evaluation

As noted previously, artificial agents are hypersensitive in evaluation, 
meaning they can detect very minor variations. Criteria are often precise 
and exacting. This is critical in complex, technical systems. However, 
given this capability, artificial agents easily over-discriminate the evalua-
tion of performance, going beyond what is necessary and appropriate. 
For example, a simplified heuristic may be perfectly adequate, but the 
artificial agent applies very discriminating criteria to the evaluation the 
performance. This results in wasted time and resources, plus the overfit-
ting of evaluative models, leading to less diverse and less adaptive, future 
performances. For this reason, computer scientists research how to avoid 
inappropriate complexity and overfitting, in the evaluation of perfor-
mance (Zhang et al., 2018). Once again, adaptive supervision is key.

By contrast, human agents are often relatively insensitive and employ 
heuristic means in evaluation of performance. This can be for good rea-
sons too. Habitual and routine performances, particularly, may be appro-
priately evaluated using heuristic means. Likewise, simple rules frequently 
work best in highly turbulent, dynamic environments, where both infor-
mation and time are lacking (Sull & Eisenhardt, 2015). In fact, hypersen-
sitivity to variance impedes performance in such contexts, though the 
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opposite is often true in complex, technical task domains, where accurate 
evaluation of performance is critical. Human agents are therefore trained 
to be more sensitive to variance in specific domains. Moreover, when this 
training is successful, procedures are deeply encoded as evaluative habit 
or routine. Yet these procedures can persist, even when digitally aug-
mented capabilities transcend prior limits. People continue striving for 
greater sensitivity in the evaluation of performance, even as digitalization 
does exactly this.

In summary, artificial agents must work to avoid overly discriminate, 
complex, and hypersensitive evaluation, while humans must try to avoid 
overly indiscriminate, simplified, and insensitive evaluation. However, if 
supervision fails in these respects, then persistent artificial hypersensitiv-
ity may combine with persistent human insensitivity, and the augmented 
evaluation of performance will become discontinuous. Evaluation of per-
formance would be complex and highly discriminating in artificial 
respects, but simple and far less discriminating, from a human perspec-
tive. The overall result will be gaps and discontinuities in the evaluation 
of performance. Augmented evaluation of performance would be discon-
tinuous, also ambiactive, and potentially dysfunctional.

 Rates of Evaluation

Additional challenges derive from divergent rates of evaluation. As in 
self-regulation, artificial agents can evaluate very quickly, hyperactively, 
especially in real time. Once again, this is advantageous in complex, tech-
nical domains. However, in other situations, it can lead to excessive eval-
uation, cycling too fast and frequently. For example, the agent might 
evaluate and adjust environmental controls at great speed, outpacing 
human physiology and need. Such evaluations would overcorrect and be 
an inefficient use of resources. By comparison, human agents are often 
relatively sluggish in evaluation. They cycle at behavioral and cultural 
rates, and often appropriately so. Many human performances may nei-
ther benefit from nor deserve rapid evaluation. Cycling too fast could 
truncate exploration, generate outcomes too quickly, leading to prema-
ture judgment and less creativity (Jarvenpaa & Valikangas, 2020; Shin & 
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Grant, 2020). In fact, this prompts efforts deliberately to slow or stagger 
the evaluation of performance in some contexts. The goal becomes 
delayed or provisional judgment, allowing for iterative exploration and 
evaluation. Design and innovation processes exhibit this approach (Smith 
& Tushman, 2005).

Although, the opposite is often true in urgent and competitive situa-
tions, where rapid evaluation can be a source of advantage and adaptive 
fitness. In these domains, human agents are trained to accelerate the eval-
uation of performance, to become more active. Moreover, when such 
training is successful, rapid evaluative procedures are encoded as habit or 
routine. Once again, however, these procedures tend to persist despite the 
fact, that digitally augmented capabilities transcend prior limits. People 
continue striving to speed up evaluation of performance, even as artificial 
processing accelerates. When this happens in augmented agency, humans 
may remain relatively sluggish, while artificial processes are increasingly 
hyperactive. The overall process will therefore be dyssynchronous, again 
ambiactive, and potentially dysfunctional.

 Summary of Augmented Evaluation

Based on the foregoing discussion, we can now summarize the main fea-
tures of evaluation of performance by augmented agents, at least with 
respect to rates of evaluation  and the complexity of evaluative 
schemes and criteria. First, regarding human processes of evaluation, cri-
teria reference cognitive-affective processing units: core encodings, beliefs 
and expectations, goals and values commitments, affective and empathic 
states, plus competencies and self-regulatory plans. These criteria can be 
activated or deactivated, upregulated or downregulated, and precise or 
approximate, depending on the context and type of performance. At the 
same time, humans possess limited evaluative capabilities, especially in 
complex, technical task domains. Trade-offs are therefore common, espe-
cially between the rate and complexity of evaluation, because human 
agents cannot maximize both at the same time. Consequently, human 
agents either accelerate simpler evaluative processes or decelerate more 
complex processes. Deliberate effort is required to supervise these effects, 
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especially in task domains which require more rapid or discriminate eval-
uation. This will typically entail the activation and upregulation of some 
human processes and criteria, and the acceleration of specific cycle rates, 
to achieve better fit with the task at hand.

Second is regarding artificial evaluative processes. As noted earlier, 
these systems are capable of extremely rapid, highly discriminating evalu-
ation, especially using intra-cyclical means, which is fully appropriate in 
complex, technological, activity domains. Artificial evaluation therefore 
tends toward hyperactivity and hypersensitivity. Trade-offs are less com-
mon, because artificial agents can achieve high rates and levels of dis-
crimination, potentially maximizing both at the same time. In 
consequence, however, deliberate supervision is required to avoid unnec-
essary overevaluation of performance, especially when collaborating with 
human agents. This will typically involve the deactivation, downregula-
tion, or deceleration of some artificial evaluative processes, so they are 
better aligned with human and ecological processes.

Risks therefore arise, for the evaluation of performance by augmented 
agents. If processes are poorly supervised, artificial hypersensitivity and 
hyperactivity could combine with relatively insensitive, sluggish human 
processes of evaluation. Evaluation of performance could become highly 
dyssynchronous, discontinuous, and ambiactive, meaning it simultane-
ously stimulates (activates or upregulates) and suppresses (deactivates or 
downregulates) evaluative sensitivities, criteria, and cycle rates. Three 
main outcomes are likely. First, the combined system of evaluation could 
be ambiactive and conflicted, with human and artificial processes both 
upregulated and  diverging from each other. Second, one agent might 
dominate the other and the combined system will be extremely conver-
gent. Particularly,  artificial evaluation could outrun and overwhelm 
human processing, or strong human inputs could distort and interrupt 
artificial processing. Third, in very complex performances, all three types 
of distortion may occur  and evaluation will be extremely divergent in 
some respects but convergent in others. In each scenario, the overall result 
will be dysfunctional evaluation of performance, undermining adaptive 
learning, reducing self-efficacy, and weakening other agentic functions 
which rely on evaluation.
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7.3  Metamodels of Evaluation

The foregoing analysis suggests at least four different metamodels of eval-
uation, in terms of the upregulation or downregulation of human and 
artificial processes. These are depicted in Fig. 7.1. First, human and arti-
ficial evaluative processes may be active and upregulated (quadrant 1). 
Both agents are therefore stimulated, cycling and discriminating as best 
they can. Evaluation will be deliberate, effortful, and often precise. 
However, evaluation is therefore vulnerable to divergence and conflict, 
because both types of agent are upregulated but have markedly different 
capabilities. The corresponding pattern of augmented supervision is 
shown by segment 9 in Fig. 2.6. The resulting evaluations are more likely 
to be dyssynchronous and discontinuous, and hence highly ambiactive. 
Second, human evaluative processing may be active and upregulated, 
while aspects of artificial processing are deactivated or downregulated 
(quadrant 2). In this scenario, human sluggishness and insensitivity are 
more likely to intrude, like segment 7 in Fig. 2.6. Evaluations of perfor-
mance will tend to be moderately dyssynchronous and discontinuous, 

Upregulated Downregulated

Downregulated

Human 
Evalua�on of
Performance

1

Highly ambiac�ve evalua�on
of performance, owing to 
highly discon�nuous and 

dyssynchronous processing.

3

Moderately ambiac�ve 
evalua�on of performance, 

owing to moderately 
discon�nuous and 

dyssynchronous processing.

4

Lowly ambiac�ve evalua�on 
of performance, owing to 

con�nuous and synchronous 
processing.

Upregulated

2

Moderately ambiac�ve 
evalua�on of performance,

owing to moderately 
discon�nuous and 

dyssynchronous processing.

Ar�ficial Evalua�on of Performance

Fig. 7.1 Augmented evaluation of performance
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and hence moderately ambiactive, although there is a risk of over- 
convergence when humans dominate. Third, human evaluative process-
ing may be deactivated or downregulated, while artificial evaluative 
processing is active and upregulated (quadrant 3). Artificial hyperactivity 
and hypersensitvitiy are now more dominant, similarly to segment 3 in 
Fig. 2.6. Resulting evaluations are likely to be moderately dyssynchro-
nous and discontinuous, owing to the greater activation of artificial pro-
cesses and  the relative passivity of human processes. This produces 
moderately ambiactive evaluations, although there is a risk of over- 
convergence when artificial agents dominate. Fourth, both human and 
artificial evaluative processes may be deactivated or downregulated (quad-
rant 4), meaning both are suppressed. Such evaluations will be purely 
procedural, habitual, or routine. Evaluative processes are less discriminat-
ing, cycle without effort, and focus on maintaining control, like segment 
1 in Fig. 2.6. For this reason, evaluations are more likely to be continuous 
and synchronous, lowly ambiactive, and functional.

In the following sections, I illustrate more details of the four metamod-
els summarized in Fig. 7.1. As in the previous chapter, the metamodels 
will focus on the internal dynamics of augmented agents, showing the 
interaction of human and artificial collaborators. Hence, in this section, 
I refer to human and artificial evaluative processes as distinct inputs. 
Either type of evaluative process (human or artificial) can be upregulated 
and active, or downregulated and latent. It is also important to note that 
any metamodel can be appropriate and effective, depending on the con-
text. The challenge for supervision is to maximize metamodel fit.

 Overall Downregulated Processes

In the first of these metamodels, both types of evaluative processes are 
deactivated or downregulated, as summarized in quadrant 4 of Fig. 7.1. 
Distinctions are less exacting, and many potential criteria are latent. 
Sensitivity to variance will be equally subdued. The risk of evaluative 
divergence is therefore low because evaluation tends to be procedural, 
habitual, and routine. Scenario 7.2A in Fig. 7.2 illustrates such a system. 
Only a subset of processes is shown, however, to highlight the patterns of 

7 Evaluation of Performance 



212

downregulation and upregulation. At this point, the reader should recall 
the generative metamodel of augmented agency in Fig. 2.3. It consists of 
three successive phases: situational inputs (SI); cognitive-affective pro-
cessing units (PU) including referential commitments (RC); and behav-
ioral performative outputs (BP). The same phases are depicted in 
7.2A. Within each phase there are processes indicated by small circles. 
Some are shaded, meaning they are digitalized. Others are not shaded, 
indicating they are fully human and not digitalized. Notably, in 7.2A, 
many of the small circles—both digitalized and human—have dashed 
borders, which means they are downregulated and latent. Only a few 
have unbroken borders, indicating they are upregulated and active. And 
this is the case for each major stage of the process, that is, for sensory 
perception, cognitive-affective processing, and behavior performance. 
Therefore, evaluation of performance is based on a reduced set of criteria, 
most often reflecting procedural consistency and control. Moreover, for 
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this reason, the augmented agent will only be sensitive to variance when 
minimal criteria are not met (see Wood & Rünger, 2016). Typically, the 
resulting evaluation of performance will be continuous and synchronous, 
lowly ambiactive, coherent, and functional.

In summary, when both components of an augmented evaluative pro-
cess—human and artificial—are largely deactivated or downregulated, 
their evaluative processes are more likely to be convergent and routine. 
Benefits follow for characteristics which depend on the evaluation of per-
formance. These include self-efficacy, coordinated goal setting, self- 
discrepancy, the stability of identity, and general psychosocial coherence. 
Although, potential benefits are modest in this scenario, owing to the 
downregulation of many psychosocial processes. In any case, to guarantee 
these effects, augmented agents will require methods of supervision which 
appropriately deactivate and downregulate, or activate and upregulate, 
evaluative processes in specific task domains.

 Overall Upregulated Processes

In other cases, evaluative processing is activated and upregulated for both 
human and artificial agents, summarized in quadrant 1 of Fig. 7.1 and 
shown in greater detail by 7.2B.  All the small circles now have solid, 
unbroken borders, which indicates they are active. This includes human 
processes depicted by unshaded circles, and the digitalized processes, 
which are shaded circles. Therefore, sensory perception of the stimulus 
environment, cognitive-affective processing, and behavior performances 
are all highly discriminated. Many of the artificial processes will be rapid 
and intra-cyclical as well, although typically hidden from human con-
sciousness. Hence, the evaluation of performance is based on a complex 
set of performance criteria, often reflecting deliberate, purposive goal 
pursuit, requiring calculative, effortful means. For the same reason, eval-
uation will be sensitive to outcome variance, in both human and artificial 
terms. Augmented agents will therefore struggle to coordinate evaluation, 
which could be very discontinuous and dyssynchronous, and therefore 
highly ambiactive.
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Significant risks therefore follow. Highly ambiactive evaluations will 
tend to weaken self-efficacy, undermine future goal setting, will often 
lead to ambiguous learning and, in extreme cases, to psychosocial inco-
herence. For example, imagine a clinician who decides to override the 
advice of an expert system. This might reinforce the clinician’s personal 
self-efficacy, but it would likely erode her trust in the expert system. At 
the same time, the expert system would report an error or failure because 
of the override and might flag the clinician as a risk. When combined, 
their divergent evaluations would likely undermine their future collabo-
ration. Mutual cognitive empathy will suffer as well. To restore trust and 
confidence, both human and artificial agents would require significant 
changes to their individual and shared supervisory functions. Not sur-
prisingly, computer scientists are developing such applications already 
(Miller & Brown, 2018).

 Upregulated Artificial Processes

Other situations will combine the downregulation of human evaluative 
processes, with the upregulation of artificial ones. These scenarios are 
summarized in quadrant 3 of Fig. 7.1, and further detail is shown by 7.3 
A in Fig. 7.3. While the human process is minimally activated, the artifi-
cial process is highly active. Once again, activation is indicated by the 
dashed borders of small circles, and in 7.3A, more of the unshaded human 
processes are dashed and latent. Therefore, evaluation will be largely 
based on artificial processes. Once again, many of the artificial processes 
will be rapid and intra-cyclical, and thus hidden from consciousness and 
perception. In consequence, the augmented agent will be hypersensitive 
and hyperactive from the artificial perspective, but relatively insensitive 
and sluggish in human terms.

In such a scenario, the risk of evaluative divergence is moderate, 
because human and artificial processes are less likely to diverge and con-
flict. The typical result being that the evaluation of performance is only 
moderately discontinuous and dyssynchronous and therefore moderately 
ambiactive. This could occur in autonomous vehicles, for example. 
Artificial agents will identify risks and evaluate conditions rapidly and 
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precisely, in ways which human passengers will habitually accept and may 
not even monitor (Kamezaki et al., 2019). The artificial components are 
highly activated, rapidly evaluating, and precise, while the passenger pro-
cesses information slowly and simply. This will be fully appropriate, given 
the circumstances.

 Upregulated Human Processes

The final scenario combines the upregulation of human processes with 
the downregulation of artificial processes. This type of system is summa-
rized in quadrant 2 of Fig. 7.1 and detailed by 7.3B in Fig. 7.3. More 
human processes now have solid borders, and more shaded artificial pro-
cesses are dashed. In this scenario, the risk of evaluative divergence and 
ambiactivity is again moderate. This is because human evaluations of per-
formance are likely to be deliberate and detailed, whereas artificial 
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evaluation will be relatively automated and procedural. Similarly, the 
augmented agent will be sensitive to outcome variance from the human 
point of view, but relatively insensitive from the artificial perspective. The 
overall result complements the preceding scenario. For example, consider 
the situation in which a teacher evaluates students’ online assignments. 
An artificial agent in the learning management system (LMS) may rou-
tinely evaluate timeliness and authorship, while the teacher reads the 
work fully, to form a detailed assessment. The artificial agent could rou-
tinely assess an assignment as on time and authentic. However, the 
teacher might evaluate the work as poor after careful reading, despite it 
being on time and authentic. The overall result is that processing is mod-
erately discontinuous and dyssynchronous, and hence moderately ambi-
active, which may also be fully appropriate, given the circumstances.

 Summary of Augmented Evaluation 
of Performance

Each of the metamodels just presented shows that digital augmentation 
could significantly accelerate and/or complicate the evaluation of perfor-
mance, depending on which processes are activated and upregulated, or 
deactivated and downregulated, and how well they are supervised. If 
supervision is effective, and the agent maximizes metamodel fit, then 
evaluation of performance will be timely, accurate, and a valuable source 
of insight. However, if supervision is poor, there are major risks. First, 
there are risks  of evaluative divergence, ambiactivity, and dysfunction, 
when both types of evaluative processing are upregulated. Second, evalu-
ation could be overly convergent and dysfunctional, if one type of process 
inappropriately dominates  the other.  Moreover, these risks will only 
increase, as artificial agents become more powerful and ubiquitous.

7.4  Implications for Other Fields

As this chapter explains, the evaluation of performance is fundamental to 
theories of human agency, at individual, group, and collective levels. When 
evaluation is positive, agents develop self-efficacy, plus a sense of autonomy 
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and fulfillment. Even when performance falls short, agents can learn, strive 
to overcome, and feel positively engaged. Not surprisingly, these effects are 
deeply related to the functions considered in earlier chapters: all agentic 
modalities evaluate performances; they also evaluate the results of prob-
lem-solving and cognitive empathizing; and self-regulatory capabilities 
develop through evaluative feedback and feedforward, triggered by evalu-
ation of performance. Other implications warrant consideration as well.

 Augmented Performance

In fact, owing to digitalization, the nature of agentic performative itself is 
changing. As previous sections explain, digitally augmented capabilities 
will transform performance and its evaluation. Aspirations and expecta-
tions will rise, and outcomes will often improve to match them. Yet many 
artificial processes will be inaccessible to consciousness and beyond 
human sensitivity. Hence, people could mistake artificially generated suc-
cess as their own, and develop an illusion of self-efficacy and control. For 
example, consider the human driver of a semi-autonomous vehicle. The 
person may feel very self-efficacious, even having a sense of mastery. 
However, much of the performance will be owing to the capability of the 
artificial agents which operate beyond the driver’s consciousness and per-
ception (Riaz et al., 2018). The person’s perceived locus of control may be 
equally misleading, posing significant operational risks (Ajzen, 2002).

Major questions therefore arise for evaluation of performance by aug-
mented agents. To begin with, what should be supervised and evaluated 
in augmented performance, at what rate and level of detail, and by which 
agent? And more specifically, how will augmented agents supervise the 
activation and upregulation, or deactivation and downregulation, of dif-
ferent evaluation criteria? Answering these questions will require rethink-
ing agentic performance itself, at least when it is highly digitalized. Most 
fundamentally, augmented agentic performance must be understood as a 
highly collaborative process. From this perspective, future research should 
investigate the collaborative dynamics and consequences of evaluation. It 
should ask how digitally augmented agents will develop a shared sense of 
self-efficacy and engagement in this area of functioning.
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 The Nature of Evaluation

In addition to rethinking the nature of agentic performance, digitaliza-
tion prompts new questions about widely assumed processes of evalua-
tion. In modern social and behavioral theories, the evaluation of 
performance is often conceived in linear terms, as the assessment of fully 
completed processing cycles, that is, as the inter-cyclical evaluation of 
outcomes and end states (Argote & Levine, 2020; Gavetti et al., 2007). 
In such theories, sensitivity to variance is triggered at the completion of 
performance cycles and especially by variation from outcome expecta-
tions or aspirations, which then leads to feedback, adaptation, and 
learning.

However, in a digitalized world, evaluation becomes increasingly 
dynamic, intra-cyclical, and a source of real-time, intelligent adjustment 
and learning. Entrogenous mediation comes to the fore, as intelligent 
sensory perception, performative action generation, and contextual learn-
ing. Via these mechanisms, artificial feedforward will rapidly update 
evaluative criteria during processing, thereby recalibrating the evaluation 
of performance itself. In highly digitalized domains, therefore, the evalu-
ation of performance will be nonlinear. Rather, it will be increasingly 
generative, as it already is in deep learning systems and artificial neural 
networks (e.g., Goddard et al., 2016).

Further important questions then arise. To begin with, as the evalua-
tion of performance becomes increasingly dynamic, key processes will be 
less accessible to consciousness. We must then ask, under which condi-
tions will human beings sense self-congruence, self-discrepancy, and self- 
efficacy? Might these states become increasingly opaque to consciousness, 
and if so, a potential source of psychosocial incoherence and disturbance? 
Or at least poorly aligned with contextual reality. In parallel, highly digi-
talized processes could mitigate the human experience of self-congruence 
and self-discrepancy, with consequences for self-awareness and self- 
regulation. If this were to happen, might too much be taken for granted? 
People may feel less responsible and disengage (Bandura, 2016). Civility 
and fairness would also be at risk. To sustain engagement, augmented 
agents may need to simulate the experience of obstruction, 
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incongruence, and discrepancy, deliberately creating positive friction, as 
some propose (e.g., Hagel et al., 2018).

 Implications for Collectives

Related implications arise for collective evaluation of performance, and 
especially by digitally augmented organizations and institutions. In each 
context, digitalization accelerates and complicates collective performance 
and its evaluation. Here, too, there are major risks. Artificial processes 
might outpace and override established methods of collective evaluation. 
For example, digitalized methods could displace public debate and nego-
tiated consensus in political assessment. Granted, evaluations may become 
more precise and prompt. However, such changes would likely erode the 
bases of communal trust, collective choice, and participatory decision- 
making. Evaluation would be digitally determined, often hidden from 
sight, over-discriminate, and over-complete (Chen, 2017). Indeed, stud-
ies already point to these effects (see Hasselberger, 2019).

Furthermore, the speed and scale of augmented evaluation could 
homogenize collectivity, by demoting the role of human traditions and 
commitments. If this occurs, digitalization will erode cultural diversity 
and smother alternative ways of assessing the world. Civilized humanity 
would be depleted and arguably less adaptive because diverse aspirations 
feed forward, by planting alternative potentials which the future can reap. 
Having a richer set of possible futures enhances adaptive flexibility, as the 
cultural equivalent of biodiversity.  Others fear that digitalized surveil-
lance will be used to dominate and control, assigning rewards and sanc-
tions based on the invasive evaluation of performance (Zuboff, 2019). 
For this reason, many oppose the public use of facial recognition tech-
nologies and worry about the future misuse of brain-machine engineer-
ing. At the extreme, state actors could exploit digitalization to manipulate 
the evaluation of performance  and predetermine outcomes (Osoba & 
Welser, 2017). All are examples of the dilemmas illuminated in this chap-
ter: poorly supervised collaboration between human and artificial agents, 
in which myopic priors and digital capabilities combine to produce 
ambiactive, dysfunctional evaluations of performance.
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All that said, through the evaluation of performance, human beings 
sense their progress, value, and worth. If things go well, they are engaged, 
develop self-efficacy, feel a sense of achievement, and plan their next 
steps. At the individual level, these processes support the development of 
purposive goal setting, a sense of autonomous identity, adaptive learning, 
as well as the coherence of personality. Similarly, at the collective level, 
the evaluation of performance supports collective self-efficacy, identity, 
and coherence. All these functions could be enhanced or endangered, by 
augmented agents’ evaluation of performance. Genuine benefits are pos-
sible, if supervision maximizes metamodel fit, balancing the rates and 
complexity of human and artificial processing. Poor supervision, on the 
other hand, will lead to ambiactive, dysfunctional evaluations. Learning 
would suffer too, as the following chapter explains.
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8
Learning

Intelligent agents perceive conditions and problems in the world, gather 
and process information, then generate solutions and action plans. And 
insofar as outcomes add to knowledge and associated procedures, agents 
learn. In this sense, much learning is responsive and adaptive, the result 
of cycles of problem-solving, action generation, performance evaluation, 
and updates. For human beings, inter-cyclical performance feedback is 
the primary source of such updates, unfolding as patterns of experience 
through time. Whereas for artificial agents, much learning is intensely 
intra-cyclical, meaning it occurs during action cycles, often in real time, 
mediated by rapid feedforward mechanisms. This is possible because arti-
ficial agents cycle far more rapidly and precisely, relative to most behav-
ioral and mechanical processes. Indeed, artificial agents achieve 
unprecedented complexity and learning rates. Owing to this capability, 
artificial agents are increasingly important in practical problem-solving 
and process control, especially in environments where real-time adjust-
ments are beneficial. The same capabilities will empower learning by digi-
tally augmented agents.

Yet supervision is challenging here too. Human and artificial agents 
have noticeably different capabilities and potentialities in learning. On 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76445-6_8&domain=pdf
https://doi.org/10.1007/978-3-030-76445-6_8#DOI


226

the one hand, as stated above, artificial agents learn at high rates and 
levels of complexity and precision. They are hyperactive and hypersensi-
tive in learning. For example, it only takes hours or days to train advanced 
artificial agents to high levels of expertise. On the other hand, human 
agents exhibit relatively sluggish learning rates and low levels of complex-
ity. As any schoolteacher can attest, it takes years of incremental learning 
to educate a human being, and many never achieve expertise.

Clearly, these distinctions are like those in Chap. 7, regarding perfor-
mance evaluation, which is no surprise because much learning is driven 
by performance feedback. Therefore, in both areas of functioning—the 
evaluation of performance and learning—human and artificial agents 
differ in terms of their processing rates, the complexity of processing, and 
primary mechanisms of updating. As noted, human learning is relatively 
sluggish, accrues in simpler increments, and mostly from inter-cyclical 
feedback, whereas, artificial agents are hyperactive and hypersensitive in 
learning, rapidly acquiring complex knowledge, including through feed-
forward mechanisms. It also follows that learning by augmented agents 
will exhibit the same potential distortions as the evaluation of perfor-
mance. When combined in augmented agency, human and artificial 
learning can become divergent, dyssynchronous, and discontinuous, and 
thus ambiactive in terms of learning rates and levels of complexity.

Hence, learning by augmented agents can also skew, like the evaluation 
performance. Three patterns of distortion are possible. First, highly ambi-
active learning will combine rapid, complex, artificial updates, with far 
slower, simpler, human updates. For example, digitalized learning systems 
cycle rapidly, shortening attention spans and compressing content, yet 
behavioral aspects of education and training require attentive dedication 
over long periods of time. In consequence, augmented learning could 
be overly divergent and hence dyssynchronous, discontinuous, and ambi-
active. Second, in other situations, learning by augmented agents could 
be overly convergent and dominated by artificial processes which over-
whelm or suppress human inputs. People would be increasingly reliant on 
digitalized procedures. Third, the opposite is also possible, in which learn-
ing is dominated by human myopia, bias, and idiosyncratic  noise. 
Augmented learning would then reinforce and amplify erroneous priors. 
If any of these distortions occur, learning by augmented agents will be 
dysfunctional and often highly ambiguous and ambivalent.

 P. T. Bryant



227

8.1  Theories of Learning

Modern theories of learning emphasize the development of autonomous 
capabilities and reasoned problem-solving, rather than replication and 
rote memorization. Modern learning also highlights the role of experi-
ence and evaluative feedback. Via such mechanisms, agents develop capa-
bilities, knowledge, and self-efficacy. For the same reasons, modern 
scholarship accords learning a major role in social development and 
human flourishing. Writing over a century ago, the founders of modern 
educational psychology espoused very similar principles (e.g., James, 
1983; Pestalozzi, 1830). The enduring challenge is to explain and manage 
the deeper mechanisms of learning. For example, many continue to ask 
which aspects of learning are predetermined as natural priors, rather than 
resulting from experience and evaluative feedback. In other words, what 
is owing to nurture versus nature? And further, in which ways, and to 
what extent, can natural learning capabilities be enhanced, especially 
through structured experience and training? More recently, scholars also 
investigate how human and artificial agents best collaborate in learning 
(Holzinger et al., 2019).

 Historical Debates

Once again, there is an impressive intellectual history. The ancient Greeks 
made important contributions which remain relevant today. For exam-
ple, Plato argued that much knowledge was innate, bestowed by nature 
and inheritance. The challenge was then to release it. Whereas, Aristotle 
put more emphasis on nurture and learning through experience, and 
highlighted the role of memory in the absorption of such lessons (Bloch, 
2007). Two thousand years later, Enlightenment scholars explored simi-
lar problems and solutions. John Locke (1979) explained learning in 
terms of the progressive encoding of new knowledge, initially onto a 
child’s blank mind or tabula rasa. This complemented Rousseau’s (1979) 
stronger emphasis on learning through the liberation of natural human 
curiosity, intuition, and inherent capability. Although, despite their 
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differences, both Locke and Rousseau shared the modern view that all 
persons can learn and grow. Both elevated the status and potential of the 
autonomous, reasoning mind.

Later psychologists continued exploring the mechanisms of learning. 
In the mid-twentieth century, Skinner (1953) proposed a radical form of 
behaviorism, based on operant conditioning and reinforcement learning, 
driven by stimulus and response. However, then and now, critics view 
this approach as overly reductionist and materialistic. Most now agree 
that human beings are more intentional and agentic in learning. Not 
surprisingly, Bandura (1997) is among this community. He argues that 
humans learn much through experience and the modeling of behavior, 
which strengthen self-efficacy. Jerome Bruner (2004), another leading 
figure in educational and cognitive psychology, argues that human beings 
are embedded in culture and learn within it, as they compose and inter-
pret narrative meaning. While for Gardner (1983), learning involves 
multiple intelligences, including rational and emotional, which engage a 
range of cognitive and affective functions. Different senses are engaged by 
these processes, including visual, auditory, and kinesthetic systems. To 
summarize, modern theories of learning emphasize the development of 
intelligent capabilities, the wider role of agentic functioning, the contex-
tual nature of learning, and the importance of performance feedback.

 Levels of Learning

At the individual level, contemporary theories of learning prioritize cog-
nitive and affective factors, sensitivity to context, the value of experience, 
and the need for engagement, although, scholars have long disagreed 
about the mechanisms which explain these aspects of learning. For exam-
ple, Chomsky (1957) argued for genetically encoded structures which 
scaffold grammar and the learning of language. Modern cognitive science 
was also emerging at the time, along with early computer science and 
neuroscience. Scientists started to explore the neurological systems which 
underpin human learning, akin to software architecture. Chomsky’s work 
can be seen in this context. However, his critics saw innate knowledge 
structures as a throwback to scholastic conceptions, versus the liberation 
of autonomous mind (Tomalin, 2003). Many therefore resisted any 
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notion of innateness, favoring fully developmental processes instead. For 
example, also around the mid-twentieth century, Piaget (1972) argued 
there are progressive stages of learning through childhood, corresponding 
to the development of the neurophysiological system, layering more 
complex concepts, relations, and logical structures. He argued that these 
structures were cumulative and contingent on early, albeit predictable 
developmental processes. Chomsky (Chomsky & Piatelli-Palmarini, 1980) 
disagreed and argued in response, that deep semantic structures emerge 
holistically, irrespective of context.

Recent research is more complex and nuanced, including Chomsky’s 
(2014) own. No single psychological, behavioral, or neurophysiological 
model is fully explanatory. Like the agentic self generally, learning involves 
culture and context, physical embodiment, experience, and functional 
complexity. Evidence therefore points to more complex processes of 
development and procedures in learning (Osher et al., 2018). Reflecting 
this view, contemporary researchers focus on the variability of contexts 
and the way in which cognitive and neurophysiological processes interact 
in learning. They also investigate cognitive plasticity, with some arguing 
for relatively high levels of flexibility across the lifespan, while others are 
more conservative in this regard. Notably, recent studies show that the 
brain remains more plastic than previously thought (Magee & Grienberger, 
2020). Many also highlight the importance of model-based learning, by 
which people master relatively complex patterns of thought and action in 
more holistic ways (Bandura, 2017). Formal education leverages model- 
based learning through experiential methods and problem-based instruc-
tion (Kolb & Kolb, 2009). The general trend is toward more complex 
models of learning which engage multiple components of the agentic 
system, including cognition, affect, different modalities, types of perfor-
mance, feedback, and feedforward mechanisms (Bandura, 2007).

Similar ideas inform scholarship about learning at the group and col-
lective levels. Theories emphasize functional complexity, integrating cog-
nitive, affective, and behavioral factors, plus sensitivity to social, 
economic, and cultural contexts, and the potential to develop and grow 
over time (Argote et al., 2003). However, theories of collective learning 
also recognize strict limitations. In fact, they share many of the same 
concerns as individual level theories: cognitive boundedness, attentional 
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deficits, poor absorptive capacity, persistent superstitious tendencies, plus 
myopias and biases (Denrell & March, 2001; Levinthal & March, 1993). 
Proposed solutions relate to the development of dynamic capabilities, 
flexible organizational design, the use of information technologies, and 
transactive memory systems, in which the storage and retrieval of knowl-
edge are distributed among groups, allowing them to learn more effi-
ciently (Wegner, 1995).

 Procedural Learning

Another important strategy is procedural learning, which leverages indi-
vidual habit and collective routine to reduce the processing load (Argote 
& Guo, 2016; Cohen et al., 1996). All agents benefit from acquiring less 
effortful learning procedures. The reader will recall that similar topics are 
discussed in Chap. 3, regarding agentic modality. In the earlier discussion, 
I review the debate about aggregation: whether collective routine emerges 
bottom-up, from the combination of individual habits, or functions top-
down, from the devolution of social forms. In fact, the same questions 
arise for learning, namely, do collective learning routines emerge from the 
aggregation of individual learning habits, or vice versa? Some scholars 
privilege learning at the individual level and argue that routine learning is 
an aggregation of habit (Winter, 2013). In contrast, other scholars privi-
lege the holistic origins of collective learning. From this alternative per-
spective, collective mind and action are the primitives of organizational 
learning, not the result of bottom-up aggregation. Therefore, questions of 
agentic modality come to the fore once again: does collective learning 
aggregate individual habits of learning, or vice versa? Similarly, do the 
limitations of collective learning reflect the aggregation of individual con-
straints, or do social and organizational factors impose limits on individ-
ual learning? Or perhaps all learning combines both types of constraint?

The solution to the aggregation question presented in Chap. 3, also 
applies to procedural learning. In this type of learning, many individual 
differences, such as personal encodings, beliefs, and goals, are downregu-
lated and effectively latent, whereas shared characteristics, such as collec-
tive encodings, beliefs, and goals, are upregulated and active. Hence, 
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learning habit and routine coevolve and are stored in individual and col-
lective memory, integrated via common storage and retrieval processes. 
Collectives thus learn without activating significant differences, and 
without needing to aggregate such differences. Mischel and Shoda (1998) 
explain this is how cultural norms evolve, as common, recurrent psycho-
logical processes. Hence, routine learning is neither simply bottom-up 
nor top-down.

That said, collective agents also learn in nonroutine ways, from delib-
erate experimentation and risk-taking (March, 1991). Increasing envi-
ronmental uncertainty and dynamism favor these approaches. In 
organizational life, this has led to an emphasis on continuous learning 
and methodologies which highlight feedforward processes, such as design 
thinking, lean startup  methods, and agile software  development 
(Contigiani & Levinthal, 2019). All provide ways for teams and organi-
zations to learn in complex, dynamic environments, using intra-cyclical, 
adaptive means. Via such methods, agents learn despite high uncertainty, 
ambiguity, and accelerating rates of change. These methods contrast ear-
lier, linear approaches toward learning, which emphasize slower, inter- 
cyclical feedback loops (e.g., Argyris, 2002).

Learning is therefore central to modern theories of agency. Apart from 
anything else, agents develop self-efficacy and capabilities through learn-
ing, by trying and sometimes failing, but succeeding often enough. In 
these respects, developmental learning exemplifies the vision of moder-
nity, which is to nurture autonomous, intelligent agency, and thereby to 
increase the potential for human flourishing. Modern theories of learning 
prioritize the capability of agents to learn and grow, especially from the 
evaluation of performance. Digital augmentation promises major 
advances in all these functions.

8.2  Digitally Augmented Learning

Artificial agents are quintessentially problem-solving, learning systems. 
Some are fully unsupervised and self-generative, such as artificial neural 
networks and evolutionary machine learning. These agents are becoming 
genuinely creative, speculative, and empathic (Ventura, 2019). They also 
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compose their own metamodels of learning, based on iterative, explor-
atory analysis, to identify the type of learning which fits best in any con-
text. Artificial reinforcement learning is one recent development, which 
enables expert systems to learn rapidly from the ground up (Hao, 2019). 
Other agents are semi-supervised or even fully supervised. In these sys-
tems, models are encoded to guide learning and development. In all 
cases, artificial agents will employ a metamodel of learning, which is 
defined by its hyperparameters. Among other properties, hyperparame-
ters will specify the potential categories and layers of learning, plus major 
mechanisms and cycle rates. These will include dynamic, intra-cyclical 
feedforward mechanisms, as well as longer inter-cyclical feedback 
processes.

Notably, artificial neural networks reflect the fundamental architecture 
of the human brain. This deep similarity between artificial and human 
agents facilitates close collaboration between them in augmented systems 
of learning (Schulz & Gershman, 2019). Both share similar features of 
neural architecture, and when joined, they can self-generate their own, 
augmented metamodels of learning. Some will be semi-supervised—such 
as Semi-Supervised Generative Adversarial Networks or SGANs—which 
might incorporate human values, beliefs, and commitments into 
metamodels of learning. Important applications already include artificial 
empathy and personality (Kozma et al., 2018). However, as in other areas 
of augmented functioning, the key challenge is to ensure effective super-
vision and metamodel fit.

 Ambiactive Learning

Not surprisingly, the supervisory challenges of learning by augmented 
agents are like those of augmented evaluation of performance. To begin 
with, artificial agents will tend toward hypersensitive and hyperactive 
learning, meaning they quickly detect small degrees of variance, which 
trigger rapid, precise updates. As previously explained, this includes intra- 
cyclical feedforward mechanisms and entrogenous mediators, such as 
performative action generation. However, these mechanisms can lead to 
excessive updates and overlearning. Digitally augmented agents might 
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learn too much and too often, thereby wasting time and resources. This 
could also produce ambiopic problem-solving, by encouraging sampling 
and searching too widely for problems and solutions, further and faster 
than required. For similar reasons, computer scientists research how to 
avoid unnecessary overlearning (Gendreau et al., 2013).

By comparison, human agents are frequently insensitive to outcome 
variance and sluggish in learning (Fiedler, 2012). Human learning is rela-
tively simple and slow, compared to artificial agents. Significant problems 
therefore arise for augmented agents because they will combine sluggish, 
insensitive human updates, with hyperactive, hypersensitive artificial 
updates. As noted earlier, such learning could easily become dyssynchro-
nous and discontinuous, and therefore ambiactive, meaning it simultane-
ously stimulates and dampens, different learning rates and levels of 
complexity and precision. For example, when people use online search 
about political matters, they trigger rapid, precise cycles of artificial pro-
cessing, iterating rapidly to guide search and learning. But at the same 
time, the human agent may input inflexible, myopic priors  as search 
terms. As a result, the learning process uses digitally augmented means to 
reinforce political bias. In fact, such learning is an expression of confir-
mation bias at digital scale and speed. And in most cases, it is highly 
ambiactive and dysfunctional. These scaling effects help to explain the 
rapid spread of fakery and falsehood on social networks.

As stated earlier, ambiactive learning also increases the risk of ambigu-
ity and ambivalence, owing to its poorly synchronized, discontinuous 
nature. This is because ambiactive learning easily produces contradictory 
or incompatible beliefs, interpretations, and preferences. Granted, mod-
erate degrees of ambiguity and ambivalence can be beneficial (Kelly et al., 
2015; Rothman et al., 2017). They support creativity and enhance the 
robustness and flexibility of learning (March, 2010). But digitalization 
greatly amplifies these effects and extremes become more likely. 
Metamodel fit will be harder to achieve and sustain. Some people may 
become overly reliant on digitalized processes and incapable of autono-
mous, self-regulated learning.

Furthermore, excessive ambiguity and ambivalence can lead to cog-
nitive dissonance and confusion, even triggering psychological and 
behavioral disorder, especially when they impact core beliefs and 
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commitments (van Harreveld et al., 2015). Indeed, when ambiactive 
learning is extreme and widespread, people could lose a shared sense of 
reality, truth, and ethical norms (Dobbin et al., 2015; Hinojosa et al., 
2016). Major consequences follow for digitally augmented communi-
ties and collectives. For without a shared sense of reality, truth, and 
right behavior, people are more vulnerable to deception and supersti-
tious learning. Unable to discriminate real from fake, truth from false-
hood, or right from wrong, they are more likely to be docile and rely 
on stereotypes.

 Summary of Learning by Augmented Agents

Based on the foregoing discussion, we can now summarize the main fea-
tures of learning by augmented agents. To begin with, it is important to 
recognize there are many potential benefits. Augmented agents acquire 
unprecedented capabilities to explore, analyze, generate, and exploit new 
knowledge and procedures. In many domains, significant benefits are 
already apparent. However, at the same time, the speed and scale of digi-
talization pose new risks. First, augmented agents risk discontinuous 
updating, because they might skew toward hypersensitive, complex arti-
ficial processing, while being relatively insensitive and simplified in 
human respects. Second, augmented agents risk dyssynchronous updat-
ing, because they might skew toward hyperactive, fast learning rates in 
artificial terms, while being sluggish in human terms. When combined, 
these divergent tendencies will produce ambiactive, dysfunctional learn-
ing, heightening the risks of ambiguity and ambivalence, and in extreme 
cases, superstitious learning and cognitive dissonance. The corresponding 
pattern of supervision is shown by segment 9 in Fig. 2.6. Alternatively, 
artificial agents might dominate learning and relegate human agency to 
the sidelines, like segment 7 in Fig. 2.6, or human agents could distort 
semi-supervised augmented learning, by importing myopia and bias, as 
in segment 3 of Fig. 2.6.
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8.3  Illustrative Metamodels of Learning

This section develops illustrations of learning, showing premodern, mod-
ern, and digitalized metamodels. Like the earlier discussions of self- 
regulation in Chap. 6 and evaluation of performance in Chap. 7, the 
following illustrations highlight internal dynamics, especially the interac-
tion of human and artificial agents in augmented systems. Also like the 
preceding two chapters, the following illustrations focus on contrasting 
processing rates and degrees of complexity, but this time in relation to the 
precision and rate of learning. Once again, the analysis highlights critical 
similarities and differences between human and artificial agents.

 Lowly Ambiactive Modern Learning

Figure 8.1 illustrates the core features of a lowly ambiactive, modern sys-
tem of learning. That is, learning in which agents are moderately assisted 
by technologies, and where updates are mainly from performance feed-
back, relatively synchronous and continuous. The horizontal axis depicts 
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two major cycles of learning labeled 1 and 2, which are further subdi-
vided. These cycles encompass processes of feedback generation and sub-
sequent updates to knowledge and procedures. The vertical axis illustrates 
the complexity and precision of learning updates, which range from 
low in the center to high in the upper and lower regions. The figure then 
depicts cycles for two metamodels of learning, shown by the curved lines 
labeled L1 and L2. Each depicts a full cycle of processing and updates. 
Metamodel L2 cycles during each period at moderate complexity. 
However, metamodel L1 cycles only once over periods 1 and 2, at a lower 
level of complexity. In this respect, L1 represents a slower, simpler 
metamodel of learning, such as learning in premodern contexts. L2 on the 
other hand, represents a faster, more complex metamodel  of learning, 
which is typical of modernity. That said, every two cycles of L2 are fully 
synchronized with one cycle of L1, making the two metamodels moder-
ately synchronous overall. In fact, L2 is intra-cyclical relative to L1, but 
assuming slower rates for both, synchronization is feasible. Both are of 
comparable complexity, and hence moderately continuous as well. As a 
combined system of learning, therefore, these two metamodels are mod-
erately synchronous and continuous. Indeed, modern learning can be 
exactly like this. Traditional and cultural systems of learning, represented 
by L1, are often moderately continuous and synchronized with techni-
cally assisted adaptive learning, represented by L2. Overall, the scenario 
illustrated in Fig. 8.1 is therefore lowly ambiactive, often functional, and 
neither excessively ambiguous nor ambivalent.

 Highly Ambiactive Augmented Learning

Next, Fig. 8.2 depicts highly dyssynchronous and discontinuous, ambi-
active learning by augmented agents. Once more, the horizontal axis 
depicts two temporal cycles of learning, labeled 1.1 and 1.2, while the 
vertical axis illustrates the complexity and precision of learning updates, 
from low to high. The figure again depicts two metamodels of learning, 
this time labeled L2 and L3. The curved line L2 is a modern metamodel of 
learning which assumes moderate technological assistance. L3 depicts a 
fully digitalized, generative metamodel with a higher learning rate and 
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greater complexity. Importantly, the two metamodels of learning are now 
poorly synchronized and connected. As the figure shows, they intersect in 
an irregular fashion. Updates are therefore dyssynchronous. Furthermore, 
the two metamodels exhibit different levels of complexity, which means 
updates will be discontinuous as well. If we now assume that both 
metamodels combine in one augmented agent—that is, the agent com-
bines  modern adaptive learning L2 and digitalized generative learning 
L3—overall learning will be dyssynchronous, discontinuous, ambiactive, 
probably dysfunctional, and highly ambiguous and ambivalent as well.

Consider the following example. Assume that L2 in Fig. 8.2 represents 
a modern metamodel of adaptive learning, in which an aircraft pilot 
learns from practical performance feedback. Next, assume that L3 repre-
sents the generative learning of an artificial avionic control system. Now 
assume that the pilot and avionic agent collaborate in flying an aircraft. 
Given their different modes of learning, they will update knowledge and 
procedures in a dyssynchronous and discontinuous fashion, reflecting the 
pattern in Fig. 8.2. Overall learning will be highly ambiactive, ambigu-
ous, and ambivalent. Learning will likely be dysfunctional and, in this 
case, potentially disastrous. Indeed, aircraft have crashed for this reason 
(Clarke, 2019). Pilot training and artificial systems were poorly 
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coordinated and synchronized, and human and artificial agents failed to 
collaborate effectively. Pilots could not interpret or respond to the rapid, 
complex signals of the digitalized, flight control system. And the flight 
control system was insensitive to the needs and limitations of the pilots. 
The resulting accidents are tragic illustrations of ambiactive dysfunction. 
Similar risks are emerging in other expert domains, and many more 
instances are likely.

 Lowly Ambiactive Augmented Learning

In contrast, Fig.  8.3 illustrates lowly ambiactive learning by an aug-
mented agent. Digitalized learning is labeled L4, and modern adaptive 
learning is again labeled L2. As in the previous figures, the horizontal axis 
depicts temporal cycles, and the vertical axis again illustrates levels of 
complexity and precision. In contrast to the preceding figure, however, 
the two metamodels in Fig. 8.3 are now moderately synchronous and 
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continuous. Cycles are better aligned, intersecting at the completion of 
major learning cycles, despite their different rates. Their levels of com-
plexity are similar as well. By implication, collaborative supervision is 
strong. If we now assume that these two metamodels are combined in 
one augmented agent—that is, the agent combines  modern adaptive 
learning L2 and digitalized generative learning L4—then overall learning 
will be lowly ambiactive, functional, and not significantly ambiguous or 
ambivalent. For the same reasons, entrogenous mediators will be ade-
quately aligned, synchronous, and continuous as well. In summary, 
Fig.  8.3 illustrates a well-supervised system of learning by augmented 
agents, which is what engineers aspire to build (Chen et al., 2018; Pfeifer 
& Verschure, 2018). The supervision of learning achieves strong 
metamodel fit, in this case, with appropriately balanced learning rates 
and levels of complexity.

8.4  Wider Implications

Highly ambiactive learning therefore  poses major risks for augmented 
agents: extreme ambiguity and ambivalence, incoherent and inconsistent 
updates, functional losses, and cognitive dissonance. Moving forward, 
researchers must develop methods of supervision which mitigate these 
risks and maximize metamodel fit. Fortunately, research has already 
begun. For example, dissonance engineering explicitly addresses these 
risks (Vanderhaegen & Carsten, 2017). It seeks to manage and supervise 
human-machine interaction in learning, and especially the risks of learn-
ing conflict within augmented systems. Other researchers are working to 
develop more empathic communication interfaces, to facilitate better 
human-machine communication in learning (Schaefer et  al., 2017). 
However, we have yet to see comparable research efforts in the social and 
behavioral sciences. Following sections highlight some of the major chal-
lenges and opportunities, in this regard.

8 Learning 



240

 Divergent Capabilities

Many of these problems arise, because the speed and scale of digital inno-
vation are outpacing human absorptive capacities and traditional meth-
ods of learning. Most human learning is gradual, cycles relatively slowly, 
responding to inter-cyclical performance feedback. Knowledge is 
absorbed incrementally, often vicariously. Theories therefore assume 
broadly adaptive processes, driven by experience and performance feed-
back, iterating in punctuated gradualism over time. Moreover, owing to 
limited capabilities and behavioral contingency, human learning is often 
incomplete. In contrast, artificial learning is increasingly powerful, fast, 
and self-generative. Indeed, for today’s most advanced artificial agents, it 
may only take minutes or hours to perform complex learning tasks, which 
no human agent could ever complete. Compounding the challenge, arti-
ficial feedforward mechanisms are largely inaccessible to consciousness, 
given the relatively sluggish, insensitive nature of human monitoring. 
When combined, these divergent capabilities produce novel risks for aug-
mented agents. Artificial processes could race ahead, while humans con-
stantly struggle to keep up. Human attention spans may continue to 
shrink, while digitalized content is compressed and commoditized 
(Govindarajan & Srivastava, 2020). Recall that similar effects drive 
entrogenous divergence in Fig. 2.4. Learning could be simultaneously 
adaptive and generative, fast and slow, over-complete and incomplete. At 
the same time, human supervision could import erroneous myopia, bias, 
and noise, and digital augmentation will reinforce and amplify these lim-
itations.  In these situations, learning will be dysfunctional  and lead to 
functional losses.

Existing theories of learning are ill-equipped to conceptualize and 
explain these risks. Theories typically assume the gradual, progressive 
absorption of knowledge and skills (Lewin et al., 2011). Myopic learning, 
insensitivity to feedback, and sluggishness are the main foci of scholarly 
attention, which makes perfect sense in a pre-digital world. For the same 
reasons, the risks of overlearning and over-absorption receive little atten-
tion. It is no surprise, therefore, that existing theories are ill-equipped to 
explain the effects of digitally augmented hyperopia, hyperactivity, and 
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hypersensitivity, and the resulting risks of dyssynchronous, discontinu-
ous updating, and ambiactive learning. In fact, to date, most of these 
risks are not even conceptualized in theories of learning.

The opposite is true for research in computer science and artificial intel-
ligence. In these domains, overlearning, hypersensitivity, and hyperactiv-
ity already receive significant attention (Panchal et  al., 2011), which is 
fully explicable because the risks are clear and growing. They interrupt and 
confuse artificial learning, leading to functional losses. Consider the con-
trol of autonomous vehicles once again. In an emergency, the artificial 
components of the augmented system should prioritize rapid approximate 
learning over slow exact learning. For example, there is no need to distin-
guish a pedestrian’s age or gender before stopping to avoid a collision (Riaz 
et  al., 2018). Overlearning would delay action and  be disastrous. 
Comparable trade-offs will arise in other augmented domains, including 
the piloting of aircraft, as discussed earlier. Supervised trade-offs will be 
critical, balancing the complexity of updates versus learning rates, given 
the context and goals. If well supervised, augmented agents can enjoy 
significant benefits. They will incorporate the best of human experience 
and commitment, and the best of artificial computation and discovery.

Furthermore, digitally augmented agents will recompose metamodels 
of learning in real time, to maintain metamodel fit as contexts change. To 
do so, they will rely heavily on entrogenous mediators, namely intelligent 
sensory perception, performative action generation, and contextual learn-
ing. Every phase of learning will be intelligent and generative, rather than 
procedural and incremental. In this fashion, digitally augmented learning 
enables adaptive learning by design. But this raises additional questions. 
How much of augmented learning will be accessible to human conscious-
ness and supervision, or will it be an opaque product of artificial intelli-
gence? And if the latter proves true, could this lead to a new type of 
superstitious learning, in which humans absorb outcomes without under-
standing how or why they came about? In fact, we already see some evi-
dence of this, in the opacity of deep learning and artificial neural networks. 
These systems are widely applied in augmented systems, but important 
features can remain hidden and not explainable, even to the developers 
(Pan et al., 2019).
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 Problematics of Learning

When viewed collectively, these developments signal a major change in 
the problematics of learning. To begin with, recall that modernity prob-
lematizes the following: how and to what degree, can human beings tran-
scend their natural limits through learning, to be more fully rational, 
empathic, and fulfilled? Digitalization prompts additional questions. To 
begin with, how can human beings collaborate closely with artificial 
agents in learning while remaining genuinely autonomous in reasoning, 
belief, and choice? Relatedly, how can humans absorb digitally aug-
mented learning while preserving their natural intuitions, instincts, and 
commitments? And how can digitally augmented institutions and orga-
nizations, conceived as collective agents, fully exploit artificial learning 
while avoiding extremes of digitalized determinism? Also, how can 
humanity ensure fair access to the benefits of digitally augmented learn-
ing and not allow it to perpetuate inequality, discrimination, and injus-
tice? Finally, how will human and artificial agents trust and respect each 
other in collaborative learning, despite their different levels of capability 
and potentiality? The metamodels and mechanisms described here can 
help guide research into these questions.
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9
Self-Generation

Modern persons are most fulfilled when they freely choose who to be and 
become in the world. In other words, they flourish best through autono-
mous self-generation, which is  to manage one’s own development and 
reproduction without external direction. At the individual level, people 
self-generate career paths, social identities, and autobiographical narra-
tives (McAdams, 2013). Options for doing so are found in culture 
and  community, which provide choice sets of possible selves and life 
courses. Similarly, groups and larger collectives self-generate through 
organized goal pursuit and the composition of shared narratives (Bruner, 
2002). Options at this level emerge from culture, social ecology, and his-
tory. These choice sets also comprise metamodels of self-generative poten-
tiality, that is, related sets of self-generative models. Any choice will 
therefore instantiate one or other agentic metamodel.

Self-generative potentiality also varies from culture to culture, between 
social-economic groups, and across historical periods. Regarding the past, 
as previous chapters explain, in premodern contexts, agentic potentiality 
was tightly constrained. Metamodels of agency were relatively fixed and 
stable and provided few degrees of self-generative freedom. For most peo-
ple in premodernity, life was dominated by tradition and templates for 
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survival. Living a good life meant having physical security, food and shel-
ter, family continuity, and the replication of communal rituals and norms. 
Similar principles are applied at the collective level. Social organization 
was stable and patriarchal. Collective self-generation referenced embedded 
norms and established orders. Indeed, these are the core features of the 
replicative, agentic metamodel which dominated during premodernity.

By contrast, during the modern era, self-generative potentiality 
expanded greatly, at least for many. As capabilities and endowments 
increased, people enjoyed greater degrees of freedom and choice, to 
develop as autonomous, self-efficacious agents. In many societies, cul-
tural norms have shifted in the same direction, to encourage personal 
ambition and mobility. Reflecting such freedom, the modern period is 
characterized by self-generative possibility. It aspires to liberate human 
potential, transcending the premodern focus on survival and fate. 
Modernity tells a story of progress, reasoning mind, scientific discovery, 
and innovation, all dedicated to the “social conquest of earth” (Wilson, 
2012). And to be sure, progressive social policies and economic growth 
have expanded self-generative capability and potentiality. Technological 
innovation, improvements in education, public health, participatory gov-
ernment, and free market economies have combined to lift many (though 
not all) from historic deprivation and ignorance. For example, the career 
path of entrepreneurship is now a well-established option in contempo-
rary societies (McAdams, 2006). It incorporates values of autonomy and 
exploration, a preference for risk-taking, creativity, and organized goal 
pursuit—all qualities which exemplify the adaptive, agentic metamodel 
of modernity. Production and consumption have also grown, leading to 
a predictable emphasis on the acquisition of goods and services, and the 
enjoyment of their utility.

Nevertheless, self-generation often falls short of aspirations, owing to 
enduring constraints and deficits. To begin with, options remain limited 
for many. Survival may be the best a person or community can hope for. 
What is more, self-generation can also disappoint in relatively abundant 
environments. Even if better, more varied self-generative options emerge, 
they might prove difficult to realize, because agents are incapable of 
choice and lack conversion capabilities, being the capabilities required to 
exploit the opportunities one has (Sen, 2000). Hence, owing to 
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increasing complexity and limited capabilities, people neither discrimi-
nate between options nor convert them into reality. The expansion of 
potentiality overwhelms them. In these situations, many rely on social 
docility instead. They adopt the career and life path recommended by 
their community or family. Although that said, this kind of docility is 
often satisfying, especially in relatively munificent societies. Living a stan-
dard life in a plentiful world can be fulfilling enough.

Contemporary digitalization amplifies these opportunities and chal-
lenges. For example, at the individual level, digitalization provides new 
ways for people to curate and share memories, form new relationships, 
and choose alternative identities and futures. Digitalization also creates 
fresh opportunities at the collective level, to organize, collaborate, pursue 
common goals, and compose new narratives. Artificial agency points in 
the same direction. Particularly, today’s most advanced systems are fully 
self-generative and globally connected. In these respects, human and arti-
ficial agents are increasingly compatible, as intelligent self-generative 
agents. A pluralistic world of augmented potentiality is fast emerging. 
However, at the same time, digitalization amplifies the dilemmas of 
munificence described earlier. Presented with a rapidly expanding range 
of self-generative options, many are unprepared, resistant, or over-
whelmed, by the range and complexity of choice. They resist, delay, or 
retreat from digitalized, self-generative options (see Kozyreva et al., 2020).

Ironically, therefore, and in contrast to earlier periods, digitally aug-
mented self-generation may disappoint because of too many opportuni-
ties and resources, rather than too few. To be sure, self-generative 
potentiality will increase, but if human capabilities lag, the freedom to 
choose will decline. In fact, recent studies report such effects (e.g., Scott 
et  al., 2017). They show that digitally augmented self-generation can 
skew toward such extremes. People might resist digitalization on some 
dimensions, feel blocked and incapable in other ways, or retreat to their 
priors, while others surrender to digital determination (Collins, 2018). 
For example, in curating an online persona, some people deliberately 
avoid information about alternative life choices, yet struggle to search the 
sources they trust, and therefore rely on artificial agents to determine 
their choices. In this fashion, digital  augmentation might narrow and 
distort self-generation.

9 Self-Generation 
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9.1  Self-Generative Dilemmas

In fact, self-generative trade-offs are the norm. All agents compromise to 
some degree, as they balance self-generative freedom with the need for 
coherence and control (Bandura, 1997; Schwartz, 2000). One common 
strategy is to limit the range of options under consideration. As I explained 
earlier, people often simplify choice by relying on docility within the 
social world (Ryan & Deci, 2006). They defer to culture and convention, 
rather than autonomous reflection, when making self-generative choices. 
They adopt myopic life paths and focus on singular domains of being and 
doing. To be sure, myopia and social docility simplify choice (Bargh & 
Williams, 2006). Myopic choices are typically clear and predictable. And 
docility allows people to find psychosocial meaning and continuity 
within culture (McAdams, 2001). They choose from a preexisting set of 
possible futures, confident in their meaning and feasibility. By choosing 
mimetic life paths, therefore, agents can self-generate with a modest sense 
of autonomy, while securing coherence and consistency.

 Sources of Disturbance

However, self-generative coherence is easily disturbed, especially if the 
choice set suddenly contracts or expands. Regarding the contraction of 
choice, a sudden loss of resources or social order will reduce the range 
of self-generative options. Disease, social disorder, or economic depres-
sion may strike, and sometimes all three, as in times of global pan-
demic. When such events occur, there are fewer opportunities and 
degrees of freedom for self-generation. Potentiality shrinks and lives are 
disrupted. In contrast, regarding the sudden expansion of choice, a 
rapid increase in resources, capabilities, or endowments will enhance 
options for self- generation. For example, a person may unexpectedly 
inherit a fortune, or be transported to an abundant environment, or 
gain access to extraordinary knowledge and capabilities. Similarly, a 
community might discover vast, untapped resources. Self-generative 
choice sets rapidly expand.
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However, plentiful choice is unusual and presents different challenges. 
As stated above, some agents struggle to appreciate an expanded range of 
possibilities and find it hard to discriminate and order preferences. And 
even if they can choose, they may fail to realize their choice, owing to 
inadequate conversion capabilities and lack of requisite resources, espe-
cially when self-generative options are novel and complex. Hence, people 
are myopic and simplify choice. They make singular, predictable life 
choices. Opportunities are missed, and sometimes intentionally avoided 
(Bandura, 2006). In any case, self-generative abundance is exceptional. 
For most individuals and communities, the opposite is true. They endure 
deprivation as a permanent condition and have few self-generative 
options at the best of times (Sen, 2000). Not surprisingly, therefore, the 
dilemmas of munificence are rarely studied, apart from some fictional 
accounts (e.g., Forster, 1928; Huxley, 1998), and almost never treated as 
problematic. Rather, scholarly attention rightly focuses on persistent lim-
itations and deprivation.

 Digital Augmentation of Self-Generation

Digitalization promises a qualitative shift in this regard. Quite simply, it 
affords more options for being, doing, and becoming. By leveraging digi-
talized capabilities, augmented agents will be able to combine different 
modes of action and becoming, self-generating dynamically in real time. 
Consider clinical medicine once again. In this domain, augmented 
human-machine agents (clinicians and computers) will combine empa-
thy and personality, associative and speculative analysis, clinical expertise 
and robotic capability, plus predictive scenario modeling, all simultane-
ously in real time. Working together, they will take patient care to a new 
level.  In this fashion, digitalization will enable more dynamic, flexible 
self-generation by clinicians, as people and professionals. More generally, 
it will allow augmented agents to function effectively across multiple 
modes of being and doing (see Chen & Dalmau, 2005), that is, to col-
laborate in ambidextrous self-generation.

Digitalization therefore continues the narrative of modernity, toward 
richer self-generative capability and potentiality, but now at great scale 
and speed (Bandura, 2015). In fact, the digital augmentation of 
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self- generation will constitute a historic transformation, at least for many, 
toward self-generative abundance and ambidexterity, in contrast to his-
toric patterns of limited, singular modes of activity and self-generation. 
Already, digital networks allow people to adopt new modes of action and 
compose alternative narratives within virtual worlds. Similarly, online 
communities proliferate, while digital platforms support innovative social 
and organizational forms (Baldwin, 2012). Moreover, future innovations 
will accelerate these trends. Even at the bottom of the socioeconomic 
pyramid, digitalization allows a growing number of people to aspire to 
forms of life and action which were previously inconceivable (Mbuyisa & 
Leonard, 2017).

Nevertheless, as noted earlier, some people will retreat, resist, feel 
blocked, or simply be incapable of embracing new possibilities. Indeed, 
most people are poor at combining new and different modes of action. 
For example, many cannot synthesize associative and calculative intelli-
gence, nor can they combine creativity and computation (see Malik et al., 
2017). Similarly, they struggle to absorb alternative modes of being and 
doing in social life. Most people are not ambidextrous in these respects. 
In fact, this limitation is reflected in the classic metamodel of industrial 
modernity: the strict division of labor, singular domains of training and 
efficacy, and path-dependent careers. For this reason, contemporary edu-
cational and training programs try to develop ambidextrous capabilities, 
especially in managing opportunity and innovation (O’Reilly & 
Tushman, 2013).

Other people will retreat or resist the digital augmentation of self- 
generation, especially those who are deeply committed to cultural tradi-
tions or have inflexible assumptions about the ideal self. For these people, 
digital augmentation will not expand self-generative potentiality. It will 
reinforce myopic priors instead. For example, studies document the pro-
liferation of online xenophobia against alternative life choices (Chetty & 
Alathur, 2018). At the opposite extreme, some people could overly relax 
and abandon their prior commitments. Instead of maintaining cultural 
norms and values, and seeking to own their own choices, they may sur-
render to artificial control and become digitally docile. Their domains of 
action, even careers and life paths, will be determined by artificial sources. 
Risks therefore emerge at every extreme. Neither retreat, resistance, 
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blockage, nor surrender are effective responses to the digital augmenta-
tion of self-generation.

 Dilemmas of Augmentation

New dilemmas thus emerge for augmented agents, as they seek to self- 
generate. On the one hand, artificial agents are increasingly self- generative, 
able to combine different modes of action and intelligence in real time, 
far beyond the reach of human capabilities and consciousness. While on 
the other hand, humans are typically sluggish and myopic in self- 
generation and tend toward singular modes of being and doing. Therefore, 
when human and artificial agents collaborate as augmented agents, they 
bring different self-generative strengths and weaknesses. If poorly super-
vised, the combined system could be singular  and path dependent in 
human respects, but variable and dynamic in artificial terms. This will 
result in divergent, distorted patterns of self-generative ambidexterity. 
Agents will combine singular,  exploitative modes of human self- 
generation, with flexible,  exploratory modes of artificial  self- 
generation.  Alternatively, one agent might dominate the other  and 
self-generation is highly convergent, for example, when people surrender 
to artificial determination.

This presents another supervisory challenge for augmented agents. 
They must find an appropriate ambidextrous balance, that is, combining 
human and artificial modes of self-generation to maximize metamodel 
fit. If supervision is poor, however, the result will be dysfunctional diver-
gence or convergence. Consider the following example. Assume that some 
years ago, a woman or man trained to be a schoolteacher  and learned 
traditional pedagogical methods. A predictable life course lay ahead. 
However, more recently, rapid digitalization, pandemic risks, and other 
social developments, require the teacher to master digitally aug-
mented techniques and tools. In other words, the teacher must now col-
laborate in ambidextrous self-generation. However, she or he may resist 
or feel blocked, and default to prior knowledge and procedures. The risk, 
therefore, is that human and artificial self-generation will be divergent 
and dysfunctional. Digitally augmented self-generation would be a 
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distorted form of ambidexterity, in which both agents are likely to 
obstruct each other. In fact, recent studies show that this is already hap-
pening (e.g., Salmela-Aro et al., 2019).

These dilemmas suggest a major shift in the problematics of self- 
generation. As noted above, modern scholarship rightly focuses on the 
persistent deprivations and limitations which constrain self-generation 
(Sen, 2017a). However, in a highly digitalized world, the problematics of 
self-generation expand. In addition to overcoming limits and deprivation, 
humanity must learn to appreciate and absorb digitally augmented poten-
tiality. Lifelong learning and self-regeneration will become the norm. New 
questions therefore arise: how can human and artificial agents collaborate 
in dynamic self-generation, learning to be jointly ambidextrous in this 
regard, while ensuring human coherence and continuity; and what will 
count as well-being and flourishing, in a digitally augmented world?

 Summary of Augmented Self-Generation

In summary, whether for good or ill, digitalization is transforming estab-
lished patterns of self-generation. On the one hand, artificial self- 
generation is increasingly exploratory and autonomous, as artificial agents 
compose and recompose themselves. By incorporating these capabilities, 
augmented agents will be capable of multiple modes of being, doing, and 
becoming. They will be ambidextrous in this regard, combining both 
human and artificial modes of self-generation. On the other hand, how-
ever, human agents naturally possess limited capabilities and often remain 
committed to exploiting  singular narratives and traditional  life paths. 
They are persistently non-ambidextrous, unless trained to be otherwise. 
When both types of agent combine in augmented agency, the result could 
be self-generative divergence  or convergence.  Regarding divergence, 
human self-generative functioning will combine and conflict with artifi-
cial functioning (e.g., Levy, 2018). And regarding convergence,  some 
people will either overtake or surrender to artificial self-generation. The 
digital augmentation of self-generation therefore focuses this book’s core 
question: how to be and remain agentic in a digitalized world? The chal-
lenge is to supervise self-generation in ways which exploit new capabilities 
and potentialities, while respecting human choices and commitments.
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9.2  Illustrations of Self-Generation

The preceding argument identifies the following principles. Human and 
artificial agents are situated, complex, open, and adaptive systems. Both 
exhibit varying degrees of self-generative capability and potentiality. 
However, humans have limited capability to discriminate, choose, and 
explore new self-generative options. Instead, they often exploit  singu-
lar  and predictable modes of self-generation, while artificial agents are 
increasingly dynamic and exploratory. In consequence, many humans 
will retreat, resist, feel blocked, or simply surrender, in response to the 
digital augmentation of self-generation. In these situations, digitalization 
will produce distorted forms of self-generative ambidexterity. Assuming 
these principles, the following sections illustrate major scenarios of self- 
generation, including the new patterns emerging in today’s augmented 
world. The first illustration shows the baseline of modernity.

 Self-Generation in Modernity

As earlier sections explain, modernity aspires to develop autonomous rea-
soning persons who can self-generate their own life path. Contemporary 
educational and behavioral interventions exemplify these aspirations, as do 
modern institutions and organizations (Scott, 2004). Figure 9.1 illustrates 
the self-generative metamodels within such a world. The figure focuses on 
the core challenge discussed in the previous section, namely, the capability 
of agents to discriminate and choose between self-generative options—the 
major risk being that people discriminate poorly, often resist or surrender, 
and fail to maximize choice. To capture these effects, the figure compares 
the complexity of self-generative metamodels to the degree of discriminate 
ranking between them. The figure further assumes capabilities at level L2, 
with a moderate level of technological assistance. It also assumes that the 
more complex the self- generative choice set, or metamodel of self-genera-
tion, the less discriminated it is likely to be, and vice versa.

The figure then depicts four metamodels of self-generative choice. 
Quadrant 1 combines complex self-generative models, with highly dis-
criminate ranking of them. This implies that agents can make a best 
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choice about a complex model. Hence, these choices are optimizing. But 
they demand strong ambidextrous, self-generative  capabilities, which 
enable agents to discriminate and combine multiple, complex options. 
Second, quadrant 2 combines complex self-generative models, with less 
discriminate ranking. Such choices will be maximizing. Agents will 
incompletely rank complex options and choose one which is no worse 
than alternatives. This scenario assumes moderate ambidextrous capabili-
ties and is more feasible in this respect. Indeed, it accords with observed 
reality: people often choose no worse versions of complex life paths—for 
example, adopting an entrepreneurial career, in which options are com-
plex and hard to rank. Next, quadrant 3 combines less complex self- 
generative models with highly discriminate ranking of them. Such choices 
will also be maximizing, owing to the almost complete rank ordering of 
less complex options. This metamodel also assumes moderate ambidex-
trous  capabilities. And once again, it accords with observation: many 
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people choose the best version of a simpler life path, for example, striving 
to achieve elite career status in a highly regulated community or profes-
sion. Finally, quadrant 4 combines less complex self-generative models 
with less discriminate ranking. These choices will be practical, meaning 
they are feasible and likely to succeed, and adequate for being a self- 
generative agent in the world. Not surprisingly, this metamodel assumes 
lesser capabilities and is therefore very feasible. Arguably, many individu-
als and collectives exhibit this type of self-generation: choosing a no worse 
version of a simpler life path. Making routine, mimetic choices in a mod-
ern world and being adequately fulfilled by doing so.

Figure 9.1 also shows further details. Different metamodels of self- 
generation, or model choice sets, are shown by the oval shapes N2, D2, 
and P2. First, it is important to note, that these metamodels do not 
encompass much of the optimizing quadrant 1. Such choices are ideal 
and inspirational, but difficult to rank and realize, owing to their extreme 
complexity and the required level of discrimination. Second, N2 is pri-
marily overlapping quadrant 3, which combines simplified models, with 
highly discriminate ranking of them. These options will be maximizing, 
with respect to the complete ordering of simplified, self-generative mod-
els. This metamodel therefore assumes moderate capabilities, at best. It is 
also more normative and calculative, for example, by planning to achieve 
elite status within a regulated community or profession. Hence, the sym-
bol N  is employed. Third, the metamodel D2 is primarily overlapping 
quadrant 2, which combines complex self-generative models, with par-
tial, less discriminate ranking. It also assumes moderate capabilities. 
These options are maximizing, with respect to the incomplete rank order-
ing of complex models. Hence, the symbol D is used, and  the  self- 
generative options in D2 are more descriptive, intuitive, associative, and 
harder to discriminate—for example, choosing an entrepreneurial career 
and life path. And fourth, the metamodel P2 largely overlaps quadrant 4, 
which illustrates a practical self-generated life in the modern world, fol-
lowing a narrow, routine path with modest expectations or aspirations, 
which is adequate, feasible, and hence the most frequent choice.

Note that the figure also shows another scenario labeled P1. This indi-
cates the practical self-generative choices of a premodern world. Clearly, 
P1 is even less complex and discriminated than P2, and P2 only partly 
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overlaps P1. This illustrates the fact that much of self-generative practical-
ity in the premodern world is insufficient for modernity. For example, a 
peasant life may be practical and adequate in premodernity, but inade-
quate and dissatisfying during modernity. By the same token, much 
of self-generative practicality in modernity would be exceptional during 
premodernity. For example, social and economic mobility are widely 
viewed as feasible and adequate in modern societies but were exceptional 
and elite in premodern times.

Furthermore, the metamodels N2 and D2 are significantly distinct, 
shown by their small overlap with P2. Self-generation in the modern 
world is dualistic, in this regard, and therefore agents must be efficacious 
in different types of choice, often at the same time, if they hope to 
embrace both. In other words, they must be ambidextrous, learning to 
explore and exploit different life paths simultaneously (see Kahneman, 
2011). For example, imagine living a typical family life, striving to opti-
mize stability and continuity, while pursuing a highly creative, risky 
entrepreneurial career. In such a life, integration and coherence are not 
guaranteed. To manage these dilemmas, modern agents must develop 
ambidextrous efficacies across diverse modes of being, doing, and 
becoming.

 Divergent Augmented Self-Generation

Now consider the digitally augmented world, in which self-generative 
capabilities and potentialities are greatly enhanced. Central features 
include the collaboration of human and artificial agents in systems of 
augmented agency; highly creative, compositive methods of self- 
generation; and rapid learning, both intra-cyclical and inter-cyclical. In 
fact, augmented agents will have the capability to compose and update 
self-generative models during life phases, and potentially in real time. 
However, as I explained earlier, despite rapidly expanding capabilities and 
potentialities, many people will be slow to absorb these developments. 
Some will be resistant, retreat, feel blocked, or simply surrender. Figure 9.2 
illustrates this type of digitally augmented self-generation. Similar as the 
previous figure, Fig. 9.2 shows the complexity of self-generative models 
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on the vertical axis, from low to high, and the degree of discriminate 
ranking on the horizontal axis, also from low to high. Being digitally 
augmented, the figure assumes that capabilities have significantly 
expanded to L3, compared to the previous figure. Four quadrants then 
distinguish the same broad options as the preceding figure.

Next, the figure shows different metamodels or model choice sets. 
First, consider the oval shapes N3, D3, and P3. The shape P3 primarily 
overlaps the practical choice in segment 4. Hence, P3 illustrates the mini-
mal type of self-generation required, to live a practical life in a digitalized 
world. The figure also shows P3 partially overlaps the earlier metamodels 
of this kind. It overlaps a small portion of P1 and more of P2. This indi-
cates that practical self-generation in a digitalized world transcends the 
minimal standards of modern and premodern scenarios. Although, a lim-
ited number of premodern options may continue, perhaps cultural or 
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religious life choices, and a good portion of modern options as well. 
However, significant aspects of self-generative normality in the digitalized 
world will be exceptional, relative to earlier periods. For example, thanks 
to digitalization, global connection and collaboration are standard fea-
tures of self-generation for many people today, but these attributes were 
exceptional and elite during much of modernity and would be signs of 
divinity in premodern societies.

Furthermore, the metamodels N3 and D3 are very distinct, shown by 
their relatively minor overlap with each other and P3. Self-generation is 
therefore highly divergent. The scenarios are skewed toward distorted 
forms of ambidexterity. In fact, this suggests opposing human and artifi-
cial self-generative processes, and self-generation is highly dualistic. Such 
dualism was less problematic in earlier modern contexts, which are more 
forgiving in these respects. However, in highly digitalized contexts, 
extreme self-generative divergence is more likely. There is a significant 
risk that self-generation will exhibit ambidextrous distortion. Figure 9.2 
depicts exactly this. And in such cases, there is a high risk of psychosocial 
incoherence for personalities, groups, and collectives. Effective supervi-
sion will be critical to avoid such extremes.

 Convergent Augmented Self-Generation

In other digitalized contexts, augmented agents will be more balanced 
and maximize metamodel fit. Artificial agents will be empathic and sup-
port humans to choose and pursue richer life paths. Human agents will 
then enjoy more fulfilling, self-generative choices. However, to achieve 
this, both types of agent need to take significant steps. First, human 
agents will have to relax some traditional commitments, including fixed 
narratives, and embrace lifelong learning. Second, artificial agents will 
have to develop genuine empathy for human needs and aspirations, while 
resisting distorting myopia and bias. If human and artificial agents can 
achieve this type of ambidextrous  collaboration, the universe of self- 
generative potentiality will expand dramatically. Figure 9.3 illustrates this 
type of balanced self-generation by augmented agents.
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Once again, the figure shows the complexity of models on the vertical 
axis and the degree of discriminate ranking on the horizontal axis. The 
four quadrants show the same general choice options as the preceding 
two figures. The notable change is that the metamodels labeled N4, D4, 
and P4 are more convergent when compared to the divergent set in the 
preceding figure. All three metamodels now overlap to significant degree. 
This illustrates the fact that in this scenario, human and artificial self- 
generation are broadly convergent, rather than divergent. The augmented 
agent exhibits strong ambidextrous capabilities.

In contrast to the preceding figure, therefore, N4 and D4 are more con-
vergent, although they retain modest distinction. They do not fully over-
lap, which shows that self-generation is not fully digitalized. Significant 
degrees of freedom remain, allowing space for human intuition and 
imagination as well as purely artificial self-generation in D4 and  N4. 
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Hence, these metamodels are less polarized and dualistic, and more con-
tinuous and pluralistic. They synthesize human and artificial self- 
generation in a balanced, ambidextrous fashion. Finally, the practical 
metamodel P4 overlaps prior scenarios, but is larger than both P2 and P3. 
What was exceptional or impossible, even in the recent digital past, is 
now practical and feasible. In summary, the metamodels in Fig.  9.3 
achieve strong fit and largely mitigate the risk of psychosocial incoher-
ence. Agents enjoy the benefits of augmented self-generation.

9.3  Implications for Human Flourishing

Throughout recorded history, including the recent past, self-generative 
options have been strictly limited for most individuals and communities. 
Choices have been few, owing to limited capabilities, resources, and 
opportunities. Hence, the dominant concern for modern scholars, policy 
makers, and practitioners is to empower self-generation by overcoming 
deficits, growing endowments, and providing opportunities to learn and 
develop—the ultimate goal being to expand well-being and the prospects 
for human flourishing (Sen, 2017b). In the contemporary world, digita-
lization raises additional concerns, for it promises unprecedented self-
generative capabilities and potentialities. New opportunities and risks 
emerge for digitally augmented self-generation.

 Self-Generative Risks

First, some people will retreat or actively resist the digital augmentation 
of self-regulation. These people might be deeply committed to priors 
about well-being and what counts as a good life, often grounded in cul-
tural traditions. For these people, new versions of the self and alternative 
narratives will be threatening, seen as a source of disturbance and devi-
ance. Hence, these people will fight back and resist, or flee from digitali-
zation to established life choices. We already see evidence of this among 
groups which are  dedicated to traditional values and norms. Though 
their resistance is not inherently mistaken or destructive, because it can 
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reflect sincerely held values and commitments which are genuinely at 
risk. However, to retreat or resist means that these groups will not enjoy 
the potential benefits of digitally augmented self-generation.

Second, poor supervision could also lead to a sense of blockage and 
existential floundering. Many people are not prepared for a rapid increase 
in self-generative capabilities and potentialities. Older generations  and 
cultures, especially, are accustomed to slow self-generative cycles, stretch-
ing across autobiographical life phases (Conway & Pleydell-Pearce, 
2000). At the same time, they may have deeply encoded assumptions 
about well-being and what counts as a good life. Therefore, they may use 
digitally augmented capabilities to reinforce myopic priors about the self 
and world. But such outcomes will be deeply ironic. These agents will 
enjoy greater self-generative potentiality yet fail to exploit and convert 
these opportunities. In this sense, augmented self-generation would lead 
to existential floundering: agents will have more plentiful, varied self- 
generative options, but they will be incapable of preferential choice. 
Instead of flourishing, they will feel blocked and flounder.

Third, there is an equal risk of existential floating if people overly relax 
or abandon prior commitments. To begin with, human beings are natu-
rally sociable and docile and often refer to others when making life and 
career choices. If they are overly docile to artificial influence, however, 
these systems might take control. This leads to another ironic outcome. 
Digital augmentation will enhance self-generative potentiality, but may 
ultimately reduce freedom, if it encourages docility and dependence. 
Even worse, these effects could be deliberately engineered by powerful 
actors, as a means of social domination. Evidence suggests that some are 
attempting this already (Helbing et  al., 2019). They encourage and 
reward digital docility, while penalizing autonomy. In these ways, whether 
by default or design, augmented self-generation may result in existential 
floating. People would disengage from autonomous choice, and drift on 
a rising tide of perceived well-being. Many could also develop a false 
sense of self-efficacy. But in reality, the locus of self-generative control 
would shift, away from human and toward artificial sources (Stoycheff 
et al., 2018). Recognizing this risk, some psychologists are investigating 
ways to maintain agentic autonomy in digitalized contexts, through the 
development of self-regulatory skills, the deliberate avoidance of some 
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digital influences, and boosting resilience against manipulation (Kozyreva 
et al., 2020). In fact, this research illustrates the positive supervision of 
digitally augmented self-generation.

 Social and Behavioral Theories

Agentic self-generation also plays a central role in numerous social and 
behavioral theories. For example, it has major implications for psychoso-
cial development and biographical decision-making (Bandura, 2006). 
Collective self-generation is equally important for institutions and orga-
nizations. Indeed, collectives can be defined in terms of their self- 
generative characteristics: goal oriented and purposive, with identities 
and aspirations, organizing to achieve goals and grow over time (Bandura, 
2001; Scott & Davis, 2007). Self-generation is also widely viewed as a 
necessary precondition of human freedom and flourishing, and increas-
ingly for employee engagement (Sen, 2000). However, as already noted, 
most prior research has focused on limitations and obstacles to freedom 
and flourishing. Moving forward, theories will also need to accommodate 
the digitalized expansion of capabilities and potentialities. The novel 
problem is having too much, rather than too little. Fresh problematics 
thus emerge: how to integrate artificial agents into human self- generation, 
without falling into retreat, resistance, blockage, or surrender; and how to 
enhance human flourishing through digital augmentation while preserv-
ing core human values and commitments.

Furthermore, most self-generative choices reflect cultural narratives of 
meaning and value. As Nelson Goodman (1978) explains, communities 
join together in cultural worldmaking and people’s lives unfold within 
these worlds. In his conception, worldmaking captures the essence of 
cultural community, including its categories of perceived reality, value, 
truth, and beauty, which are typically expressed in language, faith, art, 
and scholarship. Goodman further explains that worldmaking “always 
starts from worlds already at hand; the making is a remaking” (ibid., 
p.  6). Like other expressions of self-generation, cultural worldmaking 
inherits and recomposes. Indeed, he writes that worldmaking emerges 
through “composition and decomposition and weighting of wholes and 
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kinds” (ibid., p. 14). In premodern times, such worldmaking was through 
shared myth and storytelling. Agentic transformation in this world was a 
heroic exception. Whereas during modernity, agentic self-transformation 
is possible for everyone, thanks to education, enlightened reasoning, 
social progress, and scientific discovery.

Extending this line of thought, digitally augmented worldmaking 
promises increasingly dynamic self-generation. Indeed, newly made 
worlds are proliferating, in online communities and networks, which 
augment cultural systems of value and meaning. Some are enriching, 
although many are not. In fact, poorly supervised worldmaking leads to 
cultural imbalance and distortion. It produces what Goodman calls “con-
flicting versions of worlds in the making,” which undermine cultural 
coherence. And to be sure, digitalization is no cultural panacea. In fact, it 
is possible that digitalization—seen in the context of ongoing industrial-
ization and environmental exploitation—will perpetuate unsustainable 
practices and degrade collective well-being. In these respects, digital aug-
mentation is part of a larger challenge: how to enhance shared meaning 
and value through collective self-generation, making worlds which are fit, 
fair, and sustainable for all?

As partners in augmented agency, therefore, human agents can hope 
for a world which offers better life choices, richer communal narratives, 
and new cultural experiences. However, to make such a world, human 
and artificial agents must learn to appreciate and choose maximizing 
options. They must also develop strong ambidextrous, self-generative 
capabilities. In the past, this type of self-generation was reserved for the 
gods and superhuman heroes (see Nietzsche, 1966). Within a highly 
digitalized world, however, augmented self-generation will empower all 
persons and communities, at least potentially, to transcend predeter-
mined life choices and fixed narratives, and travel more open, fulfill-
ing paths.

Human self-generation therefore strives to transcend limits, but almost 
never succeeds. Trade-offs are common: between the desire for freedom 
and effective control; between being and doing in the present, and future 
becoming; between individual autonomy and collective solidarity; and 
between the risk of loss and hope for gain. Against this backdrop, digital 
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augmentation is transforming self-generative capabilities and potentiali-
ties. Historic patterns of limitation and deprivation are complemented by 
new sources of empowerment and possibility. Digitally augmented ambi-
dextrous capabilities are now feasible for all. But this gives rise to novel 
dilemmas. On the positive side, if augmented self-generation is well 
supervised, the outcomes will be liberating and enriching. Human agents 
will enjoy unprecedented self-generative potentiality on a global scale. 
On the negative side, however, if augmented self-generation is poorly 
supervised, it could reduce the prospects for human flourishing. People 
might retreat, resist, feel blocked, or surrender. They could flee aug-
mented self-generation, by fighting back, floundering, or floating, rather 
than flourishing.
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10
Toward a Science of Augmented Agency

Previous chapters identify major dilemmas for digitally augmented 
humanity, which this book defines in terms of close collaboration between 
human and artificial agents. These dilemmas are largely owing to differ-
ences between human and artificial capabilities and potentialities, and 
the resulting tensions in their collaboration. Working together, human 
and artificial agents must learn to manage these challenges. Joint supervi-
sion will be critical. Otherwise, augmented agents will tend toward diver-
gent  or convergent, dysfunctional form and function. As preceding 
chapters also explain, these dilemmas give rise to the following novel 
problematics: how can human beings collaborate closely with artificial 
agents, while remaining genuinely autonomous in reasoning, belief, and 
choice; relatedly, how can humans integrate digital augmentation into 
their subjective and intersubjective lives, while preserving their identities, 
commitments, and psychosocial coherence; how can digitally augmented 
institutions and organizations, conceived as collective agents, fully exploit 
artificial capabilities, while avoiding extremes of digitalized docility, 
dependence, and determinism; how can humanity ensure fair access to 
the benefits of digital augmentation, and not allow them to perpetuate 
systemic discrimination, deprivation, and injustice; and finally, the most 
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novel and controversial challenge, which is how will human and artificial 
agents learn to understand, trust, and respect each other, despite their 
different capabilities and potentialities?

In fact, comparable challenges have arisen before, albeit in less advanced 
technological contexts. During each historical period of civilized human-
ity, there have been new agentic forms, functions, and associated chal-
lenges of supervision. In parallel, procedures and institutions have evolved 
to exploit and govern these transitions. For example, the premodern 
world produced artisan guilds and councils, while modernity created 
institutions to regulate markets, industries, professions and more. 
However, such historic transitions are problematic too, because major 
socioeconomic change disrupts established orders and exposes the limita-
tions of existing institutions. Once again, modernity is illustrative. 
Throughout the modern industrial period, different stakeholder groups 
have struggled over issues of governance, the distribution of resources, 
access to opportunities, and the rights and duties of employees versus 
owners. This has often led to major social and political disruption, and 
sometimes revolution.

Mass digitalization continues this historic trend, at unprecedented 
speed and scale. In fact, as earlier chapters explain, digitalization signals a 
major shift in human experience and organization. Digital technologies 
reach far more deeply into all aspects of agentic form and function, com-
pared to earlier periods. Prompting some to predict a type of singularity, 
in which artificial intelligence equals and perhaps surpasses the human, 
and both then fuse to become effectively one (Eden et  al., 2015). 
Preceding chapters list some of the enabling technologies, including arti-
ficial empathy and personality, and brain-machine engineering. In any 
case, whether singularity happens or not, human and artificial agents are 
ready subjects for a science of digitally augmented agency.

10.1 Science of Augmented Agency

This science is clearly needed. Augmented agents must know how to 
supervise their increasingly close collaboration, maintaining appropriate 
levels of convergence and divergence, and thus maximizing metamodel 
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fit. A science of augmented agency will support many of the required 
tools and techniques. Without such capabilities, however, poor supervi-
sion will result in dysfunctional patterns of ambimodality, ambiopia, 
ambiactivity, and ambidexterity. Moreover, as this terminology clearly 
demonstrates, the conceptual architecture of modern human science fails 
to capture important features of digital augmentation. I therefore import 
a few concepts from other fields. Table  10.1 lists these conceptual 
innovations.

The first new concept is ambimodal, which comes from chemistry and 
refers to transition or transformation processes which lead to multiple 
outcome states. In this book, the term refers to single processes which 
generate different modal characteristics, and more specifically, to agentic 
forms and functions which combine artificial compression with human 
layering. The second conceptual innovation is hyperopia, which is bor-
rowed from ophthalmology, and refers to farsighted vision, the opposite 
of myopia. In this book, hyperopia refers to farsighted problem sampling 

Table 10.1 New concepts and terms

Term Conceptual meaning Sample uses

Ambimodal Processes and systems which produce 
multiple outcome states, for example, 
both compressed and layered agentic 
modalities

Yang et al. (2018), 
Chen et al. (2018)

Hyperopic Farsighted expansive processes, especially 
in sampling and search, the opposite of 
myopia

Remeseiro et al. 
(2018), Tunyi et al. 
(2019)

Ambiopic Processes and systems which combine 
nearsighted myopia and farsighted 
hyperopia

Smolarz-Dudarewicz 
et al. (1980), 
Buetow (2020)

Empathice To satisfice in solving problems of other 
minds, rather than seeking to optimize 
in cognitive empathizing

This term is original 
and new to the 
literature

Ambiactive Processes and systems which 
simultaneously stimulate and suppress 
complexity, sensitivity, and/or process 
cycle rates

Zukowski (2012), 
Carceroni et al. 
(2017)

Entrogenous Systematic mediators of in-betweenness 
among the different phases and 
modalities of digitally augmented 
agency

This term is original 
and new to the 
literature
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and solution search. In fact, the concept is already applied in some social 
and behavioral sciences. Third is the concept of ambiopia, which refers to 
double vision in ophthalmology, when one eye is myopic and the other is 
hyperopic. I use the term to describe processes which combine myopic 
and hyperopic, sampling and search, especially in problem-solving and 
cognitive empathizing. Fourth, the concept of empathicing is origi-
nal and refers to satisficing in solving problems of other minds, rather 
than seeking to optimize in cognitive empathizing. Fifth, the concept 
ambiactive is borrowed from biology and refers to processes which simul-
taneously suppress and stimulate the same type of effect. Here the term 
refers to processes which both suppress and stimulate levels of complex-
ity, sensitivity to variance, and processing rates. For example, an ambiac-
tive system of augmented agency could suppress human sensitivity and 
processing rates, while also stimulating artificial hypersensitivity and 
hyperactive rates. This book also employs the established concept of 
ambidexterity, to describe the combination of different modes of human 
and artificial self-generation.

As noted previously, the prefix “ambi” is consistent, meaning “both” in 
Latin. It captures the fundamental combinatorics of augmented human-
ity, which integrates human and artificial agents. In fact, comparable 
concerns occur throughout Western thought. During the premodern 
period, for instance, agentic combinatorics focused on the relationship 
between human and divine beings. Whereas in modernity, scholars inves-
tigate the combination of autonomous, reasoning persons within social 
collectives. Both periods emphasize different combinatorics, reflecting 
the stage of social and technological development at the time. In the 
period of digitalization, greater focus will be on human-machine interac-
tion. Granted, such combinatorics are observed in every period of civili-
zation, albeit involving lower levels of technological sophistication and 
capability. Human-machine processing has always exhibited divergent 
rates, ranges, and levels of complexity, combining fast and slow, near and 
far, simplification and complexity. However, contemporary digitalization 
massively expands such effects. The scale, scope, and speed of digital aug-
mentation are transformative. In consequence, augmented humanity will 
be characterized by dynamic agentic combinatorics. That said, human 
spirituality and autonomous reason will continue to matter greatly, but in 
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the context of increasingly augmented realities. The major risk will be 
that combining different human and artificial capabilities could result in 
distorted agentic forms and functions, which are either too divergent or 
convergent for a particular context.

Table 10.1 also includes another concept which is original and cap-
tures important novelties of the digitally augmented world, namely the 
concept of entrogenous, which refers to the systematic in-betweenness of 
digitalized mediators. Chapter 2 identifies three such mediators, which 
are central to augmented agency: intelligent sensory perception, perfor-
mative action generation, and contextual learning. Together, they allow 
augmented agents to learn, compose, and recompose, in a dynamic fash-
ion, updating form and function in real time. Importantly, these media-
tors are neither endogenous nor exogenous, relative to the boundaries 
they help to define. Rather, they are consistently in-between, processing 
potential form and function, and hence entrogenous. Recall that Fig. 2.4 
illustrates this type of mediation. It depicts three levels and rates of pro-
cessing and highlights the way in which human and artificial processes 
might diverge. The major driver of this effect is that artificial agents are 
inherently hyperopic, hyperactive, and hypersensitive, while humans are 
naturally myopic, relative sluggish, and insensitive. Hence, artificial and 
human processes could easily diverge in terms of their ranges, rates, and 
levels of precision and complexity.

 Dilemmas of Digital Augmentation

Extreme divergence will manifest in numerous ways. This book exposes a 
number of critical manifestations. First, ambimodal distortion will create 
poorly integrated agentic forms and functions, which are overly compressed 
and layered at the same time. Second, ambiopic distortion will lead to prob-
lem-solving which is overly complex and simplified on different dimen-
sions of problem representation and solution. Cognitive empathizing will 
be equally affected, when viewed as a type of complex problem-solving. 
Third, ambiactive distortion will produce dysfunctional self-regulation, 
evaluation of performance, and learning, in which relative human simplic-
ity, sluggishness, and insensitivity diverge from artificial complexity, 
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hypersensitivity, and hyperactivity. As a further consequence, ambiactive 
distortion heightens the risk of cognitive dissonance, extreme ambiguity, 
and ambivalence, especially regarding core beliefs and commitments, where 
commitment in this context is defined as being dedicated, feeling obligated 
and bound, to some value, belief, or pattern of action (Sen, 1985). Fourth, 
these distortions compound to produce divergent ambidextrous self-gener-
ation, in which augmented agents adopt poorly synchronized, conflicting 
modes of human and artificial self-generation. In summary, digital augmen-
tation could either enhance or diminish agentic form and function. 
Table 10.2 summarizes the resulting dilemmas of ambimodality, ambiopia, 
ambiactivity, and ambidexterity, plus the human and artificial tendencies 
for each, their potential risks and impact.

To mitigate these risks and maximize the opportunities of digitaliza-
tion, human and artificial agents must therefore strengthen the supervi-
sion of their combinatorics. More specifically, when joined in augmented 
agency, human and artificial agents must be sensitive to contextual vari-
ance and ecological dynamics, while managing their complementary 
strengths and weaknesses. In doing so, they will regularly compose and 
recompose metamodels and methods. The primary goal will be to achieve 
and maintain maximal fit on every dimension. But to achieve this type of 
supervision, we need to develop the science of augmented agency.

10.2 Hyperparameters of Future Science

Humans are quintessentially agentic when they seek scientific under-
standing: purposive, forward looking, reflective, and self-directed. This 
includes the effort to interpret and explain their own patterns of thought 
and action. In this respect, civilized humans have always been their own 
object of interpretation and study. The agentic self has been a problem for 
the self, even in premodern worlds of narrative myth. In like fashion, the 
scientific study of augmented agency will be a major domain of aug-
mented, agentic activity, which leads to an important insight: the science 
of augmented agency will exemplify the phenomena examined in earlier 
chapters. This science will be, itself, an expression of digitally augmented 
agency and its dilemmas, just as scientific thought and method are sub-
jects of study in modern human science.
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The science of augmented agency therefore faces the same challenges as 
other expressions of augmented agency. That is, issues arise regarding the 
specification of hyperparameters and metamodeling, plus the activation 
and upregulation, or deactivation and downregulation, of artificial and 
human processes. To begin with, metamodeling entails ontological 
hyperparameters, or the specification of fundamental categories of reality, 
both visible and hidden. Additional hyperparameters relate to epistemo-
logical properties, which specify logics and models of reasoning. Next, 
there are hyperparameters which define core activation and change 

Table 10.2 Risks for digitally augmented agency

Ambimodality Ambiopia Ambiactivity Ambidexterity

Human 
tendency

Low modal 
compression, 
and hence 
layered 
agentic form 
and function 

Myopic 
sampling and 
search 
(nearsighted, 
simplified 
processing)

Sluggish and 
insensitive 
(relatively low 
levels of 
activation)

Singular, 
mimetic 
modes of 
self- 
generation 

Artificial 
tendency

High modal 
compression, 
and hence 
flattened 
agentic form 
and function

Hyperopic 
sampling and 
search 
(farsighted, 
complex 
processing)

Hyperactive 
and 
hypersensitive 
(relatively 
high levels of 
activation)

Flexible, original 
modes of 
self-
generation

Combined 
tendency

Ambimodality 
produces 
mixed agentic 
forms and 
functions, 
which are 
compressed 
and layered

Ambiopic 
problem- 
solving which 
blends 
divergent 
myopia and 
hyperopia

Ambiactivity 
which both 
suppresses 
and 
stimulates 
activation 
mechanisms

Ambidextrous 
blend of 
singular 
human and 
flexible 
artificial 
modes of 
self- 
generation

Major risks Incoherent, 
fragile, and 
ineffective, 
augmented 
agentic 
ambimodality

Highly 
divergent and 
ambiopic 
problem-
solving, 
including 
cognitive 
empathizing

Highly 
ambiactive 
self-
regulation, 
evaluation of 
performance, 
and learning

Highly 
divergent and 
incoherent 
patterns of 
ambidextrous 
self- 
generation
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mechanisms, including potential sensitivity to variance and cycle rates. 
Following sections discuss each type of hyperparameter in relation to the 
science of augmented agency.

 Ontological Principles

In the science of augmented agency, the fundamental categories of reality 
will transcend traditional conceptions of material nature and conscious 
mind. However, this does not imply the reduction of mind and conscious-
ness to purely material cause. Rather, these categories are reconceived as 
higher order expressions of generative, augmented systems, which in turn 
result from complex neurophysiological, symbolic, and digital interactions. 
In this science, therefore, ontological commitments will be contextual, sys-
tematic, and rigorous. The resulting shift is comparable to earlier historical 
transitions. Just as the ancient concept of soul was demystified and natural-
ized by modernity, and human psyche then became a topic of science, so 
conscious mind will be digitally naturalized within the science of augmented 
agency (see Quine, 1995). In both cases, the shift is from anthropomorphic 
conceptions based on ordinary experience to a deeper understanding of real-
ity which requires specialized techniques of observation and analysis. This 
also suggests that a new domain of enquiry may be required, focusing on the 
study of digitally augmented, agentic combinatorics (see Bandura, 2012; 
Latour, 2013). Neither the existing human sciences nor computer sciences 
adequately capture the forms and functions of augmented agency and mind. 
The recombination of prior fields is not enough. Radically new phenomena 
of this kind will require fresh concepts and frameworks.

In addition, the science of augmented agency will investigate novel 
forms of entrogenous mediation—previously defined as digitalized media-
tors of in-betweenness—which facilitate the dynamic composition and 
functioning of augmented agents. As noted earlier, this book has identified 
three such mechanisms: intelligent sensory perception, performative action 
generation, and contextual learning. It is important to stress, once again, 
that entrogeneity does not entail unfettered relativism or irregularity. 
Rather, the science of augmented agency will accommodate the dynamic 
generation of alternative categories and their boundaries. In this fashion, 
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entrogenous mechanisms will set and reset system boundaries, but they are 
neither endogenous nor exogenous with respect to these boundaries. 
Notably, this mirrors the approach to agentic hybridity proposed in numer-
ous behavioral and social sciences (e.g., Battilana et al., 2015; Seibel, 2015). 
And not by coincidence, hybridity often emerges in digitalized contexts.

 Epistemological Principles

Digital technologies also massively enhance intelligent processing capa-
bilities. By leveraging these capabilities, augmented agents will gather and 
process information with far greater precision and speed. At least, expan-
sion is feasible, notwithstanding persistent human limitations. In these 
respects, augmented agents will be bounded and unbounded, at the same 
time. This will occur, because human agents retain significant degrees of 
boundedness, especially in everyday cognitive functioning. Yet at the same 
time, artificial agents are increasingly unbounded. In effect, augmented 
agents will exhibit functional ambimodality with respect to rationality, as 
distinct from the organizational ambimodality discussed in Chap. 3. That 
is, digital augmentation will combine two different modes of reasoning, 
thinking far and fast, as well as near and slow. The supervisory challenge, 
therefore, is to manage the potential divergence or convergence of simul-
taneously bounded and unbounded, ambimodal patterns of reasoning.

Satisficing then becomes more dynamic and complex, and arguably 
more important. Most notably, because satisficing both simplifies and 
maximizes, it helps to mitigate the risks of overprocessing. Satisficing 
will constrain overly hyperopic sampling and search, and overly hypersen-
sitive and hyperactive responses to variance. Hence, in addition to satisfic-
ing because of limited capabilities, as Simon (1955) originally argued, 
augmented agents will also satisfice to restrain excessive capabilities. Put 
another way, digitally augmented agents will satisfice, not only because of 
limits, but to impose limits. They will choose to satisfice, even when ideal 
optimization is feasible, to avoid unnecessary processing. In fact, artificial 
systems do this already, when they limit their own processes to improve 
speed and efficiency. Augmented agents will do the same, choosing to 
forgo optimization for good reasons, just as humans already do (Gigerenzer 
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& Gaissmaier, 2011). Hyperparameters will specify these epistemic fea-
tures in metamodels of augmented science.

Another major epistemic shift is the extension of systematic reasoning 
to problem sampling and representation. This occurs because intelligent 
sensory perception will allow augmented agents to apply systematic rea-
soning to problem sampling and representation. In such a world, prob-
lems will emerge in an intelligent fashion, similar to the sampling and 
representation of problems in empirical science. By contrast, even in the 
recent past, the ordinary sampling and representation of problems are not 
viewed as reasoned activities. At most, they involve selective attention 
and observation (Ocasio, 2012). Intelligent sampling and representation 
only consistently occur in expert domains, such as experimental science. 
Even behavioral research rarely focuses on the cognitive-affective mecha-
nisms of sampling and problem representation (Fiedler & Juslin, 2006). 
Similarly, behavioral research largely neglects normative satisficing. 
Rationality is applied to solution search, not to problem sampling and 
representation. Digital augmentation upends these assumptions and sug-
gests a fusion of ecological realism and rationality.

Furthermore, digitalization supports the dynamic composition of 
metamodels of reasoning, using methods which can be described as 
“compositive” (see Latour, 2010). Such methods do not rely on predeter-
mined models or axioms, nor do they rely on traditional descriptive and 
normative templates. Rather, compositive methods employ digitalized 
processes to develop customized metamodels which best fit the problem 
context. At the same time, compositive methods are systematic and rigor-
ous, neither ad hoc nor idiosyncratic (e.g., Pappa et  al., 2014; Wang 
et al., 2015). In fact, many digital systems already exhibit these capabili-
ties. As noted in earlier chapters, advanced artificial agents are already 
compositive in this sense, and require minimal or no supervision. 
Evolutionary deep learning systems and GANs function in exactly this 
way (Shwartz-Ziv & Tishby, 2017). Via rapid inductive, abductive, and 
reinforcement learning, they process massive volumes of information, 
identifying hitherto undetectable patterns, to compose new explanatory 
methods and models without external guidance. In this fashion, genera-
tive metamodeling will translate the techniques of experimental com-
puter science into all domains of augmented agency.
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 Mechanisms of Adaptation and Change

Hyperparameters also specify core mechanisms and processing rates. 
During modernity, the human and natural sciences bifurcated, in these 
respects. Within the biological sciences, the major change mechanisms are 
organic processes of variation and selection. In contrast, within many 
human sciences, conscious thought, will, and intention are seen as primary 
drivers of change. In consequence, modern scholarship often struggles to 
integrate bifurcated science. Scholars are unsure how to integrate biological 
processes of random variation, natural or ecological selection, and material 
cause, with conscious processes of intentional variation, preferential choice, 
and intelligent cause. Polarizing debates therefore persist about materialism 
versus idealism, the distinction of mind from body, reductionism versus 
holism, and positivist versus interpretive explanation. These bifurcations 
also partly explain the poor integration of ecological and behavioral mecha-
nisms, especially during modern industrialization (Latour, 2017).

Herbert Simon (2000) had foresight on these issues as well. At the 
dawn of the twenty-first century, in the last year of his life, he proposed 
three priorities for digitally augmenting humanity. They were his mini-
mal requirements for “designing a sustainable acceptable world.” In effect, 
he described a program of global recomposition or digitally augmented 
worldmaking. First, he argued that humanity must learn to live at peace 
with all of nature, in a sustainable collaborative way, and overcome the 
“false pride” of being separate from, and superior to, the rest of the natu-
ral world. Second, he argued that humanity must share goods and wealth 
fairly and productively, so that all persons will enjoy comparable benefits 
and opportunities. Third, to achieve such fairness, he said humanity must 
eliminate the divisions which arise from cultural and social antipathy and 
stop viewing the world in terms of “we versus them.” In fact, Simon was 
rejecting the classic bifurcations of modernity, that mind and conscious-
ness are distinct from nature, that the autonomous self stands apart from 
the other, and that empathy is inevitably limited and local.

Simon was correct, then and now. Just as he predicted, digitalization 
problematizes the conceptual architecture of modernity. Augmented 
agents will better connect material nature and conscious mind. Likewise, 
the science of augmented agency will synthesize the study of human 
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agency with the natural and computer sciences. Research methods will be 
contextual and compositive, adapting to maximize and maintain 
metamodel fit. Entrogenous mediation will be critical, and many polari-
ties will thus resolve, as we incorporate intelligent sensory perception, 
performative action generation, and contextual learning. In a digitally 
augmented world, moreover, change will occur through generative varia-
tion and intelligent adaptation, not merely through random mutation 
and natural or ecological selection. Agentic evolution will be experimental 
and intelligent, similar to Gregor Mendel’s cultivation of new plant variet-
ies through guided  variation and selection  (Levinthal, 2021).  It is also 
likely that in future, advanced digital systems will fully integrate with the 
biological, geophysical world. When this occurs, digitalization will aug-
ment organic variation and selection as well. Augmented agency could 
become a truly positive force in the natural world, enabling self- generation 
and renewal, rather than destruction and exploitation. All this is possible, 
assuming a future science of augmented agency and appropriate supervi-
sion of its application. The overall effect would be transformative.

Table 10.3 summarizes the paradigmatic shift just described. It shows 
three historical periods—premodern, modern, and digitalization—their 
major ontological and epistemological commitments, plus the dominant 
mechanisms of change and scientific methods. Most notably, the table 
summarizes the emerging shift toward generative, augmented pluralism 
and compositive methods. It is also important to note that all three sys-
tems may continue adding value to agentic experience and understand-
ing, assuming appropriate supervision and application.

10.3  Domains of Augmented Science

While the future unfolds, contemporary human science still grapples 
with the dilemmas of modernity. Numerous dialectics accompany these 
concerns: explaining the interaction of nature and nurture; how material 
cause relates to meaning and intention; developing autonomous person-
ality as well as sociable collectivity; seeking order and continuity while 
embracing change (Giddens, 2013). Reflecting these dialectics, the 
human sciences divide into separate disciplines, most of which focus on 
different agentic modalities and functional domains. For example, 
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psychology focuses on the study of mind and behavior within individu-
als, groups, and collectives. In contrast, sociology focuses on social life 
and collectivity and then examines the role of individuals in these con-
texts. Other human sciences, such as education and management studies, 
combine modalities in particular activity domains. Contemporary 
research also organizes around multidisciplinary, hybrid approaches to 
complex problems (Seibel, 2015; Skelcher & Smith, 2015). In this 
respect, contemporary human science recognizes the increasing integra-
tion and interdependency of agentic modalities and contexts. Ecological 
and environmental factors receive increasing attention as well.

Digitalization accelerates these trends. It also generates new questions 
for human science, especially regarding the dilemmas of augmented com-
binatorics, or how to combine human and artificial agents. To investigate 
these questions, the future science of augmented agency will organize 
around complex problems too. It will be less divided into siloed disci-
plines, and less oriented toward different modalities (Latour, 2011). 
Disciplinary categories and boundaries will be more flexible and fluid. In 
fact, recent scholarship is moving in this direction already, illustrated by 
ecological theories of social organization, and neurocognitive models of 
personality and culture (Chimirri & Schraube, 2019; Kitayama & 
Salvador, 2017). Through this type of research, scholars develop 

Table 10.3 Summary of scientific metamodels

Metamodel Ontology Epistemology Mechanisms Methods

Replicative, 
premodern, 
monism

Essential 
categories, 
forms, and 
states

Revealed truth 
and narrative 
order

Teleological 
final cause 
and imitation

Narrative and 
discursive

Adaptive, 
modern, 
dualism

Material 
nature, 
distinct from 
mind and 
consciousness

Axiomatic 
reasoning and 
interpretative 
sense-making

Organic 
variation and 
selection, and 
iterative 
adaptive 
learning

Quantitative, 
qualitative, 
multiple, 
and mixed

Generative, 
digitally 
augmented, 
pluralism

Augmented 
fusion of 
material, 
artificial, and 
human forms

Generative, 
composed 
models of 
reasoning and 
judgment

Intelligent 
variation and 
selection, and 
continual 
real-time 
learning

Compositive, 
contextual, 
and 
blended 
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multidisciplinary theories of agentic form and function (Fiedler, 2017). 
This will be the norm in the science of digitally augmented agency.

Furthermore, the science of augmented agency will treat modality 
itself as generative and contextual. In fact, some scholars already view 
agentic modality as epiphenomenal to performance, meaning it is medi-
ated by action in context, rather than expressing autonomous form 
(Hwang & Colyvas, 2021; Pentland et al., 2012). Collective hybridity 
emerges in this fashion too. Postmodern thinkers go even further. They 
view autonomous agency as chimerical, a device which dissolves in the 
deconstruction of text and context. Many of these thinkers take inspira-
tion from Freud’s argument that conscious ego reflects the hidden sub-
conscious (Tauber, 2013). However, my proposals take a markedly 
different approach. They anticipate a systematic, empirical science of 
emergent phenomena, with clearly defined metamodels and mechanisms.

To illustrate such a science, consider the needs of autonomous mobil-
ity systems, in which human and artificial agents collaborate as aug-
mented agents. These systems will digitalize and integrate every level and 
modality of agency, both organizational and functional. Smart cities will 
digitalize the transport infrastructure, to create the necessary environ-
ment for immediate contextual learning. Vehicle manufacturers will 
incorporate intelligent sensory perception which supports fully aug-
mented problem representation and feedforward response. Advanced, 
empathic artificial agents will be embedded throughout, enabling perfor-
mative action generation in real time. And network management agents 
will supervise and govern the entire system, to ensure efficiency, safety, 
sustainability, and social inclusion. In summary, the augmented science 
of autonomous mobility systems will be generative, compositive, and 
integrate multiple disciplines, technologies, and human factors.

 Science of Consciousness

These developments impact the role of ordinary consciousness in the sci-
ence of augmented agency. Many disciplines research such questions, 
including the philosophy of science, cognitive psychology, and the human 
sciences more broadly (Metcalfe & Schwartz, 2016). However, the nature 
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and role of consciousness are not yet fully understood. That said, ample 
evidence shows that ordinary consciousness is an imperfect means of obser-
vation in rigorous, scientific pursuits. Unassisted, it often leads to anthro-
pomorphic assumptions which are inherently myopic and misleading. For 
this reason, ordinary consciousness will have a different role in the science 
of augmented agency. It will be less a means of access to fundamental real-
ity and truth, and more a source of humanistic reference for augmented 
agency, which is an equally vital role. Ordinary consciousness will remain 
important, therefore, but for different reasons, compared to the past.

However, as the history of science shows, humanity always struggles to 
reset the role of consciousness as a source of reality and truth. Over time, 
the trend is to expose anthropomorphic assumptions and demote the 
status of consciousness as such. For example, as noted earlier in this chap-
ter, the ancient soul was naturalized to become a topic of study for mod-
ern psychological science. Such shifts often incite trouble, because they 
threaten embedded narratives and identities. Similar shifts were primary 
sources of opposition to Copernican cosmology, Galilean mechanics, and 
Darwin’s theory of evolution. Intuitions of the world run deep and are 
resilient. Natural scientists acknowledged this problem long ago and 
worked hard to liberate their thinking. They largely  succeeded. Every 
educated person now knows that it takes sophisticated technological 
means to observe the deeper realities of the physical world.

In the human sciences, by contrast, there are ongoing debates. Some 
maintain that ordinary consciousness does provide access to the funda-
mental realities of human form and function. In branches of linguistics 
and psychology, for example, some rely on self-reports to illuminate core 
processes of language acquisition and reasoning. By implication, they 
believe that subjective mental states can be treated as primitive and 
are  not decomposable. Others disagree and argue that ordinary con-
sciousness is not adequate for such purposes (e.g., Wilson & Dunn, 
2004). They contend that, just as natural science demoted ordinary con-
sciousness and turned to technological tools and formal methods, the 
human sciences must do the same. Granted, the humanities will continue 
to treat mind and consciousness as fundamental. These disciplines are 
concerned with the interpretation of hermeneutic and cultural phenom-
ena. But any attempt at an empirical science of human agency—and 
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especially digitally augmented agency—must adopt the tools and tech-
niques of neurophysiology, cognitive psychology, computer science, and 
the like. How phenomena transform into consciousness and subjective 
mental states are then questions for ongoing research (Sohn, 2019). In 
like fashion, the future science of augmented agency will investigate the 
role of consciousness in humanistic supervision, and how best to regulate 
its influence (see Lovelock, 2019).

 Generative Commitments

This also points toward a science of generative commitments. That is, 
augmented agents will have the capability to relax, update, and recom-
pose their commitments, which constitutes another significant departure 
from traditional assumptions. Throughout most of history, cultures have 
assumed that core commitments and reference criteria are fixed, often 
inviolable. Deviation has prompted sanction and conflict. It still does, in 
many places. More recently, however, as humanity becomes globally con-
nected and mobile, commitments are more pluralistic and embracing, 
even if such pluralism sometimes triggers anxiety and antipathy, which is 
not surprising, given the deep role of shared commitments in culture and 
identity (Appiah, 2010). To be sure, many traditional commitments war-
rant preservation. If supervision is flawed, important aspects of human 
experience could erode, including shared commitments about reality, 
truth, beauty, and justice. Noting these risks, the science of augmented 
agency will need to resolve how to supervise generative commitments.

Some already research the closely related topic of holistic value. New 
theories of economics and management, for example, incorporate diverse 
concepts of human welfare and socioeconomic value creation (e.g., 
Raworth, 2017; Sachs et al., 2019; Stiglitz et al., 2009). Similarly, in con-
temporary theories of agency itself, scholars are expanding their concep-
tion of human flourishing and psychosocial well-being to accommodate 
richer, alternative commitments (Seligman et al., 2013). Some psycholo-
gists are exploring new theories of virtue, referencing classic thinking 
about holistic well-being (Fowers et al., 2021). In addition, as noted ear-
lier, agentic hybridity is increasingly recognized in many fields. The future 
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science of generative commitments can build on these contributions. In 
fact, this prospective enquiry harks back to Aristotle’s (1980) concept of 
eudaimonia, about living a good life with practical wisdom. From this 
perspective, a science of generative commitments will be a science of 
eudaimonics. It will study how to compose and live a complete, flourish-
ing life in a digitalized world. The inquiry would encompass all value 
commitments, complementing the existing study of specific types of value 
in economics, ethics, and aesthetics (see Di Fabio & Palazzeschi, 2015).

For example, consider digitally augmented health care. In these con-
texts, emerging priorities are overall health, well-being, and quality of 
life, or in other words, eudaimonic concerns. Systems will be designed 
and evaluated based on holistic human outcomes, and not simply on 
crude metrics of service delivery. Once maximized in this way, health care 
will be value based, personal, precise, and fully integrated into social life. 
Relevant technologies will include wearable and implantable devices. 
Importantly, this kind of system will require generative commitments, 
developing and adapting values and goals for both individuals and collec-
tives. The responsible, augmented agents will recognize and/or generate a 
range of cultural, social, and personal commitments and preferences. 
There will also be empathic artificial agents enabling performative action 
generation in real time. Generative commitments will thus guide the 
design and delivery of services, while network management agents will 
supervise and govern the entire system. In this fashion, augmented agents 
in health care will generate commitments.

As Aristotle further understood, shared commitments underpin the 
good governance of communal life (Nussbaum, 2000). In ancient Athens, 
this was centered in the polis, its rituals, and celebrated by dramatic cho-
rus. Whereas, in the modern period, good governance calls for reasoned 
public debate, the fair determination of collective choice, and participa-
tory decision-making. In the period of digitalization, the governance of 
collective agency will be transformed as well. For example, civic participa-
tion could become more inclusive and globally integrated. As in the past, 
therefore, a new period of agentic experience will require a fresh approach 
toward collective governance and politics. And if history is any guide, we 
should expect to see more strife and struggle in this regard, as the impact 
of digitalization continues to grow. Institutional systems of power and 
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influence are never easy to change, and digitalized societies will be no dif-
ferent. We see evidence of such conflict already, as opposing political and 
cultural groups struggle to control online social networks.

 Science and History

Throughout this book, history is a guide. The argument consistently 
refers to three major periods of civilized humanity and agency: premo-
dernity, modernity, and the contemporary period of digitalization. 
Among other key features, each period is characterized by stages of tech-
nological assistance: from the primitive technologies of premodernity, to 
the mechanical and analogue technologies of modernity, to the digital 
and neural technologies of the contemporary period. Hence, my argu-
ment also speaks to the history of human science, conceived as the study 
of human self-understanding over time. In fact, the agentic metamodels 
presented in this book constitute a broad framework for reconceiving the 
history of human science. 

Some historians take an equally broad perspective on the past. This is 
true of the Annals School, founded in the mid-twentieth century by 
Lucien Febvre and Marc Bloch (2014). For them, history is a long narra-
tive of unfolding worlds of lived experience and mentality. Politics and 
princes are then expressions of their periods, not the primary forces of 
history. Thomas Kuhn’s (1970) work on paradigms of scientific investiga-
tion and knowledge is equally broad and long term. In fact, his analysis of 
paradigms could be restated in terms of metamodels and their hyperpa-
rameters. Each successive paradigm exhibits major shifts in core ontology, 
epistemology, and mechanisms of knowledge generation and diffusion. In 
many ways, Kuhn’s view of the past aligns with the historical perspective 
of this book. Both identify long periods and general frameworks, although 
my argument articulates alternative processes, mechanisms, and metamod-
els and tries to bring fresh clarity and organization to this narrative.

More practically, digitalization accelerates historical time. During pre-
modernity, rates of change were slow and often imperceptible. Societies 
were relatively stable and evolved slowly. For this reason, the premodern 
concept of historical time was expressed in legend and myth, rather than 
narratives of social and political change. Then during modernity, history 
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accelerated. Indeed, for modern societies and persons, historical change is 
a central feature of communal and autobiographical narrative, not some 
distant horizon or myth, although for many indigenous cultures, the 
modern compression of time has been a source of cultural distress and 
alienation. They struggle to maintain traditional narratives in the face of 
imperialistic and industrial forces. In a digitalized world, history acceler-
ates yet again. Now all humanity will share the indigenous  struggle to 
maintain cultural narratives. In these respects, augmented humanity can 
look to indigenous peoples for lessons about cultural survival in the face 
of overwhelming social and technological change (Hogan & Singh, 2018).

For without doubt, in a digitalized world, dynamic change will be con-
stant and ubiquitous. This will not be the end of history, by any means, 
but it does imply significant acceleration. Historical transformation will 
occur within generations and seasons, not only across the life span. 
Viewed positively, this will enable a new type of self-generativity, empow-
ering augmented humanity to make and remake the world, while living 
within it (Latour, 2013). Augmented humanity will move “off the edge of 
history,” as Anthony Giddens (2015) puts it, by compressing and tran-
scending the classic parameters of historical time. Change will be discon-
tinuous and the past will explain less and less about the future. But what 
comes next is not yet assured. Moving off the edge of history can be peril-
ous or liberating. Regarding peril, some people and communities might 
lose their bearings or surrender to artificial control. In terms of liberation, 
a new period of self-generative freedom and flourishing is possible, assum-
ing humanity meets the supervisory challenge of digital augmentation.

 Research Methods

Additional consequences follow for research methods. In standard 
approaches, researchers in the human sciences gather qualitative data to 
support descriptive, interpretive models of human experience and behav-
ior, and quantitative data to support calculative, causal models of such 
phenomena. The former methods focus on rich, holistic description, nar-
ratives, and sense-making, hoping to interpret meaning and intention, 
while the latter methods seek measurable data and discrete mechanisms, 
to explain causation. Multiple and mixed methods blend these 

10 Toward a Science of Augmented Agency 



288

approaches. Scholars debate which approach is more reliable and enlight-
ening: rich, holistic descriptions of experience and the interpretation of 
meaning, or measurable mechanisms of variation in causal explanation; 
or some combination of these approaches (Creswell, 2003). Of course, 
this takes us back to Herbert Simon (1979) again, and the dilemmas of 
simplification in the modeling of human thought and behavior.

In parallel, scholars debate ontological and epistemological priorities. 
On the one hand, those who privilege qualitative methods and interpre-
tation, typically argue that holistic description, consciousness, and mean-
ing take priority and cannot be reduced to mechanistic cause, while on 
the other hand those who privilege quantitative methods and causation 
argue that functional mechanisms and assisted observation take priority 
and reject any reliance on subjective meaning and interpretation. Not 
surprisingly, many regard qualitative and quantitative methods as deeply 
incommensurable. That said, a significant research community now 
advocates for blended, mixed, and multiple methods (Denzin, 2010).

In a period of digitalization, these distinctions will blur even further and 
faster. For example, it is already possible to achieve machine-based out-
comes which were previously deemed impossible, such as automated pat-
tern recognition, associative computation, artificial empathy, intuition, 
and creativity (Choudhury et al., 2020; Varshney et al., 2015). Quite sim-
ply, digital systems are replicating many of the more complex, holistic 
functions of human cognition. As noted in earlier chapters, within the 
foreseeable future, there will be no detectable difference between human 
and artificial agents in these domains, although whether artificial agents 
should be classified as truly sentient and conscious is another question. 
Nevertheless, in consequence of these developments, it is feasible to com-
pose blended research methods at massive scale. Different tools and tech-
niques will be combined and recombined  to match  problem 
contexts. Studies will apply quantitative techniques to the interpretation of 
meaning, including self-narratives and sense-making, while also scaling 
qualitative techniques to predict complex patterns of thought and behavior.

Using such compositive methods, augmented science will customize 
different techniques of sampling and search to the phenomena and ques-
tions of interest. Here again, entrogenous mediators will play a central 
role, updating metamodels and methods in real time. Therefore, just as 
the metamodels of augmented science will be contextual and generative, 
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so will be the methods used to gather, interpret, and analyze information. 
Methods will be composed to fit the problem space. They will be com-
positive, as Hayek (1952) originally proposed, not simply qualitative, 
quantitative, or mixed, in the traditional sense. In fact, advanced forms of 
artificial intelligence and machine learning already do this (e.g., Mehta 
et al., 2019). Some social scientists do as well (e.g., Latour, 2011).

 Future Prospect

James March (2006), the great scholar of organizations, argues that it 
requires courage and  positive deviance to embrace the ambiguity and 
ambivalence of exploratory thought. It also requires patience and persis-
tence, to see whether fruits ripen or not. And it should, given the need for 
rigor and replication. However, the science of augmented agency calls for 
extra effort and speed, in these respects. Digitalization is rapidly infusing 
agentic domains, bringing unprecedented gains in capability and poten-
tiality. In consequence, it problematizes the traditional assumptions of 
modernity, and presents new and urgent challenges. Most particularly, 
the combinatorics of digitally augmented humanity are transforming and 
confronting. Human agents will likely remain relatively myopic, slug-
gish, layered,  and insensitive to variance, while artificial agents will be 
increasingly farsighted, fast, compressed, and hypersensitive. As both col-
laborate more closely, they risk amplifying the tendencies of the other, 
leading to internal divergence or convergence and dysfunction.

Novel problematics and dilemmas emerge. Inadequate supervision of 
these could produce the following dysfunctions: highly ambimodal sys-
tems, resulting in incoherent agentic form and function; highly ambiopic 
problem-solving and cognitive empathicing will skew judgments of the 
world and other minds; highly ambiactive self-regulation, evaluation of 
performance, and learning, would risk incoherence, extreme ambiguity 
and ambivalence; all contributing to dysfunctional patterns of ambidex-
trous, human and artificial self-generation. To mitigate these risks, human 
and artificial agents must develop the capability for collaborative supervi-
sion grounded in mutual understanding, trust, and respect. Achieving all 
this will be contingent on the development of a science of augmented 
agency. The core features of this science will include the following: 
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digitally augmented mind will be treated as a fundamental category of 
reality; the science of augmented agency will employ contextually sensi-
tive, compositive methods; its metamodels will be highly generative, 
rather than replicative or slowly adaptive; problem sampling and repre-
sentation will be intelligent and reasoned, complementing ecological 
rationality; augmented agency will rely deeply on the entrogenous media-
tion of intelligent sensory perception, performative action generation, 
and contextual learning; ordinary consciousness and commitments will 
play important roles in humanizing the science of augmented agency, 
rather than being sources of fundamental insight about the world itself.

Granted, the exact shape of this future science is not yet clear. Much of 
the current chapter—indeed, this book as a whole—is therefore prospec-
tive. It anticipates the future, grounded in the best knowledge currently 
available, while acknowledging that its proposals will require further 
elaboration and testing. Nor is this book a comprehensive treatment of 
the phenomena. Rather, it takes steps toward a science of augmented 
agency. But the process remains emergent. The trajectory of digital aug-
mentation could change, as the natural, human, and virtual worlds con-
tinue evolving, interacting, and often conflicting. That said, we need to 
move forward. Prospective theorizing helps, by shedding light on unfa-
miliar territory. The history of science also teaches that radically new phe-
nomena often require fresh conceptual architecture. Existing frameworks 
rarely suffice and waiting for certainty and normality is unlikely to suc-
ceed. Digitalization is too novel and dynamic. We could wait in vain, 
while the world moves on. This would be unproductive and arguably 
negligent, given the accelerating impact of digitalization. The augmenta-
tion of humanity has clearly begun. Its dilemmas are present and increas-
ingly urgent. Science must respond with matching speed and purpose.
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Ambiactive Processes and systems which simultaneously stimulate and suppress 
rates and sensitivities.

Ambidextrous Able to use both hands equally well, that is, equally capable to 
perform complementary activities.

Ambimodal Processes and systems  which produce multiple outcome states, 
including different types of agentic modality.

Ambiopic Processes and systems which combine nearsighted myopia and far-
sighted hyperopia.

Augmented Significantly assisted by technologies and especially digital 
technologies.

Compositive Methods or models which are composed and customized to suit 
different contexts and problems.

Digitalization  The transformation of goal-directed processes through the appli-
cation of digital technologies.

Discontinuous Processes and systems  with different levels which have signifi-
cant gaps between them.

Dyssynchronous Processes and systems  which cycle at different rates and are 
poorly synchronized.

Entrogenous Mediators of in-betweenness, whereby systems develop and trans-
form boundaries.

Hyperactive Abnormally or extremely active.

Glossary of Defined Terms
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Hyperheuristic Simplified means of selecting sets of related  models  or 
metamodels.

Hyperopic Farsighted expansive processes, especially in sampling and search, the 
opposite of myopia.

Hyperparameter Fundamental characteristics or attributes of metamodels, 
including their broad categories, relations, and mechanisms.

Hypersensitive Abnormally or extremely sensitive.
Maximize To partially rank order a set, and then choose a member of which is 

no worse any other members, given some evaluation criteria.
Metaheuristic Simplified means of selecting sets of related heuristics or models.
Metamodel The common features of a family or related set of models.
Optimize To fully rank order a set, and then choose the member which ranks 

above all others.
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