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Preface
This is volume 2 of our trilogy on invariant differential operators. In volume 1 we
presented our canonical procedure for the construction of invariant differential oper-
ators and showed its application to the objects of the initial domain – noncompact
semisimple Lie algebras and groups.

In volume 2 we show the application of our procedure to quantum groups. Sim-
ilarly to the setting of volume 1 the main actors are in duality. Just as Lie algebras
and Lie groups are in duality here the dual objects are the main two manifestations of
quantum groups: quantum algebras and matrix quantum groups. Actually, quantum
algebras typically are deformations of the universal enveloping algebras of semisimple
Lie algebras. Analogously, matrix quantum groups typically are deformations of
spaces of functions over semisimple Lie groups.

Chapter 1 presents first the necessary general background material on quantum
algebras and some generalizations as Yangians. Then we present the necessary mater-
ial on q-deformations of noncompact semisimple Lie algebras. Chapter 2 is devoted to
highest weight modules over quantum algebras, mostly being considered Vermamod-
ules and singular vectors. The latter is given for the quantum algebras related to all
semisimple Lie algebras. Chapter 3 considers positive energy representations of non-
compact quantum algebras on the example of q-deformed anti de Sitter algebra and
q-deformed conformal algebra. In Chapter 4 we consider in detail the matrix quantum
groups. Many important examples are considered together with the quantum algeb-
ras which are constructed using the duality properties. In many cases we consider
the representations of quantum algebras that arise due to the duality. In Chapter 5 we
consider systematically and construct induced infinite-dimensional representations
of quantum algebras using as carrier spaces the corresponding dual matrix quantum
groups. These representations are related to the Verma modules over the com-
plexification of the quantum algebras, while the singular vectors produce invariant
q-difference operators between the reducible induced infinite-dimensional represent-
ations. This generalizes our considerations of volume 1 to the setting of quantum
groups. These considerations are carried out for several interesting examples. In
Chapter 6 we continue the same considerations for the invariant q-difference operat-
ors related to GLq(n). Finally, in Chapter 7 we consider representations the q-deformed
conformal algebra and the deformations of various representations and hierarchies of
q-difference equations related in some sense to the q-Maxwell equations. Each chapter
has a summary which explains briefly the contents and the most relevant literat-
ure. Besides, there are bibliography, author index, and subject index. Material from
volume 1, Chapter N, formula n is cited as (I.N.n).

Note that initially we planned our monograph as a dilogy; however, later it turned
out that the material on quantum groups deserves a whole volume, this volume.



VI Preface

Volume 3 will cover applications to supersymmetry, the AdS/CFT correspondence,
infinite-dimensional (super-)algebras including (super-)Virasoro algebras, and (q-)
Schrödinger algebras.

Sofia, December 2016 Vladimir Dobrev
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1 Quantum Groups and Quantum Algebras

Summary
We start with the q-deformation Uq(G ) of the universal enveloping algebras U(G ) of simple Lie algeb-
ras G called also quantum groups [251, 253] or quantum universal enveloping algebras [389, 521].
They arose in the study of quantum integrable systems, especially of the algebraic aspects of
quantum inverse scattering method in papers by Faddeev, Kulish, Reshetikhin, Sklyanin and Takhta-
jan [273, 274, 405, 408]. It was observed by Kulish–Reshetikhin [405] for G = sl(2,ℂ) and by Drinfeld
[251, 253], Jimbo [360, 361] in general that the algebras Uq(G ) have the structure of a Hopf algebra,
cf. Abe [11]. This new algebraic structure was further studied in [441, 532, 588, 598]. Later, inspired
by the Knizhnik-Zamolodchikov equations [395], Drinfeld has developed a theory of formal deforma-
tions and introduced a new notion of quasi-Hopf algebras [255]. The representations of Uq(G ) were
considered first in [389, 405, 523, 532] for generic values of the deformation parameter. Actually all
results from the representation theory of G carry over to the quantum group case. This is not so,
however, if the deformation parameter q is a root of unity. Thus this case is very interesting from the
mathematical point of view (see, e. g., [170–172, 175, 176, 442, 443]). Lately, quantum groups were
intensively applied (with special emphasis on the case when q is a root of unity) in rational conformal
field theories [30–32, 304, 309, 319, 320, 482, 483, 524, 596].

We start this chapter with the general notions of Hopf algebras and quantum groups. Then we
introduce quantum algebras first in Drinfeld’s definition and then in Jimbo’s definition. We present
also the universal R-matrix and the Casimirs. We also give Drinfeld’ second realization of quantum
affine algebras and Drinfeld’s realizations of Yangians. Then we discuss the q-deformations of non-
compact Lie algebras. We propose a procedure for q-deformations of the real forms G of complex
Lie (super) algebras associated with (generalized) Cartan matrices. Our procedure gives different
q-deformations for the nonconjugate Cartan subalgebras of G . We give several illustrations, for
example, q-deformed Lorentz and conformal (super) algebras. The q-deformed conformal algebra
contains as a subalgebra a q-deformed Poincaré algebra and as Hopf subalgebras two conjugate 11-
generator q-deformed Weyl algebras. The q-deformed Lorentz algebra is Hopf subalgebra of both Weyl
algebras.

1.1 Hopf Algebras and Quantum Groups

Let F be a field of characteristic 0; in fact, most of the time we shall work with F = ℂ
or F = ℝ.

An associative algebra U over F with unity 1U is called a bialgebra [11] if there
exist two algebra homomorphisms called comultiplication (or coproduct) $:

$ : U → U ⊗U , $(1U ) = 1U ⊗ 1U , (1.1)

and counit %:

% : U → F , %(1U ) = 1. (1.2)

The comultiplication $ fulfills the axiom of coassociativity:

($ ⊗ id) ∘ $ = (id ⊗ $) ∘ $, (1.3)
DOI 10.1515/9783110427707-001



2 1 Quantum Groups and Quantum Algebras

where both sides are maps U → U ⊗U ⊗U ; the two homomorphisms fulfil:

(id ⊗ %) ∘ $ = i1 , (% ⊗ id) ∘ $ = i2 , (1.4)

as mapsU → U ⊗F ,U → F⊗U , where i1 , i2 are themaps identifyingU withU ⊗F ,
F ⊗U , respectively.

Next a bialgebra U is called a Hopf algebra [11] if there exists an algebra
antihomomorphism 𝛾 called antipode:𝛾 : U → U , 𝛾(1U ) = 1U , (1.5)

such that the following axiom is fulfilled:

m ∘ (id ⊗ 𝛾) ∘ $ = i ∘ % , (1.6)

asmapsU → U , wherem is the usual product in the algebra:m(Y⊗Z) = YZ ,Y, Z ∈ U

and i is the natural embedding of F into U : i(c) = c1U , c ∈ F.
The antipode plays the role of an inverse although there is no requirement that𝛾2 = id.
The operations of comultiplication, counit, and antipode are said to give the

coalgebra structure of a Hopf algebra.
Sometimes we shall use also the notation of Sweedler [570] for the coproduct of a:

$A (a) = a(1) ⊗ a(2). (1.7)

One needs also the opposite comultiplication $󸀠 = 0 ∘ $, where 0 is the permutation in
U ⊗U , that is, 0(X ⊗ Y) = Y ⊗ X, X,Y ∈ U .

The comultiplication is said to be cocommutative if $󸀠 = $.
If the antipode has an inverse, then one uses also the notion of opposite antipode:𝛾󸀠 = 𝛾–1.
A Hopf algebra U is called quasi-triangular Hopf algebra or quantum group [251,

253] if there exists an invertible element R ∈ U ⊗ U , called universal R-matrix [251,
253], which intertwines $ and $󸀠:

R$(Y) = $󸀠(Y)R,∀Y ∈ U , (1.8)

and obeys also the relations:

($ ⊗ id)R = R13R23 ,R = R⋅3 , (1.9a)
(id ⊗ $)R = R13R12 ,R = R1⋅ , (1.9b)

where the indices indicate the embeddings of R into U ⊗ U ⊗ U . For future use we
write down:
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R = R󸀠j ⊗ R󸀠󸀠j =∑
j
R󸀠j ⊗ R󸀠󸀠j . (1.10)

Then in U ⊗U ⊗U :

R12 = R󸀠j ⊗ R󸀠󸀠j ⊗ 1U
and analogously for R23,R13. Further we shall denote 1U ⊗ 1U ⊗ 1U just by 1U .

From the above it follows that:

(% ⊗ id)R = (id ⊗ %)R = 1U . (1.11)

[Proof: Apply % ⊗ id ⊗ id to both sides of (1.9b). On the LHS we have (using (1.4)):
(% ⊗ id ⊗ id) ∘ ($ ⊗ id) R = ((% ⊗ id) ∘ $) ⊗ id) R =

= (i2 ⊗ id) (R󸀠j ⊗ R󸀠󸀠j ) =
= 1U ⊗ R󸀠j ⊗ R󸀠󸀠j = R23 (1.12)

On the RHS we have:

(% ⊗ id ⊗ id) R13 R23 = (%(R󸀠i ) ⊗ 1U ⊗ R󸀠󸀠i ) R23. (1.13)

Comparing the first and third components of (1.12) and (1.13) we get (%⊗ id)R = 1U from
(1.11). Analogously it is proved (id ⊗ %)R = 1U from (1.11).]

Using also (1.11) one has:

(𝛾 ⊗ id)R = R–1 , (id ⊗ 𝛾)R–1 = R. (1.14)

Proof. For the first equality in (1.14) we consider:

R (𝛾 ⊗ id)R = R󸀠j 𝛾(R󸀠k) ⊗ R󸀠󸀠j R󸀠󸀠k =

= (m ⊗ id) ∘ (R󸀠j ⊗ 𝛾(R󸀠k) ⊗ R󸀠󸀠j R󸀠󸀠k ) =
= (m ⊗ id) ∘ (id ⊗ 𝛾 ⊗ id) (R󸀠j ⊗ R󸀠k ⊗ R󸀠󸀠j R󸀠󸀠k ) =
= (m ⊗ id) ∘ (id ⊗ 𝛾 ⊗ id) R13 R23 =
= (m ⊗ id) ∘ (id ⊗ 𝛾 ⊗ id) ∘ ($ ⊗ id) R =
= ((m ∘ (id ⊗ 𝛾) ∘ $) ⊗ id) R =
= (% ⊗ id) R = 1U .◼ (1.15)

The term quantum group is used [253] also if R is not in U ⊗ U but in some
completion of it (cf. next subsection).

From (1.8) and one of (1.9) follows the Yang–Baxter equation (YBE) for R:

R12R13R23 = R23R13R12. (1.16)
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[Proof: Using (1.9b) we have:

R12R13R23 = R12 ($ ⊗ id) R =
= (R󸀠j ⊗ R󸀠󸀠j ⊗ 1U ) ($(R󸀠k) ⊗ R󸀠󸀠k ) =
= ($󸀠(R󸀠k) ⊗ R󸀠󸀠k ) (R󸀠j ⊗ R󸀠󸀠j ⊗ 1U ) =
= R23 R13 R12

where for the last equality one applies 0 to both sides of (1.9b).]
A quasi-triangular Hopf algebra is called triangular Hopf algebra if also the

following holds:

0R–1 = R. (1.17)

The axiom of coassociativity (1.3) may be relaxed being replaced by:

($ ⊗ id) ∘ $ = I {(id ⊗ $) ∘ $}I–1, (1.18)

where I ∈ U ⊗ U ⊗ U is invertible. The corresponding objects in which (1.18) holds
are called quasi-bialgebras and quasi-Hopf algebras, respectively (cf. [255]).

1.2 Quantum Algebras

1.2.1 Drinfeld’s Definition

From now on (unless specified otherwise) we set F = ℂ. Let G be a complex simple
Lie algebra; then the q-deformation Uq(G ) of the universal enveloping algebras U(G )
is defined [251, 253] as the associative algebra over ℂ with generators X±i ,Hi , i =
1, . . . , ℓ = rank G and with commutation relations:

[Hi ,Hj] = 0, [Hi ,X±j ] = ±aijX±j , (1.19)

[X+i ,X
–
j ] = $ij

qHi/2i –q–Hi/2i
q1/2i –q–1/2i

= $ij[Hi]qi , qi = q(!i ,!i)/2 ,

and q-Serre relations:

n∑
k=0

(–1)k (n
k
)
qi
(X±i )k X±j (X±i )n–k = 0 , i ̸= j , (1.20)

where (aij) = (2(!i , !j)/(!i , !i)) is the Cartan matrix of G and (⋅ , ⋅) is the scalar product
of the roots normalized so that for the short roots ! we have (!, !) = 2 , n = 1 – aij ,
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( nk )q = [n]q!
[k]q![n–k]q!

, [m]q! = [m]q[m – 1]q . . . [1]q , (1.21)

[m]q =
qm/2–q–m/2

q1/2–q–1/2
= sh(mh/2)

sh(h/2) = sin(0m4)
sin(04) , q = eh = e20i4, h, 4 ∈ ℂ,

qaiji = q(!i ,!j) = qajij .

Remark 1.1. Expressions like qH/2 = ehH/2 are made mathematically rigorous in the
so-called h-adic topology used in [251, 253] (q = eh). [By standard notation F[[h]] is
the ring of formal power series in the indeterminate h over the field F. Every F[[h]]
module V (e. g., Uq(G )) has the h-adic topology, which is characterized by requiring
that {hnV|n ≥ 0} is a base of neighbourhoods of 0 in V and that translations in V are
continuous.] Physicists work formally with such exponents which is also justified as
explained below. ◊
Further we shall omit the subscript q in the q-number [m]q if no confusion can arise.
Note also that sometimes instead of q one uses q󸀠 = q2, so that [m]q󸀠 =

qm–q–m

q–q–1 ≡ [m]󸀠q.
In [558] for G = sl(2) and in [251, 253, 360, 361] in general it was observed that

the algebra Uq(G ) is a Hopf algebra, the comultiplication, counit, and antipode being
defined on the generators of Uq(G ) as follows:

$(Hi) = Hi ⊗ 1 + 1 ⊗ Hi , (1.22)
$(X±i ) = X±i ⊗ qHi/4i + q–Hi/4i ⊗ X±i ,
%(Hi) = %(X±i ) = 0 ,𝛾(Hi) = –Hi , 𝛾(X±i ) = –q1̂/2i X±i q

–1̂/2
i = –q±1/2i X±i ,

where 1̂ ∈ H corresponds to 1 = 1
2 ∑!∈B+ ! , B+ is the set of positive roots and 1̂ =

1
2 ∑!∈B+ H!.

The above definition is valid also when G is an affine Kac-Moody algebra [251];
however, another realization, called Drinfeld’s second realization, was given in [254]
and will be presented below. It was also generalized to the complex Lie superalgebras
with a symmetrizable Cartan matrix (cf., e. g., [385]).

The algebras Uq(G ) were called quantum groups [251, 253] or quantum universal
enveloping algebras [389, 521]. For shortness we shall call them quantum algebras as it
is now commonly accepted in the literature.

For q → 1 , (h → 0) , we recover the standard commutation relations from (1.19)
and q-Serre relations from (1.20) in terms of the Chevalley generators Hi ,X±i .

The elements Hi span the Cartan subalgebra H of G , while the elements X±i gen-
erate the subalgebras G ±. We shall use the standard triangular decomposition into
direct sums of vector subspaces G = H ⊕ ⊕

"∈B
G" = G + ⊕ H ⊕ G – , G ± = ⊕

"∈B±
G" ,

where B = B+ ∪ B– is the root system of G , B+ , B– , the sets of positive, negative, roots,
respectively; BS will denote the set of simple roots of B. We recall that Hj corresponds
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to the simple roots !j of G , and if "∨ = ∑j nj!∨j and "∨ ≡ 2"/(", "), then to " corresponds
H" = ∑j njHj. The elements of G which span G" (dim G" = 1) are denoted by E". These
Cartan–Weyl generators H", E" [198, 360, 361, 575], may be normalized so that:

[E" ,E–"] = [H"]q" , q" ≡ q(",")/2 (1.23a)

[H" ,E±"󸀠 ] = ±("∨, "󸀠)E±"󸀠 , ", "󸀠 ∈ B+. (1.23b)

To display more explicitly the Cartan–Weyl generators we need the notion of normal
ordering [385]:

Definition 1.1. We say that the root system B is in the normal ordering if in the situation𝛾 = ! + " ∈ B+, where ! ̸= +", !, " ∈ B+, the roots are ordered as ! < 𝛾 < ". ◊
Then the Cartan–Weyl generators are constructed as follows: Let 𝛾 = ! + ", ! < 𝛾 < ",
and [!; "] is a minimal segment including 𝛾; that is, there do not exist roots !󸀠, "󸀠,
such that !󸀠 > !, "󸀠 < " and !󸀠 + "󸀠 = 𝛾. Then the root vectors E±𝛾 are given as
follows:

E𝛾 = (adq E!) E" ≡ E! E" – q(!,")/2E" E! , (1.24)

E–𝛾 = (Adq–1 E") E! = E" E! – q
–(!,")/2E! E". (1.25)

As an example we give the Cartan–Weyl generators for G = sl(n). Let X+jk, X
–
kj be

the Cartan–Weyl generators corresponding to the roots !j,k+1, –!j,k+1, with j ≤ k; in
particular, X+jj = X+j X

–
jj = X–j , correspond to the simple roots !j.

Here the normal ordering coincides with the lexicographic ordering. In the case of
the root !j,k+1 we have two minimal segments since:

!j,k+1 = !j + !j+1,k+1 = !jk + !k, j < k,
!j,j+1 = !j (1.26)

the orderings being:

!j < !j,k+1 < !j+1,k+1 , !jk < !j,k+1 < !k , (1.27)
!j < !jk , !j+1,k+1 < !k

Then instead of (I.2.46a,b) we have:

X+jk = (adq X
+
j ) X

+
j+1,k ≡≡ X+j X

+
j+1,k – q

(!j,!j+1,k+1)/2 X+j+1,kX
+
j =

= (adq X
+
j,k–1) X

+
k ≡≡ X+j,k–1X

+
k – q

(!k,!jk)/2 X+k X
+
j,k–1 , j < k , (1.28a)
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X–kj = (Adq–1 X
–
k ) X

–
k–1,j ≡≡ X–k X

–
k–1,j – q

–(!k,!jk)/2 X–k–1,jX
–
k =

= (Adq–1 X
–
k,j+1) X

–
j ≡≡ X–k,j+1X

–
j – q

–(!j,!j+1,k+1)/2 X–j X
–
k,j+1 , j < k. (1.28b)

In the affine case, the Cartan–Weyl formulae are as above, though it is useful to write
them down the analogues of (I.2.158a) and (I.2.161):

[Ekd̄+! ,E–(kd̄+!)] = [Hkd̄+!]q! = [H! + kĉ]q! , (1.29a)

[Eikd̄,E
i
ℓd̄] = $k,–ℓ [Hi

kd̄]q = $k,–ℓ
qkĉ/2 – q–kĉ/2

q1/2 – q–1/2
. (1.29b)

The action of $, %, 𝛾 on the Cartan–Weyl generators is obtained easily from (1.22) since
H" and E" are given algebraically in terms of the Chevalley generators. (Of course, if
! ∉ BS the coalgebra operations $, 𝛾 look more complicated than (1.22).) The axioms in
(1.1)–(1.6) are fulfilled by the explicit definition (1.22).

The opposite comultiplication and antipode [253, 361] introduced above define a
Hopf algebra Uq(G )󸀠, which is related to Uq(G ) by:

Uq(G )󸀠 = Uq–1(G ). (1.30)

1.2.2 Universal R-Matrix and Casimirs

For G = sl(2) the universal R-matrix is given explicitly by [253]:

R = qH⊗H/4 ∑
n≥0

(1 – q–1)nq
n(n–1)
4

[n]!
(q

H
4 X+)n ⊗ (q–H

4 X–)n (1.31)

where H = H1 , X± = X±1 , r = 1. Note that this R-matrix is not in Uq(sl(2)) ⊗ Uq(sl(2)) ,
since it contains power series involving the generators X±, but in some completion of it
(in the h–adic topology used in [251, 253]). This is valid for the R-matrices of all Uq(G ).
Hopf algebras with such an R-matrix are called pseudo quasi-triangular Hopf algebras
[253] or essentially quasi-triangular Hopf algebras [454].

Here we can point out the only serious inequivalence between the Drinfeld and
Jimbo definitions. Namely, there is no element in Ũq(G ) ⊗ Ũq(G ) corresponding to the
factor qH⊗H/4. Nevertheless, the universal R-matrix can act on any tensor product of
finite-dimensional Ũq(G )-modules.

For G = sl(n) an explicit formula for R was given in [533]. Explicit multiplicat-
ive formulas for R were given in [389, 424] for all complex simple Lie algebras G and
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in [385] for all finite-dimensional superalgebras with symmetrizable Cartan matrices.
Then the universal R-matrix for the untwisted affine Lie algebras was given in [578].
Then this was obtained using the quantumWeyl group for A(1)1 in [426] and for general
untwisted case in [167].

We recall results of [389, 447] where were given explicit multiplicative formulas
for R for any Uq(G ). For this they introduced q-version of theWeyl group for Uq(G ). Let
us recall that for ! ∈ B,

s!(D) = D – 2(+, !)
(!, !) !, D ∈H ∗ (1.32)

are the standard reflections in H ∗. TheWeyl group W is generated by the reflections
si ≡ s!i , where !i is the simple root. Thus every element w ∈ W can be written as the
product of simple reflections. It is said thatw is written in a reduced form if it is written
with the minimal possible number of simple reflections; the number of reflections of
a reduced form of w is called the length of w, denoted by ℓ(w).

The elements of the q-Weyl group belong to the completion Ūq(G ) of Uq(G )
[389]. They are defined by the action of the generating elements in the irreducible
representations of Uq(G ).

In the case of sl(2,ℂ) the nontrivial element w of W is defined to act in the
representation defined (e. g., [389]):

w|j, n >q= (–1)j–nq(n–j(j+1))/2|j, –n >q . (1.33)

It satisfies the relations [389]:

wX±w–1 = –q±1/2X∓, wHw–1 = –H. (1.34)

Since Ūq(G ) is also a Hopf algebra we have [389]:

$(w) = R–1w ⊗ w, %(w) = 1, 𝛾(w) = wqH/2, (1.35)

where R is given by (1.31). Further let us introduce the element

u =∑
i
𝛾(ai)bi, (1.36)

where ai, bi are the coordinates of the element R:

R =∑
i
ai ⊗ bi. (1.37)

One may show that: 𝛾2(Y) = uYu–1, (1.38)
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and

v = uq– ̂r/2 ∈ centre of Uq(G ), (1.39)̂r is used in (1.10). Let : be the unipotent central element, that is, :|j, n >q=
(–1)2j|j, n >q, :2 = id. Then [389]

w2 = v: = uq– ̂r/2:. (1.40)

For arbitrary Uq(G ) let LD be an irreducible representation of Uq(G ). Let LD = ⊕j(Wj
D ⊗

Lj) be the decomposition of LD into irreducible (Uq(sl(2,ℂ)))j submodules. Define the
action ofwi in LD aswi = ⊕j(IdWj

D
⊗ (wi)j), where (wi)j is the action ofw in Lj as in (1.33).

Further one has [389]:

wiHjw
–1
i = Hj – aijHi, wiX

±
i w

–1
i = –q±1/2X∓i . (1.41)

$wi = R(i)–1wi ⊗ wi, (1.42)

where R(i) = R(Hi,X±i |qi),
(wiwj)

2–aij = 1, for i ̸= j, (wi)
2 = 1, (1.43a)

(w̃iw̃j)
2–aij = 1, for i ̸= j, (w̃i)

2 = 1, (1.43b)

w̃i = wiq
H2
i /8

i . (1.43c)

Further let s0 = si1 . . . sik be the reduced form of the element ofW with maximal lengthℓ(s0). It can be shown that the element

w̃0 = w̃i1 . . . w̃ik (1.44)

is well defined and does not depend on the choice of decomposition of s0. Finally the
result of [389] for the universal R-matrix is:

R = q∑
n
i,j=1(B

–1)ijHi⊗Hj/4(w̃0 ⊗ w̃0)$(w̃0)
–1,

(Bij) = ((!i, !j)), (1.45a)
or

R = q∑
n
i,j=1(B

–1)ijHi⊗Hj/4R̃(ik|si1 . . . sik–1 ) . . .. . . R̃(i2|si1 )R̃(i1), (1.45b)

where

R̃(iℓ|si1 . . . siℓ–1 ) = (T–1i1 ⊗ T–1i1 ) . . . (T–1iℓ–1 ⊗ T–1iℓ–1 )R̃(iℓ), (1.45c)

Ti(Y) = w̃–1
i Yw̃i. (1.45d)
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The same construction works for affine Lie algebras [389]. Earlier work in this case
includes the explicit construction for A(1)1 in any representation [360, 405, 406, 558];
for A(1)n , B(1)n , C(1)n , D(1)

n in the vector representation [82, 362]; for B(1)n , D(1)
n in the spinor

representation [500]; and for G(1)
2 [415].

The centre of Uq(G ), and for generic q the centre of Ũq(G ), is generated by
q-analogues of the Casimir operators [360, 361, 557]. For G = sl(2) one has:

C2 = [(H + 1)/2]2 + X–X+. (1.46)

For G = sl(n + 1,ℂ) we shall need more explicit expressions for the Cartan–Weyl gen-
erators as in (1.28). Let !j,k+1 ∈ B+, 1 ≤ j ≤ k ≤ n be a positive root given explicitly in
terms of the simple roots !j, j = 1, . . . , n (as in (1.26)) by:

!j,k+1 = !j + !j+1 + ⋅ ⋅ ⋅ + !k, j < k. (1.47)

Then the corresponding root vectors elements X±jk, j < k are defined inductively:

X±jk = ±(q1/4 X±j X±j+1k – q–1/4 X±j+1k X±j ), j < k. (1.48)

Note that there is some inessential ambiguity in the definition (1.48), namely, X󸀠±jk =
q±nX±jk for generic q is also a good choice. Particularly often are used the choices n = 1/4
or n = –1/4. Thus, (1.48) differs by such normalization from (1.28). One can check (1.23)
with

H!j,k+1 = Hj + Hj+1 + ⋅ ⋅ ⋅ + Hk, j < k. (1.49)

Now the Casimir operator is given by [478]:

C2 = K0( ∑
1≤i≤j≤n

K–1
1 . . .K–1

i–1Kj+1 . . .KnX–ij X+ij q(i+j–n–1)/2+
+

n∑
j=0

K–1
1 . . .K–1

j Kj+1 . . .Knq–j+n/2(q1/2 – q–1/2)–2) , (1.50)

where

K0 = Ka1
1 . . .Kan

n , ai = (n + 1 – 2i)/(n + 1),

K±1i = q±Hi/2i .

For n = 1 this expression differs from (1.46) by an additive constant.
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1.2.3 Jimbo’s Definition

In some considerations it is useful to use a subalgebra Ũq(G ) of Uq(G ) generated by
X±i and

K±1i = q±Hi/4i , (1.51)

and then (1.19) is replaced by:

KiK
–1
i = K–1

i Ki = 1 , [Ki ,Kj] = 0,

KiX
±
j K

–1
i = q±aij/4i X±j , (1.52a)

[X+i ,X
–
j ] = $ij

K2
i – K

–2
i

q1/2i – q–1/2i

. (1.52b)

On the other hand one may forget (1.51) and define Ũq(G ) with the generators X±i and
K±1i and relations (1.20) and (1.52). In terms of these generators the coalgebra relations
are:

$(Ki) = Ki ⊗ Ki , $(X±i ) = X±i ⊗ Ki + K–1
i ⊗ X±i (1.53a)

%(Ki) = 1 , %(X±i ) = 0 , (1.53b)𝛾(Ki) = K–1
i , 𝛾(X±i ) = –q±1/2i X±i . (1.53c)

This is actually how quantum groups are defined in [360, 361]. This definition has the
advantage that Ũq(G ) is an algebra in the strict sense of the notion. The algebra Ũq(G )
is also called rational form of Uq(G ), or Jimbo quantum algebra.

Nevertheless, even if not used, relation (1.51) is present in a ‘hidden way’. That is
why quantum algebras are called quantum groups a la Drinfeld-Jimbo in spite of the
fact that the two definitions are not strictly equivalent. (In the mathematical literature
(cf., e. g., Chari–Pressley [147]) one starts also by treating q±1/2 as formal variables.)

We shall point out now one of the inequivalences, the so-called twisting.
Let (31, . . . , 3n) ∈ {±1}n. Then there exists an algebra homomorphism of Ũq(G )
given by:

Ki 󳨃→ 3iKi , X+i 󳨃→ 3iX+i , X–i 󳨃→ X–i . (1.54)

On the other hand, except from the identity automorphism 3i = 1,∀i, there are no
analogous automorphisms for Uq(G ). We note that this inequivalence is not very
important since these automorphisms (except for the identity one) do not respect the
coalgebra structure of Ũq(G ).
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For the Cartan–Weyl generators we need also the notation:

K" ≐ qH"/4" =
ℓ∏
i=1

Kni
i , H" =

ℓ∑
i=1

ni Hi (1.55)

Then we have for the analogue of (1.23a):

[E" ,E–"] =
K2
" – K

–2
"

q1/2" – q–1/2"
=
q
H"/2
" – q

–H"/2
"

q1/2" – q–1/2"
. (1.56)

In the affine case, we use (1.55) for " = kd̄ + !, H" = H! + kĉ, and K$ ≐ qkĉ/4, and then
instead of (1.56) we have for the analogues of (1.29)

[Ekd̄+! ,E–(kd̄+!)] =
K2
kd̄+! – K

–2
kd̄+!

q1/2! – q–1/2!
= q(H!+kĉ)/2! – q–(H!+kĉ)/2!

q1/2! – q–1/2!

[Eikd̄,E
i
ℓd̄] = $k,–ℓ

K2k
$ – K–2k

$
q1/2 – q–1/2

= $k,–ℓ
qkĉ/2 – q–kĉ/2

q1/2 – q–1/2
. (1.57)

One may also use instead of X±i the generators:

Ei = X–i q
Hi/4
i = X–i Ki , Fi = X+i q

–Hi/4
i = X+i K

–1
i . (1.58)

(A similar changewas used in [533].) In terms of the generatorsK±1i ,Ei , Fi the coalgebra
relations are rewritten as follows:

$(Ki) = Ki ⊗ Ki , $(Ei) = Ei ⊗ K2
i + 1 ⊗ Ei ,

$(Fi) = Fi ⊗ 1 + K–2
i ⊗ Fi (1.59a)

%(Ki) = 1 , %(Ei) = %(Fi) = 0 , (1.59b)𝛾(Ki) = K–1
i , 𝛾(Ei) = –EiK

–2
i ,𝛾(Fi) = –K2

i Fi. (1.59c)

We note for further use:

$󸀠(Ki) = Ki ⊗ Ki , $󸀠(Ei) = Ei ⊗ 1 + K2
i ⊗ Ei ,

$󸀠(Fi) = Fi ⊗ K–2
i + 1 ⊗ Fi (1.60a)𝛾󸀠(Ki) = K–1

i , 𝛾󸀠(Ei) = –K–2
i Ei ,𝛾󸀠(Fi) = –FiK

2
i . (1.60b)

One may also rewrite the q-Serre relation (1.20) as [533]:

(adqEi)
n(Ej) = 0 = (ad󸀠qFi)

n(Fj), i ̸= j, where (1.61a)
adq : Uq(G

+)→ End(Uq(G
+)) ,
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adq = m ∘ (L ⊗ R)(id ⊗ 𝛾)$ , (1.61b)
ad󸀠q : Uq(G

–)→ End(Uq(G
–)) ,

ad󸀠q = m ∘ (L ⊗ R)(id ⊗ 𝛾󸀠)$󸀠 , (1.61c)

and L (respectively, R) is the left (respectively, right) representation. In particular,

adq Ei = (L ⊗ R)(id ⊗ 𝛾󸀠)$󸀠(Ei) =
= (L ⊗ R)(id ⊗ 𝛾󸀠)(Ei ⊗ 1U + K2

i ⊗ Ei) =
= (L ⊗ R)(Ei ⊗ 1U + K2

i ⊗ 𝛾󸀠(Ei)) =
= (L ⊗ R)(Ei ⊗ 1U – K2

i ⊗ K–2
i Ei) =

= L(Ei) ⊗ 1U – L(K2
i ) ⊗ R(K–2

i Ei)

adq Ei (Ej) = (L(Ei) ⊗ 1U – L(K2
i ) ⊗ R(K–2

i Ei)) (Ej) =
= Ei Ej – K

2
i Ej K

–2
i Ei =

= Ei Ej – q
aij/2 Ej Ei =

= Ei Ej – q
(1–n)/2 Ej Ei,

where the action ofm∘ on the RHS is understood where appropriately.
Furthermore adq(Ei) acts as a twisted derivation; that is, for X,Y ∈ Uq(G +)

homogeneous of degree ", 𝛾 ∈H ∗ we have:

adq(Ei)(XY) = adq(Ei)(X)Y + q(!
∨
i ,")/2X adq(Ei)(Y). (1.62)

Proof: the LHS and the RHS of the above equality are:

LHS: adq(Ei)(XY) = Ei XY – K2
i XY K–2

i Ei =

= Ei XY – q(!
∨
i ,"+𝛾)/2 XY Ei ,

RHS: adq(Ei)(X) Y + q(!
∨
i ,")/2 X adq(Ei)(Y) =

= Ei X Y – K2
i X K–2

i Ei Y+

+ q(!
∨
i ,")/2 X (Ei Y – K2

i Y K–2
i Ei) = (1.63)

= Ei X Y – q(!
∨
i ,")/2 X Ei Y+

+ q(!
∨
i ,")/2 X (Ei Y – q(!

∨
i ,𝛾)/2 Y Ei) =

= Ei X Y – q(!
∨
i ,"+𝛾)/2 X Y Ei.

The action of ad󸀠q(Fi) on X,Y ∈ Uq(G –) is defined analogously.
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1.3 Drinfeld Second Realization of Quantum Affine Algebras

In [254] Drinfeld introduced the so-called new realization of quantum affine algebras.
Our exposition will follow mostly [386].

Let Ĝ be a untwisted affine Lie algebra, and F = {!0, !1, . . . , !ℓ} be a system of
simple roots for Ĝ . We assume as in Volume 1 that the roots F0 = {!1, !2, . . . , !ℓ}
generate the root system of the corresponding finite-dimensional Lie algebra G .

In this second realization, the algebra Uq(Ĝ ) is generated by an infinite set of
generators:

Kc, 7i,m, .±i,m , (for i = 1, 2, . . . , r; m ∈ Z) , (1.64)

with the defining relations:

[Kc, everything] = 0 , 7i,0.±j,m = q±(!i,!j)/2.±j,m7i,0 , (1.65)

[7i,m, 7j,n] = $m,–naij(m)
K2m
c – K–2m

c
q1/2 – q–1/2

, (1.66)

[7i,m, .±j,n] = ±aij(m) .±j,m+nK(–m±|m|)
c , (1.67)

.±i,m+1.
±
j,n – q

∓(!i,!j)/2.±j,n.
±
i,m+1 = q∓(!i,!j)/2.±i,m.

±
j,n+1 – .

±
j,n+1.

±
i,m , (1.68)

[.+i,m, .
–
j,n] = $i,j

6i,m+nK2m
c – 8i,m+nK2m

c
q1/2 – q–1/2

, (1.69)

Sym( n󸀠ij∑
s=o

(–1)sCsn󸀠ij
(q(!i,!j)/2).±i,l1 ⋅ ⋅ ⋅ .±i,ls.±j,m.±i,ls+1 ⋅ ⋅ ⋅ .±i,ln󸀠ij) = 0 for i ̸= j , (1.70)

where

aij(m) =
qm(!i,!j)/2 – q–m(!i,!j)/2

m(q1/2 – q–1/2)
, (1.71)

the elements 6i,p, 8i,p are defined from the relations:∑
p
6i,pu

–p = 7i,0 exp((q–1/2 – q1/2)∑
p<0

7i,pu–p) , (1.72)
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∑
p
8i,pu

–p = 7–1i,0 exp((q
1/2 – q–1/2)∑

p>0
7i,pu–p) , (1.73)

the q-binomial coefficients Csn(q) are determined by the formula

Csn(q) =
[n]q!

[s]q![n – s]q!
, (1.74)

the symbol “Sym” in (1.70) denotes a symmetrization on l1, l2,. . . , lnij , and n
󸀠
ij := nij + 1.

It should be noted that the matrix (aij(m)) with the elements (1.71) may be
considered as a q-analog of the “levelm” for the matrix Cartan (asymij ).

Drinfeld has shown how to express the Chevalley generators e!i , h!i in terms of 7±i,0
and .±i,k, k = 0,±1 (see [254]). He suggested also other formulas of the comultiplication
for Uq(G ), which originates in a quantization of the corresponding bialgebra structure
[254] (different from the usual one):

$(D)(Kc) = Kc ⊗ Kc , $(D)(7i,0) = 7i,0 ⊗ 7i,0, (1.75)

$(D)(7i,m) = 7i,m ⊗ 1 + K–1
c ⊗ 7i,m , $(D)(7i,–m) = 7i,–m ⊗ Kc + 1 ⊗ 7i,–m, (1.76)

form > 0, and

$(D)(.+i,m) = .+i,m ⊗ 1 + ∑
n≥0

Kn
c6i,n ⊗ .+i,m+n , (1.77)

$(D)(.–i,m) = 1 ⊗ .–i,m + ∑
n≥0

.–i,m–n ⊗ 8i,nK
n
c , (1.78)

for anym ∈ Z.
Next we show how the generators Kc, 7i,m, .±i,m can be expressed via the Cartan–

Weyl generators in Jimbo’s realization.
We fix some special normal ordering in B+(Ĝ ) := B+, which satisfies the following

additional constraint: ℓd̄ + !i < (m + 1)d̄ < (n + 1)d̄ – !j (1.79)

for any simple roots !i, !j ∈ F0, and ℓ, m, n ≥ 0. Here d̄ is the minimal positive
imaginary root (cf. Section I.2.6). Furthermore we put

E(i)d̄ = [X+i ,Ed̄–!i ]q , (1.80)

End̄+!i = (–1)n([(!i, !i)]q)–n( ̃ad E(i)d̄ )
nX+i , (1.81)

E(n+1)d̄–!i = ([(!i, !i)]q)–n( ̃ad E(i)d̄ )
nEd̄–!i , (1.82)

E󸀠(i)(n+1)d̄ = [End̄+!i ,Ed̄–!i ]q , (1.83)
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(for n > 0), where ( ̃ad x)y = [x, y] is the usual commutator. The imaginary root vectors
E󸀠(i)
±nd̄

do not satisfy the relation (1.57). We introduce new vectors E(i)
±nd̄

by the following
(Schur) relations:

E󸀠(i)nd̄ = ∑
p1+2p2+...+kpk=n

(q1/2 – q–1/2)
∑ pi–1

p1! ⋅ ⋅ ⋅ pk! (E(i)d̄ )
p1 ⋅ ⋅ ⋅ (E(i)kd̄)pk . (1.84)

In terms of the generating functions

E󸀠i (z) = (q1/2 – q–1/2) ∑
m≥1

E󸀠(i)md̄z
m (1.85)

and

Ei(z) = (q1/2 – q–1/2) ∑
m≥1

E(i)md̄z
m, (1.86)

the relation (1.84) may be rewritten in the form

E󸀠i (z) = –1+ expEi(z) (1.87)

or

Ei(z) = ln(1 + E󸀠i (z)) . (1.88)

From this we have the inverse formula to (1.84)

E(i)nd̄ = ∑
p1+2p2+...+kpk=n

(q–1/2 – q1/2)
∑ pi–1(∑k

i=1 pi – 1)!
p1! ⋅ ⋅ ⋅ pk! (E󸀠(i)d̄ )

p1 ⋅ ⋅ ⋅ (E󸀠(i)kd̄ )
pk . (1.89)

We construct the rest of the real root vectors using the root vectors End̄+!i , E(n+1)d̄–!i ,
E(i)
(n+1)d̄

(i = 1, 2, . . . , ℓ; n ∈ Z+). The root vectors of negative roots are obtained by the
Cartan involution (∗):

E–𝛾 = (E𝛾)
∗ (1.90)

for 𝛾 ∈ B(Ĝ ).
To proceed further, we introduce two types of root vectors Ê𝛾 and Ě𝛾 by the

following formulas [386]:

Ê𝛾 := E𝛾 , Ê–𝛾 := –K–1
𝛾 E–𝛾 , ∀ 𝛾 ∈ B , (1.91)

and

Ě–𝛾 := E–𝛾 , Ě𝛾 := –E𝛾K𝛾 , ∀ 𝛾 ∈ B . (1.92)
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Using the explicit relations (1.80–1.83), (1.89), and (1.90), we can prove the fol-
lowing theorem which states the connection between the Cartan–Weyl and Drinfeld’s
generators for the quantum untwisted affine algebra Uq(Ĝ ):

Theorem 1.1 ([386]). Let some function 0: {!1, !2 . . . , !ℓ} 󳨃→ {0, 1} be chosen such that
0(!i) ̸= 0(!j) if (!i, !j) ̸= 0 and let the root vectors Ê±𝛾 and Ě±𝛾 of the real roots 𝛾 ∈ B+(Ĝ )
be the Cartan–Weyl generators (1.91), (1.92) and E(i)

nd̄
be imaginary root vectors of Uq(Ĝ ).

Then the elements

Kc := Kd̄ , 7i,0 := K!i , 7i,n := (–1)n0(!i)E(i)nd̄, (1.93)

.+i,n = (–1)n0(!i)Ênd̄+!i , .–i,n = (–1)n0(!i)Ěnd̄–!i , (1.94)

for n ∈ Z, and
6i,0 = K!i , 6i,–n = (q–1/2 – q1/2)K!iE

󸀠(i)
–nd̄ ,

8i,0 = K–1
!i , 8i,n = (q1/2 – q–1/2)K–1

!i E
󸀠(i)
nd̄ , (1.95)

for n > 0 satisfies the relations (1.65–1.70); that is, the elements (1.93–1.95) are the
generators of the Drinfeld’s second realization of Uq(Ĝ ). ◊
1.4 Drinfeld’s Realizations of Yangians

This section follows mostly [577]. Let g be a finite-dimensional complex simple Lie
algebra. Fix a nonzero invariant bilinear form ( , ) on g, and let {I!} be an orthonormal
basis of g with respect to ( , ).

1.4.1 The First Drinfeld Realization of Yangians

Definition 1.2 ([251]). The Yangian Y'(g) is generated as an associative algebra overℂ[[']] by the Lie algebra g and elements J(x), x ∈ g, with the defining relations:

J(+x + ,y) = +J(x) + ,J(y),

J([x, y]) = [x, J(y)] for x, y ∈ g, +, , ∈ ℂ ,
(1.96)

if ∑
i
[xi, yi] =0 for xi, yi ∈ g ⇒∑

i
[J(xi), J(yi)] =

'2
12
∑
i
∑
!,",𝛾

([[xi, I!], [yi, I"]], I𝛾){I!, I", I𝛾} , (1.97)
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if ∑
i
[[xi, yi], zi] =0 for xi, yi, zi ∈ g ⇒∑

i
[[J(xi), J(yi)], J(zi)] =

'2
4
∑
i
∑
!,",𝛾

f (xi, yi, zi, I!, I", I𝛾)× {I!, I", J(I𝛾)} , (1.98)

where the notations are used {a1, a2, a3} := (1/6)∑
i ̸=j ̸=k

aiajak and f (x, y, z, a, b, c) :=

Alt
x,y

Sym
x,z
([x, [y, a]], [[z, b], c]). A comultiplication map ($' : Y'(g) → Y'(g) ⊗ Y'(g)),

an antipode (S' : Y'(g) → Y'(g)) and a counit (%' : Y'(g) → ℂ) are given by the
formulas (x ∈ g)

$'(x) = x ⊗ 1 + 1 ⊗ x ,
$'(J(x)) = J(x) ⊗ 1 + 1 ⊗ J(x) + '

2
[x ⊗ 1,K2] ,

(1.99)

S'(x)=–x , S'(J(x)) = –J(x) + '
4
+ x , (1.100)

%'(x)=%'(J(x)) = 0 , %'(1) = 1 , (1.101)

whereK2 is the Casimir two-tensor (K2 = ∑! I!⊗I!) and + is the eigenvalue of the Casimir
operator C2 = ∑! I!I! in the adjoint representation of g in g.

Wemay specialize the formal parameter ' to any complex number - ∈ ℂ; however,
the resulting Hopf algebra Y-(g) (overℂ) is essentially independent of -, provided that
- ̸= 0. It means that any two Hopf algebras Y-(g) and Y-󸀠 (g) with - ̸= -󸀠; -, -󸀠 ̸= 0 are
isomorphic. Thus, we can as well take - = 1 and drop the parameter '. However, for
the convenience of passage to the limit '→ 0, we shall keep the formal parameter '.

Remark 1.2. In the case g = sl2(ℂ) there is a more complicated relation instead (1.97)
(see [251]). ◊
1.4.2 The Second Drinfeld Realization of Yangians

Let A = (aij)li,j=1 be a standard Cartanmatrix of g,F := {!1, . . . , al} be a system of simple
roots (l is rank of g), and Bij := 1

2 (!i, !j).

Theorem 1.2 ([254]). The Yangian Y'(g) is isomorphic to the associative algebra overℂ[[']] with the generators:
.+in , .–in , >in for i = 1, 2, . . . , l; n = 0, 1, 2, . . . , (1.102)
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and the following defining relations:

[>in, >jm]=0 , (1.103)

[>i0, .
±
jn]=±2Bij .±jn ,

[.+in, .
–
jm]=$ij >j n+m ,

[>i n+1, .
±
jm] – [>i n, .

±
j m+1]=±'Bij (>i n.

±
jm + .±jm>in) ,

[.±i n+1 .
±
jm] – [.

±
i n, .

±
j m+1]=±'Bij (.±i n.±jm + .±jm.

±
in) ,

Sym
n1,n2,...,nk

[.±i n1, [.
±
in2
[. . . [.±i nk, .±jm] . . .]]]=0 for i ̸= j, k = 1 – Aij. ◊

Explicit formulas for the action of the comultiplication $' on the generates .±in, >in are
rather cumbersome (see [386]), and they are not given here.

For the Yangian Y'(sl(n,ℂ))) Drinfeld has also given a third realization. It is
presented in terms of RLL-relations (see details in [254, 272]).

All these realizations of Yangians are not minimal; that is, they are not given in
terms of a Chevalley basis. However, the minimal realization may be given using the
connection of Yangians with quantum untwisted affine algebras (cf. [577]).

More information on Yangians may be found in the book [479].

1.5 q-Deformations of Noncompact Lie Algebras

1.5.1 Preliminaries

Noncompact Lie groups and algebras play a very important role in physics – recall.
Thus ever since the introduction of quantum groups as deformations Uq(G ) of the
universal enveloping algebras of complex simple Lie algebras or as matrix quantum
groups, one was always asking what would be the deformation of the real forms. Actu-
ally, the deformation of compact simple Lie algebras is used in the physics literature
without much explanation assuming the implementation of the Weyl unitary trick.
In [272] Faddeev–Reshetikhin–Takhtajan introduced the compact matrix quantum
groups SUq(n) (for n = 2 first in [599]), SOq(n), Spq(n), and the maximally split real
noncompact forms SLq(n,ℝ), SOq(n, n), SOq(n, n+ 1), Spq(n,ℝ). From our point of view
it is not accidental that these cases were obtained first since the root systems of these
real forms coincide (up to multiple of i in the compact case) with the root systems of
their complexifications (cf. the description of our approach below). Besides the above
among the first noncompact cases were considered: Uq(su(1, 1)) in [140], Uq(su(n, 1))
in [143], quantum Lorentz groups in [123, 250, 320, 511], quantum deformation of
Poincare algebra in [435, 437].
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Herewe present a universal approach to the q-deformation of real simple algebras.
Let G be a real simple Lie algebra (below we shall need to extend the construc-
tion to real reductive Lie algebras). We shall use the standard q-deformation for the
simple components of the complexification G ℂ of G to obtain deformation Uq(G ) as
a real form of Uq(G ℂ). Though the procedure is described mostly in terms which are
known from the undeformed case, we stress which steps are necessitated by the q-
deformation. The first basic ingredient of our approach relies on the fact that the real
formsG of a complex simple Lie algebraG ℂ are in one-to-one correspondencewith the
Cartan automorphisms ( of G ℂ. This allows to study the structure of the real forms and
to find their explicit embeddings as real subalgebras of G ℂ invariant under ( and con-
sequently, using the same generators, to find Uq(G ). This ingredient is enough for the
compact case (up to the choice of the range of q). The second basic ingredient is related
to the fact that a real noncompact simple Lie algebra has in general (a finite number of)
nonconjugate Cartan subalgebras [10]. This is very important since we have to choose
which conjugacy class of Cartan subalgebras will correspond to the unique conjugacy
class of Cartan subalgebras of G ℂ andwill be “freezed” under a q-deformation (cf. (4a)
below). For each such choice we shall get a different q-deformation. The third basic
ingredient are the Bruhat decompositions G = A ⊕M ⊕ Ñ ⊕N , (direct sum of vector
subspaces), whereA is a noncompact abelian subalgebra,M (a reductive Lie algebra)
is the centralizer of A in G (mod A ), and Ñ , N are nilpotent subalgebras forming
the positive, negative, respectively, root spaces of the root system (G ,A ). Consistently,
the Cartan subalgebras of G have the decomposition H = A ⊕H m, where H m is a
Cartan subalgebra of M . A general property of the deformations Uq(G ) obtained by
our procedure is that Uq(M ), Uq(P̃), Uq(P) are Hopf subalgebras of Uq(G ), where
P = A ⊕M ⊕N , P̃ = A ⊕M ⊕ Ñ are parabolic subalgebras of G . Our approach
is easily generalized for the real forms of the basic classical Lie superalgebras and of
the corresponding affine Kac-Moody (super) algebras.

These q-deformations are called canonical because they are obtained by a well-
defined procedure presented below. This does not exclude other deformations, for
example, multiparameter deformations, or deformation by contaction (cf. also com-
ments in the text). Also as in the undeformed case for each real form there exists an
antilinear (anti)involution 3 ofUq(G ℂ) which preservesUq(G ). Unlike the undeformed
case it is necessary to consider both involutions and antiinvolutions, since there are
two possibilities for the deformation parameter q, that is, either |q| = 1 or q ∈ ℝ. For
instance, Uq(su(2)) has |q| = 1 when 3 is an involution and q ∈ ℝ when 3 is an antiin-
volution. Further, 3 is a coalgebra (anti)homomorphism; that is, $ ∘ 3 = (3 × 3) ∘ $, or
$ ∘ 3 = (3 × 3) ∘ $󸀠; %(3(X)) = %̄(X) ∀X ∈ Uq(G ℂ). Then the relations for the antipode are
3 ∘ 𝛾 = 𝛾 ∘ 3 if 3 is an algebra involution and a coalgebra homomorphism or if it is an
algebra antiinvolution and a coalgebra antihomomorphism and (3∘𝛾)2 = id otherwise.
One approach to the real forms would be to try to classify directly the possible conjug-
ation 3. Our approach is more constructive, and the conjugation 3 is obtained as a
by-product of the procedure proposed below (this is pointed out in some examples).
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1.5.2 q-Deformation of the Real Forms

Let G be a real noncompact semisimple Lie algebra, ( be the Cartan involution in G ,
and G = K ⊕Q be the Cartan decomposition of G , so that (X = X,X ∈ K , (X = –X,X ∈
Q; K is the maximal compact subalgebra of G . Let A0 be the maximal subspace of
Q, which is an abelian subalgebra of G ; r0 =dim A0 is the real rank (or split rank) of
G , 1 ≤ r0 ≤ ℓ = rank G .

Let B0R be the root system of the pair (G ,A0), also called (A0 -) restricted root
system:

B0R = {+ ∈ A ∗
0 |+ ̸= 0,G 0

+ ̸= 0}, (1.104)
G 0
+ = {X ∈ G |[Y,X] = +(Y)X,∀Y ∈ A0}. (1.105)

The elements of B0R = B0+R ∪ B0–R is called (A0 -) restricted roots; if + ∈ B0R, G 0
+ is

called (A0-) restricted root space, dimRG
0
+ ≥ 1. Now we can introduce the subalgebras

corresponding to the positive (B0+R ) and negative (B0–R ) restricted roots:

Ñ 0 =
⊕

+ ∈ B0+R G 0
+ = Ñ

1
0 ⊕ Ñ

2
0, (1.106)

N0 =
⊕

+ ∈ B0–R G 0
+ = N 1

0 ⊕N 2
0 = (Ñ 0, (1.107)

where Ñ
1
0, Ñ

2
0 is the direct sum of G 0

+ with dimRG
0
+ = 1, dimRG

0
+ > 1, respectively,

and analogously for N a
0 = (Ñ a

0. Then we have the Bruhat decompositions which we
shall use for our q-deformations:

G = Ñ 0 ⊕A0 ⊕M0 ⊕N0 = Ñ
1
0 ⊕ Ñ

2
0 ⊕A0 ⊕M0 ⊕N 1

0 ⊕N 2
0 , (1.108)

where M0 is the centralizer of A0 in K ; that is, M0 = {X ∈ K |[X,Y] = 0,∀Y ∈ A0}.
In generalM0 is a compact reductive Lie algebra, and we shall writeM0 = M s

0 ⊕Z m
0 ,

where M s
0 = [M0,M0] is the semisimple part of M0, and Z m

0 is the centre of M0.
Note that P̃

0
0 ≡ Ñ 0 ⊕ A0 ⊕M0, P0

0 ≡ A0 ⊕M0 ⊕N0 are subalgebras of G , the so-
calledminimal parabolic subalgebras of G . Identifying P̃

0
0 ,P

0
0 is the first step of our

procedure.
Further, letH m

0 be the Cartan subalgebra ofM0; that is,H m
0 = H ms

0 ⊕Z m
0 , where

H ms
0 is the Cartan subalgebra of M s

0. Then H0 ≡ H m
0 ⊕A0 is a Cartan subalgebra of

G , the most noncompact one; dimRH0 = dimRH
ms
0 + dimRZ

m
0 + r0. We choose H0 to

be also the Cartan subalgebra of Uq(G ). Let H ℂ be the complexification of H0 (ℓ =
rank G ℂ = dimCH

ℂ); then it is a Cartan subalgebra of the complexification G ℂ of G .
The second step in our procedure is to choose consistently the basis of the rest

of G and G ℂ, and thus of Uq(G ). For this we use the classification of the roots from
B with respect to H0. The set B0r ≡ {! ∈ B|!|H m

0
= 0} is called the set of real roots,
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B0i ≡ {! ∈ B|!|A0 = 0} - the set of compact roots, B0c ≡ B\(B0r ∪ B0i ) - the set of complex
roots (cf. Bourbaki [109]). Thus B = B0r ∪ B0i ∪ B0c . Further, let ! ∈ B+; let L c

! be the
complex linear span of H!,X!,X–!; and let L! = L c

! ∩ G . Then dimRL! = 3 if the
! ∈ B0r ∪ B0i [10]. If ! ∈ B0r then X! ∈ Pℂ and L! is noncompact. Since the Cartan
subalgebra is H0, then X! ∈ K ℂ and L! is compact if ! ∈ B0i . The algebras L! are
given by:

L! = r.l.s.{H!,X!,X–!}, ! ∈ B0+r , (1.109a)
L! = r.l.s.{iH!,X! – X–!, i(X! + X–!)}, ! ∈ B0+i , (1.109b)

where r.l.s. stands for real linear span.
Note that there is a one-to-one correspondence between the real roots ! ∈ B0r

and the restricted roots + ∈ B0R with dimRG
0
+ = 1 and naturally this correspond-

ence is realized by the restriction: + = !|A0 . Thus the elements in (8a) X±! for ! ∈
B0r we take also as elements of Uq(G ). Thus, following (1.19),(1.23) these generators
obey:

[X!,X–!] = [H!]q! , [H!,X±!] = ±!(H!)X±!, for ! ∈ B0+r , (1.110)

and the Hopf algebra structure is given exactly as for ! ∈ B (cf. (1.22) and the text after
that).

Remark 1.3. Formulae (1.109a) and (1.110) determine completely a q-deformation of
any maximally split real form (or normal real form), when all roots are real, M0 = 0,
and H0 = A0. In this case the Bruhat decomposition is just

G = Ñ 0 ⊕A0 ⊕N0, (1.111)

that is, this is the restriction to ℝ of the standard triangular decomposition G ℂ =
G ℂ
+ ⊕ H ℂ ⊕ G ℂ

– , and hence Uq(G ) is just the restriction of Uq(G ℂ) to ℝ with q ∈ ℝ.
Thus we also inherit the property that Uq(Ñ 0 ⊕ A0), Uq(N0 ⊕ A0) are Hopf sub-
algebra of Uq(G ), since Uq(G ℂ

± ⊕ H ℂ) is Hopf subalgebra of Uq(G ℂ). Note that 3
here is an antilinear involution and co-algebra homomorphism such that 3(Y) = Y∀Y ∈ Uq(G ℂ). For the classical complex Lie algebras these forms are Uq(sl(n,ℝ)),
Uq(so(n, n)),Uq(so(n+1, n)),Uq(sp(n,ℝ)), which are dual to thematrix quantumgroups
SLq(n,ℝ), SOq(n, n), SOq(n, n + 1), Spq(n,ℝ), introduced in [272] from another point of
view than ours. ◊
Further note that the set of the compact roots B0i may be identifiedwith the root system
of M sℂ

0 . Thus the elements in (1.109b) give the Hopf algebra Uq(M s
0) by the formulae:
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[C+! ,C
–
! ] =

sinh(H̃!h!/2)
sin(h!/2)

, (1.112)

[H̃!, C±! ] = ±C∓! , q! = q(!,!)/2 = e–ih! ,
C+! = (i/√2)(X! + X–!), C–! = (1/√2)(X! – X–!)
H̃! = –iH!,

$(C±! ) = C±! ⊗ eH̃!h!/4 + e–H̃!h!/4 ⊗ C±! , ! ∈ B+i ∩ BS.
SinceM0 = M s

0 ⊕Z m
0 is a compact reductive Lie algebra we have to choose how to do

the deformation in such cases. Our choice is to preserve the reductive structure, that
is, writing in more detail M0 = ⊕jM sj

0 ⊕ ⊕kZ mk
0 , whereM sj

0 is simple and Z mk
0 is one-

dimensional; then we shall have the Hopf algebra Uq(M0) = ⊗jUq(M
sj
0 ) ⊗ ⊗kUq(Z mk

0 ),
where we also have to specify that if Z mk

0 is spanned by K, then Uq(Z mk
0 ) is spanned

by K, q±K/4.

Remark 1.4. Formulae (1.109b) and (1.112) (with h! ∈ ℝ) determine completely a
Drinfeld-Jimbo q-deformation of any compact semisimple Lie algebra [251] (when all
roots of B are compact). Here one may take 3 as an antilinear involution and coalgebra
homomorphism such that 3(X±! ) = –X∓! , ∀! ∈ B, 3(H) = –H, ∀H ∈ H . Note that in this
case the q-deformation inherited from Uq(G ℂ) is often used in the physics literature
without the basis change (1.112). ◊
Returning to the general situation, so far we have chosen consistently the generat-
ors of Ñ

1
0 ⊕ A0 ⊕ M0 ⊕ N 1

0 (cf. (1.106)) as linear combinations of the generators of
H0 ⊕ ⊕!∈B0r ∪B0i G!. Now it remains to choose consistently the generators of Ñ 2

0, N
2
0 as

linear combinations of the generators of the rest of G ℂ, that is, of ⊕!∈B0+c G!, ⊕!∈B0–c G!,
respectively. If ! ∈ B0c , + = !|A0 , then dimRG

0
+ > 1. Let B+ = {! ∈ B|!|A0 = +}. If ! ∈ B0c ,

then we have X! = Y! + Z!, where Y! ∈ Qℂ, Z! ∈ K ℂ. Now we can see that G 0
+ = r.l.s.{X̃! = Y! + iZ!, ∀! ∈ B+}. The actual choice of basis in G 0

+ is a matter of convenience
(cf. the examples below) and is related to the choice of 3 and q, and to the general
property that Uq(P̃

0
0), Uq(P0

0 ) are Hopf subalgebras of Uq(G ).

1.5.2.1 q-Deformations with Other Cartan Subalgebras
For the purposes of q-deformations we need also to consider Cartan subalgebras
H which are not conjugate to H0. Cartan subalgebras which represent different
conjugacy classes may be chosen as H = Hk ⊕ A , where Hk is compact, A is non-
compact, dimA < dimA0 if H is nonconjugate to H0. The Cartan subalgebras with
maximal dimension of A are conjugate to H0; also those with minimal dimension of
A are conjugate to each other.

All notions introduced until now are easily generalized for H = Hk ⊕A noncon-
jugate to H0. We note the differences, and notationwise we drop all 0 subscripts and
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superscripts. One difference is that the algebra M is the centralizer of A in G (mod
A ) and thus is in general a noncompact reductive Lie algebra which has the compact
Hk as Cartan subalgebra (besides, in general, other noncompact Cartan subalgebras);
in particular, if G has a compact Cartan subalgebra then for the choice A = 0 one
has M = G . For the purposes of the q-deformation we shall use this compact Cartan
subalgebra, that is, we set H m = Hk. Further, the classification of the roots of B with
respect to H goes as before. The difference is that if ! ∈ Bi then L! may also be non-
compact. Thus for ! ∈ Bi the root ! is called singular root, ! ∈ Bs, ifL! is noncompact,
and ! is called as before compact root, ! ∈ Bk, if L! is compact. Thus Bi = Bs ∪ Bk.
Formulae (1.109b) hold for Bk, while for ! ∈ Bs we have:

L! = r.l.s.{iH!, i(X! – X–!),X! + X–!}, ! ∈ B+s ,
[S+!, S

–
! ] =

sinh(H̃!h!/2)
sin(h!/2)

,

[H̃!, S
±
! ] = ∓S∓! , q! = q(!,!)/2 = e–ih! , (1.113)

S+! = (1/√2)(X! + X–!), S–! = (i/√2)(X! – X–!),
H̃! = –iH!,

$(S±! ) = S±! ⊗ eH̃!h!/4 + e–H̃!h!/4 ⊗ S±! , ! ∈ B+s ∩ BS.
Further as before the set of the compact roots in B may be identified with the root
system of M sℂ. Thus formulae (1.109b),(1.112), and (1.113) give also the deformation
Uq(M s). Since the centre ofM is compact (it is in the Cartan subalgebraH m which is
compact), then the deformationUq(Z m) is given as after (1.112). Thus the Hopf algebra
Uq(M ) is given. Otherwise, the considerations for the factorsN , Ñ go as forN0, Ñ 0.

Thus our scheme provides a different q-deformation for each conjugacy class of
Cartan subalgebras.

1.5.2.2 q-Deformations for Arbitrary Parabolic Subalgebras and Reductive Lie
Algebras

Until now our data are the nonconjugate Cartan subalgebras H = Hk ⊕ A and the
related with Bruhat decompositions (1.106). In these decompositions special role for
the q-deformations is played by the minimal parabolic subalgebras P0 P̃0. A stand-
ard parabolic subalgebra is any subalgebra P 󸀠 of G such that P0 ⊆ P 󸀠. The number
of standard parabolic subalgebras, including P0 and G , is 2r, r = dimA . They are all
of the form P 󸀠 = M 󸀠 ⊕ A 󸀠 ⊕ N 󸀠, M 󸀠 ⊇ M , A 󸀠 ⊆ A , N 󸀠 ⊆ N ; M 󸀠 is the cent-
ralizer of A 󸀠 in G (mod A 󸀠); N 󸀠 (resp. Ñ

󸀠 = (N 󸀠) is comprised from the negative
(resp. positive) root spaces of the restricted root system B󸀠R of (G ,A 󸀠). One also has the
corresponding Bruhat decompositions:

G = Ñ
󸀠 ⊕A 󸀠 ⊕M 󸀠 ⊕N 󸀠. (1.114)
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Note that M 󸀠 is a noncompact reductive Lie algebra which has a noncompact Cartan
subalgebraH 󸀠m ≅Hk ⊕Hn, whereHn is noncompact andA ≅Hn ⊕A 󸀠. This Cartan
subalgebra H 󸀠m of M 󸀠 will be chosen for the purposes of the q-deformation.

Thus we need to extend our scheme to noncompact reductive Lie algebras. Let
Ĝ = G ⊕ Z = K̂ ⊕ Q̂ be a real reductive Lie algebra, where G is the semisimple part
of Ĝ ; Z is the centre of Ĝ ; K̂ , Q̂ are the +1, –1 eigenspaces of the Cartan involution
(̂; Â

󸀠
= A 󸀠 ⊕ Zp is the analogue of A 󸀠; Zp = Z ∩ Q̂. The root system of the pair

(Ĝ ; Â
󸀠
) coincides with B󸀠R, and the subalgebras Ñ

󸀠 andN 󸀠 are inherited from G . The
decomposition (1.114) then is:

Ĝ = Ñ
󸀠 ⊕ Â

󸀠 ⊕ M̂
󸀠 ⊕N 󸀠, (1.115)

where M̂
󸀠
= M 󸀠s ⊕ Ẑ

󸀠m
, Ẑ

󸀠m
= Z 󸀠m ⊕ Z ∩ K̂ . As in the compact reductive

case we choose a deformation which preserves the splitting of Ĝ , that is, Uq(Ĝ ) =
Uq(G ) ⊗ Uq(Z ), and even further into simple Lie subalgebras and one-dimensional
central subalgebras.

Remark 1.5. A general property of the deformations Uq(G ) obtained by the above
procedure is that Uq(M0), Uq(P̃0), Uq(P0) are Hopf subalgebras of Uq(G ). ◊
1.5.3 Example so(p,r)

Let G = so(p, r), with p ≥ r ≥ 2 or p > r = 1 with generators: MAB = –MBA, A,B =
1, . . . , p + r, 'AB = diag (– ⋅ ⋅ ⋅ – + ⋅ ⋅ ⋅+), (p times minus, r times plus) which obey:

[MAB,MCD] = i('BCMAD – 'ACMBD – 'BDMAC + 'ADMBC)

Besides the “physical” generatorMAB we shall also use the “mathematical” generator
YAB = –iMAB. One has:K ≅ so(p)⊕ so(r) if r ≥ 2 andK ≅ so(p) if r = 1. The generators
of K are MAB with 1 ≤ A < B ≤ p and p + 1 ≤ A < B ≤ p + r. The split rank is equal to
r; M0 ≅ so(p – r), if p – r ≥ 2, and M0 = 0 if p – r = 0, 1, dim Ñ = dim N = r(p – 1).
Furthermore the dimensions of the roots in the root system B of so(p + r,ℂ) and in BR
depending on the parity of p + r are given by:

roots p + reven p + rodd|B±r | r(r – 1) r2|B±i | (p – r)(p – r – 2)/4 (p – r – 1)2/4|B±c | r(p – r) r(p – r – 1)|B±R| r2 r(r + 1)
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Note that the algebra so(2n + 1, 1) has only one conjugacy class of Cartan subalgebras.
Thus in these cases our q-deformation is unique. The algebra so(2n, 1) has two con-
jugacy classes of Cartan subalgebras, and in these cases there are two q-deformations
which we ilustrate below for n = 1.

1.5.4 Example so(2,1)

Using notation from above A,B = 1, 2, 0, (– – +); Y12 is the generator of K , and we
may choose Y20 for the generator of A ; M0 = 0. Thus we can choose either Y20 or Y12
as a generator of H and H ℂ. Let B± = {±!} be the root system of G ℂ = sl(2,ℂ). If
H ℂ is generated by Y20 (and H = H0 = A ), then ! is a real root, and this deform-
ation, denoted by U0

q (so(2, 1)), is given by formulae (1.110) and (1.22) over ℝ. If H ℂ

is generated by Y12, then ! is a singular compact root, and the deformation, denoted,
U1
q(so(2, 1)), is given by formula (1.113) with h! ∈ ℝ.

1.5.5 q-Deformed Lorentz Algebra Uq(so(3,1))

With A,B = 1, 2, 3, 0, (– – –+), choose D̃ = M30 for the generator of A and H = M12
for the generator of M . From the above table we see that all roots are complex (as
is also verified by a simple calculation). It is convenient to use the generators M± =
–M23 ± iM13 ∈ K ℂ, N± = –M10 ∓ iM20 ∈ Qℂ. We recall that G ℂ = so(4,ℂ) ≅ so(3,ℂ) ⊕
so(3,ℂ). The generators of the two commuting so(3,ℂ) algebras are X±1 ,H1 and X±2 ,H2,
where

X±1 = (1/2)(M± – iN±), H1 = H – iD̃,
X±2 = (1/2)(M± + iN±), H2 = H + iD̃. (1.116)

We use Uq(so(4,ℂ)) = Uq(so(3,ℂ)) ⊗ Uq(so(3,ℂ)) given by:
[X+a ,X

–
a ] = [Ha], [Ha,X

±
a ] = ±2X±a , a = 1, 2, (1.117)

and the Hopf algebra structure is given just by (1.22). Using this we obtain the
following Uq(so(3, 1)) relations with q = eh ∈ ℝ:

[H,M±] = ±M±, [H,N±] = ±N±,
[(D̃,M±] = ±N±, [(D̃,N±] = ∓M±, (1.118)
[M+,M–] = [N–,N+] = 2[H]cos(D̃h/2),

[M±,N∓] = ±2cosh(Hh/2)sin(D̃h/2)
sinh(h/2)
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$(M±) = M± ⊗ eHh/4cos(D̃h/4) – N± ⊗ eHh/4sin(D̃h/4) +
+ e–Hh/4cos(D̃h/4) ⊗M± + e–Hh/4sin(D̃h/4) ⊗ N± (1.119)
$(N±) = N± ⊗ eHh/4cos(D̃h/4) +M± ⊗ eHh/4sin(D̃h/4) +
+ e–Hh/4cos(D̃h/4) ⊗ N± – e–Hh/4sin(D̃h/4) ⊗M±

𝛾(H) = –H, 𝛾(M±) = –q±1/2M±, (1.120)𝛾(d̃) = –d̃, 𝛾(N±) = –q±1/2N±.

1.5.6 q-Deformed Real Forms of so(5)

The algebras so(4, 1) and so(3, 2) have the same complexification G ℂ = so(5,ℂ). The
root system of so(5,ℂ) is given by B± = {±!1,±!2,±!3,±!4}; the simple roots are
!1, !2, while !3 = !1 + !2, !4 = 2!1 + !2; the products between the simple roots are
(!1, !1) = 2 = –(!1, !2), (!2, !2) = 4. The Cartan–Weyl basis for the nonsimple roots is
given by:

X+3 = X+1 X
+
2 – q

(!1,!2)/2X+2 X
+
1 = X+1 X

+
2 – q

–1X+2 X
+
1 ≡≡ [X+1 ,X+2 ]q–1 , (1.121)

X–3 = X–2 X
–
1 – q

–(!1,!2)/2X–1 X
–
2 = X–2 X

–
1 – qX

–
1 X

–
2 =

= [X–2 ,X
–
1 ]q,

X+4 = X+1 X
+
3 – q

(!1,!3)/2X+3X
+
1 = X+1 X

+
3 – X

+
3X

+
1 ,

X–4 = X–3X
–
1 – X

–
1 X

–
3

All other commutation relations follow from these definitions. We shall mention only:

[X±4 ,X
±
2 ] = ±(q±1 – 1)(X±3 )2, [X±4 ,X

∓
2 ] = ±(1 – q–2)(1 – q±1)(X±1 )2q±H2 . (1.122)

1.5.7 q-Deformed de Sitter Algebra so(4,1)

Let G = so(4, 1). With A,B = 1, 2, 3, 4, 0, (– – – – +), choose Y30 for the generator of A ;
M ≅ so(3) with generators Yab, a, b = 1, 2, 4, and we choose Y12 for the generator of its
Cartan subalgebra. The algebraG = so(4, 1) has two nonconjugate Cartan subalgebras;
besidesH0 generated by Y30,Y12, we have a compact Cartan subalgebraH1 generated,
say, by Y12,Y34.

In the case of H = H0 the generators of G are expressed in terms of those of
so(5,ℂ) by:
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Y30 = –H1, Y12 = i(H1 + H2), Y14 = (1/√2)(X+3 + X–3 ),
Y24 = (i/√2)(X–3 – X+3 ), Y34 = (1/√2)(X+1 + X–1 ),
Y40 = (1/√2)(X+1 – X–1 ) (1.123)
Y13 = (1/2)(X–2 + X

+
2 + X

+
4 + X

–
4 ),

Y23 = (i/2)(X–2 – X
+
2 – X

+
4 + X

–
4 )

Y10 = (1/2)(X–2 – X
+
2 + X

+
4 – X

–
4 ),

Y20 = (i/2)(X–2 + X
+
2 – X

+
4 + X

–
4 )

Now we can give all commutation relations and Hopf algebra operations for YAB
as generators of q-deformed so(4, 1) as inherited from Uq(so(5,ℂ)). The deformation
obtained in this way is denoted by U0

41.
In the case of the Cartan subalgebra H1 we have Y34 = iH1, Y12 = –i(H1 + H2). To

save space we omit the other generators. We denote the deformation obtained in this
way by U1

41.

1.5.8 q-Deformed Anti de Sitter Algebra so(3,2)

Let G = so(3, 2). With A,B = 1, 2, 3, 4, 0, (– – – + +), choose Y20 and Y34 as generators
of H0 = A . The algebra G = so(3, 2) has three nonconjugate Cartan subalgebras;
besides H0 we have H1 generated, say, by Y12,Y30 and H2 generated, say, by Y12,Y40.
Thus Ha, a = 0, 1, 2, is a Cartan subalgebra with a compact generators.

For the Cartan subalgebraH0 we identify: Y34 = H1, Y20 = H1 +H2; forH1 we have:
Y12 = –iH1, Y34 = H1 + H2; for H2 one uses M12 = H1, M40 = H1 + H2. We shall denote
the deformation using the Cartan subalgebra Ha by Ua

32.

1.5.9 q-Deformed Algebras Uq(sl(4,ℂ)) and Uq(su(2,2))
The root system of the complexification sl(4,ℂ) of su(2, 2) is given by B± = {±!1,±!2,±!3,±!12, ±!23,±!13}; the simple roots are !1, !2, !3, while !12 = !1 + !2, !23 =
!2 + !3, !13 = !1 + !2 + !3; all roots are of length 2 and the nonzero products between
the simple roots are (!1, !2) = (!2, !3) = –1. The Cartan–Weyl basis for the nonsimple
roots is given by:

X±jk = ±q∓1/4(q1/4X±j X±k – q–1/4X±k X±j ), (jk) = (12), (23),

X±13 = ±q∓1/4(q1/4X±1 X±23 – q–1/4X±23X±1 ) =
– ± q∓1/4(q1/4X±12X±3 – q–1/4X±3 X±12). (1.124)

All other commutation relations follow from these definitions. Besides those in (1.23)
we have ( X±aa ≡ X±a ):
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[X+a ,X
–
ab] = –qHa/2X–a+1b, (1.125)

[X+b ,X
–
ab] = X–ab–1q

–Hb/2, 1 ≤ a < b ≤ 3,
[X–a ,X

+
ab] = X+a+1bq

–Ha/2,

[X–b ,X
+
ab] = –qHb/2X+ab–1, 1 ≤ a < b ≤ 3,

X±aX
±
ab = q1/2X±abX

±
a , 1 ≤ a < b ≤ 3,

[X±2 ,X
±
13] = 0, [X±2 ,X

∓
13] = 0, [X+12,X

–
13] = –qH1+H2X–3 ,

[X–12,X
+
13] = X+3 q

–H1–H2 ,

[X+23,X
–
13] = X–1 q

–H2–H3 , [X–23,X
+
13] = –qH2+H3X+1 ,

[X±12,X
±
23] = +̃X±2 X

±
13, [X±12,X

∓
23] = –+̃q±H2/2X±1 X

∓
3 ,

+̃ ≡ q1/2 – q–1/2.
Further we consider the conformal algebra G = su(2, 2) ≅ so(4, 2). It has three
nonconjugate classes of Cartan subalgebras represented, say, by H a, a = 0, 1, 2
with a noncompact generators. Thus according to our procedure it has five different
deformations – three in the case of H 2 (since there are three nontrivial parabolic
subalgebras) and one each for the other two choices of Cartan subalgebras. We
shall work with the most noncompact Cartan subalgebra H = H0 = H 2 and
with the maximal parabolic subalgebra. Using the notation from Section 1.5.3 with
A,B = 1, 2, 3, 5, 6, 0, (– – – – ++), choose Y30 and Y56 as generators of A and Y12
for the generator of M . Since su(2, 2) is the conformal algebra of four-dimensional
Minkowski space – time we would like to deform it consistently with the subalgebra
structure relevant for the physical applications. These subalgebras are the Lorentz
subalgebra M 󸀠 ≅ so(3, 1) generated by Y,-, ,, - = 1, 2, 3, 0; the subalgebra Ñ

󸀠

of translations generated by P, = Y,5 + Y,6; the subalgebra N 󸀠 of special con-
formal transformations generated by K, = Y,5 – Y,6; the dilatations subalgebra A 󸀠

generated by D = Y56. The commutation relations besides those for the Lorentz
subalgebra are:

[D,Y,-] = 0, [D,P,] = P,, [D,K,] = –K,,
[Y,-,P+] = '-+P, – ',+P-, [Y,-,K+] = '-+K, – ',+K-,
[P,,K-] = 2Y,- + 2',-D. (1.126)

The algebra Pmax = M 󸀠 ⊕ A 󸀠 ⊕N 󸀠 (or equivalently P̃max = M 󸀠 ⊕ A 󸀠 ⊕ Ñ
󸀠) is the

so-calledmaximal parabolic subalgebra of G , where Ñ
󸀠, N 󸀠, is the root vector space

of the restricted root system B󸀠R = {±+; +(D) = 1} of (G ,A 󸀠), corresponding to +, –+,
respectively.

For the Lorentz algebra generators we have the following expressions (which are
inverse to (1.116)):
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H = –Y30 = (1/2)(H1 + H3),
M± = –iY13 ± iY10 = X±1 + X

±
3 , (1.127)

D̃ = –Y12 = (i/2)(H1 – H3),
N± = –iY20 ± iY23 = i(X±1 – X

±
3 ).

For the dilatations, translations, and special conformal transformations we have:

D = (1/2)(H1 + H3) + H2, (1.128)

P0 = i(X+13 + X
+
2 ), P1 = i(X+12 + X

+
23),

P2 = X+12 – X
+
23, P3 = i(X+2 – X

+
13), (1.129)

K0 = –i(X–13 + X
–
2 ), K1 = i(X–12 + X

–
23),

K2 = X–23 – X
–
12, K3 = i(X–2 – X

–
13). (1.130)

Now we can derive the relations in Uq(su(2, 2)):
1) According to our general scheme the deformed Lorentz subalgebra is a Hopf

subalgebra; its deformation is described by formulae (1.118) and (1.119).
2) The commutation relations of the generatorsH, D̃,D of the Cartan subalgebraH =

H0 are not deformed.
3) The deformation of the translations and special conformal transformations subal-

gebras is given by:

Pa(P1 ± iP2) = q∓1/2(P1 ± iP2)Pa, a = 0, 3; [P0,P3] = 0,
[P1 + iP2,P1 – iP2] = +̃(P20 – P

2
3). (1.131)

Ka(K1 ± iK2) = q±1/2(K1 ± iK2)Ka, a = 0, 3; [K0,K3] = 0,
[K1 + iK2,K1 – iK2] = +̃(K2

0 – K
2
3). (1.132)

4) The commutation relations ofM± with P, are given by:

M+(P1 – iP2) – q
–1/2(P1 – iP2)M

+ = P0 – P3,

M+(P1 + iP2) – q
1/2(P1 + iP2)M

+ = q1/2(P0 – P3)

M+(P0 – P3) –
[2]
2
(P0 – P3)M

+ = i+̃
2
(P0 – P3)N

+,

M+(P0 + P3) –
[2]
2
(P0 + P3)M

+ = i+̃
2
(P0 + P3)N

+ +

+(P1 + iP2) – q
1/2(P1 – iP2),
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[M–,P1 – iP2] = –q(i(D̃+H)/2(P0 + P3),

[M–,P1 + iP2] = (P0 + P3)q
(i(D̃–H)/2

[M–,P0 – P3] = (P1 – iP2)q
(i(D̃–H)/2 – q(i(D̃+H)/2(P1 + iP2),

[M–,P0 + P3] = 0. (1.133)

The commutation relations between M± and K, are obtained from the above by
the following changes: M± 󳨃→ M∓, N+ 󳨃→ –N–, H 󳨃→ –H, D̃ 󳨃→ D̃, P, 󳨃→ '„K,,
q1/2 󳨃→ q–1/2. These follow from the automorphism of Uq(G ℂ): X±1 󳨀→ X∓3 , H1 󳨀→
–H3, X±2 󳨃→ –X∓2 , H2 󳨃→ –H2, q1/2 󳨃→ q–1/2 (then X±12 󳨀→ –X∓23, X

±
13 󳨃→ –X∓13). The

commutation relations between N± and P,,K, are obtained from those between
M± and P, by the changes M± 󳨀→ iN±, P0 󳨀→ –P3, P1 󳨀→ –iP2 and from those
betweenM± and K, by the changesM± 󳨀→ –iN±, K0 󳨀→ K3, K1 󳨀→ –iK2.

5) For [P,,K-] we have:

P1 ± iP2,K1 ± iK2] = ±+̃q∓(H–D)/2(M+ ± iN+)(M– ∓ iN–),
[P1 ± iP2,K1 ∓ iK2] = 4[±i(D̃ – D]
[P0 ± P3,K3 ∓ K0] = ±4[±H – D], [P0 ± P3,K3 ± K0] = 0,
[P1 – iP2,K3 – K0] = 2(M+ – iN+)q(H–D)/2,

[P1 – iP2,K0 + K3] = 2(M– + iN–)q–(D+i(D̃)/2

[P1 + iP2,K3 – K0] = –2q(D–H)/2(M+ + iN+),

[P1 + iP2,K0 + K3] = –2q(D–i(D̃)/2(M– – iN–). (1.134)

and four more relations which are obtained from (36c,d) by the first set of changes
described after formula (1.133) and by D 󳨃→ –D.

The comultiplication for the Lorentz subalgebra is given by (1.119); for the dilatation
generator D ∈ H ⊂ H ℂ it is trivial and for the translations and special conformal
transformations we have:

$(T±) =

{{{{{{{{{{{{{
T± ⊗ q(D±i(D̃)/4 + q–(D±i(D̃)/4 ⊗ T± + $1(T±),

T± = P1 ∓ iP2, K1 ± iK2
T± ⊗ q(D±H)/4 + q–(D±H)/4 ⊗ T± + $1(T±),

T± = P0 ∓ P3, K3 ± K0
$1(T±) =

{{{{{{{{{{{{{
±(+̃/2)(M± ∓ iN±)q(H–D)/4 ⊗ q(H±i(D̃)/4T̃±,

T+ = P1 – iP2, T– = K1 – iK2±(+̃/2)T̃±q(–H±i(D̃)/4 ⊗ q(D–H)/4(M± ∓ iN±),
T+ = P1 + iP2, T– = K1 + iK2,
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$1(T±) = (+̃/2)(T̃󸀠±q(–H±i(D̃)/4 ⊗ q(D±i(D̃)/4(M± ± iN±) +

+(M± ∓ iN±)q(–D±i(D̃)/4 ⊗ q(H±i(D̃)/4T̃󸀠󸀠±). (1.135)

T+ = P0 – P3,T
– = K0 + K3, T̃

󸀠+ = P1 – iP2, T̃
󸀠– = K1 – iK2,

T̃󸀠󸀠+ = –(P1 + iP2), T̃
󸀠󸀠– = K1 + iK2

$1(T̃
±) = 0, T̃+ = P0 + P3, T̃

– = K3 – K0.
The antipode for the Lorentz subalgebra is given by (1.120); for the translations,

special conformal transformations and dilataions we have:

𝛾(P0 ± P3) = –q1±1/2(P0 ± P3) + q1/4±1/4(q – 1)
2

(P1 – iP2)(M
+ ∓ iN+)𝛾(P1 + iP2) = –q3/2(P1 + iP2) +

q(q – 1)
2

(P0 + P3)(M
+ + iN+) +

+q
1/2(q – 1)

2
(P0 – P3)(M

+ – iN+) –

–(q – 1)
2

4
(P1 – iP2)((M

+)2 + (N+)2),𝛾(P1 – iP2) = –q1/2(P1 – iP2); (1.136)𝛾(K0 ± K3) = –q–1∓1/2(K0 ± K3) – q–1/4∓1/4(q–1 – 1)
2

(K1 + iK2)(M
– ± iN–)𝛾(K1 – iK2) = –q–3/2(K1 – iK2) –

q–1/2(q–1 – 1)
2

(K0 – K3)(M
– + iN–) –

–q
–1(q–1 – 1)

2
(K0 + K3)(M

– – iN–) –

–(q
–1 – 1)2

4
(K1 + iK2)((M

–)2 + (N–)2),𝛾(K1 + iK2) = –q–1/2(K1 + iK2)𝛾(D) = –D. (1.137)

Consistently with the general scheme (cf. Remark 1.3.), formulae (1.135) and (1.136) tell
us that the deformed subalgebras of translations and special conformal transforma-
tions are not Hopf subalgebras of G .

1.5.10 q-deformed Poincaré and Weyl Algebras

The Poincaré algebra is not a semisimple (or reductive) Lie algebra, and our procedure
is not directly applicable. One may try to use the fact that it is a subalgebra of the
conformal algebra. Indeed, there is a q-deformed Poincaré algebra with generators
M±, N±, H, D̂ = iD̃, P,, and with commutations relations given by (1.118), (1.131), and
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(1.133) and those obtained from the latter two by the changesM± 󳨀→ iN±, P0 󳨀→ –P3,
P1 󳨀→ –iP2. However, from formula (1.135) follows that the deformation of the Poincaré
subalgebra of su(2, 2) is not a Hopf subalgebra; rather the deformationUq(P̃max) of the
11 – generatorWeyl subalgebra = Poincaré & dilatations = P̃max – is a Hopf subalgebra
of Uq(G ). Another Weyl algebra conjugate to this is Uq(Pmax) with generatorsM±, N±,
H, D̂ = iD̃, K,, D, and with commutations relations given by (1.118), (1.132), and those
obtained from (1.133) as explained in the text thereafter.

Other deformed Poincaré algebras may be obtained from the contraction of Ua
41

and Ua
32 discussed above. Only for U0

41 and U1
32 one may expect to obtain a deformed

Lorentz subalgebra as a Hopf subalgebra after contracting Y4, → RP,, R → ∞, since
Y4, are not Cartan generators. However, if q ̸= 1, this limit is not consistent with the
commutation relations which are inherited from relation (1.122). The other possibility
is to make contractions which involve Cartan generators. This may be a noncompact
generator which is possible for U0

41 and U
a
32, a = 0, 1, or a compact generator which is

possible for Ua
41, a = 0, 1, and U2

32. (The last case was studied in [437].) The resulting
deformed Poincaré algebras will have a noncompact Hopf subalgebra in the case U0

32
and in one of the U0

41 cases and a compact Hopf subalgebra in the other four cases.



2 Highest-Weight Modules
over Quantum Algebras

Summary
In [198] we began the study of the representation theory of Uq(G ) when the deformation parameter
q is a root of unity. We consider the induced highest-weight modules (HWMs) over Uq(G ) , especially
Verma modules. In [198] we adapted to Uq(G ) the previously developed approach of multiplet clas-
sification of Verma modules over (infinite-dimensional) (super-) Lie algebras [193, 194, 196, 197]. In
[199–201] we gave the character formulae for the irreducible HWM over Uq(G ) when G = sl(3,ℂ).

The above developments use results on the embeddings of the reducible Verma modules. These
embeddings are realized by the so-called singular vectors (or null or extremal vectors). In the clas-
sical case, that is, q = 1, the singular vectors were discussed in detail in Volume 1. In [198] we gave
the general formula for the singular vectors which however was not so explicit. Some explicit formu-
lae for singular vectors for G = Aℓ and for some rank two subalgebras of G ̸= Aℓ were presented
in [205]. In the present chapter following [206] we give explicit formulae for the singular vectors of
Verma modules over Uq(G ) for arbitrary G corresponding to a class of positive roots of G , which we
shall call straight roots. In some special cases we give singular vectors corresponding to arbitrary pos-
itive roots. We use a special basis of Uq(G –), where G – is the negative roots subalgebra of G , whose
basis was introduced in our earlier work in the case q = 1 [193, 194, 197]. This basis seems more eco-
nomical than the Poincaré–Birkhoff–Witt–type of basis used by Malikov, Feigin, and Fuchs [460] for
the construction of singular vectors of Verma modules in the case q = 1. Furthermore our basis turns
out to be part of a general basis introduced recently for other reasons by Lusztig [445] for Uq(B–) ,
where B– is a Borel subalgebra of G . On the other hand, there are examples [225, 244, 245], where
it is convenient to use singular vectors in the Poincaré–Birkhoff–Witt (PBW) basis. In principle, the
paper [459] generalizes the results of [460], to the quantum group case, and from there PBW singular
vectors may be extracted.

2.1 Verma Modules, Singular Vectors, and Irreducible
Subquotients

A HWM V over Uq(G ) [360] is given (as for q = 1) by its highest weight D ∈ H ∗ and
highest-weight vector v0 ∈ V so that:

X+i v0 = 0, i = 1, . . . , ℓ, Hv0 = D(H)v0, H ∈H (2.1)

We define a Vermamodule VD as the HWMoverUq(G ) with highest weightD ∈H ∗ and
highest-weight vector v0 ∈ VD, induced from the one-dimensional representation V0 ≅ℂv0 of Uq(B) , where B = B+ , B± = H ⊕ G ± are Borel subalgebras of G , such that
Uq(G +)v0 = 0, Hv0 = D(H)v0, H ∈ H . (Note that the algebras Uq(B±) with generators
Hi ,X±i are Hopf subalgebras of Uq(G ) [521].) Thus one has VD ≅ Uq(G ) ⊗Uq(B) v0 ≅
Uq(G –) ⊗ v0.
DOI 10.1515/9783110427707-002
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The representation theory ofUq(G ) parallels the theory over G when q is not a root
of unity.

We recall several facts from [198]. The Vermamodule VD is reducible if there exists
a root " ∈ B+ andm ∈ ℕ such that

[(D + 1 , "∨) –m]q" = [(D + 1)(H") –m]q" = 0 , "∨ ≡ 2"/(", ") (2.2)

holds.
If q is not a root of unity then (2.2) is also a necessary condition for reducibility,

and then it may be rewritten as 2(D + 1 , ") = m(", "). (In that case it is the generaliz-
ation of the (necessary and sufficient) reducibility conditions for Verma modules over
finite-dimensional semisimple Lie algebras G [96] and affine Lie algebras [373], cf.
also (I.2.205).) For uniformity we shall write the reducibility condition in the general
form (2.2).

Now follow several properties which are as in the case q = 1.
If (2.2) holds then there exists a vector vs ∈ VD , called a singular vector, such that

vs ̸= v0 , X+i vs = 0 , i = 1, . . . , ℓ , Hvs = (D(H) – m"(H))vs ,∀H ∈ H . (In the case of
affine Lie algebras when (", ") = 0, there are p(n) independent singular vectors for
each n ∈ ℕ , p(⋅) being the partition function [460].) The space Uq(G –)vs is a proper
submodule of VD isomorphic to the Verma module VD–m" = Uq(G –) ⊗ v󸀠0 where v󸀠0 is
the highest-weight vector of VD–m"; the isomorphism being realized by vs 󳨃→ 1 ⊗ v󸀠0.
This situation is again denoted by VD → VD–m".

The singular vector is given by [198]:

vs = vmb = Pm,"(X
–
1 , . . . ,X–ℓ ) ⊗ v0 , (2.3)

where Pm" is a homogeneous polynomial in its variables of degrees mni, where ni ∈ℤ+ comes from " = ∑ ni!i, and !i – the system of simple roots. The polynomial Pm" is
unique up to a nonzero multiplicative constant.

If (2.2) holds for several pairs (m, ") = (mi, "i), i = 1, . . . , k, there are other Verma
modules VD–mi"i , all of which are isomorphic to submodules of VD.

The Verma module VD contains a unique proper maximal submodule ID.
Among the HWMwith highest weight D there is a unique irreducible one, denoted

by LD, that is,

LD = VD/ID. (2.4)

If VD is irreducible then LD = VD.
Suppose that q is not a root of 1. Then the representations of Uq(G ) are deforma-

tions of the representations of U(G ) , and the latter are obtained from the former for
q→ 1 [441, 532].

Consider VD reducible w.r.t. every simple root (and thus w.r.t. all positive roots):

[(D + 1, !∨i ) –mi]qi = [D(Hi) + 1 –mi]qi = 0 , mi ∈ ℕ , i = 1, . . . , ℓ , (2.5)
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where we used 1(!∨i ) = 1. Then LD is a finite-dimensional HWM over Uq(G ), and all
such modules may be obtained in this way [389, 405, 441, 532]. If we restrict Uq(G ) to
its compact real form Uq(Gk) then the set of all LD coincides with the set of all finite-
dimensional unitary irreducible representations of Uq(Gk).

Example 2.1 Let us consider the example of G = sl(2,ℂ); r = 1, X±1 = X± , H1 = H,
!1 = ! = !∨ = 21:

[H ,X±] = ±2X± , (2.6)

[X+ ,X–] = qH/2 – q–H/2

q1/2 – q–1/2
= [H]q. (2.7)

In this case the Verma module is given explicitly by VD ≅ Uq(G –) ⊗ v0 , with basis
(X–)k ⊗ v0 , k = 0, 1, . . . . (2.8)

Let us consider again the reducible case when (2.2) is holding. Note that the highest
weight is D = ((m – 1)/2)! , (!, !) = 2. The singular vector is given precisely by (2.3):

vs = (X–)m ⊗ v0. (2.9)

The submodule Uq(G –)vs ≅ VD–m! has the basis

(X–)m+k ⊗ v0 , k = 0, 1, . . . . (2.10)

The irreducible HWM Lm ≡ LD is obtained by factorizing the submoduleUq(G –)vs , that
is, by the condition

(X–)m|0 >= 0 , (2.11)

where |0 > is the highest-weight vector of Lm. Explicitly, all vectors of Lm are given by:

vm,k ≡ (X–)k|0 > , k = 0, 1, . . . ,m – 1 , (2.12)

which transform as follows:

Hvm,k = (m – k – 1)vm,k , k = 0, 1, . . . ,m – 1 , (2.13a)
X+vm,k = [k][m – k]vm,k–1 , k = 0, 1, . . . ,m – 1 , (2.13b)
X–vm,k = vm,k+1 , k = 0, 1, . . . ,m – 2, X–vm,m–1 = 0. (2.13c)

We note that as usual theirs is also a lowest-weight state which is annihilated by X–,
namely, vm,m–1; thus, the lowest weight is D = 0. (One can also introduce normal-
ized vectors.) Thus we obtain the usual result for the finite-dimensional irreducible
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HWMs over sl(2,ℂ) , or equivalently for the finite-dimensional unitary irreducible
representations of su(2) , namely, that they are parametrized by the positive integers
m ∈ ℕ, or equivalently, by the nonnegative half integers j = (m – 1)/2, and their
dimensions are:

dim Lm = m = 2j + 1 , m = 1, 2, . . . , j = 0, 1/2, 1, . . . ◊ (2.14)

De Concini and Kac [175] have given a formula for the determinant of the contravariant
form on the Verma modules V+. For Y = Y(q) ∈ ℂ(q), let Ȳ = Y(q–1). A ℂ-bilinear form
F on a vector spave V over ℂ(q) with values in ℂ(q) is called Hermitian if:

F (Yu, v) = ȲF (u, v) , F (u,Yv) = YF (u, v) ,
F (u, v) = F̄ (v, u) , Y ∈ ℂ(q) , u, v ∈ V. (2.15)

The Verma module V+ carries a unique contravariant Hermitian form F such that:

F (v0, v0) = 1 , F (Yu, v) = F (u,9Yv) , Y ∈ Uq(G ) , u, v ∈ V+ , (2.16)

where 9 is the involutive antiautomorphism such that 9X±i = X∓i , 9Hi = Hi.
Let A (respectively, A+) be the set of all integral elements (respectively, integral

dominant elements), of H ∗, that is, + ∈ H ∗ such that (+, !∨i ) ∈ ℤ (respectively, ℤ+),
for all simple roots !i. For each invariant subspace V ⊂ Uq(G –) ⊗ v0 ≅ V+, we have the
following decomposition

V = ⊕
,∈A+

V, , V, = {u ∈ V|Hku = (+ – ,)(Hk)u, ∀Hk}. (2.17)

(Note that V0 = ℂv0.) We haveF (V, ,V-) = 0 if , ̸= -. LetF, be the restriction ofF to
V, , , ∈ A+, and let det+, denote the determinant of the matrix F,. Then we have [175]:

det+, = ∏
"∈B+

∞∏
k=1

([k]q" [H" – 1(H") – k(", ")/2]q" )
P(,–k") , (2.18)

where q" is defined as above in (1.23), P(,) is a generalized partition function, P(,)
= # of ways , can be presented as a sum of positive roots "j, each root taken with its
multiplicitymj = dimG"j (heremj = 1), P(0) ≡ 1.

This result implies in the usual way the description of irreducible subquotients of
VD. In particular, this confirms results on the embeddings of the reducible modules
VD [198] summarized partially here.

2.2 q-Fock Type Representations

In the previous subsection we considered the irreducible HWM LD overUq(G ) as factor
modules VD/ID, where ID is the maximal submodule of VD. As in the undeformed case
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there is a dual way of directly describing at least the finite-dimensional irreducible
representations by the so-called Fock-type representations. One particular example is
the so-called bosonic realization in the Jordan–Schwinger approach [102].

Let us recall this approach on the example of sl(2,ℂ), or, equivalently, su(2). One
takes a Heisenberg algebra of a pair of independent boson operators ai, āi, i = 1, 2 with
commutation relations

[āi, aj] = $ij (2.19)

and all other commutators vanishing. Then the approach is to map as follows:

X+ 󳨃→ a1ā2, X– 󳨃→ a2ā1, H 󳨃→ a1ā1 – a2ā2. (2.20)

The analogue of this construction in the deformed case was given by [99] (see also
[139, 404, 448]). Relations (2.19) are replaced by

āqi a
q
j – q

1/2aqj ā
q
i = $ijq–Ni/2, (2.21)

where Ni are number operators such that

[Ni, a
q
j ] = $ijaqi , [Ni, ā

q
j ] = –$ijāqi . (2.22)

This algebra is the deformation of the Heisenberg algebra (2.19) which is obtained for
q = 1. The mapping (2.20) is replaced by [99]:

X+ 󳨃→ aq1 ā
q
2 , X– 󳨃→ aq2 ā

q
1 , H 󳨃→ N1 – N2. (2.23)

One uses the vacuum vector |0 >q such that

āqi |0 >q= 0, Ni|0 >q= 0. (2.24)

Now one can introduce the eigenstates which are analogues of the undeformed
angular momentum states [99]:|j, n >q ≡ ([j + n]q![j – n]q!)

–1/2(aq1 )
j+n(aq2 )

j–n|0 >q, (2.25)
j = 0, 1/2, 1, . . . , n = –j, –j + 1, . . . , j. (2.26)

One easily verifies that:

H|j, n >q= 2n|j, n >q, (2.27)

X±|j, n >q= ([j ∓ n][j ± n + 1])1/2|j, n ± 1 >q .
Comparing with the states in (2.12) we see that |j, n >q, n = –j, –j + 1, . . . , j corresponds
to vm,k, k = 0, 1, . . . ,m – 1 = 2j. One should note that the mapping (2.23) satisfies
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the commutation relation (2.6) only on the vectors |j, n >q. For this one uses also the
formula [99]:

[H]|j, n >q= ([j + n][j – n + 1] – [j – n][j + n + 1])|j, n >q . (2.28)

The matrix elements of the these q-Fock-type representations can be expressed in
terms of little q-Jacobi polynomials [446, 584].

Other q-Fock-type representations were constructed in [569] for Uq(su(n)), in [H]
for Uq(sl(n,ℂ)(1)), and in [169, 379, 477]. In [169] the Gel’fand–Tsetlin bases become
monomes in the tensor algebra of the fundamental representation of Uq(sl(n,ℂ)) at
q = 0; that is, this strange choice of q provides the most simple basis. This was called
crystal base [379] and was generalized for the integrable representations of Uq(G ) for
G = An,Bn,Cn,Dn in [379] and for the basic representation of Uq(sl(n,ℂ)(1)) in [477].
2.3 Vertex Operators

Let us consider the affine quantum groupUq(G (1)) where G (1) is the untwisted affiniza-
tion of G , rank G = r. Let a∨i be the dual Kac labels; that is, ∑r

j=0 a
∨
j ajk = 0, normalized

so that min a∨j = 1. The element

K̂ =
r∏
j=0

K
a∨j
j (2.29)

belongs to the centre of Uq(G (1)).
Let us introduce bosonic variables yj, xj(n), j = 1, . . . r = rank G , n ∈ ℤ satisfying

the Heisenberg relations:

[xj(m), xk(n)] = m$jk$m+n,0, (2.30a)

[xj(0), yk] = i$jk. (2.30b)

Further let for q = eh, h ∈ ℂ [299]

Bjk(n) = (qn(!j,!k)/2 – q–n(!j,!k)/2)(K n – K –n)/n2h2. (2.31)

Then the deformed Heisenberg algebra generators are defined by:

!j(n) =
r∑
j=1
(Bjk(n))1/2xk(n). (2.32)

Now for each simple root !j, j = 1, . . . , r the q-deformed vertex operators are defined by
[299]:
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Vj
±(z) = : exp (±ihQj

±(z)) :=
= exp (±ihQ±;j< (z)) exp (±ihQ±;j> (z)) e±i(!j,y)z±(!j,x(0)), (2.33)

where

Qj
± = (!j, y – ix(0)logz) + Q±;j> (z) + Q±;j< (z), (2.34a)

Q±;j> (z) = i∑
n>0

q∓|n|/4

qn/2 – q–n/2
!j(n)z–n, (2.34b)

Q±;j< (z) = i∑
n<0

q∓|n|/4

qn/2 – q–n/2
!j(n)z–n. (2.34c)

This construction is valid for the simply laced algebras G , for which all roots have
equal length; that is, for G = An,Dn,E6,E7,E8. Later this construction was general-
ized for G = Bn [92]. Another construction in terms of screened vertex operators was
introduced in [319].

2.4 Singular Vectors in Chevalley Basis

Here we give explicit formulae for singular vectors of Verma modules over Uq(G ),
where G is any complex simple Lie algebra. The vectors we present correspond
exhaustively to a class of positive roots of G which we call straight roots. In some spe-
cial cases we give singular vectors corresponding to arbitrary positive roots. For our
vectors we use a special basis of Uq(G –), where G – is the negative roots subalgebra of
G , whose basis was introduced in our earlier work in the case q = 1. This basis seems
more economical than the Poincaré–Birkhoff–Witt–type of basis used byMalikov, Fei-
gin, and Fuchs for the construction of singular vectors of Verma modules in the case
q = 1. Furthermore this basis turns out to be part of a general basis introduced recently
for other reasons by Lusztig for Uq(B–), where B– is a Borel subalgebra of G .

It is well known [109] that every root may be expressed as the result of the action
of an element of theWeyl groupW on some simple root. More explicitly, for any " ∈ B+
we have:

" = w(!u) = si1si2 ⋅ ⋅ ⋅ siu (!v), (2.35)

and consequently

s" = wsvw
–1 = si1 . . . siusvsiu . . . si1 , (2.36)

where !v is a simple root; the element w ∈ W is written in a reduced form, that is, in
terms of theminimal possible number of the (generatingW) simple reflections si ≡ s!i ;
and the action of s!, ! ∈ B on H ∗ is given by s!(+) = + – (+, !∨)!. The positive root "
is called a straight root if all numbers i1, . . . iu, v in (2.35) are different. Note that there
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may exist different forms of (2.35) involving other elements w󸀠 and !v󸀠 ; however, this
definition does not depend on the choice of these elements. Obviously, any simple
root is a straight root. Other easy examples of straight roots are those which are sums
of simple roots with coefficients not exceeding 1; that is, " = ∑k nk!k, with nk = 1 or 0.
All straight roots of the simply laced algebras Aℓ,Dℓ,Eℓ are of this form.

Note that for any G it is enough to consider roots for which nk ̸= 0 for 1 ≤ k ≤ ℓ.
Any other root "󸀠 may be considered as a root of a complex simple Lie algebra G 󸀠

isomorphic to a subalgebra of G of rank ℓ󸀠 < ℓ, so that "󸀠 = ∑k n
󸀠
k!󸀠k and n󸀠k ̸= 0 for

1 ≤ k ≤ ℓ󸀠 (!󸀠k being the simple roots of G 󸀠). Thus in the case of the straight roots we
shall consider always the case when u = ℓ– 1, and {i1, . . . iu, v}will be a permutation of{1, . . . ℓ}.

In what follows we shall use also the following notion. A root 𝛾󸀠 ∈ B+ is called a
subroot of 𝛾󸀠󸀠 ∈ B+ if 𝛾󸀠󸀠 – 𝛾󸀠 ̸= 0 may be expressed as a linear combination of simple
roots with nonnegative coefficients.

In this section we consider Uq(G ) when the deformation parameter q is not a non-
trivial root of unity. This generic case is very important for two reasons. First, for q = 1
all formulae are valid also for the undeformed case, and most formulae first given in
[206] were new at the time also for q = 1 (especially in our basis). Second, the formulae
for the case when q is a root of unity use the formulae for generic q as important input
as will be explained in Section 2.7.

We prove a statement which presents results from [206] in one uniform formula.

Proposition 1. Let G be a complex simple Lie algebra and let !k, 1 ≤ k ≤ ℓ, be the simple
roots of the root system B of G . Let " = n1!1 + n2!2 + ⋅ ⋅ ⋅ + nℓ!ℓ , where nk ∈ ℤ+ be a
straight root (cf. (2.35)) of the positive root system B+ of G , and m a positive integer. Let
+ ∈ H ∗ be such that (2.2) is fulfilled with this choice of " and m, but is not fulfilled for
any subroot of ". Then the singular vector of the Verma module V+ corresponding to "
and m is given by:

v",m+ = P",m
+ ⊗ v0 = mni1∑

k1=0
⋅ ⋅ ⋅mniu∑

ku=0
ck1 ...ku (X

–
i1 )

mni1 –k1 ⋅ ⋅ ⋅ (X–iu )mniu–ku ××(X–v )mnv (X–iu )ku ⋅ ⋅ ⋅ (X–i1 )k1 ⊗ v0, (2.37)

ck1 ...ku = (–1)k1+⋅⋅⋅+kucu (mni1k1
)
qi1

⋅ ⋅ ⋅ (mniu
ku
)
qiu

×
× [(+ + 1)(H̃i1 )]qi1
[(+ + 1)(H̃i1 ) – k1]qi1

⋅ ⋅ ⋅ [(+ + 1)(H̃iu )]qiu
[(+ + 1)(H̃iu ) – ku]qiu

, (2.38)

where the indices i1, . . . iu, v come from the presentation (2.35), and H̃i1 . . . H̃iu are linear
combinations of the basis elements Hi of the Cartan subalgebra H of G , which can be
computed explicitly in all cases. ◊
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The Proof of this statement takes the rest of this section. We first treat the case of the
simple roots. Then in the following subsections for all complex simple Lie algebras
we give their straight roots with explicit presentations of type (2.35), and then we give
explicitly the elements H̃i1 . . . H̃iu .

We start with the case of the simple roots. Let " = !j; then from the expression (2.3)
we have:

vj,m = (X–j )
m ⊗ v0. (2.39)

Using (1.19) we obtain:

[X+j , (X
–
j )

m] = (X–j )
m–1

m–1∑
k=0

[Hj – 2k]qj =

= (X–j )
m–1[m]qj [Hj –m + 1]qj .

If vj,m is a singular vector we should have X+j v
j,m= [X+j , (X

–
j )

m]⊗v0 = (X–j )m–1[m]qj [+(Hj)–
m + 1]qj ⊗ v0 0. If qj = q(!j,!j)/2 is not a root of unity then the last equality gives just
condition (2.2). (Note that X+k v

j,m = 0, for k ̸= j.)
To check (2.37) we use also formulae involving the q-hypergeometric function 2F

q
1 :

2F
q
1 (–k, s; s + 1 – p; q

(p–k)/2) = $p0
[k]![s]!
[k + s]!

qks/2, k > 0, p ≤ k, s
2F

q
1 (a, b; c; z) ≡ ∑

n∈ℤ+

Aq(a + n)Aq(b + n)Aq(c)
Aq(a)Aq(b)Aq(c + n)[n]!

zn, (2.40)

where for integer arguments the q-Gamma function Aq is defined as:

Aq(m) ≐ [m – 1]q! , m ∈ ℕ (2.41)
1/Aq(m) ≐ 0 , m ∈ ℤ–

Such q-special functions are in use from XIX century – for a review see [37].
We turn now to the nonsimple straight roots for the different simple Lie algebras.

2.4.1 Uq(Aℓ)

Let G = Aℓ, (!i, !j) = –1 for |i – j| = 1, (!i, !j) = 2$ij otherwise. Then every root " ∈ B+
is given by " = "in = !i + !i+1 + ⋅ ⋅ ⋅ + !i+n–1, where 1 ≤ i ≤ ℓ, 1 ≤ n ≤ ℓ – i + 1. Note
that every root is straight since "i,n = si("i+1,n) = si ⋅ ⋅ ⋅ si+n–2(!i+n–1) = si+n–1 ⋅ ⋅ ⋅ si+1(!i) =
si ⋅ ⋅ ⋅ si+t–1si+n–1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ si+t+1(!i+t) = si+n–1 ⋅ ⋅ ⋅ si+t+1si ⋅ ⋅ ⋅ si+t–1(!i+t), 0 ≤ t ≤ n – 1, where
we have demonstrated different forms of (2.35) in this case. For Aℓ the highest root is
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given by !̃ = !1 + !2 + ⋅ ⋅ ⋅ + !ℓ. Thus every root " ∈ B+ is the highest root of a sub-
algebra of Aℓ; explicitly "in is the highest root of the subalgebra An with simple roots
!i, !i+1, . . . , !i+n–1. This means that it is enough to give the formula for the singular vec-
tor corresponding to the highest root. Thus in formula (2.37) with " = !̃we have nk = 1,
1 ≤ k ≤ ℓ, and for the sets i1, . . . iu, v we obtain from !̃ = s1s2 ⋅ ⋅ ⋅ stsℓsℓ–1 ⋅ ⋅ ⋅ st+2(!t+1) the
following: {i1, . . . iℓ–1; v} = {1, 2, . . . , t, ℓ, ℓ – 1, . . . , t + 2; t + 1},

H̃is =
{{{Hs, 1 ≤ s ≤ t
H󸀠ℓ+t+1–s, t + 1 ≤ s ≤ j = ℓ – 1 (2.42)

Hk ≡ H1 + H2 + ⋅ ⋅ ⋅ + Hk,H
󸀠k ≡ Hℓ + Hℓ–1 + ⋅ ⋅ ⋅ + Hk.

Formula (2.37) for A2 was given in [198] and for arbitrary Aℓ in [201].

2.4.2 Uq(Dℓ)

Let G = Dℓ, ℓ ≥ 4, (!i, !j) = –1 for |i – j| = 1, i, j ̸= ℓ and for ij = ℓ(ℓ – 2), (!i, !j) = 2$ij
otherwise. First we note that if nℓ–2 + nℓ–1 + nℓ ≤ 2, then the root " is a positive root of
a subalgebra of Dℓ of type An, n < ℓ. Thus it remains to consider straight roots "i ∈ B+
given by "i = !i+!i+1 + ⋅ ⋅ ⋅+!ℓ. Note that "i is a root of the subalgebraDℓ–i+1 with simple
roots !i, !i+1, . . . , !ℓ. This means that in order to account for all roots "i it is enough to
consider the root "̃ = "1 = !1 + !2 + ⋅ ⋅ ⋅ + !ℓ = s1s2 . . . sℓ–3sℓ–1sℓ(!ℓ–2) = sℓ . . . s2(!1)
= s1s2 . . . sℓ–3sℓ–1sℓ–2(!ℓ) = s1s2 . . . sℓ–3sℓsℓ–2(!ℓ–1). Thus in formula (11) with " = "̃ we
have nk = 1, 1 ≤ k ≤ ℓ, and for the set i1, . . . iu, v we give only the values corresponding
to the first presentation of "̃ above, namely, we have:{i1, . . . iℓ–1; v} = {1, 2, . . . , ℓ – 3, ℓ – 1, ℓ; ℓ – 2}, (2.43)

H̃is =
{{{Hs, 1 ≤ s ≤ ℓ – 3
Hs+1, s = ℓ – 2, ℓ – 1

2.4.3 Uq(Eℓ)

Let G = Eℓ, ℓ = 6, 7, 8, (!i, !i+1) = –1, i = 1, . . . , ℓ – 2 (!3, !ℓ) = –1, (!i, !j) = 2$ij
otherwise. First we note that if n2 + n4 + nℓ ≤ 2 then the root " is a positive root
of a subalgebra of Eℓ of type An, n < ℓ. Analogously, if n2 + n4 + nℓ = 3 and
n1 + n5 ≤ 1, the root " is a positive root of a subalgebra of Eℓ of type Dn, n < ℓ.
Thus it remains to consider the straight root "̃ = !1 + ⋅ ⋅ ⋅ + !ℓ = s1s2sℓsℓ–1 . . . s4(!3)
= sℓ . . . s2(a1) = s1s2sℓ–1 . . . s4s3(!ℓ) = s1s2sℓs3 . . . sℓ–2(!ℓ–1). Thus in formula (2.37)
with " = "̃, we have nk = 1, 1 ≤ k ≤ ℓ, and for the set i1, . . . iu, v we give
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only the values corresponding to the first presentation of "̃ above, namely, we
have: {i1, . . . iℓ–1; v} = {1, 2, ℓ, ℓ – 1, . . . , 4; 3}, (2.44)

H̃is =
{{{{{{{
Hs, s = 1, 2
Hℓ, s = 3
H󸀠󸀠ℓ+3–s, s = 4, . . . , ℓ – 1

H󸀠󸀠k ≡ Hℓ–1 + . . . + Hk.

2.4.4 Uq(Bℓ)

G = Bℓ, ℓ ≥ 2, (!i, !j) = –2 if |i – j| = 1, (!i, !j) = 2$ij(2 – $iℓ) otherwise. The straight
roots are of two types: "in = !i + !i+1 + ⋅ ⋅ ⋅ + !i+n–1, 1 ≤ i ≤ ℓ, 1 ≤ n ≤ ℓ – i + 1, and
"󸀠i = !i + ⋅ ⋅ ⋅+ !ℓ–1 + 2!ℓ, 1 ≤ i < ℓ. If i+ n– 1 < ℓ then "in is a positive root of a subalgebra
of Bℓ of type An, n < ℓ (with the scalar products scaled by 2 and q replaced by q2). Thus
we are left with two types of straight roots "i = "i,ℓ+1–i = !i + !i+1 + ⋅ ⋅ ⋅ + !ℓ, 1 ≤ i < ℓ,
and "󸀠i . As above it is enough to account for the roots with i = 1. Thus we consider
"̃ = "1 = !1 + ⋅ ⋅ ⋅+ !ℓ = s1 . . . sℓ–1(!ℓ), and "̃󸀠 = "󸀠1 = !1 + ⋅ ⋅ ⋅+ !ℓ–1 + 2!ℓ = s1 . . . sℓ–2sℓ(!ℓ–1)
(= sℓ . . . s2(!1)). We note that ("̃, "̃) = 2, "̃∨ = "̃ = 2!∨1 + ⋅ ⋅ ⋅ + 2!∨ℓ–1 + !∨ℓ , ("̃

󸀠, "̃󸀠) = 4,
"̃󸀠∨ = (1/2)"̃󸀠 = !∨1 + ⋅ ⋅ ⋅ + !∨ℓ .

Thus in formula (2.37) with " = "̃ we have nk = 1, 1 ≤ k ≤ ℓ, and{i1, . . . iℓ–1; v} = {1, . . . , ℓ – 1; ℓ}, H̃is = Hs, qis = q2, s = 1, . . . , ℓ – 1; (2.45)

while for " = "̃󸀠 we have nk = 1+ $kℓ, 1 ≤ k ≤ ℓ, and{i1, . . . iℓ–1; v} = {1, . . . , ℓ – 2, ℓ; ℓ – 1}, (2.46)

H̃is =
{{{Hs, s = 1, . . . , ℓ – 2
Hℓ, s = ℓ – 1

qis = q2–$sℓ–1 .

The case ℓ = 2 was given first in [202].

2.4.5 Uq(Cℓ)

Let G = Cℓ, ℓ ≥ 3, (C2 ≅ B2) , (!i, !j) = –1 if |i – j| = 1 and i, j < ℓ, (!i, !j) = –2
if ij = ℓ(ℓ – 1), (!i, !j) = 2$ij(1 + $iℓ) otherwise. The straight roots are of two types:
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"in = !i + !i+1 + ⋅ ⋅ ⋅ + !i+n–1, 1 ≤ i ≤ ℓ, 1 ≤ n ≤ ℓ – i + 1, and "󸀠󸀠i = 2!i + ⋅ ⋅ ⋅ + 2!ℓ–1 + !ℓ,
1 ≤ i < ℓ. If i + n – 1 < ℓ then "in is a positive root of a subalgebra of Cℓ of type An, n < ℓ.
Thus we are left with two types of straight roots "i = "i,ℓ+1–i = !i+!i+1 + ⋅ ⋅ ⋅+!ℓ, 1 ≤ i < ℓ,
and "󸀠󸀠i . As above it is enough to account for the roots with i = 1. Thus we consider
"̃ = "1 = !1 + ⋅ ⋅ ⋅+!ℓ = sℓ . . . s2(a1) (= s1 . . . sℓ–2sℓ(!ℓ–1)) and "̃󸀠󸀠 = "󸀠󸀠1 = 2!1 + ⋅ ⋅ ⋅+2!ℓ–1 +!ℓ
= s1 . . . sℓ–1(!ℓ). We note that ("̃, "̃) = 2, "̃∨ = "̃ = !∨1 + ⋅ ⋅ ⋅ + !∨ℓ–1 + 2!∨ℓ , ("̃

󸀠󸀠, "̃󸀠󸀠) = 4,
"̃󸀠󸀠∨ = (1/2)"̃󸀠󸀠 = !∨1 + ⋅ ⋅ ⋅ + !∨ℓ .

Thus in formula (2.37) with " = "̃ we have nk = 1, 1 ≤ k ≤ ℓ, and{i1, . . . iℓ–1; v} = {ℓ, . . . , 2; 1}, H̃is = H󸀠ℓ+1–s, (2.47)

qis = q1+$s1 , s = 1, . . . , ℓ – 1,
while for " = "̃󸀠󸀠 we have nk = 2 – $kℓ, 1 ≤ k ≤ ℓ, and{i1, . . . iℓ–1; v} = {1, . . . , ℓ – 1; ℓ}, H̃is = Hs, (2.48)

qis = q, s = 1, . . . , ℓ – 1.
2.4.6 Uq(F4)

Let G = F4, (!1, !1) = (!2, !2) = 2(!3, !3) = 2(!4, !4) = 4, and (!1, !2) = (!2, !3) =
2(!3, !4) = –2 are the nonzero products between the simple roots. We have straight
roots of type A2: !1 + !2, !3 + !4; B2: !2 + !3, !2 + 2!3; B3: !1 + !2 + !3, !1 + !2 + 2!3; C3:
!2 + !3 + !4, !2 + 2!3 + 2!4. Thus we are left with the two roots "̃ = !1 + !2 + !3 + !4 =
s1s2s4(!3) and "̃󸀠 = !1 + !2 + 2!3 + 2!4 = s1s4s3(!2). We note that ("̃, "̃) = 2, "̃∨ = "̃
= 2!∨1 + 2!∨2 + !∨3 + !∨4 , ("̃

󸀠󸀠, "̃󸀠󸀠) = 4, "̃󸀠󸀠∨ = (1/2)"̃󸀠󸀠 = !∨1 + !∨2 + !∨3 + !∨4 .
Thus in formula (2.37) with " = "̃, we have nk = 1, 1 ≤ k ≤ 4, and{i1, . . . i3; v} = {1, 2, 4; 3}, (2.49)

H̃is =
{{{Hs, s = 1, 2
H4, s = 3

qis = q2–$s3 , (2.50)

while for " = "̃󸀠 we have nk = 1, k = 1, 2, nk = 2, k = 3, 4, and{i1, . . . i3; v} = {1, 4, 3; 2}, qis = q1+$s1 ,

H̃is =
{{{H1, s = 1
H󸀠6–s, s = 2, 3.

(2.51)
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2.4.7 Uq(G2)

Let G = G2, (!1, !1) = 3(!2, !2) = –2(!1, !2) = 6. The nonsimple straight roots are the
two roots "̃ = !1 + !2 = s1(!2) and "̃󸀠󸀠󸀠 = !1 + 3!2 = s2(!1). We note that ("̃, "̃) = 2,
"̃∨ = "̃ = 3!∨1 + !∨2 , ("̃

󸀠󸀠󸀠, "̃󸀠󸀠󸀠) = 6, "̃󸀠󸀠󸀠∨ = (1/3)"̃󸀠󸀠󸀠 = !∨1 + !∨2 .
Thus in formula (2.37) with " = "̃ we have nk = 1, k = 1, 2, and{i1; v} = {1; 2}, H̃i1 = H1, qi1 = q3. (2.52)

while for " = "̃󸀠󸀠󸀠 we have n1 = 1, n2 = 3, and{i1; v} = {2; 1}, H̃i1 = H2, qi1 = q. (2.53)

Note that for the nonstraight root "̃󸀠󸀠 = !1 + 2!2 = s2s1(!2), ("̃
󸀠󸀠, "̃󸀠󸀠) = 2, "̃󸀠󸀠∨ = "̃󸀠󸀠 =

3!∨1 + 2!∨2 and with condition (2.2) fulfilled form = 1:

[(+ + 1, "̃󸀠∨) – 1]q󸀠󸀠
"̃
= [3+(H1) + 2+(H2) + 4]q = 0 (2.54)

the formula for the singular vector is given as for B2 andm = 1.

2.5 Singular Vectors in Poincaré–Birkhoff–Witt Basis

In the present section we give explicit expressions for the singular vectors of Uq(G )
in terms of the PBW basis. We also relate these expressions to those in terms of the
simple root vectors. The first result may be compared for q = 1 with the formulae of
[460] (not without problems, cf. below), and here we should stress that our derivation
is independent from that of [459], [460]. The second result is not known also for q = 1,
except for ℓ = 2.

2.5.1 PBW Basis

Let G be a complex simple Lie algebra with Chevalley generators X±i , Hi , i = 1, . . . , ℓ =
rank G . Here we take the Jimbo version of the quantum algebra Uq(G ), though with
slightly different normalization than in Section 1.2.3, with generators X±i ,Ki ≡ qHii ,
K–1
i ≡ q–Hii , and with relations [360, 361]:

[Ki,Kj] = 0, KiK–1
i = K–1

i Ki = 1, KiX±j K
–1
i = q±aiji X±j ,

[X+i ,X
–
j ] = $ij

Ki–K
–1
i

qi–q–1i
(2.55)
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We use also the q-Serre relations (1.20); however, the q-numbers are taken as: [m]q =
qm–q–m

q–q–1 .
For the PBW basis of Uq(G ) besides X±i , K

±1
i , we need also the Cartan–Weyl (CW)

generators X±" corresponding to the nonsimple roots " ∈ B+. Naturally, we shall use
uniform notation, so that X±!i ≡ X±i . The CW generators X±" are normalized so that
[202, 360, 361]:

[X+" ,X
–
" ] =

K"–K
–1
"

q"–q–1"
, q" ≡ q(",")/2

K" ≡ ∏j K
nj(",")/(!j , !j)
j (= qH"" ) (2.56)

The HWMs V over Uq(G ) are given by their highest weight D ∈H ∗ and highest-weight
vector v0 ∈ V such that

Ki v0 = qDii v0, X+i v0 = 0, i = 1, . . . , ℓ, Di ≡ (D, !∨i ) (2.57)

We know that the Vermamodule VD is reducible if there exists a root " ∈ B+ andm ∈ ℕ
such that (2.2) holds. Then there exists a vector vs ∈ VD, called a singular vector, such
that vs ∉ ℂ v0 , and which obeys in the present setting:

Ki vs = qDi–m(",!
∨
i )

i vs, i = 1, . . . , ℓ, (2.58a)
X+i vs = 0, i = 1, . . . , ℓ. (2.58b)

We know that the singular vector is given by

vs = vm," = Pm,b ⊗ v0
and in the previous subsections we have given explicit expressions of the homogen-
eous polynomials P"

m in the simple root basis.
The aim of the present section is to give expressions for the singular vectors in

terms of the PBW basis and to relate these expressions with those of [206].

2.5.2 Singular Vectors for Uq(Aℓ) in PBW Basis

Let G = Aℓ. Let !i, i = 1, . . . , ℓ be the simple roots, so that (!i, !j) = –1 for |i – j| = 1 and
(!i, !j) = 2$ij for |i – j| ̸= 1. Then every root ! ∈ B+ is given by ! = !ij = !i + !i+1 + ⋅ ⋅ ⋅ + !j ,
where 1 ≤ i ≤ j ≤ ℓ; in particular, the simple roots in this notation are !i = !ii . We
recall that for Aℓ the highest root is given by !̃ = !1 + !2 + ⋅ ⋅ ⋅ + !ℓ and that every root
! ∈ B+ is the highest root of a subalgebra of Aℓ ; explicitly !ij is the highest root of the
subalgebra Aj–i+1 with simple roots !i, !i+1, . . . , !j. This means that it is enough to give
the formula for the singular vector corresponding to the highest root.
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Further we shall need the explicit expressions for the nonsimple root Cartan–Weyl
generators of Uq(G ). Let X±ij be the Cartan–Weyl generators corresponding to the roots±!ij with i ≤ j; in particular, X±ii = X±i , correspond to the simple roots !i . The CW
generators corresponding to the nonsimple roots with i < j are given as follows:

X±ij = ±q∓1/2 (q1/2 X±i X±i+1,j – q–1/2 X±i+1,jX±i ) =
= ±q∓1/2 (q1/2 X±i,j–1X±j – q–1/2 X±j X±i,j–1) . (2.59)

Now the PBW basis of Uq(G –) is given by monomials of the following kind:

(X–ℓ )
kℓℓ (X–ℓ–1,ℓ)

kℓ–1,ℓ . . . (X–1ℓ)k1ℓ (X–ℓ–1)kℓ–1 . . . ×× . . . (X–p )kpp . . . (X–rp)krp . . . (X–12)k12 (X–1 )k11 (2.60)

This monomials are in the so-called normal order, cf. Definition 1.1 of the previous
chapter. Explicitly, here we put the simple root vectors X–j in the order X–ℓ , X

–
ℓ–1 , . . .

X–1 . Then we put a root vector X–! corresponding to the nonsimple root ! between the
root vectors X–" and X

–
𝛾 if ! = " + 𝛾, !, ", 𝛾 ∈ B+. This order is not complete, but this is

not a problem, sincewhen two roots are not ordered thismeans that the corresponding
root vectors commute, for example, X–i and X

–
i–k,i+k .

Let us have condition (2.2) fulfilled for !̃, but not for any other positive root. Stand-
ardly, we denote the corresponding singular vector by vm,!̃s . We start with an arbitrary
linear combination of the PBW basis (2.60):

vm,!̃s = ∑
kij∈ℤ+
1≤i≤j≤ℓ

C̃K (X
–
ℓ )

kℓℓ (X–ℓ–1,ℓ)
kℓ–1,ℓ . . . (X–1ℓ)k1ℓ (X–ℓ–1)kℓ–1 . . . ×× . . . (X–p )kpp . . . (X–rp)krp . . . (X–12)k12 (X–1 )k11 ⊗ v0 (2.61)

and impose the conditions (2.58) with " → !̃. Condition (2.58a) restricts the linear
combination to terms of weight m!̃. In our parametrization these are the following ℓ
conditions between the powers kij :

k1j =
ℓ∑

p=j+1
kj+1,p –

j∑
p=2

kpj, 1 < j < ℓ,
k1ℓ = m – k11 +

ℓ–1∑
p=2

k2p –
ℓ∑

p=3
kpℓ ,

k2ℓ = k11 –
ℓ–1∑
p=2

k2p . (2.62)

Imposing conditions (2.58b) result in ℓ recurrence relations between the different C̃K ,
namely,
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C̃{kj+1} [kj + 1]q [+j –
j∑

p=1
kpj +

j–1∑
p=1

kp,j–1]q + (2.63)

+
j–1∑
p=1

C̃{kpj+1,kp,j–1–1} [kpj + 1]qq
–+j+1+

p
∑
i=1
(kij–kij–1)

–

–
ℓ∑

p=j+1
C̃{kjp+1,kj+1,p–1} [kjp + 1]qq

+j+1– ∑
i≤r<p

(!j,air)kir
= 0

where by C̃{kj+1} we denote a C̃K in which the parameter kj is replaced by kj + 1, and
so on.

Solving the recurrence relation (2.63) fixes the coefficient C̃K up to an overal mul-
tiplicative constant, for example, C. In order to streamline the final expression instead
of the ℓ(ℓ + 1)/2 parameters kij we introduce ℓ(ℓ – 1)/2 independent parameters tij ,
1 ≤ i < j ≤ ℓ, as follows:

kpp = m – tp–1,p –
ℓ∑

r=p+1
tpr, 1 ≤ p ≤ ℓ

kpr = tpr – tp–1,r, 1 ≤ p < r ≤ ℓ, (t0r ≡ 0). (2.64)

We denote byCT the coefficients C̃K with the substitution (2.64). Finally, the expression
for the singular vector is:

vm,!̃s = ∑
tij∈ℤ+
1≤i<j≤ℓ

CT (X
–
ℓ )

m–tℓ–1,ℓ (X–ℓ–1,ℓ)
tℓ–1,ℓ–tℓ–2,ℓ . . . (X–1ℓ)t1ℓ × (2.65)

× (X–ℓ–1)m–tℓ–1,ℓ–tℓ–2,ℓ–1 . . . (X–p )m–tpℓ–tp,ℓ–1– ... –tp,p+1–tp–1,p ×× . . . (X–rp)trp–tr–1,p . . . (X–12)t12 (X–1 )m–t1ℓ–t1,ℓ–1– ... –t12 ⊗ v0
where the summations in the variables tij are such that all powers are nonnegative,
and the coefficients CT are given by:

CT = C q
∑
i<j
(2m–1)tij–t

2
ij – ∑1≤i<j≤ℓ–1 ∑

ℓ
p=j+1 tij(tip+ti+1,p) ×

× q
–
ℓ–1
∑
r=1

tr(D+1,"r) ℓ–1∏
r=1
[m – tr]!( ℓ∏

i=1
[m – ti – ti–1,i]!) ∏

1≤i<j≤ℓ
[tij – ti–1,j]!

×
× ℓ–1∏

j=1

Aq((D, "j) + j –m + tj)
Aq((D, "j) + j –m)

, (2.66)

"r ≡ !1 + . . . + !r , ti = ∑
i+1≤s≤ℓ

tis.
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For ℓ = 2 and t = t12 this formula is given in [245], and for q = 1 and ℓ = 2, 3 in
[194]. For q = 1 our formula would coincide with the result of [460], if we correct one
of the definitions there, namely, if we use instead of Bk = ∑i≤k≤j !ij in f-la (20) of [460]
the quantity Bcorrk = ∑i≤k<j !ij , where the reader should not confuse the parameters !ij
from [460] with our notation of the roots – in fact, their !ij correspond exactly to our
kij; note also that Bcorrk = tk.

Nextwewould like to present the relation between the expressions for the singular
vectors in the PBW basis given in (2.65) and the expression using simple root vectors
basis in (2.37) (the case t = ℓ – 1). We just introduce an alternative expression for the
coefficient ak1 ...kℓ–1 :

ak1 ...kℓ–1 = aℓ(–1)k1+⋅⋅⋅+kℓ–1 (m
k1
)
q
⋅ ⋅ ⋅ ( m

kℓ–1
)
q
× (2.67)

× [D1 + 1]q
[D1 + 1 – k1]q

⋅ ⋅ ⋅ [Dℓ–1 + ℓ – 1]q
[Dℓ–1 + ℓ – 1 – kℓ–1]q , aℓ ̸= 0

where Ds = (D, "s).
To make the connection explicit we give the C-coefficients in terms of the a-

coefficients by the following formula [223]:

CT = (–1)
∑
i<j
tij
q
∑
i<j
((2m–1)tij–t

2
ij)–∑1≤i<j≤(ℓ–1) ∑(j+1)≤p≤ℓ tij(ti+1,p+ti,p)×

× q(1–ℓ)m
2 ℓ–1∏
r=1
[m – tr]!( ℓ∏

s=1
[m – ts – ts–1,s]!) ∏

1≤i<j≤ℓ
[tij – ti–1,j]!

× (2.68)

× ∑
k1,k2,...,kℓ–1

ak1,k2,...,kℓ–1q
1
2
ℓ–1
∑
i=1

ki(m–t
i) ℓ–1∏
r=1

[m – kr]!
[m – tr – kr]!

where 0 ≤ kr ≤ m – tr.
To prove the above formula one can use the following lemmas:

Lemma 1.

m∑
j=0

(–1)jqmj

[a – j][m – j]![j]!
= (–1)mqma

m∏
k=0

[a – k]
(2.69)

Lemma 2.

(X–r )
m(X–s )

n

[m]![n]!
= ∑

0≤p≤min(m,n)
(–1)p q(p–m)(n–p)–p

(X–s )
n–p(X–rs)

p(X–r )
m–p

[n – p]![p]![m – p]!
(2.70)
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Lemma 1 follows from formula (60) of [244], which is:

2F1
q(–-, b; c; q±(b–c+1–-)) =

-∑
s=0

(–1)s (-
s
)
q

(b)qs
(c)qs

q±s(b–c+1–-) =

=
(c – b)q-
(c)q-

q±b- (2.71)

in which here we set b = –a, c = 1 – a, - = m, and use sign minus. Lemma 2 follows
just from (1.20) and (2.59).

Next the a-coefficients are given in terms of the C-coefficients by the following
formula:

aj1,...,jℓ–1 = (–1)j1+⋅⋅⋅+jℓ–1+l(m–1) ∑
m–t1≤j1...

m–tℓ–1≤jℓ–1

CT × (2.72)

× ℓ–1∏
i=1

q(m–t
i)(1–ji)–ji

[m – ti]![m – ji]![ti + ji –m]!
×

× ( ℓ∏
i=1
[m – ti – ti–1,i]!) ∏

1≤i<j≤ℓ
[tij – ti–1,j]! ×× q∑i<j((1–2m)tij+t

2
ij) + ∑1≤i<j≤ℓ–1 ∑

ℓ
p=j+1 tij(ti+1,p+tip) + (ℓ–1)m2

.

To prove (2.72) one can use the relation:

p∑
t=0
(–1)p+tqt(k–p+1)–p (m – k

m – t
)
q
(m – t
m – p

)
q
= (2.73)

= (–1)p–kq(k+1)(k–p) [m – k]!
[m – p]!

p–k∑
s=0

(–1)sqs(1–p+k)

[s]![p – k – s]!
= $p,k

which also follows from (2.71) setting b = c, - = p – k, and using the fact that (0)q- =
Aq(-)/Aq(0) = $-,0 .

2.5.3 Singular Vectors for Uq(Dℓ) in PBW Basis

Let G = Dℓ , ℓ ≥ 4. Let !i, i = 1, . . . , ℓ be the simple roots, so that (!i, !j) = –1 if either|i – j| = 1, i, j ̸= ℓ or ij = ℓ(ℓ – 2) and (!i, !j) = 2$ij in other cases.
Then the positive roots are given as follows:

!ij = !i + !i+1 + ⋅ ⋅ ⋅ + !j , 1 ≤ i < j ≤ ℓ – 2 ,
"j = !j + !j+1 + ⋅ ⋅ ⋅ + !ℓ–2 + !ℓ , 1 ≤ j ≤ ℓ – 2 ,
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b̃j = !j + !j+1 + ⋅ ⋅ ⋅ + !ℓ–2 + !ℓ–1 , 1 ≤ j ≤ ℓ – 2 ,
"0 = !ℓ–2 + !ℓ–1 + !ℓ , (2.74)𝛾j = !j + !j+1 + ⋅ ⋅ ⋅ + !ℓ–2 + !ℓ–1 + !ℓ , 1 ≤ j ≤ ℓ – 3 ,𝛾ij = !i + !i+1 + ⋅ ⋅ ⋅ + 2(!j + ⋅ ⋅ ⋅ + !ℓ–2) + !ℓ–1 + !ℓ ,

1 ≤ i < j ≤ ℓ – 2 .
We recall that the roots !ij , "j , b̃j , "0 are positive roots of various An subalgebras.
Thus, we have to consider only the roots 𝛾j and 𝛾ij . We recall from [206] that 𝛾j is
straight, while 𝛾ij is not straight.

Further we shall need the explicit expressions for the nonsimple root Cartan–Weyl
(CW) generators of Uq(G ). Let X±i,j , Y

±
j , Ỹ

±
j , Y

±
0 , Z

±
j and Z±i,j be the Cartan–Weyl gener-

ators corresponding, respectively, to the roots ±!ij , ±"j , ±b̃j , ±"0 , ±𝛾j , and ±𝛾ij. These
generators are given recursively as follows (with X±jj ≡ X±j ):

X±ij = ±q∓1/2 (q1/2 X±i X±i+1,j – q–1/2 X±i+1,jX±i ) = (2.75)

= ±q∓1/2 (q1/2 X±i,j–1X±j – q–1/2 X±j X±i,j–1) ,
1 ≤ i < j ≤ ℓ – 2,

Y±j = ±q∓1/2 (q1/2 X±ℓ X±j,ℓ–2 – q–1/2 X±j,ℓ–2X±ℓ ) =
= ±q∓1/2 (q1/2 X±j Y±j+1 – q–1/2 Y±j+1X±j ) , 1 ≤ j ≤ ℓ – 2,

Ỹ±j = ±q∓1/2 (q1/2 X±ℓ–1X±j,ℓ–2 – q–1/2 X±j,ℓ–2X±ℓ–1) =
= ±q∓1/2 (q1/2 X±j Ỹ±j+1 – q–1/2Ỹ±j+1X±j ) , 1 ≤ j ≤ ℓ – 2,

Y±0 = ±q∓1/2 (q1/2 X±ℓ–1Y±ℓ–2 – q–1/2 Y±ℓ–2X±ℓ–1) =
= ±q∓1/2 (q1/2 X±ℓ Ỹ±ℓ–2 – q–1/2Ỹ±ℓ–2X±ℓ ) ,

Z±j = ±q∓1/2 (q1/2 X±j,ℓ–3Y±0 – q–1/2 Y±0X
±
j,ℓ–3) =

= ±q∓1/2 (q1/2 X±ℓ Ỹ±j – q–1/2Ỹ±j X
±
ℓ ) ,

= ±q∓1/2 (q1/2 X±ℓ–1Y±j – q–1/2Ỹ±j X
±
ℓ–1) , 1 ≤ j ≤ ℓ – 3

Z±ij = ±q∓1/2 (q1/2 Z±i X±j,ℓ–2 – q–1/2 X±j,ℓ–2Z±i ) ,
1 ≤ i < j ≤ ℓ – 2.

Now the PBW basis of Uq(G –) is given by the following monomials:

(X–ℓ–2)
aℓ–2 (X–ℓ–3,ℓ–2)

tℓ–3,ℓ–2 . . . (X–1,ℓ–2)t1,ℓ–2 (Ỹ–
ℓ–2)

̃tℓ–2 (Y–
ℓ–2)

tℓ–2××(Z–ℓ–3,ℓ–2)sℓ–3,ℓ–2 (Z–ℓ–4,ℓ–2)sℓ–4,ℓ–2 . . . (Z–1,ℓ–2)s1,ℓ–2 (Ỹ–
ℓ–3)

̃tℓ–3 (Y–
ℓ–3)

tℓ–3××(Z–ℓ–4,ℓ–3)sℓ–4,ℓ–3 . . . (Z–1,ℓ–3)s1,ℓ–3 . . . (Ỹ–
1 )

̃t1 (Y–
1 )

t1 (Y–
0 )

t××(Z–ℓ–3)sℓ–3 . . . (Z–1 )s1 (X–ℓ )aℓ (X–ℓ–1)aℓ–1 (X–ℓ–3)aℓ–3×
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×(X–ℓ–4,ℓ–3)tℓ–4,ℓ–3 . . . (X–1,ℓ–3)t1,ℓ–3 (X–ℓ–4)aℓ–4×× . . . (X–2 )a2 (X–12)t12 (X–1 )a1 . (2.76)

These monomials are in the so-called normal order, cf. Definition 1.1 of the previous
chapter. Explicitly, here we put the simple root vectors X–j in the order X

–
ℓ–2 , X

–
ℓ , X

–
ℓ–1 ,

X–ℓ–3, . . . , X
–
2 , X

–
1 . Then we put a root vector E

–
! corresponding to the nonsimple root !

between the root vectors E–" and E
–
𝛾 if ! = " + 𝛾, !, ", 𝛾 ∈ B+. This order is not complete

but this is not a problem, since when two roots are not ordered this means that the
corresponding root vectors commute, for example, [X–i , X

–
i–k,i+k] =0, and [Y

–
i , Ỹ

–
i ] = 0,

1 ≤ i ≤ ℓ – 2.
2.5.3.1 Singular Vectors in PBW Basis for Straight Roots
In this subsection we deal with the straight roots 𝛾j . Now we recall that every root 𝛾j is
the highest straight root of a Dℓ–j+1 subalgebra of Dℓ . This means that it is enough to
give the formula for the singular vector corresponding to the highest straight root 𝛾1.

Let us have condition (2.2) fulfilled for 𝛾1, but not for any of its subroots 𝛾i , i > 1:
[(D + 1, 𝛾1∨) –m]q = 0, m ∈ ℕ, (2.77a)

[(D + 1, 𝛾∨i ) –m󸀠]q ̸= 0 , ∀m󸀠 ∈ ℕ . (2.77b)

(The necessity of condition (2.77b) was explained in [206].) Let us denote the singular
vector corresponding to (2.77a) by:

v𝛾1,ms = ∑
T
D𝛾1,mT (X–ℓ–2)

aℓ–2 (X–ℓ–3,ℓ–2)
tℓ–3,ℓ–2 . . . (X–1,ℓ–2)t1,ℓ–2 (Ỹ–

ℓ–2)
̃tℓ–2×× (Y–

ℓ–2)
tℓ–2 (Z–ℓ–3,ℓ–2)

sℓ–3,ℓ–2 (Z–ℓ–4,ℓ–2)
sℓ–4,ℓ–2 . . . (Z–1,ℓ–2)s1,ℓ–2×× (Ỹ–

ℓ–3)
̃tℓ–3 (Y–

ℓ–3)
tℓ–3 (Z–ℓ–4,ℓ–3)

sℓ–4,ℓ–3 . . . (Z–1,ℓ–3)s1,ℓ–3 . . . (Ỹ–
1 )

̃t1×× (Y–
1 )

t1 (Y–
0 )

t(Z–ℓ–3)
sℓ–3 . . . (Z–1 )s1 (X–ℓ )aℓ (X–ℓ–1)aℓ–1 (X–ℓ–3)aℓ–3×× (X–ℓ–4,ℓ–3)tℓ–4,ℓ–3 . . . (X–1,ℓ–3)t1,ℓ–3 (X–ℓ–4)aℓ–4×× . . . (X–2 )a2 (X–12)t12 (X–1 )a1 ⊗ v0 , (2.78)

where T denotes the set of summation variables ai, tij, sij, ̃ti, ti, si, t, all of which are
nonnegative integers.

The derivation now proceeds as follows. We have to impose condition (2.58) with
" → 𝛾1 , vs → v𝛾1,ms . (Inequalities (2.77b) mean that no other conditions need to be
imposed.) First we impose condition (2.58a). This restricts the linear combination to
terms of weightm𝛾1 . In our parametrization these are the following ℓ conditions:

ap = m –
p∑
i=1
((ti + ̃ti + si) + ℓ–2∑

j=p
tij +

ℓ–2∑
j=p+1

sij + 2 ∑
1≤i<j≤p

sij) ,

1 ≤ p ≤ ℓ – 3 ;
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aℓ–2 = m –(t + ℓ–3∑
i=1
(ti + ̃ti) + ℓ–3∑

i=1
(si + ti,ℓ–2) + 2 ∑

1≤i<j≤ℓ–2
sij)

aℓ–1 = m –(t + ℓ–2∑
i=1

̃ti + ℓ–3∑
i=1

si + ∑
1≤i<j≤ℓ–2

sij)
aℓ = m –(t + ℓ–2∑

i=1
ti +

ℓ–3∑
i=1

si + ∑
1≤i<j≤ℓ–2

sij) . (2.79)

This eliminates the summation in ai in (2.78) and also restricts further the summation
tij, sij, ̃ti, ti, si, t so that the ai in (2.79) would be all nonnegative.

Next we impose condition (2.58b). These ℓ conditions produce ℓ recursive rela-
tions, which are too cumbersome and we omit them. Solving these relations fixes the
coefficient D𝛾1,mT completely and we obtain:

D𝛾1,mT = Dℓ (–1)
∑
i≤j

sij
ℓ–3
∏
p=2

[ãp]!
[ap]!

[t]!
ℓ–2
∏
j=2

[s1j]![sj–1]!
ℓ–2
∏
j=1

[tj]![ ̃tj]! ∏
1≤i<j≤ℓ–2

[tij]!
×

× qAq(D+1,aℓ!ℓ+aℓ–1!ℓ–1)

[m–2t–
ℓ–2
∑
i=1

(ti+ ̃ti)–2 ∑
1≤i<j≤ℓ–2

sij–2
ℓ–3
∑
i=1

si–
ℓ–3
∑
i=1

ti,ℓ–2]!
×

× ℓ–3∏
j=1

qaj(D+1)(H
j) Aq(Dj+j–aj+tj–1,j)

Aq(Dj+j+1)
×× Aq(Dℓ–1+1–aℓ–1)Aq(Dℓ+1–aℓ)

Aq(Dℓ–1+2)Aq(Dℓ+2)
, (2.80)

Dℓ ̸= 0, Dr := (D, "r), with "r := !1 + ⋅ ⋅ ⋅ + !r
where

ãp = m –
p∑
i=1
((ti + ̃ti + si) + ℓ–2∑

j=p+1
(tij + sij) + 2 ∑

1≤i<j≤p
sij), 1 ≤ p ≤ ℓ – 3

and the factor A is given by:

A = ∑
1≤i<j≤ℓ–2

{tij ℓ–4∑
p=0

tp+j–1 + sij
ℓ–4∑
p=0

sp+j–1} + ∑
1≤i<j≤ℓ–2

s2ij +
ℓ–3∑
i=1

s2i +

+ ∑
1≤i<j≤ℓ–2

t2ij –

– ((ℓ – 2) ∑
1≤i<j≤ℓ–2

tij + (ℓ + 1) ∑
1≤i<j≤ℓ–2

sij + ℓ ℓ–3∑
i=1

si)m

+ ∑
1≤i<j≤ℓ–2

tij
ℓ–3∑
i=1
(ti + di) +

ℓ–4∑
i=1
(ti + di)

ℓ–3∑
j=1
(tj + dj)
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+
ℓ–2∑
p=1

{{{tp( p∑
j=1

tj + ∑
1≤i<j≤ℓ–2

sij +
ℓ–3∑
i=1

si – (ℓ – p)m)
+ ̃tp( p∑

j=1

̃tj + ∑
1≤i<j≤ℓ–2

sij +
ℓ–3∑
i=1

si – (ℓ – p)m)}}}
+ t(t + tℓ–2 + ̃tℓ–2 + ℓ–3∑

i=1
si + ∑

1≤i<j≤ℓ–3
sij – 3m)

+ ∑
1≤i<j≤ℓ–3

sisj + (ℓ – 2) ∑
1≤i<j≤ℓ–2

sij
ℓ–3∑
k=1

sk

+ ∑
1≤i<j≤ℓ–2

tij( ∑
1≤i<j≤ℓ–2

sij +
ℓ–3∑
i=1

si)
+ ∑

1≤i<j≤ℓ–2
(j – i)tij + ∑

1≤i≤ℓ–4
i<j

(ℓ – j + 3)sij + 4sℓ–3,ℓ–2
+

ℓ–3∑
i=1
(ℓ – i)si + ℓ–2∑

i=1
(ℓ – i – 1)(ti + ̃ti) (2.81)

where tb :=
ℓ–3∑
k=j+1

tbk .

Finally, we explain how to obtain the singular vectors for the roots 𝛾i , i > 1 from
the above formulae. For this one has to replace ℓ → ℓ – i + 1, and then to shift the
enumeration of the roots, namely, to replace 1, . . . , ℓ – i + 1 by i, . . . , ℓ.
2.5.3.2 Relation between the Two Expressions for the Singular Vectors
Here we would like to present the relation between the expressions for the singular
vectors in the PBW basis given in (2.80) and in the simple root vectors basis given in
Section 2.4.2. Thus, we compare with formula (2.37).

The D-coefficients are given in term of the d-coefficients by the following formula:

D𝛾1,mT =

ℓ–3∏
p=2

[ãp]!
[ap]!

[t]!
ℓ–2∏
j=2
[s1j]![sj–1]!

ℓ–2∏
j=1
[tj]![ ̃tj]! ∏

1≤i<j≤ℓ–2
[tij]!

×
× (–1)

ℓ
∑
i=1

ai
qA

[m – 2t –
ℓ–2∑
i=1
(ti + ̃ti) – 2 ∑

1≤i<j≤ℓ–2
sij – 2

ℓ–3∑
i=1

si –
ℓ–3∑
i=1

ti,ℓ–2]!
×

× ∑
k1,k2,...,kℓ–1

dk1,k2,...,kℓ–1
ℓ–3∏
p=1

[m – kp]!qkp(ap–tp–1,p)

[ap – tp–1,r – kp]!
×

× [m – kℓ–1]!
[aℓ–1 – kℓ–1]!

[m – kℓ–2]!
[aℓ – kℓ–2]!

q(kℓ–1aℓ–1+kℓ–2aℓ) (2.82)

where 0 ≤ kp ≤ ap, 0 ≤ p ≤ ℓ – 3, kℓ–1 ≤ aℓ–1 and kℓ–2 ≤ aℓ .
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To prove the above one can use the formula (following from (1.20) and (2.59)):

Vm Un

[m]![n]!
= ∑

0≤p≤min(m,n)
(–1)p q(m–p)(n–p)+p Un–p Wp Vm–p

[n – p]![p]![m – p]!
(2.83)

where the triples U,V,W are given as follows: as W runs over the vectors defined in
(2.59), U,V run over the pairs which appear on the corresponding RHS; for example,
ifW = X–ij then either (U,V) = (X–i ,X

–
i+1,j) or (U,V) = (X–i,j–1 ,X

–
j ).

2.6 Singular Vectors for Nonstraight Roots

2.6.1 Bernstein–Gel’fand–Gel’fand Resolution

Let us say that condition (2.2) is almost fulfilled if it is satisfied form = 0, that is, when
++1 is on the walls of the dominant Weyl chamber [109]. First we discuss the situation
when condition (2.2) is fulfilled for " and is fulfilled or almost fulfilled for any subroot
of ". Consider the explicit expansion of " ∈ B+ into simple roots " = ∑ℓk=1 nk!k, with
nk ∈ ℤ+, and define J" ≡ {k|nk ̸= 0}.

In this situation we can give the formula for the singular vector for arbitrary
positive roots, that is, not only for straight roots. We have:

Proposition 2 ([208]). Let G be a complex simple Lie algebra. Let + ∈ H ∗, " ∈ B+ and
m ∈ ℕ be such that (2.2) is fulfilled. Let also:

[(+ + 1, !∨k ) –mk]qk = 0, k ∈ J", mk ∈ ℤ+. (2.84)

Assume also the presentation (2.35) of ". Then the singular vector of the Verma module
V+ over Uq(G ) corresponding to ",m is given by:

v",m+ = c",m(X
–
i1 )

mni1 –m̃1 ⋅ ⋅ ⋅ (X–iu )mniu–m̃u (X–v )
mnv (X–iu )

m̃u ⋅ ⋅ ⋅⋅ ⋅ ⋅ (X–i1 )m̃1 ⊗ v0, (2.85a)
m̃k ≡ (sik–1 . . . si1 (+ + 1), !∨ik ) ∈ ℤ+. (2.85b)

m̃k = (+ + 1 –
k–1∑
t=1

m̃t!it , !
∨
ik ),

m̃u+1 ≡ (svsiu . . . si1 (+ + 1), !∨iu+1 ) = mnv,

m̃󸀠
k ≡ (sik+1 . . . siusvsiu . . . si1 (+ + 1), !∨ik ) =

= (+ + 1 –
u∑
t=1

m̃t!it – m̃u+1!v –
u∑

t=k+1
m̃󸀠
t!it , !

∨
ik ) =

= mnik – m̃k ∈ ℤ+. ◊
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Note that ∑k∈J" mk ∈ ℕ, and, for example, m̃1 = mi1 , m̃2 = mi2 – ai2i1mi1 . Note also
that (2.85) follows from the explicit formulae in the previous subsection after suitably
renormalizing the coefficients in formula (2.37). Then because of (2.84) all terms but
one in (2.37) will vanish and we obtain the monomial expression in (2.85a).

We now state the main result of this subsection.

Proposition 3 ([208]). Let G be a complex simple Lie algebra. Let + ∈ A+. Then all singu-
lar vectors of the Vermamodule V+ over Uq(G )when q is not a root of 1 are parametrized
by the Weyl group W; that is, their weights are given by w ⋅ +, e ̸= w ∈ W. Furthermore,
for a fixed w = sir . . . si1 written in reduced form, the corresponding singular vector vs(w)
is given explicitly by:

vs(w) = (X–ir )
m̃r . . . (X–i1 )m̃1 ⊗ v0, (2.86)

where m̃k is defined for k = 1, . . . r as in (2.85b). ◊
Proof. It is almost obvious that (2.86) is a singular vector. For fixed k = 1, . . . r formula
(2.86) means that condition (2.2) is fulfilled with respect to the root !ik in a Verma
module V+k with highest weight shifted by the Weyl dot reflection +k = sik–1 . . . si1 ⋅ +.
For this we have to prove that m̃k ∈ ℕ. Actually from the previous proposition we
know that m̃k ∈ ℤ+. Suppose now that for some k we have m̃k = 0. This means that
sik sik–1 . . . si1 ⋅+= sik–1 . . . si1 ⋅+, which would contradict the fact [109] that theWeyl group
acts transitively on the Weyl chambers. Finally we have to prove that (2.86) provides
all singular vectors of V+. For this we use the fact that when q is not a root of 1 the
structure of the Verma module V+ is the same as for q = 1 [441, 531]. In the case q = 1
and + ∈ A+ the submodule structure of V+ is completely described by the Weyl group;
namely, there is a one-to-one correspondence between the submodules of V+ and the
elements w ∈ W, w ̸= e. ◼
Corollary: Let G be a complex simple Lie algebra. Let + + 1 ∈ A+. Then formula (2.86)
describes a singular vector of the Verma module V+ over Uq(G ) when q is not a root of
1. We also have m̃k ∈ ℤ+. ◊
Remark 2.1. The above corollary follows from either of the propositions in this section.
Note that if ++1 ∈ A+ and + ∉ A+, that is, when ++1 is on the walls of the dominantWeyl
chamber, the submodule structure of V+ is not completely described by the singular
vectors in (2.86), and furthermore singular vectors corresponding to different elements
ofW may coincide (the action ofW being not transitive). ◊
The results presented so far provide an explicit realization of the Bernstein—
Gel’fand—Gel’fand resolution [96]. In the multiplet classification approach [193,
194, 196–198], the submodule structure of V+ for + integral dominant was described
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by the maximal multiplet M +, the elements of which are Verma modules V+󸀠 which
are in one-to-one correspondence with the elements w ∈ W, namely, +󸀠 = w ⋅ +. Let us
define the following submodules of V+

C +
n ≡ ⊕

w ∈ W, ℓ(w) = n
Vw⋅+. (2.87)

Note that C +
0 = V+. Recall [109] that the maximal length of an element ofW is equal to

the number of positive roots, that is, ℓ(w0) = |B+|, where w0 is the longest element of
W. By [28] there exists a resolution of L+ for + ∈ A+ in terms of the above submodules,
that is, an exact sequence:

0← L+ ← V+ ← C +
1 ← ⋅ ⋅ ⋅ ← C +

ℓ(w0) ← 0 (2.88)

The map V+ → L+ is the natural surjection, while for fixed n = 1, . . . ℓ(w0)
the map dn : C +

n → C +
n–1 is a collection of the maps embedding the components

Vw⋅+, ℓ(w) = n, of C +
n into the components Vw⋅+, ℓ(w) = n – 1, of C +

n–1. One has to check
dn–1 ∘dn = 0. In [28] this was proved by using general properties of theWeyl group and
the uniqueness of the embedding between two Verma modules. (The BGG resolution
in a similar context was considered in [110] with explicit expressions in the A2 case
using singular vectors in the Poincaré—Birkhoff—Witt basis.)

Here we would like to present an explicit realization of the above uniqueness
using our results on the singular vectors. The main ingredient is the commutativity
of certain embedding diagrams which involve only subalgebras of rank 2. The reason
is that anymultiplet of Vermamodules, in particular, themaximal one, may be viewed
as consisting of submultiplets containing four and six members (for the simply laced
algebras), also with eight members (for the nonsimply laced algebras) and with 12
members (for G2). More explicitly, let V ≡ V+󸀠 , +󸀠 = w ⋅ +; for some w ∈ W be such
that condition (2.2) is fulfilled for +󸀠 for at least two simple roots; say !p and !r, p ̸= r.
Then V is contained in a submultiplet with four members if arpapr = 0 with weights
Vw⋅+󸀠 , w = {e, sp, sr, spsr = srsp} ≅ W(A1 ⊕ A1); with six members if arpapr = 1 with
weights Vw⋅+󸀠 , w ∈ {e, sp, sr, spsr, srsp, spsrsp = srspsr} ≅ W(A2); with eight mem-
bers if arpapr = 2 with weights Vw⋅+󸀠 , w ∈ {e, sp, sr, spsr, srsp, spsrsp, srspsr, spsrspsr =
srspsrsp} ≅ W(B2); with twelve members if arpapr = 3 with weights Vw⋅+󸀠 , W(G2) ≅{e, sp, sr, spsr, srsp, spsrsp, srspsr, spsrspsr, srspsrsp, srspsrspsr, spsrspsrsp, spsrspsrspsr =
srspsrspsrsp}.
Remark 2.2. Naturally, if (2.2) is fulfilled for n > 2 simple roots, then V will play the
same role in ( n2 ) submultiplets of the type just described. If (2.2) is fulfilled only with
respect to 0, 1, simple roots than V is a member of such a multiplet with weight +󸀠 =
w0 ⋅ +. respectively, +󸀠 = w ⋅ +,w ̸= e,w0, where w0 is the longest element of the rank
two subalgebras used above. Thus no new submultiplets of the type described above
arise. ◊
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We have to establish commutativity of the embedding diagrams describing the
above submultiplets. In the four-member submultiplet this is trivial since [X–p ,X

–
r ] = 0.

For the six-member submultiplet we use the caseA2 for " = !1+!2,mj = (++1, !∨j ) ∈ ℤ+,
m = m1 +m2 ∈ ℕ. The singular vector is given by:

vm," = c1(X
–
1 )

m2 (X–2 )
m(X–1 )

m1 ⊗ v0 =
= c2(X

–
2 )

m1 (X–1 )
m(X–2 )

m2 ⊗ v0 = (2.89a)

= (X–2 )
m1

m2∑
k=0

a1k(X
–
1 )

m2–k(X–2 )
m2 (X–1 )

k+m1 ⊗ v0 =
= (X–1 )

m2
m1∑
k=0

a0k (X
–
2 )

m1–k(X–1 )
m1 (X–2 )

k+m2 ⊗ v0, (2.89b)

where (2.89a) gives the two forms of (2.85a) in this case, and a1k , a
0
k , respectively, is

given by (2.37) for u = 1, (i1, v) = (1, 2), (2, 1), also (2.42), with (mk1 )q replaced by (mi
k )q,

i = 1, 2, respectively, and by + replaced by +–m!1 = s1 ⋅!1, +–m!2 = s2 ⋅!2, respectively,
that is, with +(Hi) + 1 replaced by –mi, i = 1, 2, respectively. The four expressions in
(2.89) are used to prove commutativity of certain embedding diagrams, in particular,
the hexagon diagram of Uq(sl(3,ℂ)) [198] (or, for q = 1, the hexagon diagram of sl(3,ℂ)
[195]).

For the eight- and twelve-member submultiplets we need the following:

Lemma: Assume the above setting and also that !p is shorter than !r, thus arp = –1,
and set apr = –1 – %, % = 1, 2, letmk ≡ (+󸀠 + 1, !∨k ) ∈ ℕ. Then we have:

c̃1 (X
–
r )

mp+mr (X–p )
mp ⊗ v0 = P

",mp
sr ⋅+󸀠

(X–r )
mr ⊗ v0 , (2.90a)

c̃2 (X
–
p )

mp+(1+%)mr (X–r )
mr ⊗ v0 = P

"󸀠,mr
sp ⋅+󸀠

(X–p )
mp ⊗ v0 , (2.90b)

(X–p )
mp+2mr P

",mp
sr ⋅+󸀠

⊗ v0 = P
",mp
spsr ⋅+󸀠

(X–p )
mp+2mr ⊗ v0 , % = 1 (2.90c)

(X–r )
mp+mr P

"󸀠,mr
sp ⋅+󸀠

⊗ v0 = P
"󸀠,mr
srsp ⋅+󸀠

(X–r )
mp+mr ⊗ v0 , % = 1 (2.90d)

c̃3 (X
–
p )

mp (X–r )
mp+mr ⊗ v0 = (X–r )

mrP
",mp
(spsr)% ⋅+󸀠

⊗ v0 , (2.90e)

c̃4 (X
–
r )

mr (X–p )
mp+(1+%)mr ⊗ v0 = (X–p )

mpP
"󸀠,mr
(srsp)% ⋅+󸀠

⊗ v0 (2.90f)

where c̃k are nonzero constants, " = !p + !r = sr(!p), "󸀠 = (1+ %)!p + !r = sp(!r),P
",mp
+󸀠󸀠 ,

P
"󸀠,mr
+󸀠󸀠 is given by (11) for j = 1, and {i1; i} = {r; p}, {p; r} , respectively, ni1 = 1, 1 + %,

qi1 = q1+%, q, respectively; the weight of the highest-weight vector v0 is +󸀠 in (2.90a,b),
sr ⋅ +󸀠 in (2.90c), sp ⋅ +󸀠 in (2.90d), (srsp)% ⋅ +󸀠 in (2.90e), (spsr)% ⋅ +󸀠 in (2.90f).
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Proof. Direct calculation using Serre relations and formulae of the type of (2.40). ◼
The above lemma ensures the desired property dn–1 ∘ dn = 0 by just choosing prop-
erly the constants in (2.90). Only the case G2 requires further work since we have to
establish the following relations:

(X–p )
2mp+3mrP

",mp
sr ⋅+󸀠

⊗ v0 = P
𝛾,mp
spsr ⋅+󸀠

(X–p )
mp+3mr ⊗ v0, (2.91a)

(X–r )
mp+2mrP

"󸀠,mr
sp ⋅+󸀠

⊗ v0 = P
𝛾󸀠,mr
srsp ⋅+󸀠

(X–r )
mp+mr ⊗ v0, (2.91b)

(X–p )
2mp+3mrP

𝛾󸀠,mr
srsp ⋅+󸀠

⊗ v0 = P
𝛾󸀠,mr
spsrsp ⋅+󸀠

(X–p )
2mp+3mr ⊗ v0 (2.91c)

(X–r )
mp+2mrP

𝛾,mp
spsr ⋅+󸀠

⊗ v0 = P
𝛾,mp
srspsr ⋅+󸀠

(X–r )
mp+2mr ⊗ v0 (2.91d)

(X–p )
mp+3mrP

𝛾,mp
srspsr ⋅+󸀠

⊗ v0 = P
",mp
(spsr)2 ⋅+󸀠

(X–p )
2mp+3mr ⊗ v0 (2.91e)

(X–r )
mp+mrP

𝛾󸀠,mr
spsrsp⋅+󸀠

⊗ v0 = P
"󸀠,mr
(srsp)2 ⋅+󸀠

(X–r )
mp+2mr ⊗ v0 (2.91f)

where 𝛾 = 2!p +!r = spsr(!p), 𝛾󸀠 = 3!p +2!r = srsp(!r), the weight of the highest-weight
vector v0 is sr ⋅+󸀠 in (2.91a), sp ⋅+󸀠 in (2.91b), srsp ⋅+󸀠 in (2.91c), spsr ⋅+󸀠 in (2.91d), srspsr ⋅+󸀠
in (2.91e), spsrsp ⋅ +󸀠 in (2.91f), and we have the following conjecture for the singular
vectors corresponding to the nonstraight roots 𝛾, 𝛾󸀠:

v𝛾,m+ = P
𝛾,m
+ ⊗ v0 = m∑

k1=0

m∑
k2=0

gk1k2 (X
–
p )

m–k1 (X–r )
m–k2 (X–p )

m(X–r )
k2 ×× (X–p )k1 ⊗ v0, (2.92a)

gk1k2 = (–1)k1+k2g (m
k1
)
q
(m
k2
)
q3

[(+ + 1)(H̃i1 )]q
[(+ + 1)(H̃i1 ) – k1]q

×
× [(+ + 1)(Hr)]q3
[(+ + 1)(Hr) – k2]q3

, (2.92b)

v𝛾
󸀠,m
+ = P

𝛾󸀠,m
+ ⊗ v0 = m∑

k1=0

3m∑
k2=0

gk1k2 (X
–
r )

m–k1 (X–p )
3m–k2 (X–r )

m ×× (X–p )k2 (X–r )k1 ⊗ v0, (2.93a)

g󸀠k1k2 = (–1)k1+k2g󸀠 (m
k1
)
q3
(3m
k2
)
q

[(+ + 1)(H̃i1 )]q3
[(+ + 1)(H̃i1 ) – k1]q3

×
× [(+ + 1)(Hp)]q
[(+ + 1)(Hp) – k2]q

. (2.93b)
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For + obeying the assumptions of Proposition 2, the above polynomials should reduce
to monomials as in (2.85); this is one justification for the above conjecture.
Example A3

In the situation when (2.2) is almost fulfilled there are also available mixed forms
of the singular vectors. We considered the example A2 above. Analogously let us have
for A3

[(+ + 1, !∨j ) –mj]q = 0, j = 1, 2, 3, mj ∈ ℤ+, m = m1 +m2 +m3 ∈ ℕ, (2.94)

Denotingmij = mi +mj we write down the reduction of formula (2.37):

vm,"s = c󸀠1(X
–
1 )

m23 (X–2 )
m3 (X–3 )

m(X–2 )
m12 (X–1 )

m1 ⊗ v0 =
= c󸀠2(X

–
1 )

m23 (X–3 )
m12 (X–2 )

m(X–3 )
m3 (X–1 )

m1 ⊗ v0 =
= c󸀠3(X

–
3 )

m12 (X–2 )
m1 (X–1 )

m(X–2 )
m23 (X–3 )

m3 ⊗ v0, (2.95)

and several other expressions which analogously to (2.89b) use the polynomials cor-
responding to roots which are the sum of two simple roots (and some expressions
which use the trivial commutativity [X–1 ,X

–
3 ] = 0).

Remark 2.3. Most results above may be extended to affine Lie algebras. Consider, for
example, Uq(A

(1)
1 ) and let !1, !2 be the simple roots of A(1)1 , so that (!1, !1) = (!2, !2) =

2 = –(!1, !2). There are two nonsimple straight roots: "ij = !i + 2!j = sj(!i) for (i, j) =
(1, 2), (2, 1). The singular vector for "12 is given by formula for B2 and for "21 by the
interchange of indices 1 and 2. ◊
2.6.2 Case of Uq(Dℓ) in PBW Basis

The nonstraight roots of Dℓ are given in (2.74). We shall also write them as:

𝛾rp =
ℓ∑
j=r

nj !j , 1 ≤ r < p ≤ ℓ – 2
nj =

{{{{{{{
1 for r ≤ j < p
2 for p ≤ j ≤ ℓ – 2
1 for j = ℓ – 1, ℓ (2.96)

Like in the case of straight toots we could use the fact that every root 𝛾rp can be treated
as the root 𝛾1p of a Dℓ–r+1 subalgebra of Dℓ . This means that it would be enough to give
the formula for the singular vector corresponding to the roots 𝛾1p . However, we shall
not do this for these roots, since anyway it is not reduced to one root.



62 2 Highest-Weight Modules over Quantum Algebras

Let us have condition (2.2) fulfilled for 𝛾rp , but not for any of its subroots. The
singular vectors corresponding to these roots are given by:

v𝛾rp,ms = ∑
T

D𝛾rp,mT (X–ℓ–2)
2m–bℓ–2 (X–ℓ–3,ℓ–2)

tℓ–3,ℓ–2 . . . (X–r,ℓ–2)tr,ℓ–2 ×× (Ỹ–
ℓ–2)

̃tℓ–2 (Y–
ℓ–2)

tℓ–2 (Z–ℓ–3,ℓ–2)
sℓ–3,ℓ–2 (Z–ℓ–4,ℓ–2)

sℓ–4,ℓ–2 . . . ×× (Z–r,ℓ–2)sr,ℓ–2 (Ỹ–
ℓ–3)

̃tℓ–3 (Y–
ℓ–3)

tℓ–3 ×× (Z–ℓ–4,ℓ–3)sℓ–4,ℓ–3 . . . (Z–r,ℓ–3)sr,ℓ–3 . . . (Ỹ–
r )

̃tr (Y–
r )

tr (Y–
0 )

t ×× (Z–ℓ–3)sℓ–3 . . . (Z–r )sr (X–ℓ )m–bℓ (X–ℓ–1)m–bℓ–1 (X–ℓ–3)mnℓ–3–bℓ–3 ×× (X–ℓ–4,ℓ–3)tℓ–4,ℓ–3 . . . (X–r,ℓ–3)tr,ℓ–3 (X–ℓ–4)mnℓ–4–bℓ–4 ×× . . . (X–r+1)mnr+1–br+1 (X–r,r+1)tr,r+1 (X–r )m–br ⊗ v0 (2.97)

In (2.97) we have already imposed conditions (2.58a) and the summation is only over
those elements of the PBW basis which have the weight m𝛾rp . Further we impose
(2.58b) the procedure being as in the case of the straight roots. Thus, the coefficients
D𝛾rp,mT are found to be:

D𝛾rp,mT = Dns (–1)
∑
r≤j

sij

ℓ–3∏
s=r+1

[mns–b̃s]!
[mns–bs]!

[t]!
ℓ–2∏
j=r+1

[srj]![sj–1]!
ℓ–2∏
j=r
[tj]![ ̃tj]! ∏

r≤i<j≤ℓ–2
[tij]!

×
× qA

ns
q(D+1,bℓ!ℓ+bℓ–1!ℓ–1)

[2m – 2t –
ℓ–2∑
i=r
(ti + ̃ti) – 2 ∑

r≤i<j≤ℓ–2
sij – 2

ℓ–3∑
i=r

si –
ℓ–3∑
i=r

ti,ℓ–2]!
×

× ℓ–3∏
j=r

q(mnj–bjD
󸀠j) Aq(D

󸀠j –mnj + bj + tj–1,j)
Aq(Dj + 1)

×
×Aq(Dℓ–1 + 1 –m + bℓ–1)Aq(Dℓ + 1 –m + bℓ)

Aq(Dℓ–1 + 2)Aq(Dℓ + 2)
,

D󸀠j :=
j∑
i=r

ni(Di + 1) , Dns ̸= 0 (2.98)

where we have set for r ≤ p ≤ ℓ – 3:
b̃p =

p∑
i=r
((ti + ̃ti + si) + ℓ–2∑

j=p+1
(tij + sij) + 2 ∑

r≤i<j≤p
sij) ,

bp =
p∑
i=r
((ti + ̃ti + si) + ℓ–2∑

j=p
tij +

ℓ–2∑
j=p+1

sij + 2 ∑
1≤i<j≤p

sij) ,
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bℓ–2 = t +
ℓ–3∑
i=r
(ti + ̃ti) + ℓ–3∑

i=r
(si + ti,ℓ–2) + 2 ∑

r≤i<j≤ℓ–2
sij ,

bℓ–1 = t +
ℓ–2∑
i=r

̃ti + ℓ–3∑
i=r

si + ∑
r≤i<j≤ℓ–2

sij ,

bℓ = t +
ℓ–2∑
i=r

ti +
ℓ–3∑
i=r

si + ∑
r≤i≤<j≤ℓ–2

sij (2.99)

2.6.3 Case of Uq(Dℓ) in the Simple Roots Basis

The singular vectors corresponding to the nonstraight roots, 𝛾rp, 1 ≤ r < p ≤ ℓ – 2, in
the simple root basis are given by:

v𝛾rp,m =
m∑

kr=0

mnr+1∑
kr+1=0

⋅ ⋅ ⋅ m∑
kℓ–1=0

dk1 ...kℓ–1 (X
–
r )

m–kr (X–r+1)
mnr+1–kr+1 ⋅ ⋅ ⋅ ××(X–ℓ–3)2m–kℓ–3 (X–ℓ–1)m–kℓ–1 (X–ℓ )m–kℓ–2 (X–ℓ–2)2m(X–ℓ )kℓ–2 ××(X–ℓ–1)kℓ–1 (X–ℓ–3)kℓ–3 . . . (X–r )kr ⊗ v0. (2.100)

The coefficients dwere not given in [206], but now using the PBW expression (2.97) for
v𝛾rp,m we find that they are given by the following formula:

dkr,...,kℓ–1 = (–1)kr+⋅⋅⋅+kℓ–1 × ∑
mnr–br≤kr...

mnℓ–3–bℓ–3≤kℓ–3

∑
m–bℓ–1≤kℓ–1
m–bℓ≤kℓ–2

Dns ×
× ℓ–3∏

j=r

q(mnj–bj)(1–kj)–kj [mnj – bj]!
[mnj – kj]![mnj – 4bj]![kj –mnj + bj]!

×
× q(m–bℓ)(1–kℓ–2)–kℓ–2
[m – bℓ]![kℓ–2 –m – bℓ]![m – kℓ–2]!

×
× q(m–bℓ–1)(1–kℓ–1)–kℓ–1
[m – bℓ–1]![kℓ–1 –m – bℓ–1]![m – kℓ–1]!

×
× [2m – 2t –

ℓ–2∑
i=r
(ti + ̃ti) – 2 ∑

r≤i<j≤ℓ–2
sij –

– 2
ℓ–3∑
i=r

si –
ℓ–3∑
i=r

ti,ℓ–2]! × (2.101)

× [t]! ℓ–2∏
j=r+1

[srj]![sj–1]!
ℓ–2∏
j=r
[tj]![ ̃tj]! ∏

r≤i<j≤ℓ–2
[tij]!q

–Ans .
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or more explicitly:

dk1...kℓ–1 = dns(–1)kr+⋅⋅⋅+kℓ–1 (mnr
kr
)
q
⋅ ⋅ ⋅ (mnℓ–1

kℓ–1
)
q
×

× [(D + 1, "r,r)]q
[(D + 1, "r,r) – kr]q

. . . [(D + 1, "r,ℓ–3)]q
[(D + 1, "r,ℓ–3) – kℓ–3]q

×
× [(D + 1, !ℓ)]q
[(D + 1, !ℓ) – kℓ–2]q

[(D + 1, !ℓ–1)]q
[(D + 1, !ℓ–1) – kℓ–1]q

= dns(–1)kr+⋅⋅⋅+kℓ–1 (mnr
kr
)
q
⋅ ⋅ ⋅ (mnℓ–1

kℓ–1
)
q
×

× [D󸀠r + nr]q
[D󸀠r + nr – k1]q

. . . [D󸀠ℓ–3 + nℓ–3]q
[D󸀠ℓ–3 + nℓ–3 – kℓ–3]q

×
× [Dℓ + 1]q
[Dℓ + 1 – kℓ–2]q

[Dℓ–1 + 1]q
[Dℓ–1 + 1 – kℓ–1]q

, dns ̸= 0

"r,j :=
j∑
i=r

ni!i , D󸀠j = (D, "r,j) , nj :=
j∑
i=r

ni. (2.102)

In the derivation of these formulae one can use (2.70).

2.7 Representations at Roots of Unity

2.7.1 Generalities

If the deformation parameter q is a root of unity, the representation theory of Uq(G )
differs very much from the generic case (cf. e. g., [175, 198, 442]).

We start with the case of the simple roots. Let " = !j and we try the same
expression (2.9) for the singular vector as in the case q = 1 or generic q:

vs = (X–j )
m ⊗ v0 . (2.103)

We obtain using (1.19):

[X+j , (X
–
j )

m] =
m–1∑
k=0

(X–j )
m–1–k[Hj](X

–
j )

k = (X–j )
m–1

m–1∑
k=0

[Hj – 2k] =

= (X–j )
m–1[m][Hj –m + 1] . (2.104)

If vs is a singular vector we should have

0 = X+j vs = [X+j , (X
–
j )

m] ⊗ v0 = (X–j )
m–1[m][D(Hj) –m + 1] ⊗ v0. (2.105)
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(Note thatX+k vs = 0 , for k ̸= j.) If qj = q(!j ,!j)/2 is not a root of unity then (2.105) gives just
condition (2.2) rewritten as D(Hj) = (D, !∨j ) = m – (1, !∨j ) = m – 1 , where "∨ = 2"/(", ")
((1, !∨j ) = 1 for all !j).

If qj is a root of unity, q
Nj
j = 1 , Nj ∈ ℕ + 1, then for k ∈ ℤ:

[kNj]qj =
qkNj/2j – q–kNj/2j

q1/2j – q–1/2j

= sin(0k)
sin(0/Nj)

= 0 , qj = e20i/Nj . (2.106)

In this case (2.105) gives that vs from (2.103) is a singular vector iff

either [m]qj = 0 , ∀D ∈H ∗ , (2.107a)
or [D(Hj) + 1 –m]qj = 0 , m ̸= ℓNj. (2.107b)

Thus, we see that for qNjj = 1 the Verma module VD is always reducible.
Thus, if q is a root of unity, then all Vermamodules VD are reducible for any Uq(G )

and for any D ∈H ∗. These generic singular vectors are given explicitly by [198]:

vk1,...,kℓ =
ℓ∏
j=1
(X–j )

kjNj ⊗ v0, kj ∈ ℤ+,
ℓ∑
j=1

kj > 0, (2.108)

where Nj ∈ ℕ + 1 are the smallest integers such that qNjj = 1, j = 1, . . . ℓ.
There exist also other singular vectors if the highest-weight D obeys condition

(2.2). We have:

Proposition 4. (i) Let us have the assumptions of Proposition 1, and in addition let q be
a root of 1. Let N" ∈ ℕ + 1 be the smallest integer such that q

N"
" = 1, with q" as in (1.23a)

and let k, n ∈ ℤ+, n < N" be such that m = kN" + n. Then the following expression is a
singular vector:

v",n,k = (P",nP",N"–n)k P",n ⊗ v0, (2.109)

where P",t(X–1 , . . . ,X–ℓ ) is given by (2.37).
(ii) Let us define the positive integer n" by n" = 1 if N" ≥ Nj ∀j ∈ J" and n" =
Nj0/N" for j0 ∈ J" such that Nj0 > N". If we replace in formula (2.109) any of the
factors (P",nP",N"–n)n" by ∏ℓ

j=1(X
–
j )

n"N"nj we obtain different in general singular vec-
tors although with the same weight.
(iii) Further let us suppose that condition (2.2) is not fulfilled for any positive root
except ". Then the general formula for the singular vectors of V+ is:
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v",n,k
󸀠

k1...kℓ
=

ℓ∏
j=1
(X–j )

kjNj (P",nP",N"–n)k󸀠 P",n ⊗ v0, k󸀠, kj ∈ ℤ+, (2.110)

plus many expressions in which a factor ∏ℓ
j=1(X

–
j )

k󸀠j Nj may be introduced before each
factor P",t. ◊
The submodule structure of VD is much more complicated if condition (2.2) is fulfilled
for some other positive roots. In the other extreme situation when (2.2) is fulfilled for
all simple roots (which means that D is either dominant integral weight or may be rep-
resented byD = D󸀠+∑ℓj=1 kjNj!j withD󸀠 dominant integral) then the set of submodules of
V+ is in one-to-one correspondence with the elements of the Weyl group Ŵ of the affine
Lie algebra Ĝ [195, 198]. As above the singular vectors are obtained by the combination
of the factors∏ℓ

j=1(X
–
j )

kjNj with themonomials from (2.85) with the degree restricted by
N":

v",n,ks =
r∏
j=1
(X–j )

knjN"P"
n (X

–
1 , . . . ,X–r ) ⊗ v0 , (2.111)

[(D + 1)(H") – n]qb = 0 , n ∈ ℕ, n < N" , (2.112)

Let us say that two elements D,D󸀠 ∈H ∗ are equivalent , D ≅ D󸀠 , if D –D󸀠 = N" , where
" is any element of the dual integer root lattice, that is, " = n1!∨1 + ⋅ ⋅ ⋅ nr!∨r , ni ∈ ℤ ,
and N is such that qj = e20i/N for the shortest simple roots !j whose duals enter the
decomposition of ".

It is clear that if D ≅ D󸀠 , then they obey or disobey (2.107b),(2.112) simultaneously.
Thus the Verma modules VD and VD󸀠 have the same structure and the corresponding
irreducible factor modules will be equivalent as Ũq(G ) modules. So the irreducible
HWMs are described by their highest weights up to the above equivalence. Because of
(2.112) it is also clear that the irreducible HWMs of Uq(G ) are finite-dimensional.

Actually it was proved in [175] that themaximal dimension of an irreducible finite-
dimensional (not necessarily with highest weight) representation of Uq(G ) is equal to:

NdimG +
= N |B+|. (2.113)

We consider the question of the irreducible representations as quotients of reducible
Verma modules in the framework of embeddings between such modules. It is clear
that the Verma module VD󸀠 is isomorphic to a submodule of VD if D ≅ D󸀠 and
D – D󸀠 = N" for ", an element of the dual nonnegative integer root lattice, that is,
" = n1!∨1 + ⋅ ⋅ ⋅ nr!∨r , ni ∈ ℤ+. Thus to account for all other embeddings it is enough
to consider the singular vectors in (2.111) with k = 0, n ∈ ℕ , n < N. It is clear that
if (2.112) holds then VD–n" is isomorphic to a submodule of VD. If (2.112) holds for
several pairs (n, ") = (mi, "i), i = 1, . . . , k, there are other Verma modules VD–mi"i , all
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of which are isomorphic to submodules of VD. Furthermore if (2.112) holds with " ∈ $+
and n ∈ –ℕ then VD is a submodule of VD+n". Indeed, if [(D + 1)(H") + n] = 0 then
[(D + n" + 1)(H") – n] = 0 because "(H") = 2 for all ".

What is more interesting and in contrast to the undeformed q = 1 case is that
if VD has a singular vector of type (2.111) with k = 0, n = m ∈ ℕ,m < N, then the
embedded Verma module VD–m" has a singular vector of type (2.111) with k = 0, n =
N – m. The embedded Verma module in VD–n" is easily seen to be VD–N". The latter is
a submodule also of VD, however, with a singular vector from (2.111) with k = 1, n = 0.
The two embeddings coincide if " = !i is a simple root. Indeed, the first embedding
is a composition of two embeddings VD → VD–m" → VD–N"; correspondingly if v󸀠0,
v󸀠󸀠0 are the highest-weight vectors of VD–m" , VD–N" , respectively, we have P"

N–mP"
m ⊗

v0 󳨃→ P"
N–m ⊗ v󸀠0 󳨃→ 1 ⊗ v󸀠󸀠0 ; the second embedding is VD → VD–N"; under this we have∏r

j=1(X
–
j )

njN ⊗ v0 󳨃→ 1 ⊗ v󸀠󸀠0 , where " = ∑ nj!j. Thus if " is not a simple root we may have
embedding of one and the same module in two different ways. (This is similar to the
affine Kac–Moody case when " is an imaginary root (i. e., (", ") = 0).)

2.7.2 The Example of Uq(sl(2)) at Roots of Unity

In this subsection we follow [198]. We consider Uq(G ) for G = sl(2); r = 1,X±1 = X± ,
H1 = H, !1 = ! = !∨ = 21. We take q as a primitive root of unity: q = e20i/N , N ∈ ℕ + 1.
We shall prove that all Verma modules VD belong to multiplets of one of the two types
described below.

The multiplets of the first type are in one-to-one correspondence with those
equivalent classes for which

D(H) + n ̸= 0 ,∀n ∈ ℤ , (2.114)

for any representative. For a fixed class represented, say, by D ∈ H ∗, the correspond-
ing multiplet consists of an infinite chain of embeddings⋅ ⋅ ⋅ → Ṽ–1 → Ṽ0 → Ṽ1 → ⋅ ⋅ ⋅ (2.115)

where the Verma modules entering the multiplet are Ṽk = VD–kN! , k ∈ ℤ; that is,
they are in one-to-one correspondence with the elements of the class in consideration.
Each embedding in (2.115) is realized by a singular vector vs = (X–)N ⊗ v0(Ṽk) , where
v0(V) denotes the highest-weight vector of the Verma module V. The factor modules
L̃k = Ṽk/Ṽk+1 are isomorphic L̃k ≅ L̃k󸀠 ≅ L̃ ,∀k, k󸀠 ∈ ℤ; moreover dim L̃ = N and all
states of L̃ are given by (X–)m ⊗ v0 ,m = 0, . . . ,N – 1.

Thus, the highest weight of an irreducible HWM is determined only up to the
equivalence defined above.

The multiplets of the second type are parametrized by a positive integer, say, m
such thatm ≤ N/2. Fix such anm and choose an element D ∈H ∗ such that
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[D(H) + 1 –m] = 0 , m ∈ ℕ , m ≤ N/2, (2.116)

that is, D󸀠 = m–1
2 ! is an element of the class of D. If m < N/2 then VD is part of an

infinite chain of embeddings⋅ ⋅ ⋅ → V󸀠m
–1 → Vm

0 → V󸀠m
0 → Vm

1 → V󸀠m
1 → ⋅ ⋅ ⋅ (2.117)

where Vm
k = VD–kN! , k ∈ ℤ , V󸀠m

k = VD–m!–kN! , k ∈ ℤ. (Thus, the classes which only
have elementD for which (2.116) holds withN/2 < m < N are represented by the highest
weights of V󸀠m

k .) The embeddings Vm
k → V󸀠m

k are realized by vs = (X–)m⊗v0(Vm
k ) , while

the embeddings V󸀠m
k → Vm

k+1 are realized by vs = (X–)N–m⊗v0(V󸀠m
k ). The factor modules

Lmk = Vm
k /V

󸀠m
k are isomorphic: Lmk ≅ Lmk󸀠 ≅ Lm ,∀k, k󸀠 ∈ ℤ; also the factor modules

L󸀠mk = V󸀠m
k /Vm

k+1 are isomorphic: L󸀠mk ≅ L󸀠mk󸀠 ≅ L󸀠m ,∀k, k󸀠 ∈ ℤ; moreover dim Lm = m ,
dim L󸀠m = N – m , and all states of Lm (respectively L󸀠m ) are given by (X–)n ⊗ v0 , n =
0, . . . ,m – 1 (resp. n = 0, . . . ,N –m – 1).

If N ∈ 2ℕ andm = N/2, then VD is part of an infinite chain of embeddings⋅ ⋅ ⋅ → VN/2
–1 → VN/2

0 → V󸀠N/2
1 → ⋅ ⋅ ⋅ (2.118)

where VN/2
k = VD–kN!/2 , k ∈ ℤ. Everything we said above for Lmk , Lm is valid here for

m = N/2.
It is clear that all elements of D and thus all Verma modules VD over Uq(G ) are

accounted for. Thus we have proved:

Proposition 5. Let qN = 1 , N ∈ ℕ+ 1 , G = sl(2). (a) All Verma modules VD over Uq(sl(2))
belong to multiplets of one of the two types described above. (b) There are exactly N
inequivalent irreducible HWM of Ũq(sl(2)) which have dimensions 1, 2, . . . ,N. ◊
The last conclusion was obtained by other methods in [30, 506, 529]. Note that the
nonuniformity in N (denoted there by m) of the results of [529] is due to the fact that
their q is a square root of ours.

2.7.3 Classification in the Uq(sl(3,ℂ)) Case
Our next detailed example is Uq(sl(3,ℂ)). Let G = sl(3,ℂ). Let us denote:

X±3 = ±(q1/4X±1 X±2 – q–1/4X±2 X±1 ) , H3 = H1 + H2,
[Hi ,X

±
3 ] = ±X±3 (= ±!3(Hi)X

±
3 ) , i = 1, 2 ,

[X+3 ,X
–
3 ] = [H3], (2.119)
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where Hi correspond to the roots !i; !3 = !1 + !2 = 1; !1 , !2 are the simple roots with
(!1, !2) = –1; (!i, !i) = 2, i = 1, 2, 3.

First we consider the case when q is not a root of unity. Then the Verma modules
and the irreducible HWMoverUq(sl(3,ℂ)) are in one-to-one correspondence with their
counterparts over sl(3,ℂ). We recall the classification of the Vermamodules and of the
irreducible HWM over (affine-) sl(n,ℂ) [40]. For n = 3 there are five types of multiplets
of Verma modules.

The multiplets of the first type include Verma modules V+ for which

+(Hi) ∉ ℤ ,∀i = 1, 2, 3. (2.120)

Each such multiplet is trivial containing only one irreducible Verma module V+.
The multiplets of the second type are parametrized by a positive integer, say, m.

Fix such anm and choose an element + ∈H ∗ such that

+(H1) + 1 = m , +(Hi) ∉ ℤ , i = 2, 3. (2.121)

Then V+ is part of the following multiplet:

V+ → V+–m!1 , (2.122)

where the Verma module V+–m!1 is irreducible. The embedding in (2.122) is realized by
the singular vector vs = (X–1 )

m ⊗ v0. This multiplet is exactly like the only nontrivial
multiplet in the case sl(2,ℂ) and (for q not a root of unity) Uq(sl(2,ℂ)). Note that one
can exchange the roles of +(H1) and +(H2).

The multiplets of the third type are parametrized by a positive integer, say, m ,
and are characterized by elements + ∈H ∗ such that

+(H3) + 2 = m , +(Hi) ∉ ℤ , i = 1, 2. (2.123)

Then V+ is part of a multiplet as in (2.122):

V+ → V+–m!3 , (2.124)

where V+–m!3 is irreducible. The embedding in (2.124) is realized by the singular vector
in (2.37) for A2.

The multiplets of the fourth type are parametrized by two positive integers, say,
m1 ,m2 , and are characterized by elements + ∈H ∗ such that

+(Hi) + 1 = mi , i = 1, 2, ⇒ +(H3) + 2 = m1 +m2. (2.125)
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The Verma module V+ is part of the following multiplet (cf. [195] formula (38)):

V12 → V3

↗ ↑↑
V2 → → V21↑↑ ↗
V → V1

(2.126)

where V = V+ ,

Vi = V+–mi!i , i = 1, 2, 3, m3 = m1 +m2 , (2.127a)
Vij = V+–mi!i–m3!j , (ij) = (12), (21) , (2.127b)

and V3 is irreducible. The embeddings V → V1 , V2 → V21 , V12 → V3 are realized by
singular vectors (X–1 )

p⊗v0 with p = m1 ,m3 ,m2 , respectively. The embeddingsV → V2 ,
V1 → V12 , V21 → V3 are realized by singular vectors (X–2 )

p ⊗ v0 with p = m2 ,m3 ,m1 ,
respectively. The embeddings V1 → V21 , V2 → V12 are realized by singular vectors
given by A2 formula (2.37) with D replaced by D – m1!1 , D – m2!2 , respectively, and
m = m2 , m = m1 , respectively. The sextet diagram (2.126) is commutative as in the
q = 1 case.

The multiplets of the fifth type are parametrized by a positive integer, say,m , and
are characterized by elements + ∈H ∗ such that

+(H1) + 1 = m1 = m ∈ ℕ , +(H2) + 1 = m2 = 0. (2.128)

Then V+ is part of the following multiplet:

V+ → V+–m!1 → V+–m!3 , (2.129)

where V+–m!3 is irreducible. The embeddings V+ → V+–m!1 , V+–m!1 → V+–m!3 are
realized by singular vectors (X–1 )

m ⊗ v0 , (X–2 )
m ⊗ v0 , respectively. This case may be

viewed as a reduction of the previous one for m2 = 0. One can exchange the roles of
+(H1),m1 and +(H2),m2.

Based on the above one can recover the classification of the irreducible HWM over
sl(n,ℂ) [195] for n = 3 and consequently of the irreducible HWM over Uq(sl(3,ℂ)):

L01+ , (+ + 1)(Hi) ∉ ℕ , i = 1, 2, 3, (2.130a)
L02m , +(H1) + 1 = m1 = m ∈ ℕ, +(H2) + 1 = m2 ∉ ℕ , (2.130b)

m3 = m1 +m2 ∉ ℕ except for m2 = 0 ,
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L03m , +(H3) + 2 = m ∈ ℕ, +(Hi) ∉ ℤ+ , i = 1, 2, (2.130c)
L04m1m2

, +(Hi) + 1 = mi ∈ ℕ, i = 1, 2. (2.130d)

L05m1m3
, (+ + 1)(Hi) = mi ∈ ℕ, i = 1, 3,
+(H2) + 1 = m3 –m1 < 0. (2.130e)

One should also take into account cases (2.130b,e) with the roles of +(H1),m1 and
+(H2),m2 exchanged. Note that L01+ ≅ V+ is present in all multiplets above – these are
the Verma modules which are irreducible as noted; L02m is present in multiplets of the
second type (this is the factor module of the reducible Verma module V+ in (2.122)), of
the fourth type (these are the factor modules of V12 and V21 in (2.126)), and of the fifth
type (these are the factor modules of V+ (the only case when m2 = 0) and of V+–m!1 in
(2.129)); L03m is present in multiplets of the third type (this is the factor module of the
reducible VermamoduleV+ in (2.124)); L04m1m2

and L05m1m3
are present inmultiplets of the

fourth type (L04m1m2
is the factor module of V in (2.126) while L05mim3

, i = 1, 2 , is the factor
module of Vi in (2.126)). Moreover, L04m1m2

is the finite-dimensional HWM over sl(3,ℂ)
or over Uq(sl(3,ℂ)).

Consider now the case when q is a root of unity and let N be the smallest pos-
itive integer such that qN = 1. The classification of the Verma modules is as follows
[198]. There are five types of multiplets of such modules, the first four being direct
counterparts of those for q, not a root of unity.

The multiplets of the first type include Verma modules V+ for which

+(Hi) ∉ ℤ , ∀i = 1, 2, 3. (2.131)

For a fixed + ∈ H ∗ the corresponding multiplet consists of the following diagram of
embeddings:

...
...↑ ↑⋅ ⋅ ⋅ → V0,1 → V1,1 → ⋅ ⋅ ⋅↑ ↑⋅ ⋅ ⋅ → V0,0 → V1,0 → ⋅ ⋅ ⋅↑ ↑

...
...

(2.132)



72 2 Highest-Weight Modules over Quantum Algebras

where Vk,ℓ = V+–kN!1–ℓN!2 , k, ℓ ∈ ℤ. Each embedding in (2.132) is realized by a
singular vector vs = (X–i )

N ⊗ v0 , for i = 1 , i = 2 , when the arrow depicting the
embedding is horizontal and vertical, respectively. Because of the symmetry it is
clear that the factor modules Lk,ℓ = Vk,ℓ/Ik,ℓ , where Ik,ℓ is the maximal submod-
ule of Vk,ℓ , have the same structure ∀k, ℓ, ∈ ℤ. We shall denote by L1 any of these
representations.

In (2.132) and in all diagrams below we do not depict any embeddings outside the
quadrangle (V0,0 , V1,0 , V1,1 , V0,1) except the adjacent ones shown in (2.132).

The multiplets of the second type are parametrized by a positive integer, say, m
such thatm ≤ N/2. Fix such anm and choose an element + ∈H ∗ such that

[+(H1) + 1 –m] = 0 , +(Hi) + n ̸= 0 , i = 2, 3,∀n ∈ ℤ. (2.133)

Ifm1 < N/2, then V+ is part of the following multiplet:

...
...↑ ↑⋅ ⋅ ⋅ → V0,1 → V1

0,1 → V1,1 → ⋅ ⋅ ⋅
↑ ↑ ↑

⋅ ⋅ ⋅ → V0,0 → V1
0,0 → V1,0 → ⋅ ⋅ ⋅↑ ↑

...
...

(2.134)

where Vk,ℓ are as above and V1
k,ℓ = V+–m!1–kN!1–ℓN!2 , k, ℓ ∈ ℤ. The embeddings Vk,ℓ →

V1
k,ℓ are realized by vs = (X–1 )

m ⊗ v0(Vk,ℓ) , while V1
k,ℓ → Vk+1,ℓ are realized by vs =

(X–1 )
N–m ⊗ v0(V1

k,ℓ) . The factor modules Lk,ℓ = Vk,ℓ/Ik,ℓ and L1k,ℓ = V1
k,ℓ/I

1
k,ℓ have the

same structure ∀k, ℓ, ∈ ℤ . The representations Lk,ℓ , L1k,ℓ shall be denoted by L
2
m , L2N–m ,

respectively. Thus there are N – 1 essentially different irreducible HWMs with highest
weights satisfying (78), namely, L2m form = 1, . . . ,N – 1.

We do not consider separately the subcase obtained from this by exchanging the
indices 1 and 2. The corresponding representations which are conjugate to L2m under
the exchange !1 󳨀→ !2 will be denoted by L̃

2
m2

.
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The multiplets of the third type are parametrized by a positive integer, say, m3
such thatm3 ≤ N/2. Fix such anm3 and choose an element + ∈H ∗ such that

[+(H3) + 2 –m3] = 0 , +(Hi) + n ̸= 0 , i = 1, 2,∀n ∈ ℤ. (2.135)

The Verma module V+ is part of the following multiplet:

...
...↑ ↑⋅ ⋅ ⋅ → V0,1 → → V1,1 → ⋅ ⋅ ⋅↗↑ V3

0,0 ↑↗⋅ ⋅ ⋅ → V0,0 → → V1,0 → ⋅ ⋅ ⋅↑ ↑
...

...

(2.136)

where Vk,ℓ are as above and V3
k,ℓ = V+–m3!3–kN!1–ℓN!2 , k, ℓ ∈ ℤ. The embeddings Vk,ℓ →

V3
k,ℓ and V3

k,ℓ → Vk+1,ℓ+1 are realized by the singular vector in (2.37) for A2, m = m3 ,
m = N –m3 , respectively. Formula (2.37) (for A2) is valid here for anym ∈ ℕ , if (2.135)
holds (withm3 replaced bym ); however, ifm ≥ N, andm = kN+t, k ∈ ℕ, t ∈ ℤ+ , t < N ,
it reduces to:

vms = (X–1 )
kN(X–2 )

kNvts. (2.137)

Analogous to the previous case the representations Vk,ℓ/Ik,ℓ V3
k,ℓ/I

3
k,ℓ , ∀k, ℓ ∈ ℤ ,

shall be denoted by L3m3
and L3N–m3

, respectively. Thus there are N – 1 essentially
different irreducible HWMs with highest weights satisfying (2.135), namely, L3m for
m = 1, . . . ,N – 1.

The multiplets of the fourth type are parametrized by two positive integers, say,
m1 ,m2 such that m1 + m2 < N. Fix such m1 ,m2 and choose an element + ∈ H ∗ such
that

[+(Hi) + 1 –mi] = 0 , i = 1, 2, ⇒ [+(H3) + 2 –m1 –m2] = 0. (2.138)
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The Verma module V+ is part of the following multiplet:

...
...↑ ↑⋅ ⋅ ⋅ → V0,1 → V1

0,1 → V1,1 → ⋅ ⋅ ⋅↑ ↗↑ V12
0,0 → V3

0,0 ↑↗ ↑↑
V2
0,0 → → V21

0,0 → V2
1,0↑↑ ↗ ↑

⋅ ⋅ ⋅ → V0,0 → V1
0,0 → V1,0 → ⋅ ⋅ ⋅↑ ↑

...
...

(2.139)

where Vk,ℓ is as before and

Vi
k,ℓ = V+–mi!i–kN!1–ℓN!2 , i = 1, 2, 3,m3 = m1 +m2 , k, ℓ ∈ ℤ , (2.140a)

Vij
k,ℓ = V+–mi!i–m3!j–kN!1–ℓN!2 , (ij) = (12), (21), k, ℓ ∈ ℤ. (2.140b)

We summarize the structure of the above multiplets as follows.
The embeddings Vk,ℓ → V1

k,ℓ , V
1
k,ℓ → Vk+1,ℓ , V2

k,ℓ → V21
k,ℓ , V

21
k,ℓ → V2

k+1,ℓ , V
12
k,ℓ →

V3
k,ℓ , V

3
k,ℓ → V12

k+1,ℓ , Vk,ℓ+1 → V1
k,ℓ+1 , V

1
k,ℓ+1 → Vk+1,ℓ+1 are realized by singular vector

(X–1 )
p ⊗ v0, with p = m1 ,N – m1 ,m3 , N – m3 ,m2 ,N – m2 ,m1 ,N – m1 , respectively.

The embeddings Vk,ℓ → V2
k,ℓ , V

2
k,ℓ → Vk,ℓ+1 , V1

k,ℓ → V12
k,ℓ , V

12
k,ℓ → V1

k,ℓ+1 , V
21
k,ℓ →

V3
k,ℓ , V

3
k,ℓ → V21

k,ℓ+1 , Vk+1,ℓ → V2
k+1,ℓ , V

2
k+1,ℓ → Vk+1,ℓ+1 are realized by singular vector

(X–2 )
p ⊗ v0, with p = m2 ,N –m2 ,m3 , N –m3 ,m1 ,N –m1 ,m2 ,N –m2 , respectively. The

embeddings V1
k,ℓ → V21

k,ℓ , V
2
k,ℓ → V12

k,ℓ , V
3
k,ℓ → Vk+1,ℓ+1 are realized by singular vectors

given by formula (45), with + replaced by + – m1!1 , + – m2!2 , + – m3!3 and m = m2 ,
m = m1 ,m = N –m3 , respectively.
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Note that the six HWMs Vk,ℓ,Vi
k,ℓ,V

ij
k,ℓ for fixed k, ℓ form the basic sl(3,ℂ) mul-

tiplet in the case q = 1 [195] or Uq(sl(3,ℂ)) multiplet (2.126) when q is not a root of
unity. Let us say that the tip of this sextet is at Vk,ℓ. This sextet shares one side with
six sextets of the same type and orientation, and for the same k, ℓ their tips are at
V21
k–1,ℓ–1 ,V

12
k,ℓ–1 ,V

21
k,ℓ ,V

12
k,ℓ ,V

21
k–1,ℓ ,V

12
k–1,ℓ–1. The role of (m1 ,m2) in these sextets is played

by (m2 ,N –m3) for V12
∗,∗ and by (N –m3 ,m1) for V21

∗,∗. Moreover, this structure is peri-
odic, and if we consider only such sextets then this multiplet looks like a honeycomb
and resembles one of the multiplets of reducible Verma modules over the affine Lie
algebra sl(3,ℂ)(1) , namely, the “maximal” multiplet in the sense that it represents the
affine Weyl group W (cf. [195], Proposition 2 and the figure). However, in the affine
case this honeycomb corresponding to the affineWeyl group has a distinguished point
(corresponding to the unit element ofW), that is, a Verma module which contains as
submodules all other Verma modules in this multiplet (the irreducible subquotient of
this distinguished Verma module is an integrable HWM, and all integrable HWM over
sl(3,ℂ)(1) can be obtained in this way).

Below we shall use also the fact that there are other sextets of HWMs, namely:
V3
k–1,ℓ–1 , V

12
k,ℓ–1 , V

2
k+1,ℓ , Vk+1,ℓ+1 , V

1
k,ℓ+1 , V

21
k–1,ℓ , for fixed k, ℓ and containing the sextet

Vk,ℓ,Vi
k,ℓ,V

ij
k,ℓ. Certainly these bigger sextets are more complicated.

Thus the structure of the representations Vk,ℓ , V12
k,ℓ ,V

21
k,ℓ is exactly the same;

moreover, the range of their parameters is the same. The same holds for the repres-
entations Vi

k,ℓ , i = 1, 2, 3. These are situated in the sextets at the site opposite to what
we is called the tip. The values (+(H1) , +(H2)), that is, the analogues of (m1 ,m2) , are
(N – m1 ,m3) , (m3 ,N – m2) , (N – m2 ,N – m1) for i = 1, 2, 3, respectively, and they
cover the same range. Moreover, this shows that the requirementm1 +m2 < N is not a
restriction. Indeed, the HWMs Vi

k,ℓ for one value of i exhaust all such cases.
From the above it is easy to see that there are the following essentially different

irreducible HWMs with highest weights satisfying (2.138), namely, L4m1m2
and L󸀠4m1m2

which will denote any of the factor modules Vk,ℓ/Ik,ℓ and V3
k,ℓ/I

3
k,ℓ , respectively.

The multiplets of the fifth type can be viewed as “analytic” continuation of the
fourth type for m1 +m2 = N. Thus they are parametrized by a positive integer, say, m1
such thatm1 ≤ N/2. Fix suchm1 and choose an element + ∈H ∗ such that

[+(Hi) + 1 –mi] = 0 , m2 = N –m1. (2.141)

The HWMV+ is part of amultiplet containing the following HWM:Vk,ℓ andVi
k,ℓ , i = 1, 2

given by the same formulae as in the previous case withm2 = N–m1 andm3 = N. It can
be depicted using (2.139) and distorting it so that V3

k,ℓ will coincide with Vk+1,ℓ+1 , V12
k,ℓ

with V1
k,ℓ+1, and V

21
k,ℓ with V

2
k+1,ℓ. Thus the sextets with V

12
k,ℓ , V

21
k,ℓ at the tips deteriorate

into commutative triangles, and the latter representations do not have the structure
of Vk,ℓ. The singular vectors depicting the embeddings are, as in the previous case,
however, taking into account the coincidences. It is easy to see that there are the fol-
lowing inequivalent irreducible HWMs with highest weights satisfying (86), namely,
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L5m1
, L51m1

, L52m1
, which will denote the factor modules Vk,ℓ/Ik,ℓ , V1

k,ℓ/I
1
k,ℓ , V

2
k,ℓ/I

2
k,ℓ. Note

that L51m1
, L52m2

are conjugate to each other under the exchange !1 󳨀→ !2.

2.7.4 Cyclic Representations of Uq(G )

As we saw above when q is a root of unity the 2N-th powers of the Cartan–Weyl
generators form singular vectors of Verma modules. These are set to zero when
we consider the irreducible factor modules. However, in a more general approach,
when we consider non-highest-weight representations one may give nonzero values
to these powers. These representations are called cyclic representations [170–172],
the term referring to the fact that each root vector generates a multiplicative cyclic
group.

2.7.4.1 Uq(sl(2,ℂ))
Let us start with the example of Uq(sl(2,ℂ)) considered in [529]. Let q = e20i/N . Their
cyclic representation depends on three complex parameters a, b, , such that ([p][, +
1–p] +ab) ̸= 0 for p = 1, . . . ,N – 1. It has the basis vp , p = 0, 1, . . . ,N – 1 and transforms
under the generators of Uq(sl(2,ℂ)) as follows:

Hvp = (, – 2p)vp , (2.142)

X–vp = ([p + 1][, – p] + ab)1/2vp+1 , p = 0, 1, . . . ,N – 2 , (2.143a)
X–vN–1 = av0 , (2.143b)

X+vp = ([p][, + 1 – p] + ab)1/2vp–1 , p = 1, . . . ,N – 1 , (2.144a)
X+v0 = bvN–1 , (2.144b)

If a ̸= 0 ̸= b this representation is not an HWM or lowest-weight module and is called
cyclic because of formulae (2.143b) and (2.144b). If a = 0, b ̸= 0, , – 2m + 2 ∉ ℤ+ ,
(a ̸= 0, b = 0, , ∉ ℤ+), then it is a cyclic irreducible lowest (highest) weight module,
with lowest (highest) weight + = (, – 2(m – 1))!/2, (+ = ,!/2).

If a = b then X+ = (X–)t. If a = b̄ and , real then X+ = (X–)+. In this last case the
representations with three real parameters correspond to representations obtained in
[558].

Two such representations with parameters a, b, , and a󸀠, b󸀠, ,󸀠 are isomorphic iff

,󸀠 = , + 2r, r ∈ ℤ, a󸀠b = ab󸀠, ab – a󸀠b󸀠 = [2r][, + 2r + 1]. (2.145)

2.7.4.2 Uq(sl(n + 1,ℂ))
In this subsection we review the paper [171]. Let us consider Uq =
= Uq(sl(n+ 1,ℂ)), n ≥ 2. In [171] is constructed (for generic q) an algebra map from Uq a
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ℂ(q) algebra W determined as follows. It is generated by xjk, zjk, 1 ≤ j ≤ k ≤ n, and the
inverses x–1jk , z

–1
jk , satisfying

[xjk, xj󸀠k󸀠 ] = [xjk, zj󸀠k󸀠 ] = [zjk, zj󸀠k󸀠 ] = 0, if (j, k) ̸= (j󸀠, k󸀠), (2.146a)
zjkxjk = qxjkzjk. (2.146b)

A ℂ(q) linear involution ∗ is defined by

(xjk)
∗ = x–1k+1–jk , (zjk)

∗ = z–1k+1–jk , (2.147)

and ℂ linear involution ̂by
q̂ = q–1, x̂jk = xjk , ̂z = z–1jk , (2.148)

the analogous involutions for Uq(sl(n + 1,ℂ)) are defined by
(X±i )

∗ = (X∓n+1–i , (Hi)
∗ = –Hn+1–i , (Ki)

∗ = K–1
n+1–i , (2.149)

q̂ = q–1, X̂±i = X±i , Ĥi = –Hi , K̂i = K–1
i . (2.150)

For r = (r1, . . . , rn) ∈ (ℂ×)n one defines r∗ = (rn, . . . , r1), ̂r = (r–11 , . . . , r–1n ). The authors of
[171] construct a family of ℂ(q) homomorphisms

1r,s : Uq(sl(n + 1,ℂ))→ W , (2.151)

depending on r, s ∈ (ℂ×)n by the formulae:

1r,s(X+i ) =
n∑
k=i
[zik].ik , (2.152)

1r,s(X–i ) = 1s∗,r∗ (X+n+1–i)
∗ ,

1r,s(Ki) =
ri
si
z2inz

–1
i+1n ,

where

.ik = xikxik+1 ⋅ ⋅ ⋅ xin , (2.153)
zik = rizikzik–1z

–1
i–1k–1z

–1
i+1k. (2.154)

Further let N ≥ 3 be an odd positive integer and let q = e20i/N . Let IN(x) denote the
N-th cyclotomic polynomial so thatIN(q) = 0. One sets

A = {f ∈ ℂ(q)| f is regular at IN(q) = 0}. (2.155)
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Let UA denote the A -subalgebra of Uq generated by X±i ,Ki , i = 1, . . . , n. Let further
U = UA ⊗A ℂ. The algebra WA is defined analogously.

Consider an N-dimensional vector space with fixed basis ui , i = 0, . . . , N – 1:

V1 = ⊕N–1i=0 ℂui. (2.156)

One defines a representation 3 of the Weyl algebra W 1
q with generators x, z by:

3 : W 1
q → End(V1

q) , (2.157a)

3(x)ui = ui+1 , (uN = u0), 3(z)ui = qiui. (2.157b)

Further let m = n(n + 1)/2 = dim G + and V = (V1
q)
⊗m. Thus one obtains a repres-

entation 3⊗m : W ≅ (W 1
q )

⊗m → End(V) by letting the generators xjk, zjk act on the
(j, k)-component of V as 3(x), 3(z) and as identity on the other components. Further
one defines automorphisms Sn ,Tn of W for n = (njk) ∈ (ℂ×)m:

Sn(xjk) = njkxjk , Sn(zjk) = zjk , (2.158a)
Tn(xjk) = xjk , Tn(zjk) = njkzjk. (2.158b)

Now the representation of U is defined by the following composition of maps:

0 : U
1r,s→ W

Sg ∘ Th→ W

3⊗m→ End(V)
(2.159)

Besides r, s ∈ (ℂ×)n, the representation 0 contains n(n + 1) arbitrary parameters g =
(gjk), h = (hjk) ∈ (ℂ×)m. Not all of these parameters are independent, and one can set
si = 1, i = 1, . . . , n.

Further the authors of [171] show cyclicity of the representation and prove that it
is irreducible for generic parameters ri, gjk, hjk. For special values of the parameters,
they obtain invariant subspaces.

2.7.4.3 Uq(sl(n,ℂ)(1))
Let Ûq = Uq(sl(n,ℂ)(1)), n ≥ 2. Further we consider the cyclic representations of Ûq fol-
lowing [170]. Let q = e20i/N ,N ≥ 3. Let V be an N-dimensional vector space. Let Y, Z be
two linear operators on V satifying the relation ZY = qYZ. Denote by Yi (respectively,
Zi) the operator on W = V⊗n which acts on the i-th component as Y (repectively, Z)
and as identity on the other components. Set

W (0) = {w ∈ W | ( n∏
i=1

Zi)w = w} . (2.160)
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Let a0, . . . , an–1 and x0 , . . . , xn–1 be arbitrary nonzero numbers. An Nn–1-dimensional
cyclic representation 0x,a of Ũq on W (0)

x,a = W (0) is defined as follows:

0x,a(X+i ) =
xi

q1/2 – q–1/2
(aiZ

2
i – a

–1
i Z

–2
i )YiY

–1
i+1 , (2.161a)

0x,a(X–i ) =
x–1i

q1/2 – q–1/2
(ai+1Z

2
i+1 – a

–1
i+1Z

–2
i+1)Y

–1
i Yi+1 , (2.161b)

0x,a(Ki) =
ai
!i+1

ZiZ
–1
i+1 , (2.161c)

where a0 = an , Y0 = Yn , Z0 = Zn. Choose a basis vk , k = 0, . . . ,N – 1; (vN = v0) of V on
which Y, Z act by

Yvk = qkvk , Zvk = vk–1. (2.162)

Then the basis vectors of W (0) may be chosen as

w(0)
k =

N–1∑
p=0

vk1+p ⊗ ⋅ ⋅ ⋅ ⊗ vkn+p , (2.163)

where k = (k1, . . . , kn), so that W (0)
k1+1,...,kn+1

= W (0)
k1,...,kn

.

2.8 Characters of Irreducible HWMs

2.8.1 Generalities

Let again G be any simple Lie algebra. We recall the decomposition (2.17). Following
Dixmier [192] and Kac [372] let E(H ∗) be the associative abelian algebra consisting of
the series ∑,∈H ∗ c,e(,) , where c, ∈ ℂ and c, = 0 for , outside the union of a finite
number of sets of the form D(+) = {, ∈ H ∗|, ≤ +} , using any ordering of H ∗; the
formal exponents e(,) have the properties e(0) = 1, e(,)e(-) = e(, + -).

The character of V is defined by:

ch V = ∑
,∈A+

(dimV,)e(+ + ,) = e(+) ∑
,∈A+

(dimV,)e(,). (2.164)

We recall [192] that for a Verma module V = VD we have dim V, = P(,) , where P(,) is
defined after (2.18). Analogously we use [192] to obtain:

ch VD = e(D) ∑
,∈A+

P(,)e(,) = e(D) ∏
!∈B+

(1 – e(!))–1. (2.165)
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The Weyl character formula for the finite-dimensional irreducible lowest-weight
representations over G has the form [192]:

ch LD = ch VD ∑
w∈W

(–1)ℓ(w)e(w ⋅ D – D) = ∑
w∈W

(–1)ℓ(w)ch Vw⋅D. (2.166)

If q is not a root of unity, the above formula holds for the finite-dimensional irredu-
cible HWM over Uq(G ) (this can be deduced from the results of [441, 532]). For other
representations overUq(G ) we have announced in [201] the results for G = sl(3,ℂ); see
next subsection.

2.8.2 Uq(sl(3,ℂ))
Consider Uq(sl(3,ℂ)) and let us denote ti ≡ e(–!i) , i = 1, 2 , then e(–!3) = t1t2. Then
(2.165) can be rewritten as

ch VD = e(D)/(1 – t1)(1 – t2)(1 – t1t2). (2.167)

In the case when q is not a root of unity the character formulae of the irreducible HWM
over Uq(sl(3,ℂ)) are:

ch L01D = chVD , (2.168a)
ch L02m = chVD(1 – tm1 ) , ch L

03
m = chVD(1 – (t1t2)

m) (2.168b)
ch L05m1m3

= chVD (1 – tm1
1 – (t1t2)

m3 + tm1
1 tm3

2 ) , (2.168c)

and the character formula for L04m1m2
is given by (2.166) which explicitly is (using the

notation in (2.126)):

ch L04m1m2
= chVD – chV1 – chV2 + chV12 + chV21 – chV3 =

= chVD ( 1 – tm1
1 – tm2

2 +
+ tm1

1 tm3
2 + tm3

1 tm2
2 – (t1t2)

m3 ) (2.169)

(The same formulae hold for the irreducible HWM over sl(3,ℂ).)
The proof of (2.168) is given in [201]. Actually there is nothing to prove for (2.168a)

since VD is irreducible in this case. Formula (2.168b) is just a rewriting of

ch LD = ch (VD/ID) = ch (VD/VD󸀠 ) = ch VD – ch VD󸀠 , (2.170)

with VD󸀠 = VD–m!1 and VD󸀠 = VD–m!3 . In the case of (2.168c) we use the explicit
embedding structure of the Verma module VD whose irreducible quotient is L05m1m3

.
This Verma module can be represented by V2 on diagram (2.126), however, with D in
(2.130e) replaced by D󸀠 = D –m2!2. Thus we have:
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ch ID = ch V12 + ch V21 – ch V3. (2.171)

Then (2.168c) follows from the combination of ch L = ch(VD/ID) and (2.171). (Note that
the Verma module VD whose irreducible quotient is L05m1m3

could also be represented
by V2 on diagram (2.126), however, with D in (2.130e) replaced by D󸀠 = D –m1!1.)

2.8.3 Uq(sl(3,ℂ)) at Roots of Unity
Let us consider now the case when q is a root of unity. The results (announced in [201])
on the characters of the irreducible HWM over Uq(sl(3,ℂ))
for q, a root of unity, can be summarized by the following:

Proposition 6. Let N ∈ ℕ + 2 be the smallest such number such that qN = 1. Let L1 , L2m ,
L3m , L4m1m2

, L󸀠4m1m2
, L5m , L51m , L52m be the representations of Uq(sl(3,ℂ)) defined as above.

We have:

ch L1 = ch VD(1 – tN1 )(1 – t
N
2 )(1 – (t1t2)

N) , (2.172a)
ch L2m = ch VD(1 – tm1 )(1 – t

N
2 )(1 – (t1t2)

N) , (2.172b)
ch L3m = ch VD(1 – tN1 )(1 – t

N
2 )(1 – (t1t2)

m) , (2.172c)

ch L4m1m2
= ∑

w∈W
(–1)ℓ(w)ch Vw⋅D , (2.173a)

= ch Vk,ℓ – ch V
1
k,ℓ – ch V

2
k,ℓ+

+ch V12
k,ℓ + ch V

21
k,ℓ – ch V

3
k,ℓ , (2.173b)

ch L5m = ch L4m,N–m , (2.173c)

ch L󸀠4m1m2
= ∑

w∈W
(–1)ℓ(w)(ch Vw⋅D – ch Vw⋅D󸀠 ) , (2.174)

D󸀠 = s3 ⋅ D + N!3 = D – (m3 – N)!3 ,

ch L51m = ch L4N–m,N , (2.175a)
ch L52m = ch L4N,m. (2.175b)

All states of L1 , L2m , L3m are given by:

(X–2 )
n2 (X–3 )

n3 (X–1 )
n1 ⊗ v0 , (2.176)

ni = 0, . . . ,N – 1 , i = 1, 2, 3, for L1 ,
n1 = 0, . . . ,m – 1 , ni = 0, . . . ,N – 1 , i = 2, 3, for L2m ,
n3 = 0, . . . ,m – 1 , ni = 0, . . . ,N – 1 , i = 1, 2, for L3m.
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Further we have:

dim L1 = N3 , (2.177a)
dim L2m = dim L3m = mN2 , (2.177b)

dim L4m1m2
= m1m2(m1 +m2)/2 , (2.177c)

dim L5m = m(N –m)N/2 , (2.177d)

dim L󸀠4m1m2
= m1m2(m1 +m2)/2 –
–(N –m1)(N –m2)(2N –m1 –m2)/2 = (2.178)

= (m1 +m2 – N)(2m1m2 + N(2N –m1 –m2))/2 ,
1 < m1,m2 < N < m1 +m2 < 2N, (2.179)

dim L51m = dim L4N–m,N = dim L󸀠4N–m,N =
= N(N –m)(2N –m)/2 , m ≤ N/2 , (2.180)

dim L52m = dim L4N,m = dim L󸀠4N,m =
= Nm(N +m)/2 , m < N/2. (2.181)

The Proof of this proposition was given in [199–201] except (2.174), which was given in
[36] (communicated to us by V.G. Kac). ◊
The most interesting case is (2.178) where we get representations which cannot occur
classically though being parametrized as the finite-dimensional representations of
sl(3,ℂ). These are called irregular representations ormodular representations. Clearly,
all representations for which either m1 = 1 or m2 = 1 remains classical. (This includes
the (three-dimensional) fundamental representations, characterized by (m1,m2) =
(2, 1), (1, 2), which are not deformed for any q.)

ForUq(sl(3,ℂ)) the simplest irregular case is the onewhich classically is the (eight-
dimensional) adjoint representation characterized by (m1,m2) = (2, 2). Indeed, for
third root of unity, N = 3, the inequalities in (2.178) are satisfied and the dimension
of the irreducible HWM is seven. The reason is that for third root of unity there is
one additional singular vector which has to be taken into account besides (X–1 )

2 ⊗ v0,
(X–2 )

2 ⊗ v0. Explicitly, we have:
vs = v!3,1 = (X–1 X

–
2 – X

–
2 X

–
1 ) ⊗ v0, q = e20i/3,m1 = m2 = 2. (2.182)

Thus in the irreducible HWM LD with vacuum state |⟩ such that X+i |⟩= 0 we have:

(X–1 )
2|⟩= 0, (X–2 )

2|⟩= 0, (X–1 X
–
2 – X

–
2 X

–
1 )|⟩= 0. (2.183)
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Table 2.1: Modular representations of Uq(sl(3,ℂ))

(m1,m2) d(m1,m2) N m3 dimLD degvs

(2,2) 8 3 4 7 1
(3,2) 15 4 5 12 1
(3,3) 27 4 6 26 2
(3,3) 27 5 6 19 1
(4,2) 24 5 6 18 1
(4,3) 42 5 7 39 2
(4,3) 42 6 7 27 1
(4,4) 64 5 8 63 3
(4,4) 64 6 8 56 2
(4,4) 64 7 8 37 1

Then the seven states in LD are:|⟩,X–1 |⟩,X–2 |⟩,X–1 X–2 |⟩,X–1 X–2 X–1 |⟩,X–2 X–1 X–2 |⟩,X–2 X–1 X–2 X–1 |⟩. (2.184)

Note that the additional state in the eight-dimensional regular case (i. e., the adjoint
representation) is the state X–2 X

–
1 |⟩. Here it is not an independent state since it coin-

cides with the state X–1 X
–
2 |⟩ because of the last equality in (2.183) which is due to the

additional singular vector (2.182) not present in the regular case.
We present the low-dimensional irregular or modular representation LD of

Uq(sl(3,ℂ)) in table 2.1.
2.8.4 Conjectures

In this subsection we shall discuss several conjectures. Let G be any simple Lie
algebra; let qN = 1 , N ∈ ℕ + 1 , D ∈ H ∗ , mi ≡ D(Hi) + 1 < N , i = 1, . . . , r; let !̃ be
the highest root of B. Then we conjecture that (2.166) holds if

m!̃ ≡ (D + 1)(H!̃) ≤ N. (2.185)

The support for this conjecture is the following. Ifm!̃ = kN +n!̃ > N , k, n!̃ ∈ ℕ, n!̃ < N ,
then it is easy to see that there shall exist at least one "󸀠 ∈ B+ such that m"󸀠 ≡ (D +
1)(H󸀠

") = k󸀠N + n"󸀠 with k󸀠 ∈ ℤ+ , n"󸀠 ∈ ℕ , n"󸀠 < N so that n!̃ < n"󸀠 . Then the singular
vector given by formula (2.111) with " = !̃ , k = 0, and n = n!̃ shall not factorize
including as a factor the singular vector given by (2.111) with " = "󸀠 , k = 0, and n = n"󸀠 .
Thus the embedding pattern of the submodules of VD is not the same as of Verma
modules V(D) with D integral dominant.
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In [36] it is conjectured by a different motivation that (2.166) holds when m!̃ < N,
that is, for the so-called regular representations. The latter can be extended (for q = 1)
to the affine Lie algebra counterpart of G ifm0 +m!̃ ≡ k + g = N , where k is the affine
central charge, g is the dual Coxeter number, m0 ∈ ℕ. This is natural in view of the
connection (albeit in a partial case) with the affine Weyl group commented above (cf.
also [195]).

A more general conjecture again involving the affine Weyl group was given in
[442]. Let ∈ ℕ + 1. Let W be the affine Weyl group with simple reflections s0 , . . . , sr.
Let E be an ℝ–vector space with basis 𝛾1 , . . . , 𝛾r. A positive definite inner product in
E × E is defined by (𝛾i , 𝛾j) = a󸀠ij , where (a

󸀠
ij)1≤i,j≤r is the matrix inverse to (aij)1≤i,j≤r.

Further, denote:

CN = {x = r∑
i=1

ci𝛾i ∈ E|ci ∈ ℝ, ci ≤ –1 for i = 1, . . . , r,
r∑
j=1

mjcj ≥ 1 – N – g}. (2.186)

This is a simplex in Ewith r+1 walls given by ci = –1 for i = 1, . . . , r andmjcj = 1–N –g.
Denote by Si , i = 1, . . . , r, and SN0 the orthogonal reflections in E with respect to these
walls. Then si 󳨃→ Si , i = 1, . . . , r, and s0 󳨃→ SN0 defines an embedding jN : W → Aff(E).
Further ℤr is identified with a lattice in E by (z1, . . . , zr) 󳨃→ ∑r

i=1 zi𝛾i. If x ∈ E, then
x ∈ jN(w)(BN); for some w ∈ W; among such w there is a unique one, denoted by wx,N
of maximal length. If w󸀠 is any element ofW, one defines xw󸀠,N = w󸀠w–1

x,N ∈ E.
Further, letW0 be the finite subgroup ofW generated by s1, . . . , sr and let j = jN |W0 .

Let C = {x = ∑r
i=1 ci𝛾i ∈ E|ci ∈ ℝ, ci ≤ –1 for i = 1, . . . , r}. If x ∈ E, then x ∈ j(w)(C ); for

some w ∈ W0; among such w there is a unique one, denoted by wx of maximal length.
If w󸀠 is any element ofW0, one defines x󸀠w = w󸀠w–1

x ∈ E.
Now the conjecture of Lusztig [442] uses the Kazhdan–Lusztig polynomials Py,w

[381] and Bruhat order [192] forW andW0. Let D ∈ A, then:
ch LD = ∑

w󸀠∈W0
w󸀠≤w

(–1)ℓ(ww
󸀠)Pw󸀠,w(1)ch V

Dw󸀠 ,w = wD, (2.187)

q = 1 or q not a root of 1 ,

ch LD = ∑
w󸀠∈W
w󸀠≤w

(–1)ℓ(ww
󸀠)Pw󸀠,w(1)ch V

Dw󸀠,N ,w = wD,N , (2.188)

q a primitive root of 1.

For q = 1 (2.187) is the Kazhdan–Lusztig restatement of (2.166) [381]. For qwhich is not
a root of unity both follow from results of [441, 531]. In formula (2.188), besides the
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mysterious connection with affine Lie algebras, there is also a mysterious connection
with the representation theory of simple algebraic groups over an algebraically closed
field of characteristic N [381, 442], or with the representation theory of modular Lie
algebras in characteristic N (cf. [36]).

Let us consider the last formula in some detail. First let us note that the simplex
CN corresponds in our notation to the restrictions in (2.185), namely,mi ≡ D(Hi)+1 < N ,
i = 1, . . . , r , m!̃ ≡ (D + 1)(H!̃) ≤ N. Thus if these restrictions hold, then (2.188) coin-
cideswith (2.166) and (2.185). Further we can convince ourselves that in theUq(sl(3,ℂ))
case formulae (2.187) and (2.188) coincide with the corresponding results presented in
Sections 2.8.2 and 2.8.3.



3 Positive-Energy Representations of Noncompact
Quantum Algebras

Summary
We construct positive-energy representations of noncompact quantum algebras at roots of unity. We
give the general setting, and then we consider in detail the examples of the q-deformed anti de Sitter
algebra Aq = Uq(so(3, 2)) and q-deformed conformal algebra Cq = Uq(su(2, 2)). For Aq we discuss
in detail the singleton representations, while for Cq we discuss in detail the massless represent-
ations. When the deformation parameter q is N-th root of unity, all irreducible representations are
finite-dimensional. We give the dimensions of these representations and their character formulae.
Generically, these dimensions are not classical, except in some special cases, including the deforma-
tions of the fundamental irreps of so(3, 2) and su(2, 2). We follow the papers [165, 212, 225, 231].

3.1 Preliminaries

Let G be a simple connected noncompact Lie group with unitary highest-weight
representations [264], and let G0 be its Lie algebra. Thus, G0 is one of the follow-
ing Lie algebras: su(m, n), so(n, 2), sp(2n,R), so∗(2n), E6(–14), E7(–25). We consider
q-deformations Uq(G0) constructed by the procedure proposed in [204] and reviewed
in Section 1.5. The positive-energy irreps of Uq(G0) are realized as lowest-weight mod-
ule M of Uq(G ), where G is the complexification of G0, together with a hermiticity
condition necessary for the construction of a scalar product in M. We take lowest
instead of the more often used highest-weight modules since we want the energy to be
bounded from below.We use the standard deformationUq(G ) [251, 360] given in terms
of the Chevalley generators X±i and Hi, i = 1, . . . , r = rank G by the relations (1.19).

A lowest-weight module MD is given by the lowest-weight D ∈ H ∗ (H ∗ is the
dual of H ) and a lowest-weight vector v0 so that Xv0 = 0 if X ∈ G – and Hv0 = D(H)v0
if H ∈ H . In particular, we use the Verma modules VD which are the lowest-weight
modules such that VD = Uq(G +)v0. Thus the Poincaré–Birkhof–Witt theorem (cf., e. g.,
Section 2.5.1) tells us that the basis of VD consists of monomial vectors

J{k̄} = (Y+
i1 )

ki1 . . . (Y+
in )

kin v0 = P{k̄}v0, kij ∈ ℤ+, (3.1)

where Y+
i ∈ G +, i1 < i2 < . . . < in, in some fixed ordering of the basis. A Uq(G0)-invariant

scalar product in VD is given by:(J{k̄󸀠},J{k̄}) = (P{k̄󸀠}v0, P{k̄}v0) = (v0,9(P{k̄󸀠})P{k̄}v0), (3.2)

with (v0, v0) = 1 and9 is the conjugation which singles out G0, which has the property
that 9(X±) ∈ G ∓ if X± ∈ G ±.

DOI 10.1515/9783110427707-003
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We use the information on Verma modules as given in Chapter 2. Specifically, we
recall that when the deformation parameter q is a root of unity, the picture of the
representations changes drastically. In this case all Verma modules VD are reducible
[198], and all irreducible representations are finite-dimensional [175]. Let q be a prim-
itive N-th root of unity; that is, q = e20i/N , where N ∈ ℕ and N ≥ 1 + n(G ), where
n(G ) = 1 for G = An,Dn,En, n(G ) = 2 for G = Bn,Cn, F4, n(G ) = 3 for G = G2 (n(G )
is the ratio (!L, !L)/(!S, !S), where !L is a long root, and !S a short root). The max-
imal dimension of any irreducible representation is equal to dN for N odd [175]. There
are singular vectors for all positive roots ! [198]. Condition (2.2) also has more con-
tent now because if (D – 1)(H!) = –m ∈ ℤ, then (2.2) will be fulfilled for all m + kN!,
k ∈ ℤ, N! = N/n(G ) if N ∈ n(G )ℕ and ! is a long root and N! = N in all other cases.
In particular, there is an infinite series of positive integers m such that (2.2) is true
[198]. For identical reasons, there is an infinite number of lowest weights D such that
(2.2) is satisfied for the same set of positive integers m = m!. The structure of the
corresponding finite-dimensional irreps is the same since it is fixed by these positive
integers.

Some of the finite-dimensional irreducible representations can be unitary as we
show in the examples in the next sections.

We also give an interpretation of the spectrum via character formulae.

3.2 Quantum Anti de Sitter Algebra

3.2.1 Representations

Here we follow mostly [212, 231]. The first example we consider is the quantum anti
de Sitter algebra; that is, we take G0 = so(3, 2) and G = so(5,ℂ). In this case r =
2 and the nonzero products between the simple roots are (!1, !1) = 2, (!2, !2) = 4,
and (!1, !2) = –2; thus a12 = –2, a21 = –1. The non-simple positive roots are !3 =
!1 + !2 and !4 = 2!1 + !2. The Cartan–Weyl basis for the nonsimple roots is given
by [198, 576]:

X±3 = ±q∓1/2(q1/2X±1 X±2 – q–1/2X±2 X±1 ), X±4 = ± (X±1 X±3 – X±3 X±1 ) /[2]q. (3.3)

All commutation relations now follow from the above relations. We mention, in
particular:

[X+3 ,X
–
3 ] = [H3]q, H3 = H1 + 2H2, [X+4 ,X

–
4 ] = [H4]q2 , H4 = H1 + H2, (3.4)

where the Cartan generators H3, H4 corresponding to the nonsimple roots !3, !4 are
chosen as in [242].

We choose the generators of Uq(so(3, 2)) as a real form of Uq(so(5,ℂ)) as follows
[242]:
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M21 = H1/2, M31 = (X+1 + X
–
1 )/2,

M32 = i(X+1 – X
–
1 )/2, (3.5a)

M04 = (H1 + H2)/2, M30 = i(X+3 + X
–
3 )/2,

M34 = (X–3 – X
+
3 )/2, (3.5b)

M10 = i(X+4 + X
–
4 + X

+
2 + X

–
2 )/2,

M20 = (X+4 – X
–
4 – X

+
2 + X

–
2 )/2, (3.5c)

M41 = (X+2 – X
–
2 + X

+
4 – X

–
4 )/2,

M42 = i(X+2 + X
–
2 – X

+
4 – X

–
4 )/2. (3.5d)

Clearly, for q = 1 the ten generatorsMAB = –MBA, A,B = 0, 1, 2, 3, 4, satisfy the so(3, 2)
commutation relations (with 'AB = diag(+ – – – +)):

[MAB,MCD] = i('BCMAD – 'ACMBD – 'BDMAC + 'ADMBC), q = 1.

The commutation relations for Uq(so(3, 2)) follow from (3.5) and the commutation
relations of Uq(so(5,ℂ)). The Cartan subalgebras of Uq(so(3, 2)) and Uq(so(5,ℂ)) are
generated by the same generatorsM21,M04 orH1,H2. Note that the generators in (3.5a)
andM04 are compact; the rest are noncompact. In particular, those in (3.5a) generate
a Uq(su(2)) subalgebra, those in (3.5b) a Uq(su(1, 1)) subalgebra.

For |q| = 1 the generators in (3.5) are preserved by the following antilinear anti-
involution 9 of Uq(so(5,ℂ)) [231]:

9(Hj) = Hj, j = 1, 2, 9(X+1 ) = X–1 , 9(X+k ) = –X–k , k = 2, 3, 4. (3.6)

The restriction |q| = 1 follows from requiring consistency between (3.3) and (3.6),
which is necessary since the generators X±3 , X

±
4 are given in terms of X±1 , X

±
2 . Thus in

what follows we work with |q| = 1.
For the four positive roots of the root system of so(5,ℂ), one has from (2.2)

(cf. [242]):

m1 = –D(H1) + 1 = 2s0 + 1, (3.7a)
m2 = –D(H2) + 1 = 1 – E0 – s0, (3.7b)
m3 = –D(H3) + 3 = m1 + 2m2 = 3 – 2E0, (3.7c)
m4 = –D(H4) + 2 = m1 +m2 = 2 – E0 + s0, (3.7d)

where the representations are labelled (as those of so(3, 2)) by the lowest value of the
energy E0 and by the spin s0 ∈ ℤ+/2 of the state with this energy.

Let us recall the list of the positive-energy representations of so(3, 2) (cf. [191, 267,
289, 302]):
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Rac: D(E0, s0) = D(1/2, 0), Di: D(E0, s0) = D(1, 1/2),
D(E0 > 1/2, s0 = 0), D(E0 > 1, s0 = 1/2),
D(E0 ≥ s0 + 1, s0 ≥ 1). (3.8)

The first two are the singleton representations, which were first discovered by Dirac in
[191], and the last ones for E0 = s0+1 correspond to the spin-s0massless representations
of so(3,2).

Let us consider (3.7) for this list. We note that in all cases m1 ∈ ℕ (because s0 ∈ℤ+/2) and m2 ∉ ℕ (because m2 ≤ 1/2). Next, we note that m3 is a positive integer only
for E0 = 1/2, 1, in which case m3 = 2, 1, respectively. Similarly, m4 is a positive integer
only for E0 – s0 = 1, and that integer is m4 = 1. Accordingly, we find the following
singular vectors of the Verma module over Uq(so(3, 2)) [231]:

va1 = (X+1 )
2s0+1v0, s0 ∈ ℤ+/2, (3.9a)

va31 = ([2s0]qX
+
3 – (1 + q)X

+
2 X

+
1 )v0, m3 = 1, (3.9b)

va32 = ((X+3 )
2 – q1/2[2]2qX

+
2 X

+
4 )v0, m3 = 2, (3.9c)

va4 = ([2s0]q[2s0 – 1]qX
+
4 + q

s0 [1 – 2s0]qX
+
3X

+
1 + (3.9d)

+X+2 (X
+
1 )

2)v0, m4 = 1.

Note that (3.9b) for s0 = 0 and (3.9d) for s0 = 0, 1/2 are composite singular vectors
being descendants of (3.9a). We take the basis of the Verma module (3.1) in terms of
the Cartan–Weyl generators as:

J{k̄} = (X+4 )
k4 (X+3 )

k3 (X+2 )
k2 (X+1 )

k1v0, kj ∈ ℤ+. (3.10)

Further, we concentrate on the singleton representations. To obtain the irreducible
factor-representations LD with ground states denoted by |E0, s0⟩, we have to impose
the following null-state vanishing conditions (following from (3.9)):

Rac: X+1 |1/2, 0⟩ = 0, ((X+3 )
2 – q1/2[2]2qX

+
2 X

+
4 )|1/2, 0⟩ = 0; (3.11)

Di: (X+1 )
2|1, 1/2⟩= 0, (X+3 – (1 + q)X

+
2 X

+
1 )|1, 1/2⟩ = 0. (3.12)

(For q = 1 formulae (3.9), (3.11), and (3.12) were obtained in [242].)
Now we give explicitly the basis of LD. We consider the monomials as in (3.10),

but on the vacuum |E0, s0⟩. Condition (3.11) means that in (3.10) we have k1 = 0 and
k3 ≤ 1, since we replace (X+3 )2 by X+2 X+4 (one may replace also X+2 X

+
4 by (X

+
3 )

2 as in [242]).
Similarly, (3.12) means that in (3.10) we have k1 ≤ 1 and k3 = 0, since we replace X+3 by
X+2 X

+
1 . Thus, we see that the basis of LD consists, as in the classical case [242], of the

following monomials [231]:
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Rac: (X+4 )
j(X+3 )

%(X+2 )
k|1/2, 0⟩, j, k = 0, 1, . . . , % = 0, 1, (3.13)

Di: (X+4 )
j(X+2 )

k(X+1 )
%|1, 1/2⟩, j, k = 0, 1, . . . , % = 0, 1. (3.14)

Note that each weight has multiplicity one, which was the reason these representa-
tions were called singletons [289].

Now we shall calculate the norms of these states. First we calculate some norms
valid for any D:

‖(X+2 )j(X+1 )k|D⟩‖2 = [j]q2 ![k]q!( j∏
ℓ=1

[D(H2) – k – 1+ ℓ]q2) ×
× k∏

s=1
[1 – D(H1) – s]q, (3.15a)

‖(X+3 )j(X+1 )k|D⟩‖2 = [j]q![k]q!( j∏
ℓ=1

[D(H3) – 1 + ℓ]q) ×
× k∏

s=1
[1 – D(H1) – s]q, (3.15b)

‖(X+3 )j(X+2 )k|D⟩‖2 = [j]q![k]q2 !( j∏
ℓ=1

[D(H3) + 2k – 1+ ℓ]q) ×
× k∏

s=1
[D(H2) – 1 + s]q2 , (3.15c)‖(X+4 )j(X+2 )k(X+1 )%|D⟩‖2 = [j]q2 ![k]q2 ![–D(H1)]

%
q ×× ( j∏

ℓ=1
[D(H4) – 1 + % + ℓ]q2) k∏

s=1
[D(H2) – 1 – % + s]q2 ,‖(X+4 )j(X+3 )%(X+2 )k|D⟩‖2 = [j]q2 ![k]q2 ![D(H3) + 2k]

%
q ×× ( j∏

ℓ=1
[D(H4) – 1 + % + ℓ]q2) k∏

s=1
[D(H2) – 1 + s]q2 .

In all cases we consider we have D(H1) = –2s0. Thus we get from (3.15a) with j = 0

‖(X+1 )k|E0, s0⟩‖2 = [k]q!
k∏
ℓ=1

[2s0 + 1 – ℓ]q, (3.16)

which vanishes if k ≥ 2s0 + 1 = m1; the latter statement is clear also from the null-state
condition. In the same way we see that (3.15a,b) vanish for k ≥ 2s0 + 1 and any j. To
calculate the other norms we also use D(H2) = E0 + s0 (then D(H3) = 2E0, D(H4) =
E0 – s0).
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Finally, the norms of the basis states (3.13) and (3.14) are:

‖(X+4 )j(X+3 )%(X+2 )k|1/2, 0⟩‖2 = [2]%q[j]q2 ![k]q2 !( j∏
ℓ=1

[ℓ – 1/2 + %]q2) ×
× k∏

s=1
[s – 1/2 + %]q2 , (3.17)

‖(X+4 )j(X+2 )k(X+1 )%|1, 1/2⟩‖2 = [j]q2 ![k]q2 !( j∏
ℓ=1

[ℓ – 1/2 + %]q2) ×
× k∏

s=1
[s + 1/2 – %]q2 , (3.18)

3.2.2 Roots of Unity Case

In this subsection we consider the case where the deformation parameter is a root of
unity, namely, q = e20i/N , N = 3, 4, . . .

Let us denote

Ñ =
{{{N for N odd
N/2 for N even

Nj =
{{{N for j = 1, 3
Ñ for j = 2, 4.

(3.19)

In this situation independently of the weight D there are singular vectors for all
positive roots !j, which are given by: (X+j )

kN v0, j = 1, 3, and (X+j )
kÑ v0, j = 2, 4,

k = 1, 2, . . . [198]. Thus we have to impose the following vanishing of null states in
our representation spaces:

(X+j )
N |E0,m0⟩ = 0, j = 1, 3, (X+j )

Ñ |E0,m0⟩ = 0, j = 2, 4. (3.20)

Taking into account condition (2.2) we see that if mj = (1 – D)(Hj) ∈ ℤ, j = 1, 2, 3, 4,
there would be singular vectors of weights (n󸀠j + kNj)!j, where n󸀠j = {mj}Nj , {x}p being
the smallest positive integer equal to x (mod p), and k = 0, 1, . . .. Analogously, if mj ∈
1/2 + ℤ, j = 2, 4, and N is odd, there would be singular vectors of weights (n󸀠j + kN)!j,
n󸀠j = {mj + N/2}N , k = 0, 1, . . .. In particular, we have to impose:

(X+j )
n󸀠j |E0,m0⟩ = 0, j = 1, 2. (3.21)

Further our representations will be characterized by the following positive integers:
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n1 = {2s0 + 1}N = {m1}N , (3.22)

n2 =

{{{{{{{{{{{{{{{{{{{{{{{{{

{1 – E0 – s0}Ñ = {m2}Ñ , if E0 + s0 ∈ ℤ,
{1 – E0 – s0 + N/2}N = {m2 + N/2}N , if E0 + s0 ∈ 1/2 +ℤ,

N odd,

Ñ, otherwise.

Note that nk ≤ Nk, k = 1, 2.
Let us recall that the finite-dimensional irreducible representations of so(5,ℂ) (or

of other real form of so(5,ℂ) and of the corresponding quantum algebras when q is not
a root of unity) are parametrized by two arbitrary positive integers, say, p1, p2, and the
dimension of such a representation is given by:

dcp1,p2 =
1
6
p1 p2 p3 p4, (3.23)

where p3 = p1 + 2p2, p4 = p1 + p2.
Now for N odd we divide our representations in classes depending on the values

of n3 = n1 + 2n2, n4 = n1 + n2 and n1, n2:

a) n3, n4 ≤ N, (3.24a)
b) n4 < N < n3 < 2N, (3.24b)
b󸀠) n4 = N < n3 ≤ 2N, or n4 < n3/2 = N,
c) n1 < N < n3, n4 < 2N, (3.24c)
c󸀠) n1 = N < n3, n4 ≤ 2N, or n1 < N < n4 < n3 = 2N,
d) n2 < N < n4 < 2N < n3 < 3N, (3.24d)
d󸀠) n2 = N < n4 ≤ 2N < n3 ≤ 3N.

The same classification is valid for Uq(so(5,ℂ)), where (3.24a) is the regular case.
This is a refinement of the classification of [231], the primed cases being separated
out since, together with the regular case, these have the classical dimensions of the
finite-dimensional irreps of so(5,ℂ); that is, a representation characterized by n1, n2
has dimension dcn1,n2 . In particular, in case d󸀠) with n1 = n2 = N, we achieve the max-
imal possible dimension N4 of an irrep of Uq(so(5,ℂ)) (cf. [175]). On the other hand, in
the unprimed cases b) – d), the dimension of a representation characterized by n1, n2
is strictly smaller than dcn1,n2 . The representations Uq(so(3, 2)) inherit all the structure
from their Uq(so(5,ℂ)) counterparts. Thus, the classification of the positive-energy
representations of Uq(so(3, 2)) proceeds as follows.
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Let us decompose: 2s0 = 2S0 + r0N, 2S0, r0 ∈ ℤ+, 2S0 < N. Then we have:

n1 = 2S0 + 1. (3.25)

Now the formulae for n2 depend on the combination E0 + s0.
Suppose first that E0 + s0 ∉ ℤ/2. Then we have:

n2 = N, n3 = 2N + 2S0 + 1 > 2N, n4 = N + 2S0 + 1 > N, odd N, (3.26)

which is case (3.24d).
Next we consider the case E0 + s0 ∈ ℤ. Taking into account the conditions of

positive energy (3.8), we see that we have E0 ≥ s0 + 1. Thus we set E0 = s0 + 1+ p + kN,
where p = 0, 1, . . . ,N – 1, k ∈ ℤ+. Let us also set * = 2S0 + p. Note that 0 ≤ * ≤ 2N – 2.
Then we have for N odd:

n2 = N – *,

n3 = 2N – * – p + 1
{{{{{{{
≤ N for * + p > N,
> N& ≤ 2N for * + p ≤ N, * > 0,
> 2N for * = 0,

n4 = N – p + 1
{{{≤ N for p > 0,
> N for p = 0;

* < N, (3.27a)
n2 = 2N – *,

n3 = 4N – * – p + 1
{{{> N& ≤ 2N for * + p ≥ 2N + 1,
> 2N for * + p ≤ 2N,

n4 = 2N – p + 1 > N,
* ≥ N . (3.27b)

Thus we have case (3.24a) in (3.27a) when * + p ≥ N + 1 & p > 0, case (3.24b) in (3.27a)
when * + p ≤ N & p > 0 (⇒ * > 0), case (3.24c) in (3.27a) when p = 0 & * > 0 and in
(3.27b) when *+p ≥ 2N + 1, case (3.24d) in (3.27a) when * = 0 (⇒ p = 0), and in (3.27b)
when * + p ≤ 2N.

Then we consider the case E0 + s0 ∈ 1/2 + ℤ for N odd. Taking into account the
conditions of positive energy (3.8), we see that we have E0 ≥ s0 + 1/2. Thus we set
E0 = s0 + 1/2 + p + kN, where p = 0, 1, . . . ,N – 1, k ∈ ℤ+. As above we set * = 2S0 + p
(0 ≤ * ≤ 2N – 2). We also denote N̂ = (N + 1)/2 ∈ ℕ + 1. Then we have:
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n2 = N̂ – *,

n3 = N – * – p + 2
{{{≤ N for * + p ≥ 2,
> N& ≤ 2N for * + p ≤ 1,

n4 = N̂ – p + 1 < N,
* < N̂. (3.28a)

n2 = N + N̂ – *,

n3 = 3N – * – p + 2
{{{{{{{
≤ N for * + p ≥ 2N + 2,
> N& ≤ 2N for N + 2 ≤ * + p ≤ 2N + 1,
> 2N for * + p ≤ N + 1,

n4 = N + N̂ – p + 1
{{{≤ N for p > N̂,
> N for p ≤ N̂,

N̂ ≤ * ≤ N + N̂ (3.28b)
n2 = 2N + N̂ – *,
n3 = 5N – * – p + 2 > 2N,
n4 = 2N + N̂ – p + 1 > N,

* ≥ N + N̂. (3.28c)

Thuswe have case (3.24a) in (3.28a) when *+p ≥ 2 and in (3.28b) when *+p ≥ 2N+2 (⇒
p > N̂), case (3.24b) in (3.28a) when * + p ≤ 1 and in (3.28b) when p > N̂ & * + p ≤ 2N + 1
(⇒ * + p ≥ N + 2), case (3.24c) in (3.28b) when p ≤ N̂ & * + p ≥ N + 2 (⇒ * + p ≤ 2N + 1),
and case (3.24d) in (3.28b) when * + p ≤ N + 1 (⇒ p ≤ N̂) and in (3.28c).

After the above analysis it remains to mention that the singleton irreps, (E0, s0) =
(1/2, 0), (1, 1/2), belong to case (3.24b) (cf. (3.28a) with * = 0, 1, p = 0), while the
massless irreps, E0 = s0 + 1, belong to case (3.24c).

This completes the classification of the positive-energy representations of
Uq(so(3, 2)) at odd roots of 1.

Further we treat in detail the singleton cases. In the case of the Rac besides (3.11)
a new vanishing condition is:

(X+2 )
n2 |1/2, 0⟩ = 0, n2 = [(N + 1)/2]int, (3.29)

where [x]int is the biggest integer smaller or equal to x; note that this condition is (3.20)
for N even and (3.21) for N odd. Further using (1.21) we find that the following states
from (3.13) have positive norms [231]:

‖(X+4 )j(X+3 )%(X+2 )k|1/2, 0⟩‖2 > 0, iff
{{{j, k ≤ (N – 1 – 2%)/2 for N odd
j, k ≤ (N – 2)/2 for N even

(3.30)
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Due to factors in (3.17): [j–1/2+%]q2 , [k–1/2+%]q2 forN odd, and [j]q2 , [k]q2 forN even; all
other states from (3.13) have zero norm and decouple from the irrep. Thus we calculate
the dimension of the Rac irrep by counting the states in (3.30), which are (N +1–2%)2/4
for % = 0, 1 and N odd, and N2/4 for % = 0, 1, and N even. Thus we get [231]:

dim Rac =
{{{N2+1

2 , for N odd
N2
2 , for N even

(3.31)

In the case of the Di besides (3.12) the new vanishing condition is:

(X+2 )
n2 |1, 1/2⟩ = 0, n2 = [N/2]int, (3.32)

again this is (3.20) for N even and (3.21) for N odd. Then we find from (3.18) that the
following states have positive norms [231]:

‖(X+4 )j(X+2 )k(X+1 )%|1, 1/2⟩‖2 > 0, iff
{{{{{{{
j ≤ (N – 1 – 2%)/2 and
k ≤ (N – 3 + 2%)/2 for N odd
j, k ≤ (N – 2)/2 for N even

(3.33)

and the counting of states gives [231]:

dim Di =
{{{N2–1

2 , for N odd
N2
2 , for N even

(3.34)

Thus the dimension of a singleton irrep for fixed N is strictly smaller than the minimal
dimension of a (semi-) periodic irrep of Uq(so(5,ℂ)), which is N2 [177]. The interesting
thing is that the sum of the dimensions of the two singletons is exactlyN2. Thus we are
led to the conjecture that passing from a minimal (semi-) periodic irrep of Uq(so(5,ℂ))
to a lowest-weight module ofUq(so(5,ℂ)) (by setting the corresponding Casimir values
to zero), we obtain a reducile representation which is the direct sum of two irreps. The
latter irreps when restricted to Uq(so(3, 2)) are the two singleton representations.

3.2.3 Character Formulae

When q is not a nontrivial root of 1, the spectrum of the singletons can be represented
by the following character formulae (containing the same information as (3.13) and
(3.14)):

ch LRac = e(D)(1 + t3)
∞∑
j=0

tj4
∞∑
k=0

tk2 , (3.35)
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ch LDi = e(D)(1 + t1)
∞∑
j=0

tj4
∞∑
k=0

tk2 , (3.36)

where t3 = e(!1 + !2) = t1t2, t4 = e(2!1 + !2) = t21 t2. (For q = 1 these formulae were given
in a slightly different, but equivalent, form in [242].) Now we note that the character
formula for the Verma module with the same lowest weight here is:

ch VD = e(D)/(1 – t1)(1 – t2)(1 – t3)(1 – t4). (3.37)

Then we can rewrite the character formulae (3.35) and (3.36) as follows [242]:

ch LRac = ch VD(1 – t1 – t
2
1 t
2
2 + t

3
1 t
2
2), (3.38)

ch LDi = ch VD(1 – t21 – t1t2 + t
3
1 t2). (3.39)

These formulae represent alternating sign summations over part of the Weyl group of
so(5,ℂ), which was called reduced Weyl group in [196]).

Next we note that the spectrum given in (3.30) and (3.33) can be represented by
the following character formulae for N odd:

ch LRac = e(D)((N–1)/2∑
j=0

tj4
(N–1)/2∑
k=0

tk2 + t3
(N–3)/2∑
j=0

tj4
(N–3)/2∑
k=0

tk2) , (3.40)

ch LDi = e(D)((N–1)/2∑
j=0

tj4
(N–3)/2∑
k=0

tk2 + t1
(N–3)/2∑
j=0

tj4
(N–1)/2∑
k=0

tk2) . (3.41)

Let us denote by Lcn1,n2 the finite-dimensional irreps of so(5,ℂ). The corresponding
character formula, which is the classical Weyl character formula, is:

ch Lcn1,n2 = ch VD(1 – tn11 – tn22 – tn33 – tn44 + tn11 t
n4
2 + tn31 tn22 + t2n41 tn32 ), (3.42)

where the eight terms represent (alternating sign) summation over the (eight element)
Weyl group of so(5,ℂ).

As we mentioned, the dimension of a unitary irrep of Uq(so(3, 2)) characterized by
n1, n2 is generically smaller than dcn1,n2 . In particular, for the Rac when N is odd we
have (n1, n2) = (1, (N + 1)/2). We have that dc1,(N+1)/2 = (N + 1)(N + 2)(N + 3)/24 ≥ dimRac =
(N2 + 1)/2. It is easy to notice that dimRac may be represented as the difference of two
dimensions:

dimRac = dc1,(N+1)/2 – d
c
1,(N–3)/2 (3.43)

where the subtracted term corresponds to the weight D󸀠 = D + 2!3 with characteriz-
ing integers given by: n󸀠j = (1 – D󸀠)(Hj) = nj – 2!3(Hj); that is, (n󸀠1, n

󸀠
2) = (n1, n2 – 2).

Correspondingly, the character formula for odd N is given by (cf. (3.40)):
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ch LRac = ch Lc1,(N+1)/2 – ch L
c
1,(N–3)/2 =

= ch VD (P1,(N+1)/2 – t23P1,(N–3)/2) , (3.44)

where we have introduced the notation: ch Lcn1,n2 = ch VDPn1,n2 ,
Note that the subtraction term vanishes only for N = 3, which is the only case

when the quantum Rac dimension coincides with a classical dimension, here of one
of the fundamental irreps of so(3, 2) with dc = 5.

Analogously, for the Di when N is odd we have (n1, n2) = (2, (N – 1)/2). Here we
have that dc2,(N–1)/2 = (N2 – 1)(N + 3)/12 ≥ dimDi = (N2 – 1)/2, and equality is possible
only for N = 3; then the dimension is of the other fundamental irrep, dc = 4. Here we
have to subtract the character ch LcD󸀠 with D󸀠 = D + !3, and (n󸀠1, n

󸀠
2) = (n1, n2 – 1). We

have for odd N:

ch LDi = ch Lc2,(N–1)/2 – ch L
c
2,(N–3)/2 =

= ch VD (P2,(N–1)/2 – t3P2,(N–3)/2) , (3.45)

dimDi = dc2,(N–1)/2 – d
c
2,(N–3)/2. (3.46)

3.3 Conformal Quantum Algebra

3.3.1 Generic Case

The other example that we consider is the conformal algebra; that is, we take G0 =
su(2, 2) and G = sl(4,ℂ). In this case r = 3, and the nonzero products between the
simple roots are (!j, !j) = 2, j = 1, 2, 3 and (!1, !2) = (!2, !3) = –1. The nonsimple
positive roots are !12 = !1 + !2, !23 = !2 + !3, !13 = !1 + !2 + !3. The Cartan–Weyl basis
for the nonsimple roots is given by [202, 360]:

X±jk = ±q∓1/4(q1/4X±j X±k – q–1/4X±k X±j ), (jk) = (12), (23),

X±13 = ±q∓1/4(q1/4X±1 X±23 – q–1/4X±23X±1 ) =
= ±q∓1/4(q1/4X±12X±3 – q–1/4X±3 X±12). (3.47)

To single out Uq(su(2, 2)) we use the following antilinear anti-involution [165]:

9(H) = H,∀H ∈H , 9(X±jk) =
{{{X∓jk, (jk) = (11), (33),
–X∓jk, otherwise .

(3.48)

For the six positive roots of the root system of sl(4,ℂ) one has from (2.2) that the Verma
module VD is reducible when:
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m1 = –D(H1) + 1 = 2j1 + 1, (3.49a)
m2 = –D(H2) + 1 = 1 – d – j1 – j2, (3.49b)
m3 = –D(H3) + 1 = 2j2 + 1, (3.49c)
m12 = –D(H12) + 2 = m1 +m2 = 2 – d + j1 – j2 , (3.49d)
m23 = –D(H23) + 2 = m2 +m3 = 2 – d – j1 + j2, (3.49e)
m13 = –D(H13) + 3 = m1 +m2 +m3 = 3 – d + j1 + j2, (3.49f)

where we use the classical labelling of the su(2, 2) representations: 2j1, 2j2 are non-
negative integers fixing finite-dimensional irreducible representations of the Lorentz
subalgebra, and d > 0 is the energy (or conformal dimension). First we note that m1
and m3 are positive, since 2j1 and 2j2 are non-negative integers. The corresponding
singular vectors are:

v1 = (X+1 )2j1+1v0, v3 = (X+3 )2j2+1v0, (3.50)

and these are present for all representations we discuss. Next, it is clear that depend-
ing on the value of d there may be other singular vectors. Since we are interested in
the positive-energy irreps, we recall the list of these representations for su(2, 2) [449]:

1) d > j1 + j2 + 2, j1j2 ̸= 0,
2) d = j1 + j2 + 2 , j1j2 ̸= 0,
3) d > j1 + j2 + 1, j1j2 = 0,
4) d = j1 + j2 + 1, j1j2 = 0, (3.51)

(omitting the one-dimensional representation with d = j1 = j2 = 0). In case 1) there are
no additional singular vectors. If d = j1 + j2 + 2, which is case 2) and is also possible in
case 3), thenm13 = 1, and there is an additional singular vector:

v(1)13 = ([2j1][2j2]X+1 X+3X+2 – [2j1][2j2 + 1]X+1 X+2 X+3 – (3.52)

–[2j1 + 1][2j2]X
+
3X

+
2 X

+
1 + [2j1 + 1][2j2 + 1]X

+
2 X

+
1 X

+
3)v0.

Further, we concentrate on case 4), that is, to the massless representations of so(4,2)
[165, 225, 449] for which d = j1 + j2 + 1 ≥ 1, j1j2 = 0. For definiteness we choose first
j2 = 0. Then we see that in the case j1 ̸= 0, we have a singular vector corresponding to
m12 = 1 [165, 225]:

v12 = ([2j1]X+12 – qj1X+2 X+1 )v0, d = j1 + 1, j2 = 0, m12 = 1, (3.53)

and another onewhich corresponds tom13 = 2 [165, 225], which, however, is a compos-
ite one and is not relevant. When j1 = 0 there is still another composite singular vector
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corresponding to m23 = 1 [165, 225]. Furthermore, for j1 = 0 the vector v12 = X+2 X
+
1 v0 is

also composite. Next we factor all invariant submodules built on these singular vec-
tors. However, this factor representation is still reducible since it has an additional
singular vector [225]:

vf = (X+13X+2 – q–1/2X+12X+23)|̃⟩, (3.54)

where |̃⟩ denotes the ground-state vector of this factor representation. [This is actually
a subsingular vector of the Verma module VD (cf. [215]).] Factoring out the submodule
built on vf , we obtain the irreducible lowest-weight representation LD whose vacuum
vector |⟩ obeys [225]: (X+1 )2j1+1|⟩ = 0, (3.55a)

X+3 |⟩ = 0, (3.55b)([2j1]X+12 – qj1X+2 X+1 )|⟩ = 0, (3.55c)(X+13X+2 – q–1/2X+12X+23) |⟩ = 0. (3.55d)

Now we can give explicitly the basis of LD. We consider the monomials as in (3.1), but
on the vacuum |⟩. Taking into account all vanishing conditions we see that the basis
of LD consists of the following monomials [225]:

I1
{k,ℓ,n} = (X+13)

k(X+12)
ℓ(X+2 )

n | ⟩ , k, ℓ, n ∈ ℤ+ , (3.56)

I2
{k,ℓ,n} = (X+13)

k(X+23)
ℓ(X+2 )

n | ⟩ , k, n ∈ ℤ+ , ℓ ∈ ℕ,
I3
{k,ℓ,n} = (X+13)

k(X+12)
ℓ(X+1 )

n | ⟩ , k, ℓ, n ∈ ℤ+ , 1 ≤ n ≤ 2j1 ,
the third case being absent for j1 = 0. We note that the different vectors in (3.56) have
different weights. Thus eachweight hasmultiplicity one and is represented by a single
vector just as the singletons of so(3, 2) (cf. the previous section).

The norms squared of the basis vectors ‖Ia
{k,ℓ,n}‖2 ≡ (Ia

{k,ℓ,n},Ia
{k,ℓ,n}) are explicitly

given by [225]: ‖I1
{k,ℓ,n}‖2 = [k]q![k + ℓ]q! [ℓ + n]q![n + 2j1]q!/[2j1]q! (3.57)‖I2
{k,ℓ,n}‖2 = [k]q![k + ℓ]q! [ℓ + n + 2j1]q![n]q!/[2j1]q!,‖I3
{k,ℓ,n}‖2 = [k]q![k + ℓ + n]q! [ℓ]q![2j1]q!/[2j1 – n]q! .

When q is not a root of unity these norms can have both signs. They are positive only
for q = 1, which is the well-known classical case of su(2, 2) [449]. Note, however, that
such a basis is new also for the algebra su(2, 2). Unitarity can be achieved also when q
is a nontrivial root of unity, which case we consider in the next subsection.
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3.3.2 Roots of 1 Case

Let us now turn to the case of the deformation parameter q being a nontrivial root of
unity, namely, q = e20i/N , N = 2, 3, . . . .

Independently of the weight D there are singular vectors for all positive roots !,
which are given by: (X+! )

kNv0, k = 1, 2, . . . [202]. Thus we have to impose the following
vanishing of null states in our representation spaces:

(X+! )
N |⟩ = 0. (3.58)

Taking into account condition (2.2) we see that ifm! = (1–D)(H!) ∈ ℤ, there would be
singular vectors of weights ({m!}N + kN)!, where {x}p is the smallest positive integer
equal to x (mod p), and k = 0, 1, . . . . In particular, we have to impose:

(X+j )
{mj}N |⟩ = 0, j = 1, 2, 3. (3.59)

Further our representations will be characterized by the following positive integers:

n1 = {2j1 + 1}N = {m1}N
n2 =

{{{{–d – j1 – j2 + 1}N = {m2}N , if d + j1 + j2 ∈ ℤ,
N, if d + j1 + j2 ̸∈ ℤ,

n3 = {2j2 + 1}N = {m3}N . (3.60)

Note that nk ≤ N, k = 1, 2, 3.
Let us recall that the finite-dimensional irreducible representations of sl(4,ℂ) (or

of su(2, 2), or of su(4), or of any other real form of sl(4,ℂ) and of the corresponding
quantum algebras when q is not a root of unity) are parametrized by three arbitrary
positive integers say, p1, p2, p3, and the dimension of such a representation is given by:

dcp1,p2,p3 =
1
12
p1 p2 p3 p12 p23 p13, (3.61)

where p12 = p1 + p2, p23 = p2 + p3, p13 = p1 + p2 + p3.
Now the representations are divided into classes [165] depending on the values of

n12 = n1 + n2, n23 = n2 + n3, n13 = n1 + n2 + n3 and nk:

a) njk ≤ N , (3.62a)
b) n12, n23 < N < n13 ≤ 2N , (3.62b)
b󸀠) n12 < n23 = N < n13 ≤ 2N , or n12 󳨀→ n23 , (3.62b󸀠)
c) n12 ≤ N < n23, n13 ≤ 2N , n3 < N , (3.62c)
c󸀠) n12 ≤ N < n23, n13 ≤ 2N , n3 = N , (3.62c󸀠)
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d) n23 ≤ N < n12, n13 ≤ 2N , n1 < N , (3.62d)
d󸀠) n23 ≤ N < n12, n13 ≤ 2N , n1 = N , (3.62d󸀠)
e) N < n12, n23, n13 ≤ 2N , n2 + n13 < 3N , (3.62e)
e󸀠) N < n12, n23 < 2N , n2 = n13/2 = N , (3.62e󸀠)
f ) N < n12, n23 < 2N < n13 < 3N , (3.62f)
f 󸀠) n1 = n2 = N, or n1 = n3 = N, or n2 = n3 = N. (3.62f󸀠)

The same classification is valid for Uq(sl(4,ℂ)), where case (3.62a) is the so called reg-
ular case. This is a refinement of the classification of [165], the primed cases being
separated out since together with the regular case these have the classical dimensions
of the finite-dimensional irreps of sl(4,ℂ); that is, a representation characterized by
n1, n2, n3 has dimension dcn1,n2,n3 . In particular, in case f 󸀠) with n1 = n2 = n3 = N
we achieve the maximal possible dimension N6 of an irrep of Uq(sl(4,ℂ)) (cf. (2.113)
and [175]). On the other hand, in the unprimed cases b) – f ), the dimension of a
representation characterized by n1, n2, n3 is strictly smaller than dcn1,n2,n3 .

The representations Uq(su(2, 2)) inherit all the structure from their Uq(sl(4,ℂ))
counterparts. Thus, the classification of the positive-energy representations of
Uq(su(2, 2)) proceeds as follows.

Let us decompose: 2jk = 2Jk + rkN, 2Jk, rk ∈ ℤ+, 2Jk < N, k = 1, 2. Then we have:

n1 = 2J1 + 1, n3 = 2J2 + 1. (3.62)

Let us consider now the conditions of positive energy (3.51). We see that in cases 1)
and 3) we have to distinguish whether d + j1 + j2 is integer or not. If d + j1 + j2 ∉ ℕ then
n2 = N, n12 = N + 2J1 + 1 > N, n23 = N + 2J2 + 1 > N, n13 = N + 2J1 + 2J2 + 2 > N. Thus,
depending on n13, the possible cases are (3.62e,f).

Consider now the cases 1) and 3) of (3.51) with d + j1 + j2 ∈ ℕ. Then d ≥ j1 + j2 + 3
and we set d = p + j1 + j2 + 3 + kN, where p = 0, 1, . . . ,N – 1, k ∈ ℤ+. Let us also set
* = 2J1 + 2J2 + 2 + p. Note that 2 ≤ * ≤ 3N – 1. Then we have:

n2 = N – *, n12 = N – 2J2 – 1 – p < N,
n23 = N – 2J1 – 1 – p < N, n13 = N – p ≤ N,

* < N (3.63a)
n2 = 2N – *, n12 = 2N – 2J2 – 1 – p,
n23 = 2N – 2J1 – 1 – p,N < n13 = 2N – p ≤ 2N,

N ≤ * < 2N (3.63b)
n2 = 3N – *, n12 = 3N – 2J2 – 1 – p > N,
n23 = 3N – 2J1 – 1 – p > N, n13 = 3N – p > 2N,

2N ≤ * < 3N (3.63c)
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Thus, all cases of (3.62) are possible: we have case (3.62a) in (3.63a) and (3.62f,f’) in
(3.63c), while (3.63b) contains all cases (3.62b,b’-e,e’), since both n12, n23 can be bigger
or smaller than N.

We pass now to case 2) of (3.51), d = j1 + j2 + 2, j1j2 ̸= 0, setting *󸀠 = 2J1 + 2J2 + 1. Note
that 1 ≤ *󸀠 ≤ 2N – 1. Then we have:

n2 = N – *󸀠, n12 = N – 2J2 ≤ N,
n23 = N – 2J1 ≤ N, n13 = N + 1 > N,

*󸀠 < N (3.64a)
n2 = 2N – *󸀠, n12 = 2N – 2J2 > N,
n23 = 2N – 2J1 > N, n13 = 2N + 1 > 2N,

N ≤ *󸀠 < 2N (3.64b)

Thus, we have cases (3.62b,b’) in (3.64a) and (3.62f,f’) in (3.64b).
Finally we consider the massless case 4) of (3.51) d = j1 + j2 + 1, j1j2 = 0 = J1J2. We

have:

n2 = N – 2J1 – 2J2,

n12 = N + 1 – 2J2
{{{≤ N for J2 ̸= 0, (J1 = 0)
> N for J2 = 0

n23 = N + 1 – 2J1
{{{≤ N for J1 ̸= 0, (J2 = 0)
> N for J1 = 0

N < n13 = N + 2 ≤ 2N. (3.65)

Thus, we have case (3.62c) if 0 < J2 < (N – 1)/2, case (3.62c’) if J2 = (N – 1)/2, case (3.62d)
if 0 < J1 < (N – 1)/2, case (3.62d’) if J1 = (N – 1)/2, case (3.62e) if J1 = J2 = 0 and N > 2.
case (3.62e’) if J1 = J2 = 0 and N = 2.

This completes the classification of the positive-energy representations of
Uq(su(2, 2)) at roots of 1.

3.3.3 Massless Case

Further we treat in detail the massless case at roots of 1. Since j1j2 = 0, let us choose
for definiteness j2 = 0. The additional vanishing conditions (3.59) besides (3.55) and
(3.58) are:

(X+1 )
n1 |⟩ = 0, if n1 < 2j1 + 1,N, (3.66a)

(X+2 )
N–2J1 |⟩ = 0, if J1 > 0. (3.66b)
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To obtain the dimension d(N, J1) of these representations we first note that the
norms given in (3.57) can be positive only in the following range of j1 [165], [225]:

2rN ≤ 2j1 ≤ (2r + 1)N – 1, ∀r ∈ ℤ+; (3.67)

that is, in in terms of the decomposition 2j1 = 2J1 + r1N we consider only r1 = 2r ∈ 2ℤ+.
For fixed j1 in the above range, the basis of the massless unitary irreducible

representation is given by [225]:

I1
{k,ℓ,n}, k, ℓ, n ∈ ℤ+, k + ℓ, ℓ + n ≤ N – 1,

n ≤ N – 2J1 – 1, (3.68a)
I2
{k,ℓ,n}, k, n ∈ ℤ+, ℓ ∈ ℕ, k + ℓ ≤ N – 1,ℓ + n ≤ N – 2J1 – 1, (3.68b)

I3
{k,ℓ,n}, k, ℓ, n ∈ ℤ+, k + ℓ + n ≤ N – 1,

1 ≤ n ≤ 2J1. (3.68c)

The norms of these vectors are given by (3.57) with j1 replaced by J1 and are strictly
positive. Now we can find that the number of states in (3.68a), (3.68b) and (3.68c),
respectively, is [225]:

1
6
(N – 2J1)(2N

2 + N(4J1 + 3) + 1 – 4J
2
1 ), (3.69a)

1
6
(N – 2J1)(N – 2J1 – 1)(2N + 2J1 – 1), (3.69b)

1
3
J1(3N

2 – 6NJ1 – 1 + 4J
2
1 ). (3.69c)

The sum of these three numbers gives the dimension of the massless irreps (cf.
[165],[225]):

d(N, J1) =
1
3
[2N3 – N(12J21 – 1) + 3J1(4J

2
1 – 1)]. (3.70)

We recall that in the classical case the massless unitary representations are infinite-
dimensional. However, we may compare our representations with the undeformed
non-unitary finite-dimensional representations which have the same quantum num-
bers (n1, n2, n3) = (2J1 + 1,N – 2J1, 1). We note that the dimension of the former is
generically smaller than the dimension of the latter, which is given by:

dc2J1+1,N–2J1,1 =
1
12
(2J1 + 1)(N – 2J1)(N + 1)(N + 1 – 2J1)(N + 2), (3.71)
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except when N = 2, J1 = 0, and then d(2, 0) = dc = 6, or N = 2J1 + 1, J1 > 0, and then:

d0 ≡ d(2J1 + 1, J1) = dc = 1
3
(J1 + 1)(2J1 + 1)(2J1 + 3) =

1
6
N(N + 1)(N + 2). (3.72)

The irreps for N = 2 with J1 = 0, 1/2 are deformations of two of the three fundamental
representations of su(2, 2) with dimensions six and four, respectively, [165].

Finally, we note that one considers the remaining massless representations with
j1 = 0 and j2 ̸= 0 in the sameway. Thus, in the dimension formulae one has to exchange
all subscripts 1 󳨀→ 3. Also one may introduce the helicity h = j1 – j2, then all the
formulae above may be written in terms of |h|. Thus, for the exceptional case N =
2|h| + 1, h ̸= 0, we have (cf. (3.72)) [165]:

d0 =
1
3
(|h| + 1)(2|h| + 1)(2|h| + 3) = 1

6
N(N + 1)(N + 2). (3.73)

In particular, for N = 2, J2 = 1/2 one obtains a deformation of the third fundamental
representation of su(2, 2) with dimension four [165].

Thus the maximal possible dimension of a massless irrep for fixed N is d0 for N >
2 and six for N = 2. Note that this maximal dimension is strictly smaller than the
minimal dimension of a (semi-) periodic irrep of Uq(sl(4,ℂ)), which is N3 [177].

3.3.4 Character Formulae

It is easy to see that the spectrum given in (3.56) can be represented by the following
character formula [225]:

ch L = e(D)(∞∑
k=0

∞∑
ℓ=0

∞∑
n=0

tk13t
ℓ
12t

n
2 +

+
∞∑
k=0

∞∑
ℓ=1

∞∑
n=0

tk13t
ℓ
23t

n
2 +

+
∞∑
k=0

∞∑
ℓ=0

2j1∑
n=1

tk13t
ℓ
12t

n
1 ) (3.74)

where t12 = e(!12) = t1t2, t23 = e(!23) = t2t3, t13 = e(!13) = t1t2t3. Next we note that the
character formula for the Verma module with the same lowest weight here is:

ch VD = e(D)/(1 – t1)(1 – t2)(1 – t3)(1 – t12)(1 – t23)(1 – t13). (3.75)

Now we can rewrite the character formula (3.74) as follows [225]:

ch LD = ch VDQ(t1, t2, t3) = (3.76)
= ch VD(1 – tn11 + tn11 t3 – t3 –
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–t1t2 + t
n1
1 t2 – t

n1
1 t2t

2
3 + t1t2t

2
3 –

–tn11 t
2
2t3 + t

2
1 t
2
2t3 – t

2
1 t
2
2t
2
3 + t

n1
1 t

2
2t
2
3),

n1 = 2j1 + 1 ≥ 1, d = j1 + 1, j2 = 0.

This formula is valid for all j1 ∈ (1/2)ℤ+, j2 = 0. Note, however, that for j1 = 1/2 the
terms in the fourth row cancel each other, while for j1 = 0 the terms in the third row
cancel each other. To show that (3.76) concides with (3.74) amounts to the explicit
straightforward division of the polynomials:

Q(t1, t2, t3)
(1 – t1)(1 – t2)(1 – t3)(1 – t12)(1 – t23)(1 – t13)

. (3.77)

The formula (3.76) represents an alternating sign summation over part of the Weyl
group of sl(4,ℂ) (called reduced Weyl group in [209]) and may be obtained using
[381, 382]. Note, however, that the ultimate formula is (3.74), which is obtained in a
straightforward manner.

Analogously, the spectrum given in (3.68) can be represented by the following
character formula:

ch LD = e(D)(N–1∑
k=0

N–1–k∑
ℓ=0

min(N–1–ℓ,N–1–2J1)∑
n=0

tk13t
ℓ
12t

n
2 +

+
N–1∑
k=0

N–1–k∑
ℓ=1

N–1–ℓ–2J1∑
n=0

tk13t
ℓ
23t

n
2 +

+
N–1∑
k=0

N–1–k∑
ℓ=0

min(N–1–k–ℓ,2J1)∑
n=1

tk13t
ℓ
12t

n
1 ) (3.78)

Finally, we can show that (3.78) may be represented as follows:

ch LD = ch Lc2J1+1,N–2J1,1 – ch L
c
2J1,N–1–2J1,2 + ch L

c
2J1–1,N–1–2J1,1,

J1 ̸= 0 , (3.79a)
= ch Lc1,N,1 – ch L

c
1,N–2,1,

J1 = 0 , (3.79b)

where Lcn1,n2,n3 , n1, n2, n3 ∈ ℕ, denote the finite-dimensional irreducible (non-unitary)
representation of su(2, 2) with character formula (cf. [195]):

ch Ln1,n2,n3 = ch VD(1 – tn11 – tn22 – tn33 + tn11 t
n3
3 + tn11 t

n12
2 +

+tn33 tn232 + tn121 tn22 + tn233 tn22 – tn11 t
n13
2 tn33 –

–tn121 tn22 tn233 – tn131 tn232 tn33 – tn11 t
n12
2 tn133 –

–(t1t2)
n12 – (t2t3)

n23 + tn121 tn2+n132 tn233 +
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+tn11 (t2t3)
n13 + (t1t2)

n12 tn133 + tn131 (t2t3)
n23 +

+(t1t2)
n13 tn33 – tn121 tn2+n132 tn133 – tn131 tn2+n132 tn233 –

–(t1t2t3)
n13 + (t1t2t3)

n13 tn22 ) (3.80)

and dimension dcn1,n2,n3 (cf. (3.61a)) and in (3.79) we use the convention chLcn1,n2,n3 = 0
if any nk = 0, which happens for J1 = 1/2 or for N = 2J1 + 1. A simple consequence of
(3.79) is:

d(N, J1) =
{{{dc2J1+1,N–2J1,1 – dc2J1,N–1–2J1,2 + dc2J1–1,N–1–2J1,1, J1 ̸= 0,
dc1,N,1 – d

c
1,N–2,1, J1 = 0.

(3.81)

As we noted the dimensions of the massless representations are generically smaller
than the corresponding classical dimensions (the first terms on the RHS of (3.81)).



4 Duality for Quantum Groups

Summary
We start this chapter by introducing matrix quantum groups. In the generic cases these are (one-
or multiparameter) deformations of the classical Lie groups. Most of the matrix quantum groups
are Hopf algebras though some are only bialgebras. They are in duality with the quantum algebras
which are the corresponding deformations of the Lie algebras of the Lie groups under considera-
tion. Actually, this duality is used to find unknown quantum algebras which are in duality with known
matrix quantum groups. This was applied first in order to find the quantum algebras dual of the two-
parameter matrix quantum group GLp,q(2) (deformation of the reductive Lie group GL(2)) [209]. The
dual quantum algebra Up,q(gl(2)) can be recast as a commutation algebra as the product two one-
parameter deformations Up/q(sl(2)) ⊗ Up/q(Z )) where we use the decomposition gl(2) = sl(2) ⊕ Z

(where Z is the centre of gl(2)). However, as a Hopf algebra Up,q(gl(2)) cannot be split in this manner
since the coalgebra action of Up/q(sl(2)) involves also the generator K of Z . Naturally, the splitting
is recovered in the one-parameter case p = q. Further, the same approach was applied to the dual-
ity for multiparameter quantum GL(n) for which the number of parameters is n(n – 1)/2 + 1 [233].
Again the dual algebra may be split as commutation subalgebra as deformation of sl(n) times the
centre, but as Hopf algebra there is no splitting, unless there are n – 1 relations between the para-
meters. Thus, there exists a Hopf algebra deformation of U(sl(n)) depending only on (n2 – 3n + 4)/2
parameters. We present the duality for a Lorentz quantum group [234] and for the Jordanian mat-
rix quantum group GLg,h(2) [39]. We present also the dualities for many exotic bialgebras following
[49–52].

4.1 Matrix Quantum Groups

In the beginning we followManin [462]. The quantum plane [462] Rq(n|0) or, rather the
polynomial ring on it, is generated by coordinates xi , i = 1, . . . , n , with commutation
rules:

xixj = q1/2xjxi , for i < j. (4.1)

The Grassmannian quantum plane [462] Rq(0|n) is generated by coordinates .i , i =
1, . . . , n , which satisfy:

. 2i = 0 , .i.j = –q–1/2.j.i , for i < j. (4.2)

Consider next n × n matrices M with noncommuting matrix elements, or quantum
matrices, which perform linear transformations of Rq(n|0) and Rq(0|n):{x󸀠1, . . . , x󸀠n} ∈ Rq(n|0) , x󸀠i = Mijxj , (4.3a){. 󸀠1 , . . . , . 󸀠n} ∈ Rq(0|n) , . 󸀠i = Mij.j , (4.3b)

DOI 10.1515/9783110427707-004
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where one assumes that the elements of M commute with all xi , .i. Implementation
of (4.3) gives the following restrictions upon the elements ofM:

MijMiℓ = q1/2MiℓMij , for j < ℓ , (4.4a)

MijMkj = q1/2MkjMij , for i < k , (4.4b)
MiℓMkj = MkjMiℓ , for i < k , j < ℓ , (4.4c)

[Mij , Mkℓ] = (q1/2 – q–1/2)MiℓMkj , for i < k , j < ℓ. (4.4d)

Let us denote by Aq(n) the bialgebra generated by the matrix elements Mij , i, j =
1, . . . , n, with the following comultiplication $ and counit %:

$(Mij) =
n∑
k=1

Mik ⊗Mkj , or $(M) = M⊗̂M , (4.5a)

%(Mij) = $ij , or %(M) = In , (4.5b)

where ⊗̂ denotes the tensor product of algebras and the usual product of matrices, In
is the unit n × nmatrix.

Note that the operations (4.5) do not depend on the deformation parameter; that
is, they are classical.

Further, a quantum determinant is defined in the following way:

D = detq M = ∑
w∈Sn

:(w)M1,w(1) . . .Mn,w(n) =

= ∑
w∈Sn

:(w)Mw(1),1 . . .Mw(n),n (4.6)

where summations are over all permutations w of {1, . . . , n} and the quantum signa-
ture is:

:(w) = ∏
j<k

w(j)>w(k)

(–q1/2) = (–q1/2)ℓ(w) (4.7)

where ℓ(w) is the number of inversions in the permutation w. Note that

$(detq M) = detq M ⊗ detq M , (4.8a)

%(detq M) = ∑
i1,...,in

%(M1,i1 ) . . . %(Mn,in )(–q
1/2)ℓ(i1,...,in) =

= ∑
i1,...,in

$1,i1 . . . $n,in (–q1/2)ℓ(i1,...,in) = 1 , (4.8b)

It is easy to check that detq M is central; that is, it commutes with the elements ofM.
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Further, if detq M ̸= 0 one extends the algebra by an element (detq M)–1 which
obeys [462]:

detq M (detq M)–1 = (detq M)–1 detq M = 1A (4.9)

Thus one can obtain the quantum groups GLq(n), SLq(n), respectively, as the Hopf
algebras generated by the matrix elements Mij , i, j = 1, . . . , n , such that (detq M)–1

exists, detq M = 1 holds, respectively, [275, 462, 599]. The antipode is given by the
formula: 𝛾(M) = M–1 , 𝛾(detq M) = (detq M)–1. (4.10)

(Woronowicz [599] calls these objects also quantum pseudogroups.)
The above notation is natural since for q = 1, and assuming that Mij become

complex numbers one obtains the standard commutative Hopf algebras of polyno-
mial functions on the classical groups GL(n), SL(n) with comultiplication and counit
given by (4.5) and the antipode given by (4.10) with q = 1. Of course in the q = 1
case one works usually with the groups GL(n), SL(n) themselves without reference
to this related Hopf algebra (even when one considers tensor products of groups
representations which are by default governed by the comultiplication structure).

The quantum group SLq(n) is in duality with the quantum algebra Uq(sl(n)). This
duality is manifested in several forms. The first is through the R-matrices (cf. (1.31)).
The R-matrix of Uq(sl(n)) in the fundamental representation has the form [272]:

Rn = q1/2
n∑
i=1

Eii⊗̂Eii + n∑
i,j=1
i ̸=j

Eii⊗̂Ejj + (q1/2 – q–1/2) n∑
i,j=1
i>j

Eij⊗̂Eji , (4.11)

Now one may check that the following relation holds:

Rn M1 M2 = M2 M1 Rn , (4.12)

whereM1 = M⊗̂In ,M2 = In⊗̂M.
Conversely, one may start with relation (4.12) imposing it on an arbitrary n × n

matrix M; then one would obtain relation (4.4). This characterizes the approach of
Faddeev–Reshetikhin–Takhtajan (FRT) [272] for which the starting point is formula
(4.12) and the Yang–Baxter equation (1.58). Their motivation comes from the original
context of the quantum inverse scattering method [269, 273, 274], where the matrixM
played the role of quantum monodromy matrix (with operator-valued entries) of the
auxiliary linear problem and the Yang–Baxter equation was a compatibility equation
for equation (4.12). Following their approach Faddeev, Reshetikhin, and Takhtajan
[272] have defined in a similar way the quantum groups SOq(n) , Spq(n).

Another manifestation of this duality is considered in Section 4.5.
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Let us illustrate everything until now with the example of Aq(2). For n = 2 from
(4.1) we have:

x1x2 = q1/2x2x1 , (4.13a)
. 21 = . 22 = 0 , .1.2 = –q–1/2.2.1. (4.13b)

Writing the matrixM as:

M = (a b
c d
) , (4.14)

we have from (4.4) and (4.6):

ab = q1/2ba , ac = q1/2ca , bd = q1/2db , cd = q1/2dc ,
bc = cb , ad – da = (q1/2 – q–1/2)bc

(4.15)

detq M = ad – q1/2bc = da – q–1/2bc. (4.16)

The left and right inverse matrix is given by

M–1 = (detq M)–1 ( d –q–1/2b
–q1/2c a

) . (4.17)

Further from (4.5a) we have:

$(M) = (a ⊗ a + b ⊗ c a ⊗ b + b ⊗ d
c ⊗ a + d ⊗ c c ⊗ b + d ⊗ d) . (4.18)

Next the R-matrix in this case is given by:

R2 =(q1/2 0 0 0
0 1 0 0
0 q1/2 – q–1/2 1 0
0 0 0 q1/2

) . (4.19)

Using (4.19) it is easy to check (4.12) or to obtain (4.15) starting from (4.12).
There is a convenient enumeration of the matrix elements of R2 given in [155].

Namely, it may be written as Rijkℓ , i, j, k, ℓ = 1, 2 , so that the rows of (4.19) are enumer-
ated from top to bottom by the pairs (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), and the columns
of (4.19) are enumerated from left to right by the pairs (k, ℓ) = (1, 1), (1, 2), (2, 1), (2, 2).
Then relation (4.12) may be rewritten as [155]:

RijkℓMkmMℓn = MjℓMikRkℓmn , (4.20)
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with summation over repeated indices. The above enumeration may be written
compactly also as [596]:

Rijkℓ = $ik$jℓ(1 + (q1/2 – 1)$ij) + $iℓ$jk(q1/2 – q–1/2)((i – j) , (4.21)

where

((p) = { 1 p > 0 ,
0 p ≤ 0. (4.22)

Note that the example of n = 2 is actually representative of the general situation since
for fixed i, j, k, ℓ formulae (4.4) are nothing else but (4.15) if we write (4.14) as:

M = (a b
c d
) = (Mij Miℓ

Mkj Mkℓ
) (4.23)

((4.4a,b) should be used twice: (4.4a) also with i replaced by k , (4.4b) also with j
replaced by ℓ.)

More general quantumgroups, for example,multiparameter cases, are considered
in Section 4.5.

4.1.1 Differential Calculus on Quantum Planes

Here we briefly review the noncommutative differential geometry and calculus initi-
ated byWess–Zumino (WZ) [596]. As noted by Manin [463] theWZ-calculus is different
in spirit from that of Connes [152] but is compatible with the differential calculus of
Woronowicz [599].

In the case of differential calculus on the quantum plane Rq(n|0) with coordinates
xi (cf. (4.1)) the differentials

.i = dxi, (4.24)

obey the relation

.i.j = –q–1/2.j.i, for i < j, (4.25)

while the derivatives 𝜕i = 𝜕𝜕xi , (4.26)

obey the relation 𝜕i𝜕j = q–1/2𝜕j𝜕i, for i < j. (4.27)
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Since the differential calculus should beGLq(n,ℂ)-covariant all relations between
variables, differentials, and derivatives are expressed through the R-matrix (cf. (4.11)).
One may use for Rn the form (4.21) with i, j, k, ℓ = 1, . . . , n. In [596] an R-matrix
augmented by the permutation matrix is also used:

R̂ = PR, R̂ijkℓ = Rjikℓ. (4.28)

Thus in [596] were derived the following relations: between variables and differentials

xi.j = q1/2Rjikℓ.ℓxk, (4.29)

between variables and derivatives, considered as operators,𝜕ixj = $ij + q1/2Rkjiℓxℓ𝜕k, (4.30)

between derivatives and differentials𝜕i.j = q–1/2(R̂)–1jkiℓ.ℓ𝜕k. (4.31)

Further the exterior differential

d =∑ .i𝜕i (4.32)

satisfies the Leibniz rule

d(fg) = (df )g + f (dg). (4.33)

and has the usual properties

d2 = 0 (4.34)
dxi – xid = .i, d.i + .id = 0. (4.35)

Only the commutation with derivatives is modified

d𝜕i = q𝜕i d (4.36)

but this modification is compatible with (4.34), namely:

d2 = d∑ .i𝜕i = –∑ .i d 𝜕i = –q∑ .i𝜕id = –qd2 (4.37)

from which follows d2 = 0, except in the case q = –1.
An SOq(n)-invariant differential calculus was developed in [124]. Following the

approach of Woronowicz [599], a differential calculus on quantum spheres was
developed in [510], on SOq(n) and SUq(n) in [125], on classical simple quantum groups
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in [369] and on arbitrary quantum simple groups in [93]. We should mention also
that there is much literature on q-difference operators (Eulerian calculus) related to
quantum groups (cf., e. g., [283, 309, 466, 584]).

4.2 Duality between Hopf Algebras

Two bialgebras U ,A are said to be in duality [11] if there exists a doubly nondegener-
ate bilinear form

⟨ , ⟩: U ×A → ℂ , ⟨ , ⟩: (u, a) 󳨃→ ⟨u , a⟩, u ∈ U , a ∈ A , (4.38)

such that for u, v ∈ U , a, b ∈ A :

⟨u , ab⟩= ⟨$U (u) , a ⊗ b⟩ , ⟨uv , a⟩= ⟨u ⊗ v , $A (a)⟩ (4.39a)⟨1U , a⟩= %A (a) , ⟨u, 1A ⟩= %U (u). (4.39b)

TwoHopf algebrasU ,A are said to be in duality [11] if they are in duality as bialgebras
and if

⟨𝛾U (u), a⟩= ⟨u, 𝛾A (a)⟩. (4.39c)

It is enough to define the pairing (4.38) between the generating elements of the two
algebras. The pairing between any other elements ofU ,A follows then from relations
(4.39) and the standard bilinear form inherited by the tensor product. For example,
suppose $(u) = ∑i u

󸀠
i ⊗ u󸀠󸀠i , then one has:⟨u , ab⟩ = ⟨$U (u) , a ⊗ b⟩ =∑

i
⟨u󸀠i ⊗ u󸀠󸀠i , a ⊗ b⟩ =∑

i
⟨u󸀠i , a⟩⟨u󸀠󸀠i , b⟩. (4.40)

4.3 Matrix Quantum Group GLp,q(2)

In this subsection we review the two-parameter deformation of GL(2) following [183].
Let p, q ∈ ℂ\{0}. Consider next 2 × 2 matrices M with noncommuting matrix

elements which perform linear transformations of Rq(2|0) and Rp(0|2); that is,
{x󸀠1, x󸀠2} ∈ Rq(2|0) , x󸀠i = Mijxj , (4.41a){. 󸀠1 , . 󸀠2} ∈ Rp(0|2) , . 󸀠i = Mij.j , (4.41b)
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assuming that the elements of M commute with all xi , .i, and summation over
repeated indices is understood. Let us write the matrixM as in (4.14):

M = (a b
c d
)

Then implementation of (4.41) gives that the matrix elements ofM obey [183]:

ab = p–1/2ba , ac = q–1/2ca , bd = q–1/2db , cd = p–1/2dc ,
q1/2bc = p1/2cb , ad – da = (p–1/2 – q1/2)bc (4.42)

Let us denote by Ap,q(2) the bialgebra generated by the matrix elements a, b, c, d with
the following comultiplication $ and counit % (cf. also (4.5) for n = 2):

$((a b
c d
)) = (a ⊗ a + b ⊗ c a ⊗ b + b ⊗ d

c ⊗ a + d ⊗ c c ⊗ b + d ⊗ d) , (4.43a)

%((a b
c d
)) = (1 0

0 1
) . (4.43b)

Further, a quantum determinant detp,q M ∈ Ap,q(2) here is defined as follows:
D ≡ detp,q M = ad – p–1/2bc = ad – q–1/2cb = da – p1/2cb = da – q1/2bc. (4.44)

and then we have (cf. (4.8)):

$(D) = D ⊗D , %(D) = 1. (4.45)

The crucial difference with the one-parameter case which is obtained for p = q (cf.
Section 4.1) is that the quantum determinant is not central but satisfies the following
relations [183]:

[D , a] = [D , d] = 0 , p1/2Db = q1/2bD , q1/2Dc = p1/2cD . (4.46)

Further, if D ̸= 0 one extends the algebra by an element D–1 obeying

DD–1 = D–1D = 1A , (4.47a)

from which follows [183]:

[D–1, a] = 0 , [D–1, d] = 0

q1/2D–1b = p1/2bD–1 , p1/2D–1c = q1/2cD–1.
(4.47b)
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Next one defines the left and right inverse matrix ofM [183]:

M–1 = D–1 ( d –q1/2b
–q–1/2c a

) = ( d –p1/2b
–p–1/2c a

)D–1. (4.48)

Suppose that the bialgebra operations are defined on D–1. Then we have:

$(D–1) = D–1 ⊗D–1 , %(D–1) = 1. (4.49)

The quantum group GLp,q(2) is defined as the Hopf algebra obtained from the bial-
gebra Ap,q(2) extended by the element D–1 and with antipode given by the formula:𝛾(M) = M–1. (4.50)

From the above definition we have:𝛾(D) = D–1 , 𝛾(D–1) = D . (4.51)

For p = q one obtains from GLq,q(2) the quantum groups GLq(2) , respectively, SLq(2) ,
if the condition D ̸= 0 , respectively, D = 1A , holds.

4.4 Duality for GLp,q(2)

In this section we review the paper [209] where we have introduced (and applied to
Ap,q(2)) a generalization of the approach which Sudbery [564] applied for Aq(2) =
Aq,q(2).

For Ap,q(2) we use the basis given by all monomials f = fkℓmn = akdℓbmcn ,
where k, ℓ,m, n ∈ ℤ+ , and f0000 = 1A . We postulate the following pairings for
f = akdℓbmcn: ⟨A , f ⟩ = k$m0$n0 , (4.52a)⟨B , f ⟩ = $m1$n0 , (4.52b)⟨C , f ⟩ = $m0$n1 , (4.52c)⟨D , f ⟩ = ℓ$m0$n0 , (4.52d)

Let us denote by Up,q the bialgebra in duality with Ap,q(2) and generated by A,B,C,D.
Later we shall see that Up,q has the structure of a Hopf algebra in duality with
GLp,q(2).
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The following relations hold as consequences from (4.52):⟨A, (a b
c d
) ⟩ = (1 0

0 0
) , (4.53a)

⟨B, (a b
c d
) ⟩ = (0 1

0 0
) , (4.53b)

⟨C, (a b
c d
) ⟩ = (0 0

1 0
) , (4.53c)

⟨D, (a b
c d
) ⟩ = (0 0

0 1
) , (4.53d)

⟨Y , 1A ⟩= 0 , Y = A,B,C,D, (4.54)

⟨1U , akdℓbmcn⟩= $m0$n0. (4.55)

We would like to find the commutation relations between the generators of Up,q.
First we obtain that the action on f = akdℓbmcn of the monomials in Up,q which are
quadratic in the generators is given by the following:⟨BC , f ⟩ = $m0$n0

k–1∑
j=0
(pq)(j–ℓ)/2 + q–1/2$m1$n1 , (4.56a)

⟨CB , f ⟩ = $m0$n0
ℓ–1∑
j=0
(pq)–j/2 + p1/2$m1$n1 , (4.56b)⟨AB , f ⟩ = (k + 1)$m1$n0 = (k + 1)⟨B , f ⟩ , (4.56c)⟨BA , f ⟩ = k$m1$n0 = k⟨B , f ⟩ , (4.56d)⟨AC , f ⟩ = k$m0$n1 = k⟨C , f ⟩ , (4.56e)⟨CA , f ⟩ = (k + 1)$m0$n1 = (k + 1)⟨C , f ⟩ , (4.56f)⟨DB , f ⟩ = ℓ$m1$n0 = ℓ⟨B , f ⟩ , (4.56g)⟨BD , f ⟩ = (ℓ + 1)$m1$n0 = (ℓ + 1)⟨B , f ⟩ , (4.56h)⟨DC , f ⟩ = (ℓ + 1)$m0$n1 = (ℓ + 1)⟨C , f ⟩ , (4.56i)⟨CD , f ⟩ = ℓ$m0$n1 = ℓ⟨C , f ⟩ , (4.56j)⟨AD , f ⟩ = ⟨DA , f ⟩= kℓ$m0$n0 = kℓ⟨1U , f ⟩. (4.56k)

Then we have:

q1/2⟨BC, akdℓbmcn⟩–p–1/2⟨CB, akdℓbmcn⟩= (pq)(k–ℓ)/2 – 1
p1/2 – q–1/2

$m0$n0 (4.57)

⟨[A,B] , f ⟩= ⟨B , f ⟩ , (4.58a)⟨[A,C] , f ⟩= –⟨C , f ⟩ , (4.58b)
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⟨[D,B] , f ⟩= –⟨B , f ⟩ , (4.58c)⟨[D,C] , f ⟩= ⟨C , f ⟩ , (4.58d)⟨[A,D] , f ⟩= 0. (4.58e)

We see that relations (4.56) depend on the element f ; however, the commutation rela-
tions (4.58) do not. This is also true for (4.57); however, in order to see this we need
the following formulae:⟨As , akdℓbmcn⟩ = ks$m0$n0 , s ∈ ℕ , (4.59a)⟨Ds , akdℓbmcn⟩ = ℓs$m0$n0 , s ∈ ℕ , (4.59b)⟨rA , akdℓbmcn⟩ = rk$m0$n0 , r = p, q, (4.59c)⟨rD , akdℓbmcn⟩ = rℓ$m0$n0 , r = p, q, (4.59d)

where we use the formal power series:

rY = 1U +
∞∑
k=1

Yk(ln r)k/k!.

Thus we obtain that the commutation relations in the algebra Up,q are given by:

q1/2BC – p–1/2CB = (pq)(A–D)/2 – 1U
p1/2 – q–1/2

,

[A,B] = B , [A,C] = –C ,
[D,B] = –B , [D,C] = C , [A,D] = 0. (4.60)

Note that the generator K = A + D commutes with all other generators of Up,q. Let us
denote by Z the algebra spanned by K.

Next we are looking for the analogue of the splitting Uq(sl(2)) ⊗ Uq(Z ) which
Sudbery [564] obtained in the one-parameter case. We try a similar change of basis:

H = A – D , X̃+ = q󸀠–1/4Bq󸀠–H/4 , X̃– = q󸀠1/4Cq󸀠–H/4 , q󸀠 ≡ (pq)1/2 , (4.61)

and we get that the generators H, X̃+, X̃– satisfy commutation relations (1.19) withℓ = 1, q1 = q→ q󸀠, H1 = H, X±1 = X̃±.
The factors q󸀠±1/4 in (4.61) seem redundant, since factors q󸀠±- for arbitrary - ∈ ℂ

will play the same role for the previous statement. Their significance becomes clear if
we calculate the action of the new generators on akdℓbmcn , namely:⟨Hs , akdℓbmcn⟩ = (k – ℓ)s$m0$n0 , (4.62a)⟨q󸀠H , akdℓbmcn⟩ = q󸀠k–ℓ$m0$n0 , (4.62b)⟨Ks , akdℓbmcn⟩ = (k + ℓ)s$m0$n0 , (4.62c)
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⟨q󸀠K , akdℓbmcn⟩ = q󸀠k+ℓ$m0$n0 , (4.62d)⟨X̃+ , akdℓbmcn⟩ = q󸀠(ℓ–k)/4$m1$n0 , (4.62e)⟨X̃– , akdℓbmcn⟩ = q󸀠(ℓ–k)/4$m0$n1. (4.62f)

Remark 4.1. Thus, the two parameters are glued together in the commutation relations
and the action of the new basis of the algebra Up,q. This is in agreement with the gen-
eral statement of Drinfeld [253] that the q-deformation of U(sl(2)) is unique. However,
we shall see below that in the Hopf algebra relations the two parameters are not glued
together, since in fact we are obtaining a deformation of U(gl(2)). ◊
We turn now to the bialgebra structure of Up,q. The comultiplication in the algebra
Up,q is given by:

$U (A) = A ⊗ 1U + 1U ⊗ A , (4.63a)
$U (B) = B ⊗ pA/2q–D/2 + 1U ⊗ B , (4.63b)
$U (C) = C ⊗ qA/2p–D/2 + 1U ⊗ C , (4.63c)

$U (D) = D ⊗ 1U + 1U ⊗ D , (4.63d)

or in the new basis by:

$U (H) = H ⊗ 1U + 1U ⊗ H , (4.64a)
$U (K) = K ⊗ 1U + 1U ⊗ K , (4.64b)

$U (X̃+) = X̃+ ⊗ (p
q
)K/4 q󸀠H/4 + q󸀠–H/4 ⊗ X̃+ , (4.64c)

$U (X̃–) = X̃– ⊗ (q
p
)K/4 q󸀠H/4 + q󸀠–H/4 ⊗ X̃–. (4.64d)

For the Proof we use the duality property (4.39a), namely, we should have: ⟨Y , f ⟩=⟨$U (Y) , f1 ⊗ f2⟩ ,Y = A,B,C,D, for every splitting f = f1f2.
The counit relations in Up,q are given by:

%U (Y) = 0 ,Y = A,B,C,D,H,K, X̃± (4.65)

which follows from (4.54) and (4.61) and ⟨u, 1A ⟩= %U (u) (cf. (4.39b)).
Let us assume now that Up,q is a Hopf algebra in duality with GLp,q(2). This

assumption would be correct if we can define consistently the action of the generators
of Up,q on D–1 and an antipode in Up,q . We are even in a better situation since the
action on D–1 and the antipode map in Up,q are uniquely obtained as a consequence
of the assumed duality. Namely, we have that the action of Up,q on D–1 is given by:
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⟨1U ,D–1⟩ = 1 , (4.66a)⟨(A B
C D

) ,D–1⟩ = (–1 0
0 –1

) . (4.66b)

To prove (4.66a) we use (4.39b) and (4.49): ⟨1U ,D–1⟩= %A (D–1) = 1. For (4.66b) we
use a corollary of (4.52):

⟨(A B
C D

) ,D⟩ = (1 0
0 1
) , (4.66c)

and also (4.54) and (4.66a).
Next we obtain that the antipode map in Up,q is given by:

𝛾U (A B
C D

) = ( –A –Bp–A/2qD/2

–Cq–A/2pD/2 –D
) . (4.67)

Finally we can state the main result of [209]:

Theorem 4.1. The Hopf algebra Up,q in duality with GLp,q(2) by relations (4.52) is iso-
morphic to U(pq)1/2 (sl(2)) ⊗Up/q(Z ) as a commutation algebra, where Z is spanned by
K, and Ur(Z ) is spanned by K, r±K/4. The subalgebra Up/q(Z ) is a Hopf subalgebra of
Up,q, the commutation subalgebra generated by H, X̃± is not a Hopf subalgebra. ◊
For p = q the algebra in duality with GLq(2) is Uq(sl(2)) ⊗ U(Z ) as a tensor product
of Hopf subalgebras. For q = 1 the last statement reduces to the classical relation
U(gl(2)) = U(sl(2)) ⊗ U(Z ).

4.5 Duality for Multiparameter Quantum GL(n)

This section follows [233]. We show that the Hopf algebra Uuq dual to the multipara-
meter matrix quantum group GLuq(n) may be found applying the method of [209];
see also Section 4.4. Furthermore, we give the Cartan–Weyl basis of Uuq and show
that this is consistent with the duality. We show that as a commutation algebra
Uuq ≅ Uu(sl(n,ℂ)) ⊗ Uu(Z ), where Z is one-dimensional and Uu(Z ) is a central
algebra in Uuq. However, as a coalgebra Uuq cannot be split in this way and depends
on all parameters.
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4.5.1 Multiparameter Deformation of GL(n)

In [462] Manin has considered a family of quantum groups, deformations of the
algebra of polynomial functions on GL(n) , depending on n(n – 1)/2 parameters. Later,
differentmultiparameter deformationswere found in [183, 268, 277, 335, 403, 497, 500,
522, 542, 543, 565, 572]. Themaximal number of parameters forGL(n) isN = n(n–1)/2+1
[565]. Following [565] we denote these N parameters by u and qij, 1 ≤ i < j ≤ n, and also
for shortness by the pair u, q̃.

Let us consider an n × n quantum matrixM with noncommuting matrix elements
aij, 1 ≤ i, j ≤ n. The matrix quantum group GLuq̃(n) is generated by the matrix elements
aij with the following commutation relations [565]:

aijaiℓ = paiℓaij , for j < ℓ , (4.68)
aijakj = qakjaij , for i < k ,

paiℓakj = qakjaiℓ , for i < k , j < ℓ ,
uqakℓaij = (up)–1aijakℓ + +aiℓakj , for i < k , j < ℓ ,

p = qjℓ/u
2 , q = 1/qik , + = u – 1/u.

Considered as a bialgebra, it has the following comultiplication $A and counit %A :

$A (aij) =
n∑
k=1

aik ⊗ akj , %A (aij) = $ij. (4.69)

This algebra has determinant D given by [542, 565]:

D = ∑1∈Sn :(1)a1,1(1) . . . an,1(n) =
= ∑1∈Sn :

󸀠(1)a1(1),1 . . . a1(n),n , (4.70)

where summations are over all permutations 1 of {1, . . . , n} and the quantum signa-
tures are:

:(1) = ∏ j<k
1(j)>1(k)

(–q1(k)1(j)/u2) , (4.71)

:󸀠(1) = ∏ j<k
1(j)>1(k)

(–1/q1(k)1(j)).

The determinant obeys [542, 565]:

$A (D) = D ⊗D , %A (D) = 1. (4.72)
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The determinant is almost central; that is, it q-commutes with the elements aij:

aikD =
∏k–1

j=1 q
–1
jk ∏n

ℓ=k+1 qkℓ/u
2∏i–1

s=1 q–1si ∏n
t=i+1 qit/u2

Daik. (4.73)

Further, if D ̸= 0 one extends the algebra by an element D–1 which obeys:

DD–1 = D–1D = 1A . (4.74)

Note that for qij = u for all i, j then the element D is central and it is possible that
D = D–1 = 1A .

Next one defines the left and right quantum cofactor matrices Aij and A󸀠ij:

Aij = ∑1(i)=j
:(1∘3i)
:(3i)

a1,1(1) . . . âij . . . an,1(n) , (4.75a)

A󸀠ij = ∑1(j)=i
:(1∘3󸀠i )
:(3󸀠i )

a1(1),1 . . . âij . . . a1(n),n , (4.75b)

where 3i and 3󸀠j denote the cyclic permutations:

3i = {i, . . . , 1} , 3󸀠j = {j, . . . , n} , (4.76)

and the notation x̂ indicates that x is to be omitted. Now one can show that:∑
j
aij Akj =∑

j
A󸀠ji ajk = $ik D , (4.77)

and obtain the left and right inverse:

M–1 = D–1A󸀠 = AD–1. (4.78)

Thus, one can introduce the antipode in GLuq̃(n) [542, 565]:𝛾A (aij) = D–1A󸀠ji = AjiD
–1. (4.79)

We are looking for the dual algebra to GLuq̃(n). As we have seen in Section 4.4 for this it
is enough to define the pairing between the generating elements of the two algebras.
However, we do not know the dual algebra completely. Then we need to know the
action of the algebra Uuq̃ dual to GLuq̃(n) on every element of GLuq̃(n). The basis of
GLuq̃(n) consists of monomials

f = (a11)
k1 . . . (ann)kn (a12)m12 . . . (an–1,n)mn–1,n (an,n–1)

nn,n–1 . . . (a21)n21 , (4.80)

where ki,mij, nij ∈ ℤ+ and we have used the so-called normal ordering of the element
aij. Namely, we first put the elements aii; then we put the element aij with i < j in
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lexicographic order; that is, if i < k then aij (i < j) is before akℓ (k < ℓ) and ati (t < i) is
before atk; finally we put the elements aij with i > j in antilexicographic order; that is,
if i > k then aij (i > j) is before akℓ (k > ℓ) and ati (t > i) is before atk.

Similarly to the case GLp,q(2) we define the pairing only for the monomials in the
normal order (4.80) as follows:⟨Di , f ⟩ ≡ ki$m0$n0 , 1 ≤ i ≤ n , (4.81)⟨Eij , f ⟩ ≡ $mij1$

ij
m0$n0 , 1 ≤ i < j ≤ n ,⟨Fij , f ⟩ ≡ $nij1$m0$ijn0 , 1 ≤ j < i ≤ n ,⟨1U , f ⟩ ≡ $m0$n0 ,

$m0 = ∏
1≤j<k≤n

$mjk0 , $n0 = ∏
1≤k<j≤n

$njk0 ,

$ijm0 = ∏
1≤k<ℓ≤n
(k,ℓ) ̸=(i,j)

$mkℓ0 , $ijn0 = ∏
1≤ℓ<k≤n
(k,ℓ) ̸=(i,j)

$nkℓ0.

If some monomial is not in normal order, then it should be brought to this order using
commutation relations (4.68) and then (4.81) can be applied. Thus following [565] we
can interpret formulae (4.81) as

⟨Y , f ⟩ ≡ %A (𝜕f𝜕y) , (4.82)

where y is a generating element of GLuq(n) and differentiation is from the right. Actu-
ally, our interpretation is less restrictive than [565]: we differentiate as if y is an element
of the classicalGL(n) and then postulate (4.81) forGLuq(n). Our point is that in all cases
this may bring only some differences in inessential numerical factors.

Note also that from (4.81) follows⟨Y , 1A ⟩ = 0 ,Y = Di,Eij, Fij. (4.83)

4.5.2 Commutation Relations of the Dual Algebra

To obtain the commutation relations between the generators Di, Eij, Fij, we first need
to evaluate the action of their bilinear products on the elements of GLuq(n). We shall
show that it is enough to do this for the Chevalley-like generators Di , 1 ≤ i ≤ n , Ei ≡
Ei,i+1 , Fi ≡ Fi+1,i , 1 ≤ i ≤ n – 1. Then through them we shall express the rest of the
generators Eij, Fij.

Using the defining relations and the second of relations (4.39a), we obtain:⟨DiDj, f ⟩ = ⟨DjDi, f ⟩ = kikj$m0$n0 , 1 ≤ i, j ≤ n , (4.84)
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⟨DiEj, f ⟩ = (ki + $ij)$mj,j+11$
j
m0$n0 = (ki + $ij)⟨Ej, f ⟩ , $jm0 = $j,j+1m0 ,⟨EjDi, f ⟩ = (ki + $i,j+1)$mj,j+11$

j
m0$n0 = (ki + $i,j+1)⟨Ej, f ⟩ , (4.85)

⟨DiFj, f ⟩ = (ki + $i,j+1)$nj+1,j1$m0$jn0 = (ki + $i,j+1)⟨Fj, f ⟩ ,
$jn0 = $j+1,jn0 ,⟨FjDi, f ⟩ = (ki + $ij)$nj+1,j1$m0$jn0 = (ki + $ij)⟨Fj, f ⟩ , (4.86)

⟨EiFi, f ⟩ = u–2ki+1 u
2ki – 1
u2 – 1

$m0$n0 + q–1i,i+1$mi,i+11$ni+1,11$
i
m0$

i
n0 ,⟨FiEi, f ⟩ = u–2ki+1 – 1

u–2 – 1
$m0$n0 + u2q–1i,i+1$mi,i+11$ni+1,i1$

i
m0$

i
n0 (4.87)

⟨EiFj, f ⟩ = eij$mi,i+11$nj+1,j1$
i
m0$

j
n0 , i ̸= j ,

eij =
{{{{{{{
qi+1,j+1/qi,j+1 for i < j
u2/qi,i+1 for i = j + 1
qj+1,i/qj+1,i+1 for i > j + 1⟨FjEi, f ⟩ = fij$mi,i+11$nj+1,j1$

i
m0$

j
n0 , i ̸= j ,

fij =
{{{{{{{
qi+1,j/qij for i < j – 1
1/qi,i+1 for i = j – 1
qji/qj,i+1 for i > j

(4.88)

⟨EiEi+1, f ⟩ = q–1i,i+1$mi,i+11$mi+1,i+21$
i,i+1
m0 $n0 + $mi,i+21$

i,i+2
m0 $n0 ,⟨EiEj, f ⟩ = e󸀠ij$mi,i+11$mj,j+11$

ij
m0$n0, i ̸= j – 1 ,

e󸀠ij =
{{{{{{{
qi+1,j/qij for i < j – 1
(1 + u2)/qi,i+1 for i = j
qj+1,i+1/qj,i+1 for i > j

(4.89)

⟨Fi+1Fi, f ⟩ = qi+1,i+2$ni+1,i1$ni+2,i+11$
i,i+1
n0 $m0 + $ni+2,i1$

i+2,i
n0 $m0 ,⟨FiFj, f ⟩ = f 󸀠ij$ni+1,i1$nj+1,j1$

ij
n0$m0, i ̸= j + 1 ,

f 󸀠ij =
{{{{{{{
qi,j+1/qij for i < j
(1 + u–2)qi,i+1 for i = j
qj+1,i+1/qj+1,i for i > j + 1

(4.90)
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Thus, we have the following commutation relations:

[Di,Dj] = 0 (4.91a)
[Di,Ej] = ($ij – $i,j+1)Ej , [Di, Fj] = (–$ij + $i,j+1)Fj (4.91b)

uEiFi – u–1FiEi = +–1 (u2(Di–Di+1) – 1U ) (4.91c)
EiFj = gijFjEi , i ̸= j , (4.91d)

gij = eij/fij =

{{{{{{{{{{{{{
qijqi+1,j+1/qi,j+1qi+1,j for i < j – 1
qi,i+1qi+1,i+2/qi,i+2 for i = j – 1
u2qi–1,i+1/qi–1,iqi,i+1 for i = j + 1
qj,i+1qj+1,i/qjiqj+1,i+1 for i > j + 1

EiEj = g–1ij EjEi , i < j – 1 (4.91e)

FiFj = g–1ij FjFi , i > j + 1. (4.91f)

It is convenient to use besides the generators Di also the generators:

K = D1 + ⋅ ⋅ ⋅ + Dn , Hi = Di – Di+1 , 1 ≤ i ≤ n – 1. (4.92)

andwe shall givemany results for both sets. Let us note that the generatorK commutes
with all generators Di, Ei, Fi:

[K,Di] = 0 , [K,Ei] = 0 , [K, Fi] = 0 , (4.93)

while the generators Hi , Ei , Fi also form a commutation subalgebra, namely, instead
of formulae (4.91a–c) we have:

[Hi,Hj] = 0 (4.94a)
[Hi,Ej] = cijEj , [Hi, Fj] = –cijFj (4.94b)

cij = 2$ij – $i,j+1 – $i+1,j , 1 ≤ i, j ≤ n – 1
uEiFi – u–1FiEi = +–1 (u2Hi – 1U ) (4.94c)

where the numbers cij form the Cartan matrix of the algebra An–1 = sl(n,ℂ).
Similarly to (4.91) we derive the analogue of the Serre relations:

p±i E
2
i Ei±1 – (u + u–1)EiEi±1Ei + (p

±
i )

–1Ei±1E
2
i = 0 , (4.95a)

p±i F
2
i Fi±1 – (u + u–1)FiFi±1Fi + (p

±
i )

–1Fi±1F
2
i = 0 , (4.95b)

p+i = qi,i+1qi+1,i+2/uqi,i+2 , p–i = uqi–1,i+1/qi–1,iqi,i+1

Nowwe shall express the rest of the generators Eij, Fij through the Chevalley-like ones.
First let us rewrite relations (4.95) for sign “+” in a more suggestive way:



4.5 Duality for Multiparameter Quantum GL(n) 125

u–1piEi (EiEi+1 – p–1i Ei+1Ei) – u (EiEi+1 – p–1i Ei+1Ei)Ei = 0 ,

up–1i (Fi+1Fi – piFiFi+1) Fi – u–1Fi (Fi+1Fi – piFiFi+1) = 0 ,
pi = qi,i+1qi+1,i+2/qi,i+2. (4.96)

Thus, we are prompted to define generators inductively analogously to one-parameter
deformation (cf. (1.28)):

Eij ≡ EiEi+1,j – p
–1
ij Ei+1,jEi , i < j (4.97)

Fij ≡ Fi,j+1Fj – pijFjFi,j+1 , i > j
pij = qi,i+1qi+1,j/qij.

Thus we have two definitions for the generators Eij, Fij when |i – j| ̸= 1 and we should
check their consistency. The proof of this is inductive. We start with the case |i – j| = 2
where we have the desired consistency just using (4.89) and (4.90):⟨Ei,i+2, f ⟩ = ⟨EiEi+1 – p–1i Ei+1Ei, f ⟩ = $mi,i+21$

i,i+2
m0 $n0 (4.98a)⟨Fi+2,i, f ⟩ = ⟨Fi+1Fi – piFiFi+1, f ⟩ = $ni,i+21$

i,i+2
n0 $m0 (4.98b)

Then we suppose that we have proved consistency for Eij, Fij when 1 < |i – j| < s, and
then we shall prove for Eij, Fij for |i – j| = s. Namely, using this supposition and (4.89)
and (4.90) we find that:⟨Eij, f ⟩ = ⟨EiEi+1,j – p–1ij Ei+1,jEi, f ⟩ = $mij1$

ij
m0$n0 (4.99a)⟨Fij, f ⟩ = ⟨Fi,j+1Fj – pijFjFi,j+1, f ⟩ = $nij1$

ij
n0$m0. (4.99b)

For (4.99) we have used analogues of (4.89) and (4.90) for EiEi+1,j, Ei+1,jEi, Fi,j+1Fj,
FjFi,j+1.

4.5.3 Hopf Algebra Structure of the Dual Algebra

In this section we shall use the duality to derive the Hopf algebra structure of Uuq̃.
We start with the coproducts in Uuq̃. Namely, we use repeatedly the first of relations
(4.39a) ⟨Y , f ⟩= ⟨$U (Y) , f1 ⊗ f2⟩ (4.100)

for every splitting f = f1f2. Thus we derive:

$U (Di) = Di ⊗ 1U + 1U ⊗ Di , (4.101a)
$U (Hi) = Hi ⊗ 1U + 1U ⊗ Hi , (4.101b)
$U (K) = K ⊗ 1U + 1U ⊗ K. (4.101c)
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Then we try the following Ansätze:

$U (Ei) = Ei ⊗Pi + 1U ⊗ Ei , (4.102a)
$U (Fi) = Fi ⊗Qi + 1U ⊗ Fi. (4.102b)

We take in (4.100)f1 = ai,i+1, f2 = (a11)k1 . . . (ann)kn and using
f1f2 = ai,i+1(a11)

k1 . . . (ann)kn = (4.103)
= Ai(a11)

k1 . . . (ann)knai,i+1 = Aif2f1 ,

Ai = ( i–1∏
s=1
( qsi
qs,i+1

)ks)( u2

qi,i+1
)ki ( 1

qi,i+1
)ki+1 ( n∏

t=i+2
(qi+1,t

qit
)kt) ,

we obtain, on the one hand, ⟨Ei, f1f2⟩ = Ai⟨Ei, f2f1⟩ = Ai (4.104)

while, on the other hand, using the Ansatz (4.102a), we have:⟨Ei, f1f2⟩ = ⟨Ei, f1⟩⟨Pi, f2⟩ = ⟨Pi, f2⟩. (4.105)

Comparing (4.104) with (4.105) we try

Pi = ( i–1∏
s=1
( qsi
qs,i+1

)Ds)( u2

qi,i+1
)Di ( 1

qi,i+1
)Di+1 ( n∏

t=i+2
(qi+1,t

qit
)Dt) , (4.106)

then we check that (4.102a) with this choice is consistent for all choices of f1, f2 in
(4.100).

Analogously we proceed to obtain Qi: we take f 󸀠1 = ai+1,i, f2 as above to find:

f 󸀠1 f2 = ai+1,i(a11)
k1 . . . (ann)kn = u2(ki–ki+1)A–1i f2f

󸀠
1 (4.107)

and thus we have:

Qi = ( i–1∏
s=1
(qs,i+1

qsi
)Ds)(qi,i+1)Di (qi,i+1u2

)Di+1 ( n∏
t=i+2

( qit
qi+1,t

)Dt) =

= u2HiP–1
i . (4.108)

The coproducts of the rest of the generators we obtain using (4.97) and the coproducts
of the generators Ei, Fi, for example,

$U (Ei,i+2) = Ei,i+2 ⊗Pi,i+2 + 1U ⊗ Ei,i+2 + (+/u)Ei+1 ⊗ EiPi+1 (4.109)
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Pi,i+2 = PiPi+1 = (∏i–1
s=1 ( qsi

qs,i+2
)Ds)( u2

qi,i+2
)Di ( u2

qi,i+1qi+1,i+2
)Di+1 ×× ( 1

qi,i+2
)Di+2 (∏n

t=i+3 ( qi+2,tqit
)Dt) , (4.110)

$U (Fi+2,i) = Fi+2,i ⊗Qi+2,i + 1U ⊗ Fi+2,i – u+Fi ⊗ Fi+1Qi (4.111)

Qi+2,i = QiQi+1 = u2(Hi+Hi+1)(PiPi+1)
–1 = u2Hi,i+2P–1

i,i+2 , (4.112)

Hi,i+2 ≡ Hi + Hi+1 = Di – Di+2, (4.113)

where we have used:

PiEj =
{{{u2EiPi for i = j
g–1ij EjPi for i ̸= j

, PiFj =
{{{u–2FiPi for i = j
gijFjPi for i ̸= j

(4.114)

QiEj =
{{{u2EiQi for i = j
u2cij gijEjQi for i ̸= j

, QiFj =
{{{u–2FiQi for i = j
u–2cij g–1ij FjPi for i ̸= j.

The counit relations in Uuq̃ are given by:

%U (Y) = 0 ,Y = Di,Eij, Fij,K,Hi , (4.115)

which follows easily using (4.39b), (4.83), and (4.92):

%U (Y) = ⟨Y, 1A ⟩ = 0. (4.116)

Finally, the antipode map in U = Uuq̃ is given by:𝛾U (Di) = –Di , 𝛾U (Hi) = –Hi , 𝛾U (K) = –K , (4.117a)𝛾U (Ei) = –EiP
–1
i , 𝛾U (Fi) = –FiQ

–1
i . (4.117b)

This follows from (4.101),(4.102), and (4.115) with elementary application of one of the
basic axioms of Hopf algebras [11]:

m ∘ (idU ⊗ 𝛾U ) ∘ $U = i ∘ %U , (4.118)

where both sides are maps U → U ,m is the usual product in the algebra:m(Y ⊗ Z) =
YZ ,Y, Z ∈ U and i is the natural embedding of ℂ into U : i(c) = c1U , c ∈ ℂ. To
obtain (4.117) we just apply both sides of (4.118) to Di, Hi, K, Ei, Fi. For (4.117c), we also
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use𝛾U (Pi) = P–1
i , 𝛾U (Qi) = Q–1

i , which follow from (4.117a). The antipode map for
the rest of the generators Eij, Fij, we obtain using (4.97) and (4.117).

4.5.4 Drinfeld–Jimbo Form of the Dual Algebra

In this section we show how to transform the algebraUuq̃ to a Drinfeld–Jimbo form. (It
could be transformed also to the algebra given in [565] in terms only of the Chevalley
generators.) We first note that if we set all parameters equal qij = u for all i, j and make
the change

Ei = X+i u
Hi/2 , Fi = X–i u

Hi/2 , (4.119)

then the generators Hi ,X±i , 1 ≤ i ≤ n – 1 obey the commutation rules and Serre
relations of the standard Drinfeld–Jimbo deformation Uu(sl(n,ℂ)).

Then we note that if qij = u for all i, j, then we have Pi = uHi = Qi. Thus, we are
prompted to try for the analogue of the transformation (4.119) in the multiparametric
case the following:

Ei = X+i P
1/2
i , Fi = X–i Q1/2

i . (4.120)

Indeed we have:

[Hi,X
+
j ] = [Hi,EjP

–1/2
i ] = cijX

+
j (4.121a)

[Hi,X
–
j ] = [Hi, FjQ

–1/2
i ] = –cijX

–
j (4.121b)

[X+i ,X
–
i ] = [EiP

–1/2
i , FiQ

–1/2
i ] = (uEiFi – u–1FiEi) u–Hi =

= +–1 (uHi – u–Hi) ≡ [Hi]u , (4.121c)

where we have used (4.120), (4.94b–c), (4.106), (4.108), and (4.114);

[X+i ,X
–
j ] = [EiP

–1/2
i , FjQ

–1/2
j ] = (4.122)

= EiFj ( Pj
gijPi

)1/2 u–Hj – FjEi ( Pj
gjiPi

)1/2 u–Hju$j,i±1 =
= FjEi ( Pj

gjiPi
)1/2 u–Hj (g1/2ij g1/2ji – u$j,i±1) = 0 , for i ̸= j ,

where we have used (4.120), (4.106), (4.108), (4.114), and

gijgji =
{{{u2 for j = i ± 1
1 otherwise.

(4.123)



4.5 Duality for Multiparameter Quantum GL(n) 129

Next we have: (X+i )2 X+i±1 – [2]uX+i X+i±1X+i + X+i±1 (X+i )2 = (4.124)
= u–1gi,i±1E2i Ei±1 – [2]uEiEi±1Ei + u

–1gi±1,iEi±1E2i = 0 ,

where we have used (4.120) and (4.114), the facts that gi,i±1/u = p±i , gi±1,i/u = (p±i )
–1,

and (4.95a):

X+i X
+
j = EiP

–1/2
i EjP

–1/2
j = g1/2ij EiEjP

–1/2
i P–1/2

j = (4.125)

= g–1/2ij EjEiP
–1/2
i P–1/2

j = g–1/2ij g–1/2ji EjP
–1/2
j EiP

–1/2
i = X+j X

+
i ,

where i < j–1, and we have used (4.120), (4.114), (4.91e), and (4.123). Formulae (4.94a),
(4.121), (4.122), (4.124), and (4.125) and the analogues of (4.124) and (4.125) for sign “-”
are the defining relations of the one-parameter deformationUu(sl(n,ℂ)) in terms of the
Chevalley generators Hi, X±i , i = 1, . . . , n – 1.

Thus as a commutation algebra we have Uuq̃ ≅ Uu(sl(n,ℂ)) ⊗ Uu(Z ), where
Uu(Z ) is spanned by K, u±K/2. This splitting is preserved also by the counit and the
antipode (cf. (4.115) and (4.117b)) for the generators Hi and K, while for X±i we have:

%U (X+i ) = %U (Ei)%U (P–1/2
i ) = 0 , (4.126)

%U (X–i ) = %U (Fi)%U (Q–1/2
i ) = 0𝛾U (X+i ) = 𝛾U (P–1/2

i )𝛾U (Ei) = –P1/2
i EiP

–1
i =

–uEiP
–1/2
i = –uX+i𝛾U (X–i ) = 𝛾U (Q–1/2
i )𝛾U (Fi) = –Q1/2

i FiP
–1
i =

–u–1FiQ
–1/2
i = –u–1X–i ,

where we have used (4.114). The splitting is also preserved by the coproducts of Hi, K
(cf. (4.101b)).

However, for the coproducts of the Chevalley generators X±i we have:

$U (X+i ) = $U (Ei)$U (P–1/2
i ) = (Ei ⊗Pi + 1U ⊗ Ei) (P–1/2

i ⊗P–1/2
i ) =

= X+i ⊗P1/2
i + P–1/2

i ⊗ X+i , (4.127a)

$U (X–i ) = $U (Fi)$U (Q–1/2
i ) = (Fi ⊗Qi + 1U ⊗ Fi) (Q–1/2

i ⊗Q–1/2
i ) =

= X–i ⊗Q1/2
i + Q–1/2

i ⊗ X–i . (4.127b)

Thus, as a coalgebra Uuq̃ cannot be split as above, and furthermore it depends on all
parameters. Only if we set qij = u for all i, j then Pi = uHi = Qi and (4.127) become the
standard coproducts of the Chevalley generators X±i of Uu(sl(n,ℂ)).
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4.5.5 Special Cases of Hopf Algebra Splitting

In this section we consider the special case when some of the parameters coincide, so
that the central generator K would decouple as in the one-parameter deformation. For
this we first need to express the operators Pi (and through them Qi) in terms of the
generators Hi and K. For this we first express the generators Di through Hi and K:

Di =
1
n
(K –

i–1∑
j=1

jHj +
n–1∑
j=i
(n – j)Hj) = K̂ + Ĥi (4.128)

K̂ ≡ 1
n
(K –

n–1∑
j=1

jHj) , Ĥi ≡ n–1∑
j=i

Hj , (Ĥn ≡ 0).
Now we substitute (4.128) in (4.106) to obtain:

Pi = (q̃i)K̂ ( i–1∏
s=1
( qsi
qs,i+1

)Ĥs)( u2

qi,i+1
)Ĥi ( 1

qi,i+1
)Ĥi+1 n–1∏

t=i+2
(qi+1,t

qit
)Ĥt

q̃i ≡ ( i–1∏
s=1

qsi
qs,i+1

) u2

q2i,i+1

n∏
t=i+2

qi+1,t
qit

. (4.129)

From the above expression it is clear that in order for K to decouple from the system
the n – 1 constants q̃i should become equal to unity. This brings n – 1 conditions on
the parameters qij. It seems natural to use these conditions to fix the n – 1 next-to-
main-diagonal parameters qi,i+1, and indeed, a natural choice for this exists, namely,
we may set:

q0i,i+1 ≡ ui(n–i) ∏
1≤s≤i, i+1≤t≤n

s<t–1

q–1st =

= u
ĩ∏

s=1

n∏
t=i+1

u
qst

, 1 ≤ i ≤ n – 1 , (4.130)

where the tilde over the double product means that the case s = i = t – 1 should be
omitted. Then we obtain:

(q̃i)qi,i+1=q0i,i+1 = 1 , 1 ≤ i ≤ n – 1 (4.131)

and substituting this in the operators Pi we get in terms of Ĥi and in terms of Hi:

P̃i ≡ (Pi)qi,i+1=q0i,i+1 = ( i–2∏
s=1
( qsi
qs,i+1

)Ĥs) ( u
qi–1,i+1

ĩ–1∏
s=1

n∏
t=i

u
qst
)Ĥi–1 ×

× uĤi–Ĥi+1 ( ĩ∏
s=1

n∏
t=i+1

qst
u
)Ĥi+Ĥi+1 × (4.132)
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× ( u
qi,i+2

̃i+1∏
s=1

n∏
t=i+2

u
qst
)Ĥi+2 n–1∏

t=i+3
(qi+1,t

qit
)Ĥt

=

= ( i–2∏
j=1
( j∏

s=1

qsi
qs,i+1

)Hj) (( i–1∏
s=1

u2

q2s,i+1
) i–1∏

s=1

n∏
t=i+2

u
qst
)Hi–1 ×

× (u ( i–1∏
s=1

u
qs,i+1

) n∏
t=i+2

qit
u
)Hi ×

× (( n∏
t=i+2

q2it
u2
) i–1∏

s=1

n∏
t=i+2

qst
u
)Hi+1 ( n–1∏

j=i+2
( n∏
t=j+1

qit
qi+1,t

)Hj) .

Thus, for the particular choice qi,i+1 = q0i,i+1 we have the splitting Uuq̃ ≅ Uu, ̃q̃(sl(n,ℂ)) ⊗
Uu(Z ) as tensor product of two Hopf subalgebras. Here by Uu, ̃q̃(sl(n,ℂ)) we denote the
Hopf algebra which is a deformation of U(sl(n,ℂ)) and is of Drinfeld–Jimbo form with
deformation parameter u as commutation algebra, while as a coalgebra it depends on
all remaining (n2 – 3n + 4)/2parameters ̃q̃ = {qij | j – i > 1} (cf. (4.127) and (4.132)).
4.6 Duality for a Lorentz Quantum Group

This section follows [234]. We find the dual algebraL ∗
q to the matrix Lorentz quantum

group Lq of Podles–Woronowicz [511] and Watamura et al. [123]. In fact, we start
with a larger matrix quantum group L̃q and we find first its dual algebra L̃ ∗

q . As in
the previous sections we start by postulating the pairings between the generating
elements of the two algebras. We find that the algebra L ∗

q is split in two mutu-
ally commuting subalgebras as in the classical case; that is, we can write L ∗

q ≅
Uq(sl(2,ℂ)) ⊗ Uq(sl(2,ℂ)). We give also the coalgebra structure which, however, does
not preserve this splitting.

4.6.1 Matrix Lorentz Quantum Group

In this section we recall the matrix Lorentz quantum group introduced in [123, 511].
It is more convenient to start with a larger matrix quantum group denoted by L̃q and
generated by the elements !, ", 𝛾, $, !̄, "̄, 𝛾̄, $̄with the following commutation relations
(q ∈ ℝ, + = q – q–1):

!" = q"!, !𝛾 = q𝛾!, "$ = q$", 𝛾$ = q$𝛾,
!$ – $! = +"𝛾, "𝛾 = 𝛾", (4.133)
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"̄!̄ = q!̄"̄, 𝛾̄!̄ = q!̄𝛾̄, $̄"̄ = q"̄$̄, $̄𝛾̄ = q𝛾̄$̄,
$̄!̄ – !̄$̄ = +"̄𝛾̄, "̄𝛾̄ = 𝛾̄"̄, (4.134)

!!̄ = !̄! – q+𝛾̄𝛾, !"̄ = q–1"̄! – +$̄𝛾,
!𝛾̄ = q𝛾̄!, !$̄ = $̄!,

"!̄ = q–1!̄" – +𝛾̄$, ""̄ = "̄" + q+(!̄! – $̄$ – q+𝛾̄𝛾),
"𝛾̄ = 𝛾̄", "$̄ = q$̄" + q2+𝛾̄!,𝛾!̄ = q!̄𝛾, 𝛾"̄ = "̄𝛾,𝛾𝛾̄ = 𝛾̄𝛾, 𝛾$̄ = q–1$̄𝛾,
$!̄ = !̄$, $"̄ = q"̄$ + q2+!̄𝛾,

$𝛾̄ = q–1𝛾̄$, $$̄ = $̄$ + q+𝛾̄𝛾. (4.135)

Note that relations (4.134) may be obtained from (4.134) by the anti-involution

! 󳨃→ !̄, " 󳨃→ "̄, 𝛾 󳨃→ 𝛾̄, $ 󳨃→ $̄, q 󳨃→ q. (4.136)

We note that there are two central elements in the algebra L̃q:

D = !$ – q"𝛾 = $! – q–1"𝛾, (4.137)
D∗ = !̄$̄ – q–1"̄𝛾̄ = $̄!̄ – q"̄𝛾̄,

which are conjugated under (4.136).
Considered as a bialgebra, L̃q has the following comultiplication BL̃q

and counit
%L̃q

given on its generating elements:

BL̃q
((! "𝛾 $)) = (! ⊗ ! + " ⊗ 𝛾 ! ⊗ " + " ⊗ $𝛾 ⊗ ! + $ ⊗ 𝛾 𝛾 ⊗ " + $ ⊗ $) (4.138a)

BL̃q
((!̄ "̄𝛾̄ $̄)) = (!̄ ⊗ !̄ + "̄ ⊗ 𝛾̄ !̄ ⊗ "̄ + "̄ ⊗ $̄𝛾̄ ⊗ !̄ + $̄ ⊗ 𝛾̄ 𝛾̄ ⊗ "̄ + $̄ ⊗ $̄) ,

%L̃q
((! "𝛾 $)) = (1 0

0 1
) , (4.138b)

%L̃q
((!̄ "̄𝛾̄ $̄)) = (1 0

0 1
) ,

where for convenience we have used matrix notation.
Note that the bialgebra L̃q contains two conjugated (by (4.136)) sub-bialgebras,

denoted as in [462] by Aq(2) and Aq–1 (2), and generated by !, ", 𝛾, $ and !̄, "̄, 𝛾̄, $̄,
respectively (cf. (4.134),(4.134), and (4.138)).
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If we impose the restrictions D ̸= 0L̃q
̸= D∗ then we may extend the algebra with

two new central elements D–1 and D∗–1 such that in the extended algebra, which we
denote by L̂q, we have DD–1 = 1L̂q

= D–1D and D∗D∗–1 = 1L̂q
= D∗–1D∗. The

algebra L̂q is a Hopf algebra since we can define an antipode SL̂q
by:

SL̂q
((! "𝛾 $)) = D–1 ( $ –q–1"

–q𝛾 ! ) , (4.139)

SL̂q
((!̄ "̄𝛾̄ $̄)) = D∗–1 ( $̄ –q"̄

–q–1𝛾̄ !̄ ) ,
from which follows:

SL̂q
(D) = D–1, SL̂q

(D–1) = D , SL̂q
(D∗) = D∗–1, SL̂q

(D∗–1) = D∗. (4.140)

If we impose the restrictions D = D∗ = 1L̃q
, we obtain the matrix Lorentz quantum

group Lq introduced in [123, 511]. It is a Hopf algebra with coalgebra relations given
by (4.138) and (4.139) with D–1 = D∗–1 = 1L̃q

. Note that Lq contains two conjugated
(by (4.78)) Hopf subalgebras SLq(2) and SLq–1 (2), which are obtained from Aq(2) and
Aq–1 (2), mentioned above, respectively.

4.6.2 Dual Algebras to the Algebras Lq and L̃q

We are looking for the dual algebras to Lq and L̃q. Following our procedure we first
need to fix a basis in L̃q. We choose the following basis in L̃q:

f = !k!̄k̄$ℓ$̄ℓ̄"m"̄m̄𝛾n𝛾̄n̄, k, k̄, ℓ, ℓ̄,m, m̄, n, n̄ ∈ ℤ+. (4.141)

The basis of the matrix Lorentz quantum group given in [511] may be obtained from
the above after some rearrangement and by replacing:

!k$ℓ → {{{!k–ℓ for k ≥ ℓ
$ℓ–k for k < ℓ , $̄ℓ̄!̄k̄ → {{{!̄k̄–ℓ̄ for k̄ ≥ ℓ̄

$̄ℓ̄–k̄ for k̄ < ℓ̄ . (4.142)

Let us denote by A,B,C,D, Ā, B̄, C̄, D̄ the generators of the dual algebra L̃ ∗
q of L̃q. For

the action of L̃ ∗
q on L̃q we set (as in Section 4.4):⟨A, f ⟩ ≡ k$m0$n0$m̄0$n̄0, (4.143a)⟨B, f ⟩ ≡ $m1$n0$m̄0$n̄0, (4.143b)⟨C, f ⟩ ≡ $m0$n1$m̄0$n̄0, (4.143c)
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⟨D, f ⟩ ≡ ℓ$m0$n0$m̄0$n̄0, (4.143d)⟨Ā, f ⟩ ≡ k̄$m0$n0$m̄0$n̄0, (4.143e)⟨B̄, f ⟩ ≡ $m0$n0$m̄1$n̄0, (4.143f)⟨C̄, f ⟩ ≡ $m0$n0$m̄0$n̄1, (4.143g)⟨D̄, f ⟩ ≡ ℓ̄$m0$n0$m̄0$n̄0, (4.143h)⟨1L̃ ∗
q
, f ⟩ ≡ $m0$n0$m̄0$n̄0. (4.143i)

If some monomial is not in normal order (4.141), then it should be brought to this
order using commutation relations (4.134),(4.134), and (4.135), and then (4.143) can be
applied.

We note also corollaries of (4.143):

⟨ (A B
C D

) ,D⟩ = (1 0
0 1
) ,

⟨ (A B
C D

) ,D∗⟩ = (0 0
0 0
) ,

⟨ (Ā B̄
C̄ D̄

) ,D⟩ = (0 0
0 0
) ,

⟨ (Ā B̄
C̄ D̄

) ,D∗⟩ = (1 0
0 1
) , (4.144)

⟨Y, 1L̃q
⟩ = 0,Y = A,B,C,D, Ā, B̄, C̄, D̄. (4.145)

Next wewould like to derive the commutation relations between the generators of L̃ ∗
q .

For the bilinear products we obtain using (4.39):

⟨BC, f ⟩ = $m0$n0$m̄0$n̄0
k–1∑
j=0

q2(ℓ–j) + q$m1$n1$m̄0$n̄0,

⟨CB, f ⟩ = $m0$n0$m̄0$n̄0
ℓ–1∑
j=0

q2j + q–1$m1$n1$m̄0$n̄0,⟨AB, f ⟩ = (k + 1)$m1$n0$m̄0$n̄0 = (k + 1)⟨B, f ⟩,⟨BA, f ⟩ = k$m1$n0$m̄0$n̄0 = k⟨B, f ⟩,⟨AC, f ⟩ = k$m0$n1$m̄0$n̄0 = k⟨C, f ⟩,⟨CA, f ⟩ = (k + 1)$m0$n1$m̄0$n̄0 = (k + 1)⟨C, f ⟩,⟨DB, f ⟩ = ℓ$m1$n0$m̄0$n̄0 = ℓ⟨B, f ⟩,⟨BD, f ⟩ = (ℓ + 1)$m1$n0$m̄0$n̄0 = (ℓ + 1)⟨B, f ⟩,⟨DC, f ⟩ = (ℓ + 1)$m0$n1$m̄0$n̄0 = (ℓ + 1)⟨C, f ⟩,
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⟨CD, f ⟩ = ℓ$m0$n1$m̄0$n̄0 = ℓ⟨C, f ⟩,⟨AD, f ⟩ = ⟨DA, f ⟩ = kℓ$m0$n0$m̄0$n̄0 =
= kℓ⟨1L̃ ∗

q
, f ⟩, (4.146)

⟨B̄C̄, f ⟩ = $m0$n0$m̄0$n̄0
k̄–1∑
j=0

q2(j–ℓ̄) + q–1$m0$n0$m̄1$n̄1,

⟨C̄B̄, f ⟩ = $m0$n0$m̄0$n̄0
ℓ̄–1∑
j=0

q–2j + q$m0$n0$m̄1$n̄1,⟨ĀB̄, f ⟩ = (k̄ + 1)$m0$n0$m̄1$n̄0 = (k̄ + 1)⟨B̄, f ⟩,⟨B̄Ā, f ⟩ = k̄$m0$n0$m̄1$n̄0 = k̄⟨B̄, f ⟩,⟨ĀC̄, f ⟩ = k̄$m0$n0$m̄0$n̄1 = k̄⟨C̄, f ⟩,⟨C̄Ā, f ⟩ = (k̄ + 1)$m0$n0$m̄0$n̄1 = (k̄ + 1)⟨C̄, f ⟩,⟨D̄B̄, f ⟩ = ℓ̄$m0$n0$m̄1$n̄0 = ℓ̄⟨B̄, f ⟩,⟨B̄D̄, f ⟩ = (ℓ̄ + 1)$m0$n0$m̄1$n̄0 = (ℓ̄ + 1)⟨B̄, f ⟩,⟨D̄C̄, f ⟩ = (ℓ̄ + 1)$m0$n0$m̄0$n̄1 = (ℓ̄ + 1)⟨C̄, f ⟩,⟨C̄D̄, f ⟩ = ℓ̄$m0$n0$m̄0$n̄1 = ℓ̄⟨C̄, f ⟩,⟨ĀD̄, f ⟩ = ⟨D̄Ā, f ⟩ = k̄ℓ̄$m0$n0$m̄0$n̄0 =
= k̄ℓ̄⟨1L̃ ∗

q
, f ⟩, (4.147)

⟨AĀ, f ⟩ = ⟨ĀA, f ⟩ = kk̄⟨1L̃ ∗
q
, f ⟩,⟨AB̄, f ⟩ = ⟨B̄A, f ⟩ = k⟨B̄, f ⟩,⟨AC̄, f ⟩ = ⟨C̄A, f ⟩ = k⟨C̄, f ⟩,⟨AD̄, f ⟩ = ⟨D̄A, f ⟩ = kℓ̄⟨1L̃ ∗

q
, f ⟩,⟨BĀ, f ⟩ = ⟨ĀB, f ⟩ = k̄⟨B, f ⟩,⟨BB̄, f ⟩ = ⟨B̄B, f ⟩ = $m1$n0$m̄1$n̄0,⟨BC̄, f ⟩ = ⟨C̄B, f ⟩ = $m1$n0$m̄0$n̄1,⟨BD̄, f ⟩ = ⟨D̄B, f ⟩ = ℓ̄⟨B, f ⟩,⟨CĀ, f ⟩ = ⟨ĀC, f ⟩ = k̄⟨C, f ⟩,⟨CB̄, f ⟩ = ⟨B̄C, f ⟩ = $m0$n1$m̄1$n̄0,⟨CC̄, f ⟩ = ⟨C̄C, f ⟩ = $m0$n1$m̄0$n̄1,⟨CD̄, f ⟩ = ⟨D̄C, f ⟩ = ℓ̄⟨C, f ⟩,⟨DĀ, f ⟩ = ⟨ĀD, f ⟩ = ℓk̄⟨1L̃ ∗

q
, f ⟩,⟨DB̄, f ⟩ = ⟨B̄D, f ⟩ = ℓ⟨B̄, f ⟩,
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⟨DC̄, f ⟩ = ⟨C̄D, f ⟩ = ℓ⟨C̄, f ⟩,⟨DD̄, f ⟩ = ⟨D̄D, f ⟩ = ℓℓ̄⟨1L̃ ∗
q
, f ⟩. (4.148)

We note that the bilinear products involving the generators A,B,C,Dmay be obtained
on elements f = !k$ℓ"m𝛾n. Thus, these relations may be taken from Section 4.3 set-
ting p = q and replacing q → q2. Analogously one may obtain the bilinear products
involving the generators Ā, B̄, C̄, D̄ on elements f = !̄k̄$̄ℓ̄"̄m̄𝛾̄n̄, and these may also be
taken from Section 4.3.

Using (4.146), (4.147), and (4.148) we obtain for the commutation relations:

[A,B] = B, [A,C] = –C, [D,B] = –B,
[D,C] = C, [A,D] = 0,

q–1BC – qCB = +–1 (1L̃ ∗
q
– q2(D–A)) , (4.149)

[Ā, B̄] = B̄, [Ā, C̄] = –C̄, [D̄, B̄] = –B̄,
[D̄, C̄] = C̄, [Ā, D̄] = 0,

qB̄C̄ – q–1C̄B̄ = +–1 (q2(Ā–D̄) – 1L̃ ∗
q
) , (4.150)

[Y, Z] = 0, Y = A,B,C,D, Z = Ā, B̄, C̄, D̄. (4.151)

Thus, the algebra L̃ ∗
q is split in two mutually commuting algebras, which we denote

by L̃ ∗
q1 and L̃ ∗

q2, generated byA,B,C,D and Ā, B̄, C̄, D̄, respectively. Moreover, there are
two central elements K1 = (A+D)/2 and K2 = (Ā+D̄)/2. Furthermore, these two algebras
may be brought to a Drinfeld–Jimbo [251, 360] form by the following substitutions:

A – D = H1, B = X+1 q
–H1/2, C = X–1 q

–H1/2, (4.152a)
Ā – D̄ = H2, B̄ = X+2 q

H2/2, C̄ = X–2 q
H2/2. (4.152b)

Indeed, it is easy to check that:

[Hj,X
±
j ] = ±2X±j , [X+j ,X

–
j ] = +–1(qHj – q–Hj ) = [Hj]q, j = 1, 2, (4.153)

which are the commutation rules of the standard Drinfeld–Jimbo deformation
Uq(sl(2,ℂ)).

Thus, one result here is that the algebra L̃ ∗
q , which is dual to the algebra L̃q, has

the following form with respect to the commutation relations:

L̃ ∗
q ≅ L̃ ∗

q1 ⊗ L̃ ∗
q2, (4.154a)

L̃ ∗
qj ≅ Uq(sl(2,ℂ))j ⊗ Uq(Zj), j = 1, 2, (4.154b)
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where Uq(sl(2,ℂ))j is generated by Hj,X±j and has commutation relations given in
(4.153), Zj is generated by Kj, Uq(Zj) is central in L̃ ∗

q and is generated by Kj, q±Kj/2,
j = 1, 2.

Further, we note that the above results also mean that the algebra L̃ ∗
q1, L̃

∗
q2 is dual

in the sense (4.38) to the algebra Aq(2), Aq–1 (2), respectively. It is easy also to see that
Uq(sl(2,ℂ))1,Uq(sl(2,ℂ))2, respectively, is dual in the sense (4.38) to the algebra SLq(2),
SLq–1 (2), respectively. Thus, we can state another result here, namely, that the algebra
L ∗

q , which is dual to the matrix Lorentz quantum group Lq, has the following form:

L ∗
q ≅ Uq(sl(2,ℂ))1 ⊗ Uq(sl(2,ℂ))2. (4.155)

However, the splittings (4.154) and (4.155) are not preserved by the coalgebra opera-
tions as we shall see in the next subsection.

4.6.3 Coalgebra Structure of the Dual Algebras

Here we shall use the duality to derive the coalgebra structure ofL ∗
q and L̃ ∗

q . We start
with the coproducts in L̃ ∗

q . Namely, we use repeatedly the first of relations (4.39a)⟨Y, f ⟩ = ⟨BL̃ ∗
q
(Y), f1 ⊗ f2⟩ (4.156)

for every splitting f = f1f2. Thus, we derive:

BL̃ ∗
q
(Y) = Y ⊗ 1L̃ ∗

q
+ 1L̃ ∗

q
⊗ Y, Y = A,D, Ā, D̄, (4.157a)

BL̃ ∗
q
(Y) = Y ⊗ qD–A+Ā–D̄ + 1L̃ ∗

q
⊗ Y, Y = C, C̄. (4.157b)

Already here we see that because of (4.157b) the splitting mentioned in the previ-
ous section is not preserved. The coproducts of the generators B, B̄ are even more
complicated. We try the following Ansätze:

BL̃ ∗
q
(B) = B ⊗ qD–A–Ā+D̄ + ∑

s∈ℤ+

bsB̄
s ⊗ Bs+1, (4.158a)

BL̃ ∗
q
(B̄) = B̄ ⊗ qA–D+Ā–D̄ + ∑

s∈ℕ
b̃sB̄

s+1 ⊗ Bs. (4.158b)

We have to find the coefficients bs, b̃s. First, we consider the following pairing:⟨Bt, "̄m̄"m⟩. To evaluate this pairing we have to bring "̄m̄"m to normal form using the
formula for "̄" in (4.135). It is clear that this pairing will be nonzero iffm = m̄ + t since
only in this case there will be terms in normal order which are proportional to "t and
do not contain "̄. In this case we have:
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"̄m"m+t =
m∑
j=0

Pmtj(!!̄, $$̄, q)"m+t–j"̄
m–j, (4.159)

where Pmtj(x, y, q) is a homogeneous polynomial of degree j in the first two variables;
that is, Pmtj(,x, ,y, q) = ,jPmtj(x, y, q). Clearly, Pmt0(x, y, q) = 1. Then for the pairing in
question we have:⟨Bt, "̄m"m+t⟩ = Pmtm(1, 1, q)⟨Bt, "t⟩ = [t]!Pmtm(1, 1, q). (4.160)

Thus, for splittings of "̄m"m+1 = "̄j"̄m–j"m+1 for 0 ≤ j ≤ m we have:⟨B, "̄m"m+1⟩ = ⟨BL̃ ∗
q
(B), "̄j ⊗ "̄m–j"m+1⟩ =

= ∑
s∈ℤ+

bs⟨B̄s ⊗ Bs+1, "̄j ⊗ "̄m–j"m+1⟩ =
= ∑

s∈ℤ+

bs⟨B̄s, "̄j⟩⟨Bs+1, "̄m–j"m+1⟩ =
= [j]!bj⟨Bj+1, "̄m–j"m+1⟩ =
= [j]!bj[j + 1]!Pm–j,j+1,m–j(1, 1, q), (4.161)

while, on the other hand, using (4.160) for t = 1 we have⟨B, "̄m"m+1⟩ = Pm1m(1, 1, q). (4.162)

Thus, we find that

bj = Pm1m(1, 1, q)/[j]![j + 1]!Pm–j,j+1,m–j(1, 1, q) = Pj1j(1, 1, q)/[j]![j + 1]!, (4.163)

where we have used the fact that bj does not depend onm.
Next we shall use also the pairing ⟨B̄t, "̄m̄"m⟩ which is nonzero iff m̄ = m + t. Let

us write the analogue of (4.159):

"̄m+t"m =
m∑
j=0

Qmtj(!!̄, $$̄, q)"m–j"̄
m+t–j, (4.164)

where Qmtj(x, y, q) is a homogeneous polynomial of degree j in the first two variables.
Clearly, Qmt0(x, y, q) = 1. Then for the analogue of (4.160) we have:⟨B̄t, "̄m+t"m⟩ = Qmtm(1, 1, q)⟨B̄t, "̄t⟩ = [t]!Qmtm(1, 1, q). (4.165)

Thus, for splittings of "̄m+1"m = "̄m+1"m–j"j for 1 ≤ j ≤ m we have:⟨B̄, "̄m+1"m⟩ = [j]! b̃j [j + 1]!Qm–j,j+1,m–j(1, 1, q), (4.166)
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while, on the other hand, using (4.165) for t = 1 we have⟨B̄, "̄m+1"m⟩ = Qm1m(1, 1, q). (4.167)

Thus, we find as in (4.163):

b̃j = Qj1j(1, 1, q)/[j]! [j + 1]!. (4.168)

Thus, finding the coefficients bj and b̃j is reduced to the knowledge of the functions
Pj1j(1, 1, q) andQj1j(1, 1, q). The lattermay be found from (4.159) and (4.164) after tedious
calculations for any fixed j.

The counit relations in L̃ ∗
q are given by:

%L̃ ∗
q
(Y) = 0, Y = A,B,C,D, Ā, B̄, C̄, D̄, (4.169)

which follows easily using (4.39b) and (4.83):

%L̃ ∗
q
(Y) = ⟨Y, 1L̃q

⟩ = 0. (4.170)

The coproduct and counit operations in the algebra L ∗
q , which is dual to the matrix

Lorentz quantum groupLq, are given by the same formulae (4.157),(4.158), and (4.169)
as for L̃ ∗

q . For the antipode map in L ∗
q we have:

SL ∗
q
(Y) = –Y, Y = A,D, Ā, D̄, (4.171a)

SL ∗
q
(Y) = –YqA–D–Ā+D̄, Y = C, C̄, (4.171b)

This follows from (4.101) and (4.169) with elementary application of one of the basic
axioms of Hopf algebras (1.6). To obtain (4.171) we just apply both sides of (1.6) to
A,D, Ā, D̄,C, C̄. The antipode map for the generators B, B̄may be obtained in the same
way using (4.158).

4.7 Duality for the Jordanian Matrix Quantum Group GLg,h(2)

The group GL(2) admits two distinct quantum group deformations with central
quantum determinant: GLq(2) [251] and the Jordanian GLh(2) [183, 608]. These are
the only such possible deformations (up to isomorphism) [416]. Both may be viewed
as special cases of two-parameter deformations: GLp,q(2) [183] and GLg,h(2) [13]. In
the initial years of the development of quantum group theory, mostly GLq(2) and
GLp,q(2) were considered. Later started research on SLh(2) and its dual quantum
algebra Uh(sl(2)) [499]. In particular, aspects of differential calculus [13], and differ-
ential geometry [376] were developed, the universal R-matrix for Uh(sl(2)) was given in
[68, 384, 592], representations of Uh(sl(2)) were constructed in [5, 16, 218, 587].
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In this section (following mostly [39]) we give the Hopf algebra Ug,h dual to
the Jordanian matrix quantum group GLg,h(2). As an algebra it depends on the sum
g̃ = (g + h)/2 of the two parameters and is split in two subalgebras: U 󸀠

g,h (with three
generators) and U(Z ) (with one generator). The subalgebra U(Z ) is a central Hopf
subalgebra of Ug,h. The subalgebra U 󸀠

g,h is not a Hopf subalgebra, and its coalgebra
structure depends on both parameters. We discuss also two interesting one-parameter
special cases: g = h and g = –h. The subalgebra U 󸀠

h,h is a Hopf algebra and coincides
with the algebra introduced by Ohn as the dual of SLh(2). The subalgebra U 󸀠

–h,h is iso-
morphic to U(sl(2)) as an algebra but has a nontrivial coalgebra structure and again is
not a Hopf subalgebra of U–h,h.

4.7.1 Jordanian Matrix Quantum Group GLg,h(2)

Herewe recall the Jordanian two-parameter deformation GLg,h(2) of GL(2) introduced
in [13] (and denoted GLh,h󸀠 ). One starts with a unital associative algebra generated by

four elements a, b, c, d of a quantummatrix M = (a b
c d
) with the following relations

(g, h ∈ ℂ) :
[a, c] = gc2 , [d, c] = hc2 , [a, d] = gdc – hac
[a, b] = h(D – a2) , [d, b] = g(D – d2) , [b, c] = gdc + hac – ghc2

D = ad – bc + hac = ad – cb – gdc + ghc2 (4.172)

where D is a multiplicative quantum determinant which is not central (unless g = h) :

[a,D ] = [D , d] = (g – h)Dc , [b,D ] = (g – h)(Dd – aD) , [c,D ] = 0 (4.173)

Relations (4.172) are obtained by applying either the Faddeev–Reshetikhin–Takhtajan
method [272], namely, by solving the monodromy equation:

RM1M2 = M2M1 R

(M1 = M⊗̂I2,M2 = I2⊗̂M), with R-matrix:

R = (1 –h h gh
0 1 0 –g
0 0 1 g
0 0 0 1

) (4.174)

or the method of Manin [461] using M as transformation matrix of the appropriate
quantum planes [13].
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The above algebra is turned into a bialgebra Ag,h(2) with the standard GL(2)
coproduct $ and counit % :

$((a b
c d
)) = (a ⊗ a + b ⊗ c a ⊗ b + b ⊗ d

c ⊗ a + d ⊗ c c ⊗ b + d ⊗ d) (4.175)

%((a b
c d
)) = (1 0

0 1
) . (4.176)

From (4.175) and (4.176), respectively, it follows:

$(D) = D ⊗D , %(D) = 1. (4.177)

Further, we shall suppose that D is invertible; that is, there is an element D–1 which
obeys:

DD–1 = D–1D = 1A , (D–1) = D–1 ⊗D–1 , %(D–1) = 1. (4.178)

(Alternatively one may say that the algebra is extended with the element D–1.) In this
case one defines the left and right inverse matrix ofM [13]:

M–1 = D–1 (d + gc –b + g(d – a) + g2c
–c a – gc

) = (4.179)

= (d + hc –b + h(d – a) + h2c
–c a – hc

)D–1.

The quantum group GLg,h(2) is defined as the Hopf algebra obtained from the
bialgebra Ag,h(2) when D–1 exists and with antipode given by the formula:𝛾(M) = M–1 ⇒ 𝛾(D) = D–1 , 𝛾(D–1) = D (4.180)

For g = h one obtains from GLg,h(2) the matrix quantum group GLh(2) = GLh,h(2),
and, if the condition D = 1A holds, the matrix quantum group SLh(2). Analogously,
for g = h = 0 one obtains from GLg,h(2) the algebra of functions over the classical
groups GL(2) and SL(2), respectively.

4.7.2 The Dual of GLg,h(2)

Following our general method we first need to fix a PBW basis of GLg,h(2). We first
choose the following PBW basis:

ak dℓ cn bm , k, ℓ,m, n ∈ ℤ+, (4.181)
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the reasoning being that the elements a, d, c generate a subalgebra (though not a
Hopf subalgebra) of GLg,h(2) (cf. the first line of (4.172)). Further simplification results
if we make the following change of generating elements and parameters:

ã = 1
2 (a + d) , d̃ = 1

2 (a – d)
g̃ = 1

2 (g + h) , h̃ = 1
2 (g – h). (4.182)

With these generating elements and parameters the algebra relations become:

cã = ãc – g̃c2 , cd̃ = d̃c – h̃c2 , d̃ã = ãd̃ – g̃d̃c + h̃ãc
bã = ãb + g̃cb – 2h̃ãd̃ + 2g̃d̃2 + (g̃2 – h̃2)ãc + g̃(h̃2 – g̃2)c2

bd̃ = d̃b – h̃cb + 2g̃ãd̃ – 2h̃d̃2 + (h̃2 – g̃2)d̃c + h̃(g̃2 – h̃2)c2

bc = cb + 2g̃ãc – 2h̃d̃c + (h̃2 – g̃2)c2

D = ã2 – d̃2 – cb + (g̃2 – h̃2)c2 – g̃ãc + h̃d̃c. (4.183)

Note that these relations are written in anticipation of the PBW basis:

f = fk,ℓ,m,n = ãk d̃ ℓ cn bm , k, ℓ,m, n ∈ ℤ+. (4.184)

Note also that the relations in the subalgebras generated by a, d, c and ã, d̃, c are
isomorphic under the change: a 󳨃→ ã, d 󳨃→ d̃, c 󳨃→ c, g 󳨃→ g̃, h 󳨃→ h̃ (cf. the first lines
in (4.172) and (4.183)).

The coalgebra relations become:

$((ã b
c d̃
)) =

= (ã ⊗ ã + d̃ ⊗ d̃ + 1
2b ⊗ c + 1

2c ⊗ b ã ⊗ b + d̃ ⊗ b + b ⊗ ã – b ⊗ d̃
c ⊗ ã + c ⊗ d̃ + ã ⊗ c – d̃ ⊗ c ã ⊗ d̃ + d̃ ⊗ ã + 1

2b ⊗ c – 1
2c ⊗ b)

%((ã b
c d̃
)) = (1 0

0 0
) , (4.185)

𝛾((ã b
c d̃
)) = D–1 (ã – d̃ + (g̃ + h̃)c –b – 2(g̃ + h̃)d̃ + (g̃ + h̃)2c

–c ã + d̃ – (g̃ + h̃)c
)

= (ã – d̃ + (g̃ – h̃)c –b + 2(h̃ – g̃)d̃ + (g̃ – h̃)2c
–c ã + d̃ + (h̃ – g̃)c

)D–1.

Let us denote by Ug,h = Ug,h(gl(2)) the unknown yet dual algebra of GLg,h(2) and by
A,B,C,D the four generators of Ug,h. Following [209] and Section 4.4 we define the
pairing ⟨Z, f ⟩, Z = A,B,C,D, f is from (4.184), as the classical tangent vector at the
identity:
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⟨ Z , f ⟩ ≡ %(𝜕f𝜕y) , (Z, y) = (A, ã), (B, b), (C, c), (D, d̃). (4.186)

From this we get the explicit expressions:⟨A , f ⟩ = %( 𝜕f𝜕ã) = k$ℓ0$m0$n0 (4.187a)⟨B , f ⟩ = %( 𝜕f𝜕b) = $ℓ0$m1$n0 (4.187b)⟨C , f ⟩ = %(𝜕f𝜕c) = $ℓ0$m0$n1 (4.187c)⟨D , f ⟩ = %( 𝜕f𝜕d̃) = $ℓ1$m0$n0 (4.187d)

4.7.3 Algebra Structure of the Dual

First we find the commutation relations between the generators of Ug,h. Below we
shall need expressions like e-B, which we define as formal power series e-B = 1U +∑p∈ℕ

-p
p! B

p. We have:

Proposition 1. The commutation relations of the generators A,B, C,D introduced by
(4.187) are:

[B,C] = D (4.188a)
[D,B] = 1

g̃ (e
2g̃B – 1U ) (4.188b)

[D,C] = –2C + g̃D2 – g̃A (4.188c)
[A,B] = 0 , [A,C] = 0 , [A,D] = 0 (4.188d)

Proof. Using the assumed duality the above relations are shown by calculating their
pairings with the basis monomials f = ãkd̃ ℓcnbm of the dual algebra. In particu-
lar, The pairing of any quadratic monomial of the unknown dual algebra with f =
ãkd̃ ℓcnbm is given by the duality properties (4.39):⟨WZ , f ⟩ = ⟨W ⊗ Z , $A (f ) ⟩ = ⟨W ⊗ Z , ∑

j
f 󸀠j ⊗ f 󸀠󸀠j ⟩ =

= ∑
j
⟨W , f 󸀠j ⟩ ⟨Z , f 󸀠󸀠j ⟩ (4.189)

where f 󸀠j , f
󸀠󸀠
j are elements of the basis (4.184), and so further a direct application of

(4.187) is used. Thus, we have:⟨BC , f ⟩ = 1
2$ℓ1$m0$n0 + h̃$ℓ1$m1$n0 +

+ $ℓ0$n0(m2 12 (g̃
2 – h̃2)g̃m–2 + $ℓ0$m1$n1
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⟨CB , f ⟩ = – 1
2$ℓ1$m0$n0 +

+ h̃$ℓ1$m1$n0 + $ℓ0$n0(m2 12 (g̃
2 – h̃2)g̃m–2 + $ℓ0$m1$n1⟨DB , f ⟩ = $ℓ0$n0($m1 + (m22m–1g̃m–2(g̃ – h̃)) (4.190)⟨BD , f ⟩ = –$ℓ0$n0($m1 + (m22m–1g̃m–2(g̃ + h̃))⟨DC , f ⟩ = –$ℓ0$m0$n1 + (h̃ + g̃)$ℓ2$m0$n0 + kg̃$ℓ1$m0$n0 + $ℓ1$m0$n1⟨CD , f ⟩ = $ℓ0$m0$n1 + (h̃ – g̃)$ℓ2$m0$n0 + kg̃$ℓ1$m0$n0 + $ℓ1$m0$n1

(rs ≡ {{{1 r ≥ s
0 r < s.

From these follow the pairing of f with the commutators:⟨ [B,C] , f ⟩ = $ℓ1$m0$n0, (4.191a)⟨ [D,B] , f ⟩ = $ℓ0(m1$n02mg̃m–1, (4.191b)⟨ [D,C] , f ⟩ = –2$ℓ0$m0$n1 + 2g̃$ℓ2$m0$n0 (4.191c)

Note that quadratic relations (4.190) depend on both parameters, while the commuta-
tion relations (4.191), which follow from (4.190), depend only on the parameter g̃.

Now in order to establish (4.188a) it is enough to compare the RHS of (4.191a) and
(4.187d).

Further, for relation (4.188b) we use (4.191b) and⟨Bp , f ⟩ = p!$ℓ0$mp$n0 (4.192)

(proved by induction) and its consequence:

⟨ (e2g̃B – 1U ) , f ⟩ = ∑
p∈ℕ

(2g̃)p

p!
⟨Bp , f ⟩ = ∑

p∈ℕ

(2g̃)p

p!
p!$ℓ0$mp$n0 =

= (2g̃)m$ℓ0(m1$n0 (4.193)

To establish (4.188c) we compare the RHS of (4.191c) with the appropriate linear com-
bination of the right-hand sides of three equations, namely, (4.187a), and (4.187c)
and ⟨D2 , f ⟩ = 2$ℓ2$m0$n0 + k$ℓ0$m0$n0. (4.194)

Finally, to establish (4.188d) we use:

[A,B] , f ⟩ = ⟨ [A,C] , f ⟩ = ⟨ [A,D] , f ⟩ = 0 (4.195)

which are straightforward. This finishes the proof. ◼
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Note that the commutation relations (4.188) depend only on the parameter g̃ and that
the generator A is central. This is similar to the situation of the dual algebra Up,q of
the standardmatrix quantum groupGLp,q the commutation relations of which depend
only on the combination q󸀠 = √pq and also one generator is central (Section 4.4).
Here the central generator appears as a central extension, but this is fictitious since
this may be corrected by a change of basis, namely, by replacing the generator C by a
generator C̃ :

C = C̃ – g̃
2A (4.196)

With this only (4.188c) changes to:

[D, C̃] = –2C̃ + g̃D2 (4.197)

Besides this change we shall make a change of generating elements of Ug,h in order
to bring the commutation relations to a form closer to the algebra of [499]. Thus, we
make the following substitutions:

D = e,B H e-B (4.198a)
C = e,

󸀠B Y e-
󸀠B – g̃

2 sinh(g̃B)e
(,󸀠+-󸀠)B – g̃

2A. (4.198b)

Substituting (4.198) into (4.188a) we get the desired result [B,Y] = H if we choose:
,󸀠 = ,, -󸀠 = -. Substituting (4.198) into (4.188b) we get the desired result [H,B] =
2
g̃ sinh(g̃ B) if we choose: , + - = g̃. Thus with conditions:

, + - = g̃ , ,󸀠 = ,, -󸀠 = -

we obtain the following commutation relations instead of (4.188) :

[B,Y] = H (4.199a)
[H,B] = 2

g̃ sinh(g̃B) (4.199b)
[H,Y] = –Y cosh(g̃B) – cosh(g̃B)Y =

= –2Y cosh(g̃B) – g̃H sinh(g̃B) +
+ g̃ sinh(g̃B) cosh(g̃B) (4.199c)

[A,B] = 0 , [A,Y] = 0 , [A,H] = 0 (4.199d)

Note that relations (4.199a,b,c) coincide with those of the one-parameter algebra of
[499], though the coalgebra structure is different as we shall see below. We can use
this coincidence to derive the Casimir operator of Ug,h :

Ĉ2 = f1(A)C2 + f2(A) (4.200)
C2 = 1

2 (H
2 + sinh2(g̃B)) + 1

g̃ (Y sinh(g̃B) + sinh(g̃B)Y),
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where f1(A), f2(A) are arbitrary polynomials in the central generator A. To derive
(4.200), it is enough to check that [C2, Z] = 0 for Z = B,Y,H. For the latter one
may also notice [74] that C2 is the Casimir of the one-parameter algebra of [499].

Finally we also write a subalgebra Ũg,h of Ug,h with the basis : A, K = eg̃B = K+,
K–1 = e–g̃B = K–, Y, H, so that in terms of A, K, K–1, Y, H no exponents of generators
appear in the algebra and coalgebra relations. Thus instead of (4.199) we have:

[K±,Y] = ± g̃HK± ± g̃
2 (1U – (K±)2) (4.201)

[H,K±] = (K±)2 – 1U
[H,Y] = –Y(K + K–1) + g̃

2H(K
–1 – K) +

+ g̃
4 (K

2 – (K–)2)

KK–1 = K–1K = 1U
[A,K] = [A,K–1] = 0 , [A,Y] = 0 , [A,H] = 0.

4.7.4 Coalgebra Structure of the Dual

We turn now to the coalgebra structure of Ug,h. We have:

Proposition 2.
(i) The comultiplication in the algebra Ug,h is given by:

$U (A) = A ⊗ 1U + 1U ⊗ A (4.202a)
$U (B) = B ⊗ 1U + 1U ⊗ B (4.202b)
$U (Y) = Y ⊗ e–g̃B + eg̃B ⊗ Y –

– h̃2

g̃ sinh(g̃B) ⊗ A2e–g̃B + h̃H ⊗ Ae–g̃B (4.202c)

$U (H) = H ⊗ e–g̃B + eg̃B ⊗ H – 2h̃
g̃ sinh(g̃B) ⊗ Ae–g̃B (4.202d)

(ii) The counit relations in Ug,h are given by:

%U (Z) = 0 , Z = A,B,Y,H (4.203)

(iii) The antipode in the algebra Ug,h is given by:𝛾U (A) = –A (4.204)𝛾U (B) = –B𝛾U (Y) = –e–g̃BYeg̃B + h̃2

g̃ sinh(g̃B)A2 + h̃e–g̃BHAeg̃B𝛾U (H) = –e–g̃BHeg̃B – 2h̃
g̃ sinh(g̃B)A.

We omit the easy proof given in [39]. ◊
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Corollary 1. For later reference we mention also the coproduct and antipode of the
intermediate generator C̃ and the antipode of the initial generator D:

$U (C̃) = C̃ ⊗ 1U + e2g̃B ⊗ Ĉ –

– h̃2

2g̃ (e
2g̃B – 1U ) ⊗ A2 + h̃D ⊗ A (4.205a)𝛾U (C̃) = –e–2g̃BC̃ + h̃2

2g̃ (1U – e–2g̃B)A2 + h̃e–2g̃BDA (4.205b)𝛾U (D) = –e–2g̃BD + h̃
g̃ (e

–2g̃B – 1U )A (4.205c)

Corollary 2. The coalgebra structure in the subalgebra Ũg,h is given as follows:
(i) comultiplication :

$U (A) = A ⊗ 1U + 1U ⊗ A (4.206)
$U (K±) = K± ⊗ K±
$U (Y) = Y ⊗ K–1 + K ⊗ Y –

– h̃2

2g̃ (K – K–1) ⊗ A2K–1 + h̃H ⊗ AK–1

$U (H) = H ⊗ K–1 + K ⊗ H + h̃
g̃ (K

–1 – K) ⊗ AK–1

(ii) counit :

%U (Z) = 0 , Z = A,Y,H, %U (Z) = 1 , Z = K,K–1 (4.207)

(iii) antipode : 𝛾U (A) = –A (4.208)𝛾U (K±) = K∓𝛾U (Y) = –K–1YK + h̃2

2g̃ (K – K–1)A2 + h̃K–1HAK𝛾U (H) = –K–1HK + h̃
g̃ (K

–1 – K)A

The result of this section can be summarized as follows:

Theorem 4.2. The Hopf algebra Ug,h dual to GLg,h(2) is generated by A,B,Y,H (or
A,K,K–1,Y,H) (cf. relations (4.187) and (4.198)). It is given by relations (4.199), (4.202),
(4.203), and (4.204) (respectively, (4.201), (4.206), (4.207), and (4.208)). As an algebra
it depends only on one parameter g̃ = (g + h)/2 and is split in two subalgebras: U 󸀠

g,h

(respectively, Ũ 󸀠
g,h) generated by B,Y,H (respectively, K,K–1,Y,H) and U(Z ), where

the algebra Z is spanned by A. The subalgebra U(Z ) is central in Ug,h and is also
a Hopf subalgebra of Ug,h. The subalgebra U 󸀠

g,h (respectively, Ũ 󸀠
g,h) is not a Hopf

subalgebra. ◊
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4.7.5 One-Parameter Cases

4.7.5.1 Case g=h
The one-parameter matrix quantum group GLg̃(2) [183, 608] is obtained from GLg,h(2)
by setting g = h = g̃. Thus the dual algebra Ug̃ ≡ Ug̃,g̃ of GLg̃(2) is obtained by
setting h̃ = 1

2 (g – h) = 0 in (4.199), (4.202), (4.203), and (4.204). Since the commuta-
tion relations (4.199) and the counit relations (4.203) do not depend on h̃, they remain
unchanged for Ug̃. The coproduct and antipode relations of Ug̃ are:

$U (B) = B ⊗ 1U + 1U ⊗ B
$U (Y) = Y ⊗ e–g̃B + eg̃B ⊗ Y
$U (H) = H ⊗ e–g̃B + eg̃B ⊗ H
$U (A) = A ⊗ 1U + 1U ⊗ A (4.209)𝛾U (B) = –B𝛾U (Y) = –e–g̃BYeg̃B𝛾U (H) = –e–g̃BHeg̃B𝛾U (A) = –A (4.210)

We see that the one-parameter Hopf algebra Ug̃ is split in twoHopf subalgebras U 󸀠
g̃ ≡

U 󸀠
g̃,g̃ and U(Z ), and we may write:

Ug̃ = U 󸀠
g̃ ⊗ U(Z ) (4.211)

Now we compare the algebra U 󸀠
g̃ with the algebra of [499]. We see that after the iden-

tification B 󳨃→ X, g̃ 󳨃→ –h, the algebra U 󸀠
g̃ coincides with the algebra of Ohn. We also

note that the algebra U 󸀠
g̃ in the basis B, C̃,D coincides for h̃ = 0with the version given

in [68] after the identification: (B, C̃,D; g̃) 󳨃→ (A+,A–,A; z), and by using the opposite
coalgebra structure.

4.7.5.2 Case g = –h
Here we consider another one-parameter case: g = –h = h̃; that is, g̃ = 0. From (4.199),
(4.202), and (4.204), we obtain:

[B,Y] = H
[H,B] = 2B
[H,Y] = –2Y
[A,B] = 0 , [A,Y] = 0 , [A,H] = 0 (4.212)
$U (A) = A ⊗ 1U + 1U ⊗ A
$U (B) = B ⊗ 1U + 1U ⊗ B
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$U (Y) = Y ⊗ 1U + 1U ⊗ Y – h̃2 B ⊗ A2 + h̃H ⊗ A
$U (H) = H ⊗ 1U + 1U ⊗ H – 2h̃ B ⊗ A (4.213)𝛾U (A) = –A𝛾U (B) = –B𝛾U (Y) = –Y + h̃2 BA2 + h̃HA𝛾U (H) = –H – 2h̃BA. (4.214)

Thus, for g̃ = 0 the interesting feature is that the subalgebra U 󸀠
h̃,–h̃ is isomorphic

to the undeformed U(sl(2)) with sl(2) spanned by B,Y,H. However, as in the general
case, the coalgebra sector is not classical, and the generators B,Y,H do not close a
co-subalgebra.

4.7.6 Application of a Nonlinear Map

In [5] a nonlinear map was proposed under which the one-parameter Ohn’s algebra
was brought to undeformed sl(2) form, though, the coalgebra structure becomes even
more complicated (cf. [16, 587]). Since our two-parameter dual is like Ohn’s algebra in
the algebra sector, we can also apply the map of [5]. We give the map in our notation,
namely, following (28) and (33) of [5] we set:

I+ = 2
g̃
tanh( g̃ B

2
) = – 2

g̃
(1U + 2

∞∑
ℓ=1

(–K)ℓ) (= 2
g̃
(K – 1U
K + 1U

))
I– = cosh( g̃ B

2
) Y cosh( g̃ B

2
) =

= 1
4 (K1/2 + K–1/2) Y (K1/2 + K–1/2) . (4.215)

Then we have, as in [5] for the case Uh(sl(2)) (note though that we do not rescale H),
the classical gl(2) commutation relations and Casimir:

[H, I±] = ± 2 I± , [I+, I–] = H , [A, I±] = [A,H] = 0 (4.216)

Ĉ c
2 = f1(A)C

c
2 + f2(A) , C c

2 = I+I– + I–I+ + 1
2 H

2. (4.217)

Of course, our aim is to write the coproducts. Actually, for I+ we use (4.5) of [587] (since
I+ is expressed through Bwhich has the (parameter-independent) classical coproduct
(4.202b) as in the one-parameter case), which in our notation gives:

$U (I+) = I+ ⊗ 1U + 1U ⊗ I+ +
∞∑
n=1
(– g̃2

4
)n (In+1+ ⊗ In+ + In+ ⊗ In+1+ ) . (4.218)
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For the coproduct of H we need the inverse of (4.215a) (cf. (3.1) of [16]):

K±1 = e±g̃B = 1U + 2
∞∑
ℓ=1
(± g̃

2
I+)ℓ (=

1U ± g̃
2 I+

1U ∓ g̃
2 I+
) . (4.219)

Then we have using (4.202d):

$U (H) = H ⊗ 1U + 1U ⊗ H + (4.220)

+ 2
∞∑
n=1
(H ⊗ (– g̃

2
I+)n + ( g̃

2
I+)n ⊗ H) –

– 2h̃ I+
∞∑
k=0
( g̃
2
I+)2k ⊗ A (1U + 2

∞∑
ℓ=1
(– g̃

2
I+)ℓ) ,

For the coproduct of I– we use (4.202c) and

$U (I–) = $U (cosh( g̃ B
2
)) $U (Y) $U (cosh( g̃ B

2
)) ,

$U (cosh( g̃ B
2
)) = cosh( g̃ B

2
) ⊗ cosh( g̃ B

2
) +

+ sinh( g̃ B
2
) ⊗ sinh( g̃ B

2
) (4.221)

to obtain:

$U (I–) = I– ⊗ ∞∑
ℓ=0

(ℓ + 1) (– g̃
2
I+)ℓ + ∞∑

ℓ=0
(ℓ + 1) ( g̃

2
I+)ℓ ⊗ I– –

– g̃
2
(I+ I– + I+ I–) ⊗ ∞∑

ℓ=1
ℓ (– g̃

2
I+)ℓ +

+ g̃
2

∞∑
ℓ=1
ℓ ( g̃

2
I+)ℓ ⊗ (I+ I– + I+ I–) +

+ g̃2

4
I+ I– I+ ⊗ ∞∑

ℓ=2
(ℓ – 1) (– g̃

2
I+)ℓ +

+ g̃2

4

∞∑
ℓ=2

(ℓ – 1) ( g̃
2
I+)ℓ ⊗ I+ I– I+ –

– h̃2 ( I+ ⊗ A2 ) { ∞∑
k=0

(k + 1) ( g̃
2
I+)2k ⊗ 1U +

+
∞∑
k=0
( g̃
2
I+)2k ⊗ ∞∑

ℓ=1
(– g̃

2
I+)ℓ +

+
∞∑
k=0

(k + 1) (– g̃
2
I+)k ⊗ ∞∑

ℓ=1
ℓ (– g̃

2
I+)ℓ } +
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+ h̃ ( 1U ⊗ A ) { (H ⊗ 1U ) ×× ( ∞∑
k=0
( g̃
2
I+)2k ⊗ 1U + 1U ⊗ ∞∑

ℓ=1
(ℓ + 1) (– g̃

2
I+)ℓ +

+ 2
∞∑
k=1
(– g̃

2
I+)k ⊗ ∞∑

ℓ=1
ℓ (– g̃

2
I+)ℓ ) –

– 2 (
∞∑
k=1

k (– g̃
2
I+)2k ⊗ 1U + (4.222)

+
∞∑
k=1

k (– g̃
2
I+)k ⊗ ∞∑

ℓ=1
ℓ (– g̃

2
I+)ℓ )}.

In the special case h̃ = 0 the coproducts of H and I– coincide with the one-parameter
formulae of [16] (cf. (3.2) and (5.3)), respectively (with g̃ 󳨃→ –h). In the special case
g̃ = 0 the nonlinear map becomes an identity and naturally the coproducts of I+, I–,
H, coincide with those of B, Y, H, respectively (cf. (4.213b,c,d)).

4.8 Duality for Exotic Bialgebras

4.8.1 Exotic Bialgebras: General Setting

This section follows [49, 50]. For some time it was not clear how many distinct
quantum group deformations are admissible for the group GL(2) and the supergroup
GL(1|1). For the groupGL(2) there were thewell-known standardGLpq(2) [183] and non-
standard (Jordanian) GLgh(2) [13] two-parameter deformations. For the supergroup
GL(1|1) there were the standard GLpq(1|1) [119, 166, 341] and the hybrid (standard–
nonstandard) GLqh(1|1) [295] two-parameter deformations. Then, in [48] it was shown
that the list of these four deformations is exhaustive (refuting a long-standing
claim of [416]) for the existence of a hybrid (standard–nonstandard) two-parameter
deformation of GL(2)); see also [144]. In particular, it was shown that these four
deformations match the distinct triangular 4 × 4 R-matrices from the classification
of [339], which are deformations of the trivial R-matrix (corresponding to undeformed
GL(2)).

The matching mentioned above was done by applying the FRT formalism [272]
to these R-matrices. This analysis revealed altogether three triangular R-matrices and
two nontriangular R-matrices which are not deformations of the trivial R-matrix. These
newmatrix bialgebras, whichwe called exotic, are very interesting and deserve further
study. One of the first problemswhen dealingwith suchmatrix bialgebras is to find the
bialgebras with which they are in duality, since some of the structural characteristics
are more transparent for the duals. The bialgebras in duality are also the interesting
objects with respect to the development of the representation theory.
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This is the first problem we solve here. We then find also the quantum planes
corresponding to these bialgebras by the Wess–Zumino R-matrix method [596].
For the latter we find the minimal polynomials pol(⋅) in one variable such that
pol(R̂) = 0 is the lowest-order polynomial identity satisfied by the singly permuted
R-matrix R̂ ≡ P R (P is the permutation matrix). These minimal polynomials indeed
separate the three cases of RH2,3 [339]. (Recall that the corresponding minimal poly-
nomial in the Jordanian case is only quadratic.) We find also the quantum planes by
Manin’s method [461].

4.8.2 Exotic Bialgebras: Triangular Case 1

In this subsection we consider the matrix bialgebra, denoted here by A1, which is
obtained by applying the RTT relations of [272]:

R T1 T2 = T2 T1 R, (4.223)

where T1 = T ⊗ 12, T2 = 12 ⊗ T, for the case when R = R1:

R1 = ( 1 h –h h3
1 0 –h

1 h
1

) , h3 ̸= –h2. (4.224)

This R-matrix, together with the condition on the parameters, is one of the three spe-
cial cases of the R-matrix denoted by RH2,3 in [339]. The algebraic relations of A 1
obtained in this way are given by formulae (5.11) of [48], namely:

c2 = 0, ca = ac = 0, dc = cd = 0, (4.225)
da = ad, cb = bc, a2 = d2

ab = ba + h(a2 + bc – ad), db = bd – h(a2 + bc – ad).

Note that the constant h3 does not enter the above relations.
Note that this bialgebra is not a Hopf algebra. Indeed, suppose that it is and there

is an antipode 𝛾, then we use one of the Hopf algebra axioms:

m ∘ (id ⊗ 𝛾) ∘ $ = i ∘ % (4.226)

as maps A → A , where m is the usual product in the algebra: m(Y ⊗ Z) = YZ,Y, Z ∈
A and i is the natural embedding of the number field F into A : i(c) = ,1A , , ∈ F.
Applying this to the element d we would have:

c 𝛾(b) + d 𝛾(d) = 1A
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which leads to contradiction after multiplying from the left by c (one would get
0 = c).

The algebra A 1 has the following PBW basis:

bnakdℓ , bnc , n, k ∈ ℤ+ , ℓ = 0, 1. (4.227)

The last line of (4.225) strongly suggests the substitution:

ã = 1
2 (a + d), d̃ = 1

2 (a – d), (4.228)

so that the new algebraic relations and PBW basis are:

c2 = 0, ãc = cã = d̃c = cd̃ = ãd̃ = d̃ã = 0, cb = bc,
ãb = bã, d̃b = bd̃ + 2hd̃2 + hbc (4.229)

bn!̃k , bnd̃ ℓ , bnc , n, k ∈ ℤ+ , ℓ ∈ ℕ. (4.230)

The coalgebra relations become:

$
(((((
(

!̃

b

c

d̃

)))))
)

=
(((((
(

!̃ ⊗ !̃ + d̃ ⊗ d̃ + 1
2 b ⊗ c + 1

2 c ⊗ b
!̃ ⊗ b + d̃ ⊗ b + b ⊗ !̃ – b ⊗ d̃
c ⊗ !̃ + c ⊗ d̃ + !̃ ⊗ c – d̃ ⊗ c

!̃ ⊗ d̃ + d̃ ⊗ !̃ + 1
2 b ⊗ c – 1

2 c ⊗ b
)))))
)

(4.231)

%( !̃ b
c d̃
) = ( 1 0

0 0
) . (4.232)

4.8.2.1 Duality
Let us denote byU1the unknown yet dual algebra ofA1, and by Ã,B,C, D̃the four gen-
erators of U1. We would like as in Section 4.4 and [209] to define the pairing ⟨Z, f ⟩,
Z = Ã,B,C, D̃, f is from (4.230), as the classical tangent vector at the identity (4.186)⟨Z, f ⟩ = % ( 𝜕f𝜕y); however, here this wouldwork only for the pairs: (Z, y) = (Ã, !̃), (B, b),
(D̃, d̃), but not for (C, c). The reason is that classically some of the relations in (4.229)
are constraints and we have to differentiate internally with respect to the manifold
described by these constraints. In particular, if a constraint is given by setting g = 0,
where g is some function of !̃, b, c, d̃, then any differentiation D should respect:(D g f )g=0 = 0, (4.233)
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where f is any polynomial function of !̃, b, c, d̃. Thus, we are lead to define:⟨C, f ⟩ ≡ %(E 𝜕𝜕c f) (4.234)

where:

E = Ê(–ã, 𝜕𝜕ã ), Ê(x, y) ≡ ∞∑
k=0

xkyk

k!
(4.235)

From the above definitions we get:

⟨ Ã, f ⟩ = %( 𝜕f𝜕!̃) = $n0
{{{{{{{
k for f = bn!̃k

0 for f = bnd̃ ℓ

0 for f = bnc
(4.236a)

⟨ B, f ⟩ = %( 𝜕f𝜕b) = $n1
{{{{{{{
1 for f = bn!̃k

0 for f = bnd̃ ℓ

0 for f = bnc
(4.236b)

⟨ C, f ⟩ = %(E 𝜕f𝜕c) = $n0
{{{{{{{
0 for f = bn!̃k

0 for f = bnd̃ ℓ

1 for f = bnc
(4.236c)

⟨ D̃, f ⟩ = %( 𝜕f𝜕d̃) = $ℓ1$n0
{{{{{{{
0 for f = bn!̃k

1 for f = bnd̃ ℓ

0 for f = bnc
(4.236d)

⟨E, f ⟩ =
{{{1 for f = 1A
0 otherwise.

(4.236e)

We have included above also the auxiliary generator E since it will appear in the cop-
roduct relations (cf. below). Note that if we have taken the definition (4.186) for (C, c),
the result in (4.236) would superficially be the same.

Now we can find the relations between the generators of U1. We have:

Proposition 3. The generators Ã,B,C, D̃,E introduced above obey the following
relations:

[D̃,C] = –2C, [B,C] = D̃, [B,C]+ = D̃2,

[D̃,B] = 2BD̃2, [D̃,B]+ = 0,
D̃3 = D̃, C2 = 0,
[Ã,B] = 0, [Ã,C] = 0, [Ã, D̃] = 0,
EZ = ZE = 0, Z = Ã,B,C, D̃. (4.237)

For the proof we refer to [49]. ◊
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We note that the algebraic relations (4.237) for U1 do not depend on the constant h
present in the relations (4.229) of the dual algebra A 1 . Later, we shall see that the
established duality reduces also the algebra A 1 so that it also does not depend on h.

4.8.2.2 Coalgebra Structure of the Dual
We turn now to the coalgebra structure of U1. We have:

Proposition 4.
(i) The comultiplication in the algebra U1 is given by:

$(Ã) = Ã ⊗ 1U + 1U ⊗ Ã, (4.238a)
$(B) = B ⊗ 1U + 1U ⊗ B, (4.238b)
$(C) = C ⊗ E + E ⊗ C, (4.238c)
$(D̃) = D̃ ⊗ E + E ⊗ D̃, (4.238d)
$(E) = E ⊗ E. (4.238e)

(ii) The counit relations in U1 are given by:

%U (Z) = 0, Z = Ã,B,C, D̃ (4.239a)
%U (E) = 1, (4.239b)

where we have included also the auxiliary operator E.
For the proof we refer to [49]. ◊
There is no antipode for the bialgebra U1. Indeed, suppose that there was such. Then
by applying the Hopf algebra axiom (4.226) to the generator E, we would get:

E 𝛾(E) = 1U ,

whichwould lead to contradiction aftermultiplication from the left with Z = Ã,B,C, D̃
(we would get 0 = Z).

4.8.2.3 Reduction of the Bialgebra
We noticed that the algebraic relations (4.237) of U1 do not depend on the constant h
from relations (4.229) of A 1 . The coproduct relations (4.238) also do not depend on h.
We now clarify the reason for this. First we note that A 1 has the following two-sided
ideals and coideals:

I = A 1 bd̃ ⊕ A 1 d̃
2 ⊕ A 1 bc (4.240a)

I2 = A 1 d̃
2 ⊕ A 1 bc (4.240b)

I1 = A 1 bc (4.240c)
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so that

I1 ⊂ I2 ⊂ I ⊂ A 1 (4.241)

Furthermore the pairing of all these ideals with the dual algebra U1 vanish; thus
we can set them consistently equal to zero. Thus, the basis of A 1 is reduced to the
following monomials:

bn!̃k , n, k ∈ ℤ+ , d̃, c (4.242)

Actually, it were only these monomials that appeared in the proof of the dual relations
(4.237). The algebraic relations of the reduced algebra become rather trivial:

ãc = cã = d̃c = cd̃ = ãd̃ = d̃ã = cb = bc = d̃b = bd̃ = 0,
c2 = 0, ãb = bã, (4.243)

while the coalgebra relations remain unchanged and nontrivial. It is remarkable that
the dual algebra has much richer structure in both the algebraic and coalgebraic
sectors.

4.8.2.4 Consistency with the FRT Approach
For the application of the FRT approach to duality we need the 4 × 4 R-matrix, which
for the algebra A 1 is given by (4.224). In the duality relations enter actually the
matrices R±1 :

R+1 ≡ P R1 P = R1(–h) = ( 1 –h h h3
1 0 h

1 –h
1

)
R–1 ≡ R–11 = ( 1 –h h –h3 – 2h2

1 0 h
1 –h

1

). (4.244)

where P is the permutation matrix:

P ≡ ( 1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

) . (4.245)

These R-matrices encode (part of) the duality between U1 and A 1 by formula (2.1) of
[272] taken for k = 1 and written in our setting:
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⟨ L±, T ⟩ = R±1 , (4.246)

where L± are 2 × 2 matrices whose elements are functions of the generators of U1, T
is the 2 × 2 matrix formed by the generators of A 1 . In order to make formula (4.246)
explicit we have to adopt some convention on the indices. We choose to write it as:⟨ L±ik, Tℓj ⟩ = (R±1 )ijkℓ, i, j, k, ℓ = 1, 2, (4.247)

where the enumeration of the R-matrices is done as in [155], namely, the rows are
enumerated from top to bottom by the pairs (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), and the
columns are enumerated from left to right by the pairs (k, ℓ) = (1, 1), (1, 2), (2, 1), (2, 2).

Using all this and rewriting the result in terms of the new basis (4.229) of A 1 we
have: ⟨L±11, ( ã b

c d̃
)⟩ = ⟨L±22, ( ã b

c d̃
)⟩ = ( 1 –h

0 0
) (4.248)

⟨L±12, ( ã b
c d̃
)⟩ = ( h h±

0 0
) , (4.249)

where h+ = h3 and h– = –h3 –2h2. Note that the elements L±21 have zero products with
all generators so we can set them to zero. Next we calculate the pairings with arbitrary
elements of A 1 for which we use the fact that the coproducts of the L±jk generators are
canonically given by [272]:

$ (L±ik) =
2∑
j=1

L±ij ⊗ L±jk. (4.250)

Using this we obtain: ⟨L±11, bnãk⟩ = ⟨L±22, bnãk⟩ = (–h)n (4.251)

⟨L±12, bnãk⟩ = (–1)nhn–1((k + n)h2 – n(h± + h
2)) (4.252)

All other pairings are zero.
Computing the above pairings with the defining relations (4.236) we conclude that

these L operators are expressed in terms of the generators of the dual algebra U1 as
follows:

L±11 = L±22 = e–hB (4.253a)
L±12 = ((h± + h

2)B + hÃ)e–hB (4.253b)
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where expressions like e-B are defined as formal power series e-B = 1U +∑p∈ℤ+
-p
p! B

p. Formulae (4.253) are compatible with the coproducts (4.238a,b) of the
generators Ã,B. However, as we see this approach does not say anything about the
generators C, D̃.

4.8.3 Exotic Bialgebras: Triangular Case 2

In this section we consider the bialgebra, denoted here by A2, which is obtained by
applying the basic relations (4.223) for the case when R = R2:

R2 = ( 1 h1 h2 h3
1 0 h2

1 h1
1

) , h1 + h2 ̸= 0 (4.254)

This R-matrix together with the condition on the parameters is the second of the spe-
cial cases (mentioned in the Introduction) of the R-matrix denoted by RH2,3 in [339].
Its algebraic relations thus obtained are given by formulae (5.9) of [48], namely:

c2 = 0, ca = ac = 0, dc = cd = 0, (4.255)
da = ad, cb = bc, a2 = d2 = ad + bc,
ab = bd = ba + (h1 – h2)bc, db = bd + (h2 – h1)bc.

Note that the constant h3 does not enter the above relations.
The coalgebra relations are the same as for A 1 . Also the demonstration that this

bialgebra is not a Hopf algebra is done as for A1 . The PBW basis in this case is:

bnak , aℓd , c , n, k ∈ ℤ+ , ℓ = 0, 1. (4.256)

Also in this case we make the change of basis (4.228) to obtain:

c2 = 0, ãc = cã = d̃c = cd̃ = ãd̃ = d̃ã = 0,
ãb = bã, bc = cb = 2d̃2, d̃3 = 0
d̃b = –bd̃ = (h1 – h2)d̃

2. (4.257)

The PBW basis becomes:

bn!̃k , d̃ ℓ , c , n, k ∈ ℤ+ , ℓ = 1, 2 . (4.258)

Thus, this bialgebra looks “smaller” than A 1 – compare with (4.258). It has also a
smaller structure of two-sided ideals and coideals:
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I2 = A 2 d̃
2 ⊕ A 2 bc (4.259a)

I1 = A 2 bc (4.259b)

so that

I1 ⊂ I2 ⊂ A 2 (4.260)

– compare with (4.240, 4.241).

4.8.3.1 Algebra and Coalgebra Structure of the Dual
In view of the similarities between the algebras A 1 and A 2 it is natural do use the
same generators Ã,B,C, D̃,E for the dual U2 . It is not surprising that we get the same
algebraic and coalgebraic relations. We have:

Proposition 5. The generators Ã,B,C, D̃,E of the bialgebra U2 obey the same
algebraic and coalgebraic relations as for the algebra U1 given in Propositions 3
and 4. ◊
Proof. The proof is based on the fact that the bialgebras A 1 and A 2 differ in
the relations involving the (co)ideals Ik, which have no bearing on the relations
of U1. Thus, we need only to show that all bilinears built from the generators
Ã,B,C, D̃,E have zero pairings with the ideals Ik (cf. (4.259, 4.260)), which is easy to
demonstrate. ◼
As a corollary also here the basis and algebraic relations of A 2 reduce to (4.242) and
(4.243).

Thus, we have shown the following important conclusion:

Proposition 6. The bialgebras A 1 and A 2 considered as bialgebras in duality with the
bialgebras U1, U2 , respectively, coincide. ◊
We recall that the notion of duality we use does not coincide with the FRT definition
of duality. The latter is more stringent as we shall see in the next subsection.

4.8.3.2 Consistency with the FRT Approach
The 4 × 4 R-matrix needed for the FRT approach is given in (4.254). The matrices R±2
entering the duality relations are:
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R+2 ≡ P R2 P = ( 1 h2 h1 h3
1 0 h1

1 h2
1

) (4.261a)

R–2 ≡ R–12 = ( 1 –h1 –h2 2h1h2 – h3
1 0 –h2

1 –h1
1

) (4.261b)

Using the above and relations (4.247) (with R1 → R2) we obtain:⟨L+11,( ã b
c d̃
)⟩ = ⟨L+22,( ã b

c d̃
)⟩ = ( 1 h2

0 0
) (4.262)

⟨L+12,( ã b
c d̃
)⟩ = (h1 h3

0 0
)

⟨L–11,( ã b
c d̃
)⟩ = ⟨L–22,( ã b

c d̃
)⟩ = ( 1 –h1

0 0
)

⟨L–12,( ã b
c d̃
)⟩ = (–h2 –h3 + 2h1h2

0 0
)

Iterating this we obtain:⟨L+11, bnãk⟩ = ⟨L+22, bnãk⟩ = hn2 (4.263)⟨L+12, bnãk⟩ = hn–12 ((k + n)h1h2 + n(h3 – h1h2))⟨L–11, bnãk⟩ = ⟨L–22, bnãk⟩ = (–h1)
n⟨L–12, bnãk⟩ = (–h1)

n–1((k + n)h1h2 + n(–h3 + h1h2))

From the above follow:

L+11 = L+22 = eh2B (4.264a)
L+12 = ((h3 – h1h2)B + h1Ã)e

h2B (4.264b)
L–11 = L+22 = e–h1B (4.264c)
L–12 = ((–h3 + h1h2)B – h2Ã)e

–h1B (4.264d)

This is compatible with the coproducts for the operators Ã,B.
Thus, we see that the L operators in this case are different from those of U1 (cf.

(4.253)). Thus, the FRT approach is more stringent than the notion of duality we use
since it distinguishes the two pairs of bialgebras. However, this difference is not as
drastic as the difference between the algebraic relations (4.229) and (4.257) of A 1 and
A 2 , respectively, since (4.253) is just a special case of (4.264) obtained for h1 = –h2 = h.
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On the other hand the FRT approach is incomplete in the cases at hand since it gives
info only about part of the generators, namely, Ã and B, and says nothing about the
generators C, D̃.

4.8.4 Exotic Bialgebras: Triangular Case 3

In this section we consider the bialgebra which we denote here by A3. It is obtained
by applying the basic relations (4.223) for the case when R = R3:

R3 = ( 1 0 0 1
–1 0 0

–1 0
1

) (4.265)

This R-matrix is denoted by RS0,2 in [339]. The algebraic relations of A 3 are given by
formulae (5.13) of [48], namely:

c2 = 0, ca = ac = 0, dc = cd = 0,
da = ad, cb = bc, a2 = d2

ab + ba = 0, db + bd = 0 (4.266)

The coalgebra relations and the demonstration that this bialgebra is not a Hopf
algebra are as for A 1 , A 2 .

Also in this case we make the change of basis (4.228) to obtain:

c2 = 0, ãc = cã = d̃c = cd̃ = ãd̃ = d̃ã = 0, cb = bc,
ãb + bã = 0, d̃b + bd̃ = 0. (4.267)

The algebra A 3 has the same PBW bases (4.227) and (4.230) as the algebra A 1 . It has
also the same (co)ideals as A 1 (cf. (4.240, 4.241)).

4.8.4.1 Algebra and Coalgebra Structure of the Dual
In view of the similarities between the algebras A 1 and A 3 it is natural do use
the same generators Ã,B,C, D̃,E for the dual U3. It is not surprising that we get the
same algebraic relations between generators Ã,B,C, D̃,E. However, unlike the bial-
gebras A 1 , A 2 the coalgebraic relations and the relation with the FRT formalism
here are different, and it is even necessary to introduce two new auxilliary operators
F± defined as: ⟨ F±, f ⟩ ≡ %(Ê(±1, 𝜕𝜕d̃ ) f) = %(exp(± 𝜕𝜕d̃ ) f) . (4.268)
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Explicitly we have:

⟨ F+, f ⟩ =
{{{{{{{
1 for f = d̃ ℓ

1 for f = 1A
0 otherwise

(4.269a)

⟨ F–, f ⟩ =
{{{{{{{
(–1)ℓ for f = d̃ ℓ

1 for f = 1A
0 otherwise.

(4.269b)

We have for the algebraic and coalgebraic structure of U3:

Proposition 7. The generators Ã,B,C, D̃,E, F± obey the following algebraic relations:

[D̃,C] = –2C, [B,C] = D̃ [B,C]+ = D̃2 (4.270)

[D̃,B] = 2BD̃2, [D̃,B]+ = 0
D̃3 = D̃, C2 = 0
[Ã,B] = 0, [Ã,C] = 0, [Ã, D̃] = 0,
EZ = ZE = 0, Z = Ã,B,C, D̃
F2+ = F2– = 1U , [F+, F–] = 0
[Ã, F±] = 0, BF± ± F∓B = 0
[C, F±]+ = 0, [D̃, F±] = 0
EF± = F±E = E.

For the proof we refer to [49]. ◊
Proposition 8.
(i) The comultiplication in the algebra U3 is given by:

$(Ã) = Ã ⊗ 1U + 1U ⊗ Ã, (4.271)
$(B) = B ⊗ 1U + F+F– ⊗ B,
$(C) = C ⊗ E + E ⊗ C,
$(D̃) = D̃ ⊗ E + E ⊗ D̃,
$(E) = E ⊗ E
$(F±) = F± ⊗ F±.

(ii) The counit relations in U3 are given by:

%U (Z) = 0, Z = Ã,B,C, D̃ (4.272)
%U (Z) = 1, Z = E, F±

For the proof we refer to [49]. ◊
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There is no antipode for the bialgebra U3 – this is proved exactly as for U1.
As in the case of U1 󳨀→ A 1 (and U2 󳨀→ A 2 ) duality, one may reduce the basis

of A 3 from theU3 󳨀→ A 3 duality, but only with the ideal I1 = A 3 bc (since d̃
2 is not

annihilated by F±). Thus, the basis of A 3 is reduced to the following monomials:

bn!̃k , bnd̃ ℓ , c , n, k ∈ ℤ+ , ℓ ∈ ℕ. (4.273)

The algebraic relations of the reduced algebra become:

c2 = 0, ãc = cã = d̃c = cd̃ = ãd̃ = d̃ã = cb = bc = 0,
ãb + bã = 0, d̃b + bd̃ = 0. (4.274)

4.8.4.2 Consistency with the FRT Approach
The 4 × 4 R-matrix needed for the FRT approach is given in (4.265). The matrices R±3
entering the duality relations are:

R+3 ≡ P R3 P = R3 (4.275a)

R–3 ≡ R–13 = ( 1 0 0 –1
–1 0 0

–1 0
1

). (4.275b)

Using the above and relations (4.247) (with R1 → R3) we obtain:

⟨L±11,( ã b
c d̃
)⟩ = (0 0

0 1
) (4.276)

⟨L±22,( ã b
c d̃
)⟩ = (0 0

0 –1
)

⟨L±12,( ã b
c d̃
)⟩ = (0 ±1

0 0
)

Iterating these relations for arbitrary elements of the basis of A 3 we can show that
the L generators are given in terms of some of the other generators in the following
way:

L±11 = F+ , L±22 = F– , L±12 = ±BF– (4.277)

Formulae (4.277) are compatible with the coproducts in (4.271) of the generators B, F±.
However, as we see this approach does not say anything about the basic generators
Ã,C, D̃.
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4.8.5 Higher-Order R-matrix Relations and Quantum Planes

In order to address the question of the quantum planes corresponding to the exotic
bialgebraswe have to know the relationswhich the R-matrices fulfil. Aswe know the R-
matrices producing deformations of theGL(2) andGL(1|1) fulfil second-order relations.
However, in the cases at hand we have higher-order relations.

We start with the R-matrix RH2,3 of [339]:

R = ( 1 h1 h2 h3
1 0 h2

1 h1
1

) (4.278)

We need actually the singly permuted R-matrix:

R̂ ≡ P R = ( 1 h1 h2 h3
0 0 1 h1
0 1 0 h2
0 0 0 1

) (4.279)

Explicit calculation shows now that we have:

(R̂ – 1) (R̂ + 1) = 0, h1 = –h2 = h, h3 = –h2, (4.280a)
(R̂ – 1)2 (R̂ + 1) = 0, h1 = –h2 = h, h3 ̸= –h2,

R̂ = P R1, (4.280b)
(R̂ – 1)3 (R̂ + 1) = 0, h1 + h2 ̸= 0, R̂ = P R2 (4.280c)

where 1 is the 4 × 4 unit matrix. Thus the minimal polynomials are:

pol(R̂) =
{{{{{{{
(R̂ – 1) (R̂ + 1) for h1 = –h2 = h, h3 = –h2,
(R̂ – 1)2 (R̂ + 1) for h1 = –h2 = h, h3 ̸= –h2

(R̂ – 1)3 (R̂ + 1) for h1 + h2 ̸= 0
(4.281)

Remark 4.2. We recall that (4.280a) is the Jordanian subcase which produces the
GLh,h(2) deformation of GL(2). Thus, the three subcases of Hietarinta’s R-matrix
RH2,3 are distiguished not only and not so much by the algebras they produce but
intrinsically by their minimal polynomials. ◊
To derive the corresponding quantum planes we shall apply theWess–Zumino formal-
ism [596]. The commutation relations between the coordinates zi and differentials zi,
i = 1, 2, are given as follows:
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zizj = Pijkℓ z
kzℓ (4.282)

& i& j = –Qijkℓ & k& ℓ (4.283)

zi& j = Qijkℓ & kzℓ (4.284)

where the operators P, Q are functions of R̂ and must satisfy:

(P – 1) (Q + 1) = 0. (4.285)

In the well-studied deformations of GL(2) there are quadratic minimal polynomi-
als, and there are only two choices for the operators P, Q (cf. e. g., (4.280a)).
Here we have more choices. In particular, for the case (4.280b) we have four
choices:

(P – 1, Q + 1) = {{{{{{{{{{{{{
(R̂ – 1, R̂2 – 1)
(R̂ + 1, (R̂ – 1)2)
(R̂2 – 1, R̂ – 1)
((R̂ – 1)2, R̂ + 1),

(4.286)

while in the case (4.280c) we have six choices:

(P – 1, Q + 1) =
{{{{{{{{{{{{{{{{{{{{{{{{{

(R̂ – 1, (R̂2 – 1)(R̂ – 1))
(R̂ + 1, (R̂ – 1)3)
(R̂2 – 1, (R̂ – 1)2)
((R̂ – 1)2, R̂2 – 1)
((R̂2 – 1)(R̂ – 1), R̂ – 1)
((R̂ – 1)3, R̂ + 1).

(4.287)

Our choice will be the last possibility of both (4.286) and (4.287); that is, we shall use
P – 1 = (R̂ – 1)a with a = 2, 3, respectively, and Q = R̂ in all cases. With this choices
and denoting (x, y) = (z1, z2) we obtain from (4.282), respectively,

xy – yx = hy2, h1 = –h2 = h, P – 1 = (R̂ – 1)2, (4.288)
xy – yx = 1

2 (h1 – h2)y
2, h1 ̸= –h2, P – 1 = (R̂ – 1)3. (4.289)

We note that the quantum planes corresponding to the bialgebras A 1 and A 2 are
not essentially different. Furthermore, the quantum plane (4.288) is the same as for
the Jordanian subcase if we choose P – 1 = R̂ – 1.
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Denoting (. , ') = (& 1, & 2) we obtain from (4.283) with Q = R̂:

. 2 + h1 – h2
2

.' = 0 (4.290a)

'2 = 0 (4.290b)
.' = –'. (4.290c)

Of course, for R̂ = P R1 (4.290a) simplifies to

. 2 + h .' = 0, (4.291)

which is valid also for the Jordanian subcase.
Finally, for the coordinates–differentials relations we obtain from (4.284) with

Q = R̂ again for all subcases:

x. = .x + h1.y + h2'x + h3'y (4.292a)
x' = 'x + h1'y (4.292b)
y. = .y + h2'y (4.292c)
y' = 'y. (4.292d)

Finally we derive the quantum plane relations for the case of the R3 matrix. It is easy
to see that (4.280b) holds also in this case; that is, for

R̂3 ≡ P R3 = ( 1 0 0 1
0 0 –1 0
0 –1 0 0
0 0 0 1

) . (4.293)

Using (4.282–4.284) with P – 1 = (R̂3 – 1)2, Q = R̂3, we obtain, respectively:

xy = –yx (4.294)
. 2 = 0 , '2 = 0 , .' = '. (4.295)
x. = .x + 'y , x' = –'x , y. = –.y , y' = 'y. (4.296)

Finally, we note that a check of consistency of this formalism is to implement Manin’s
approach to quantum planes [461]. Namely, one takes quantummatrix T (cf. (4.14)) as
transformation matrix of the two-dimensional quantum planes. This means that if we
define:

z󸀠i = Tij z
j, & 󸀠i = Tij & j, (4.297)

then (x󸀠, y󸀠) = (z󸀠1, z󸀠2) and (. 󸀠, '󸀠) = (& 󸀠1, & 󸀠2) should satisfy the same relations as
(x, y) and (. , '). The latter statement may be used to recover the algebraic relations
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of the bialgebras. Namely, suppose, that relations (4.288), (4.290b,c), (4.291), (4.292),
or relations (4.289), (4.290), (4.292), or relations (4.294), (4.295), and (4.296), hold for
both (x, y) and (. , ') and (x󸀠, y󸀠) and (. 󸀠, '󸀠); then substitute the expressions for (x󸀠, y󸀠)
and (. 󸀠, '󸀠) in the these relations, under the assumption that a, b, c, d commute with
(x, y) and (. , '); then the coefficients of the independent bilinears that may be built
from (x, y) and (. , ') will reproduce the algebraic relations of the bialgebras A 1 , A 2 ,
A 3 , respectively.

4.8.6 Exotic Bialgebras: Nontriangular Case S03

In this subsection and the next we find the exotic matrix bialgebras which corres-
pond to the two nontriangular nonsingular 4×4 R-matrices of [339], namely, RS0,3 and
RS1,4, which are not deformations of the trivial R-matrix. We study three bialgebras
denoted by S03, S14, S14o, the latter two cases corresponding to RS1,4 for deformation
parameter q2 ̸= 1 and q2 = 1, respectively.

Again we consider matrix bialgebras which are unital associative algebras gener-
ated by four elements a, b, c, d. The coproduct and counit relations are the classical
ones (4.5).

Here it shall be convenient to make the following change of generators:

ã = 1
2 (a + d), d̃ = 1

2 (a – d), b̃ = 1
2 (b + c), c̃ = 1

2 (b – c). (4.298)

For the new generators we have instead of (4.5):

$ ( ã b̃
c̃ d̃
) = ( ã ⊗ ã + b̃ ⊗ b̃ – c̃ ⊗ c̃ + d̃ ⊗ d̃

ã ⊗ c̃ + c̃ ⊗ ã – b̃ ⊗ d̃ + d̃ ⊗ b̃ (4.299)

ã ⊗ b̃ + b̃ ⊗ ã – c̃ ⊗ d̃ + d̃ ⊗ c̃
ã ⊗ d̃ + d̃ ⊗ ã – b̃ ⊗ c̃ + c̃ ⊗ b̃)

% ( ã b̃
c̃ d̃
) = ( 1 0

0 0
) (4.300)

Here we consider the matrix bialgebra S03, which we obtain by applying the RTT
relations of [272]:

R T1 T2 = T2 T1 R , (4.301)

where T1 = T ⊗ 12, T2 = 12 ⊗ T, for the case when R = RS0,3, [339]:

RS0,3 ≡ ( 1 0 0 1
0 1 1 0
0 1 –1 0
–1 0 0 1

) (4.302)
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The relations which follow from (4.301) and (4.302) are:

b2 + c2 = 0, a2 – d2 = 0, (4.303)
cd = ba, dc = –ab,
bd = ca, db = –ac,
da = ad, cb = –bc.

In terms of the generators ã, b̃, c̃, d̃ we have:

b̃2 = c̃2 = 0, ãd̃ = d̃ã = 0, (4.304)
ãb̃ = 0, b̃d̃ = 0,
d̃c̃ = 0, c̃ã = 0.

In view of the above relations we conclude that this bialgebra has no PBW basis.
Indeed, the ordering following from (4.304) is cyclic:

ã > c̃ > d̃ > b̃ > ã. (4.305)

Thus, the basis consists of building blocks like ãk Ĉ d̃ℓ b̃ and cyclic. Explicitly the basis
can be described by the following monomials:

ãk1 c̃ d̃ℓ1 b̃ ⋅ ⋅ ⋅ ãkn c̃ d̃ℓn b̃ ãkn+1 , n , ki , ℓi ∈ ℤ+ (4.306a)

d̃ℓ1 b̃ ãk1 c̃ ⋅ ⋅ ⋅ d̃ℓn b̃ ãkn , n , ki , ℓi ∈ ℤ+ (4.306b)

ãk1 c̃ d̃ℓ1 b̃ ⋅ ⋅ ⋅ ãkn c̃ d̃ℓn , n , ki , ℓi ∈ ℤ+ (4.306c)

d̃ℓ1 b̃ ãk1 c̃ ⋅ ⋅ ⋅ d̃ℓn b̃ ãkn c̃ d̃ℓn+1 , n , ki , ℓi ∈ ℤ+ (4.306d)

We shall call the elements of the basis “words”. The one-letter words are the gen-
erators ã, b̃, c̃, d̃; they are obtained from (4.306a), (4.306b), (4.306c), and (4.306d),
respectively, for n = 0, k1 = 1, n = 1, k1 = ℓ1 = 0, n = 1, k1 = ℓ1 = 0,
n = 0, ℓ1 = 1, respectively. The unit element 1A is obtained from (4.306b) or (4.306c)
for n = 0.

4.8.6.1 Dual Algebra
Let us denote by s03 the unknown yet dual algebra of S03, and by Ã, B̃, C̃, D̃ the four
generators of s03. Like in [209] we define the pairing ⟨Z, f ⟩, Z = Ã, B̃, C̃, D̃, f is from
(4.306), as the classical tangent vector at the identity (4.186) ⟨Z, f ⟩ = % ( 𝜕f𝜕y), where
(Z, y) = (Ã, ã), (B̃, b̃), (C̃, c̃), (D̃, d̃). Explicitly, we get:
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⟨ Ã, f ⟩ = %( 𝜕f𝜕ã) =
{{{k for f = ãk

0 otherwise
(4.307a)

⟨ B̃, f ⟩ = %( 𝜕f𝜕b̃) =
{{{1 for f = b̃ãk

0 otherwise
(4.307b)

⟨ C̃, f ⟩ = %(𝜕f𝜕c̃) =
{{{1 for f = ãkc̃
0 otherwise

(4.307c)

⟨ D̃, f ⟩ = %( 𝜕f𝜕d̃) =
{{{1 for f = d̃
0 otherwise

(4.307d)

Using the above we obtain:

Proposition 9. The generators Ã, B̃, C̃, D̃ introduced above obey the following relations:

[Ã, Z] = 0, Z = B̃, C̃, (4.308)
ÃD̃ = D̃Ã = D̃3 = B̃2D̃ = D̃B̃2 = D̃,
D̃B̃ = –B̃D̃ = C̃D̃2 = D̃2C̃,
[B̃, C̃] = –2D̃, {C̃, D̃} = 0,
B̃2 + C̃2 = 0, B̃3 = B̃,
C̃3 = –C̃, B̃2Ã = Ã.

$U (Ã) = Ã ⊗ 1U + 1U ⊗ Ã (4.309)
$U (B̃) = B̃ ⊗ 1U + (1U – B̃2) ⊗ B̃
$U (C̃) = C̃ ⊗ (1U – B̃2) + 1U ⊗ C̃
$U (D̃) = D̃ ⊗ (1U – B̃2) + (1U – B̃2) ⊗ D̃
%U (Z) = 0, Z = Ã, B̃, C̃, D̃.

Ã, B̃2 = –C̃2 and D̃2 are Casimir operators. The bialgebra s03 is not a Hopf algebra.
For the Proof we refer to [50]. ◊
Corollary: The algebra generated by the generator Ã is a sub-bialgebra of s03. The
algebra s03󸀠 generated by the generators B̃, C̃, D̃ is a nine-dimensional subbialgebra
of s03 with PBW basis:

1U , B̃, C̃, D̃, B̃C̃, B̃D̃, D̃C̃, B̃2, D̃2. (4.310)

Proof. The statement follows immediately from relations (4.308, 4.309). We comment
only the PBW basis of the subalgebra s03󸀠. Indeed, a priori it has a PBW basis:
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B̃k D̃ℓ C̃m, k, ℓ ≤ 2, m ≤ 1 (4.311)

the restrictions following from (4.308). Furthermore it is easy to see that there are no
cubic (and consequently higher order) elements of the basis. For some of the cubic
elements this is clear from (4.308). For the rest we have:

B̃D̃C̃ = –D̃2C̃2 = D̃2B̃2 = D̃2 (4.312)
B̃2C̃ = –C̃3 = C̃
B̃D̃2 = –C̃D̃3 = D̃C̃

also using (4.308). Thus, the basis is given by (4.310) that the algebra is indeed nine-
dimensional. ◊
Remark 4.3. The algebra s03 is not the direct sum of the two subalgebras described in
the preceding corollary since both subalgebras have nontrivial action on each other;
for example, B̃2Ã = Ã, ÃD̃ = D̃. The algebra s03󸀠 is a nine-dimensional associative
algebra over the central algebra generated by Ã. ◊
4.8.6.2 Regular Representation
We start with the study of the left regular representation (LRR) of the subalgebra s03󸀠.
For this we need the left multiplication table:

1 B̃ C̃ B̃2 B̃C̃ ⋅ ⋅ ⋅

B̃ B̃ B̃2 B̃C̃ B̃ C̃ ⋅ ⋅ ⋅

C̃ C̃ B̃C̃ + 2D̃ –B̃2 C̃ –B̃ + 2D̃C̃ ⋅ ⋅ ⋅

D̃ D̃ –B̃D̃ D̃C̃ D̃ –D̃2 ⋅ ⋅ ⋅

⋅ ⋅ ⋅ D̃ D̃2 B̃D̃ D̃C̃

B̃ ⋅ ⋅ ⋅ B̃D̃ D̃C̃ D̃ D̃2

C̃ ⋅ ⋅ ⋅ –D̃C̃ –B̃D̃ D̃2 D̃

D̃ ⋅ ⋅ ⋅ D̃2 D̃ –D̃C̃ –B̃D̃

The LRR hence contains the subrepresentation generated as a vector space by{D̃, D̃2, B̃D̃, D̃C̃}, which decomposes into two two-dimensional irreps:
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v10 = D̃ + D̃2 , v11 = B̃D̃ + D̃C̃ , (4.313)

B̃(v10
v11
) = (v11

v10
), C̃(v10

v11
) = (–v11

v10
), D̃(v10

v11
) = ( v10

–v11
)

v20 = B̃D̃ – D̃C̃ , v21 = D̃ – D̃2 , (4.314)

B̃(v20
v21
) = (v21

v20
), C̃(v20

v21
) = (–v21

v20
), D̃(v20

v21
) = ( v20

–v21
).

These two irreps are isomorphic by the map (v10, v
1
1) → (v20, v

2
1). On both of them the

Casimirs B̃2, D̃2 take the value 1. (Also the Casimir Ã of s03 has the value 1.)
The LRR contains also the trivial one-dimensional representation generated by

the vector v = B̃2 – 1U . On this vector all Casimirs and moreover all generators of s03
take the value 0.

The quotient of the LRR by the above three submodules has the following
multiplication table:

1 B̃ C̃ B̃C̃

B̃ B̃ B̃2 B̃C̃ C̃

C̃ C̃ B̃C̃ –B̃2 –B̃

D̃ 0 0 0 0

Thus the quotient decomposes into a direct sum of four one-dimensional representa-
tions, generated as vector spaces by

v:,:󸀠 = B̃ + :1U – i::󸀠C̃ – i:󸀠B̃C̃ , :, :󸀠 = ±. (4.315)

On the latter vectors we have the following action:

B̃v:,:󸀠 = :v:,:󸀠 , C̃v:,:󸀠 = i:󸀠v:,:󸀠 , D̃v:,:󸀠 = 0 . (4.316)

Obviously, on all of them the Casimirs B̃2, D̃2 take the values 1, 0, respectively.
However, these four representations are not isomorphic to each other.

To summarize, there are seven irreps of s03󸀠 which are obtained from the LRR:
– one-dimensional trivial (all generators act by zero)
– two-dimensional with both Casimirs B̃2, D̃2 having value 1
– four one-dimensional with Casimir values 1, 0 for B̃2, D̃2, respectively

Turning to the algebra s03 we note that it inherits the representation structure of its
subalgebra s03󸀠. On the representations (4.313,4.314) the Casimir Ã has the value 1,
while on the trivial irrep generated by v = B̃2 – 1U the Casimir Ã has the value 0.
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However, on the one-dimensional irreps generated by (4.315) the Casimir Ã has no
fixed value. Thus, the list of the irreps of s03 arising from the LRR is:
– one-dimensional trivial
– two-dimensional with all Casimirs Ã, B̃2, D̃2 having value 1
– four one-dimensional with Casimir values ,, 1, 0 for Ã, B̃2, D̃2, respectively, , ∈ ℂ
Finally, we note that we could have studied also the right regular representation of
s03. The list of irreps would be the same as the above one.

4.8.6.3 Weight Representations
Here we consider weight representations. These are representations which are built
from the action of the algebra on a weight vectorwith respect to one of the generators.
We start with a weight vector v0 such that:

D̃ v0 = + v0 (4.317)

where + ∈ ℂ is the weight. As we shall see the cases + ̸= 0 and + = 0 are very different.
We start with + ̸= 0. In that case from from D̃3 = D̃ follows that +2 = 1, while

from B̃2D̃ = D̃ follows that B̃2v0 = v0 . Further, from (4.308d) follows that C̃ v0 =
–+ B̃ v0 . Thus, acting with the elements of s03 on v0 we obtain a two-dimensional
representation, for example:

v0 , B̃ v0 , (4.318)

(and we could have chosen v0 , C̃ v0 as its basis). This representation is irreducible.
The action is given as follows:

v0 B̃v0

B̃ B̃v0 v0

C̃ –+B̃v0 +v0

D̃ +v0 –+B̃v0

Both Casimirs B̃2, D̃2 take the value 1.
Let now + = 0. In this case acting with the elements of s03 on v0 we obtain a

five-dimensional representation:

v0 , B̃ v0 , C̃ v0 , B̃C̃ v0 , B̃
2 v0. (4.319)

This representation is reducible. It has a one-dimensional subrepresentation spanned
by the vector w = v v0 = (B̃2 – 1U )v0 . This is the trivial representation since all
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generators act by zero on it. After we factor out this representation the factor repres-
entation splits into four one-dimensional representations spanned by the following
vectors w:,:󸀠 = v:,:󸀠 v0, where v:,:󸀠 is from (4.315) and the action of the generators is as
given in (4.316). Thus, these irreps are as those obtained from the LRR.

To summarize, there are six irreps of s03󸀠 which are obtained as weight irreps of
the generator D̃:
– one-dimensional trivial
– one two-dimensional with both Casimirs B̃2, D̃2 having value 1
– four one-dimensional with Casimir values 1, 0 for B̃2, D̃2, respectively

Turning to the algebra s03, we note that it inherits the representation structure of its
subalgebra s03󸀠; however, the value of the Casimir Ã is not fixed except on the trivial
irrep. Thus, the list of the irreps of s03 which are obtained as weight irreps of the
generator D̃ is:
– one-dimensional trivial
– one two-dimensional with Casimir values ,, 1, 1 for Ã, B̃2, D̃2, respectively, , ∈ ℂ
– four one-dimensional with Casimir values ,, 1, 0 for Ã, B̃2, D̃2, respectively, , ∈ ℂ
Finally, we note that it is not possible to construct weight representations w.r.t.
generator B̃ (or C̃).

4.8.6.4 Representations of s03 on S03
Here we shall study the representations of s03 obtained by the use of its right regular
representation (RRR) on the dual bialgebra S03. The RRR is defined as follows:

0R(Z)f ≡ f(1)⟨Z, f(2)⟩ , Z ∈ s03 , Z ̸= 1U , f ∈ S03 ,
0R(1U )f ≡ f , f ∈ S03 , (4.320)

where we use Sweedler’s notation for the coproduct: $(f ) = f(1) ⊗ f(2) . (Note that we
cannot use the left regular action since that would be given by the formula: 0L(Z)f =⟨𝛾U (Z), f(1)⟩ f(2) and we do not have an antipode.) More explicitly, for the generators of
s03 we have:

0R(Ã)(ã b̃
c̃ d̃
) = (ã b̃

c̃ d̃
) (4.321)

0R(B̃)(ã b̃
c̃ d̃
) = (b̃ ã

d̃ c̃
)

0R(C̃)(ã b̃
c̃ d̃
) = (–c̃ d̃

ã –b̃
)
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0R(D̃)(ã b̃
c̃ d̃
) = ( d̃ –c̃

–b̃ ã
)

0R(Z) 1A = 1A ⟨Z, 1A ⟩ = 1A %U (Z) = 0 , Z = Ã, B̃, C̃, D̃.

For the action on the elements (words) of S03 we use a corollary of (4.320):

0R(Z)fg = 0R($U (Z))(f ⊗ g), (4.322)

where f , g are arbitrary words from (4.306). Further we shall need the notion of the
“length” ℓ(f ) of the word f . It is defined naturally as the number of the letters of f ; in
addition we set ℓ(1A ) = 0. Now we obtain from (4.322):

0R(Ã) f = ℓ(f ) f (4.323a)
0R(B̃) f ⋅ g = (0R(B̃)f ) ⋅ g (4.323b)
0R(C̃) f ⋅ g = f ⋅ (0R(C̃)g) (4.323c)
0R(D̃) f = 0 , if ℓ(f ) > 1 (4.323d)

From (4.323b,c) it is obvious that the only nonzero action of B̃, C̃ actually is:

0R(B̃)(ã b̃
c̃ d̃
) ⋅ f = (b̃ ã

d̃ c̃
) ⋅ f (4.324a)

0R(C̃) f ⋅ (ã b̃
c̃ d̃
) = f ⋅ (–c̃ d̃

ã –b̃
) (4.324b)

From (4.323a) it is obvious that we can classify the irreps by the value ,A of the Casimir
Ã which runs over the non-negative integers. For fixed ,A the basis of the corres-
ponding representations is spanned by the words f such that ℓ(f ) = ,A . Thus, we
have:
– ,A = 0

This is the one-dimensional trivial representation spanned by the unit element 1A
on which all generators of s03 have zero action.

– ,A = 1
This representation is four-dimensional spanned by the four generators ã, b̃, c̃, d̃
of S03. It is reducible and decomposes in two two-dimensional irreps with basis
vectors:

v10 = ã + d̃ = a , v11 = b̃ + c̃ = b , (4.325a)
v20 = b̃ – c̃ = c , v21 = ã – d̃ = d. (4.325b)
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The RRR of B̃, C̃, D̃ on these vectors is as (4.313,4.314):

0R(B̃)(vk0vk1) = (vk1vk0), 0R(C̃)(vk0vk1) = (–vk1vk0 ),
0R(D̃)(vk0vk1) = ( vk0–vk1) (4.326)

These two irreps are isomorphic by the map (v10, v
1
1) → (v20, v

2
1). On both of them

the Casimirs B̃2, D̃2 take the value 1.
– ,A = 2

This representation is eight-dimensional spanned by ã2, ãc̃, b̃ã, b̃c̃, c̃b̃,
c̃d̃, d̃2, d̃b̃. It is reducible and decomposes in eight one-dimensional irreps
with basis vectors:

v1:,:󸀠 = (ã + :b̃)(ã + i:󸀠c̃) (4.327a)

v2:,:󸀠 = (d̃ + :c̃)(d̃ + i:󸀠b̃) (4.327b)

:, :󸀠 = ±
The RRR of B̃, C̃, D̃ on these vectors is as (4.316):

0R(B̃)vk:,:󸀠 = :vk:,:󸀠 , 0R(C̃)vk:,:󸀠 = i:󸀠vk:,:󸀠 , 0R(D̃)vk:,:󸀠 = 0 . (4.328)

The irrep with vector v1:,:󸀠 is isomorphic to the irrep with vector v2:,:󸀠 . Thus, there
are only four distinct irreps parametrized by :, :󸀠. On all of them the Casimirs
B̃2, D̃2 take the value 1,0, respectively.

– ,A = N > 2
These representations are reducible and decompose in one-dimensional irreps
with basis vectors:

v1:,:󸀠 = (ã + :b̃) ⋅ f1 ⋅ (ã + i:󸀠c̃) (4.329a)

v2:,:󸀠 = (d̃ + :c̃) ⋅ f2 ⋅ (d̃ + i:󸀠b̃) (4.329b)

v3:,:󸀠 = (ã + :b̃) ⋅ f3 ⋅ (d̃ + i:󸀠b̃) (4.329c)

v4:,:󸀠 = (d̃ + :c̃) ⋅ f4 ⋅ (ã + i:󸀠c̃) (4.329d)

:, :󸀠 = ± , ℓ(fk) = N – 2

The RRR of B̃, C̃, D̃ on these vectors is as exactly as (4.316). The irrep with vector
vk:,:󸀠 is isomorphic to the irrep with vector vn:,:󸀠 . Thus, there are only four distinct
irreps as in the case above. On all of them the Casimirs B̃2, D̃2 take the value 1,0,
respectively.
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To summarize the list of irreps of s03󸀠 is the same as given in Section 4.8.6.2. The
list of irreps of s03 here is smaller since the Casimir Ã can take only non-negative
integer values. Thus, the list of the irreps of s03 using the dual bialgebra S03 as carrier
space is:
– one-dimensional trivial
– two-dimensional with all Casimirs Ã, B̃2, D̃2 having value 1
– four one-dimensional with Casimir values ,, 1, 0 for Ã, B̃2, D̃2, respectively, , ∈ℕ + 1

The difference in the two lists is natural since here more structure (the co-product) is
involved. Speaking more loosely the irreps here may be looked upon as “integrals” of
the irreps obtained in Section 4.8.6.2.

4.8.7 Exotic Bialgebras: Nontriangular Case S14

In this subsection we consider the matrix bialgebra S14. We obtain it by applying the
RTT relation (4.223) for the case R = RS1,4, when q2 ̸= 1 where:

RS1,4 ≡ (0 0 0 q
0 0 1 0
0 1 0 0
q 0 0 0

) (4.330)

This R-matrix is given in [339].
The relations which follow from (4.223) and (4.330) when q2 ̸= 1 are:

b2 – c2 = 0 , a2 – d2 = 0 (4.331)
ab = ba = 0 , ac = ca = 0
bd = db = 0 , cd = dc = 0.

In terms of the generators ã, b̃, c̃, d̃

b̃c̃ + c̃b̃ = 0 ãd̃ + d̃ã = 0 (4.332)
ãb̃ = b̃ã = 0 ãc̃ = c̃ã = 0
b̃d̃ = d̃b̃ = 0 c̃d̃ = d̃c̃ = 0.

From the above relations it is clear that the PBW basis of S14 is:

ãkd̃ℓ , b̃kc̃ℓ. (4.333)
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4.8.7.1 Dual Algebra
Let us denote by s14 the unknown yet dual algebra of S14, and by Ã, B̃, C̃, D̃ the four
generators of s14. We define the pairing as (4.186):⟨Z, f ⟩, Z = Ã, B̃, C̃, D̃, f is from
(4.333). Explicitly, we obtain:

⟨ Ã , f ⟩ = %( 𝜕f𝜕ã) =
{{{k$ℓ0 f = ãkd̃ℓ

0 f = b̃kc̃ℓ
(4.334a)

⟨ B̃ , f ⟩ = %( 𝜕f𝜕b̃) =
{{{0 f = ãkd̃ℓ

$k1$ℓ0 f = b̃kc̃ℓ
(4.334b)

⟨ C̃ , f ⟩ = %(𝜕f𝜕c̃) =
{{{0 f = ãkd̃ℓ

$k0$ℓ1 f = b̃kc̃ℓ
(4.334c)

⟨ D̃ , f ⟩ = %( 𝜕f𝜕d̃) =
{{{$ℓ1 f = ãkd̃ℓ

0 f = b̃kc̃ℓ
(4.334d)

We shall need (as in Section 4.8.2) the auxiliary operator E:

⟨E, f ⟩ =
{{{1 for f = 1A
0 otherwise

(4.335)

Using the above we obtain:

Proposition 10. The generators Ã, B̃, C̃, D̃ introduced above obey the following relations:

C̃ = D̃B̃ = –B̃D̃, [Ã, D̃] = 0 (4.336)
ÃB̃ = B̃Ã = D̃2B̃ = B̃3 = B̃,
EZ = ZE = 0 , Z = Ã, B̃, D̃ ,

$U (Ã) = Ã ⊗ 1U + 1U ⊗ Ã (4.337)
$U (B̃) = B̃ ⊗ E + E ⊗ B̃
$U (D̃) = D̃ ⊗ K + 1U ⊗ D̃ , K ≡ (–1)Ã
$(E) = E ⊗ E

%U (Z) = 0 , Z = Ã, B̃, D̃, %U (E) = 1 (4.338)

Ã, B̃2 and D̃2 are Casimir operators. The bialgebra s14 is not a Hopf algebra.
For the Proof we refer to [50]. ◊
Corollary 3. The algebra generated by the generator Ã is a sub-bialgebra of s14. The
algebra s14󸀠 generated by B̃, D̃ is a subalgebra of s14, but is not a sub-bialgebra (cf.
(4.337b,c)). It has the following PBW basis:
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B̃, B̃2, D̃B̃, D̃B̃2, D̃ℓ, ℓ = 0, 1, 2, ... (4.339)

where we use the convention D̃0 = 1U . ◊
4.8.7.2 Regular Representation
We start with the study of the right regular representation of the subalgebra s14󸀠. For
this we use the right multiplication table:

B̃ B̃2 D̃B̃ D̃B̃2 D̃2k D̃2k+1

B̃ B̃2 B̃ D̃B̃2 D̃B̃ B̃ D̃B̃

D̃ –D̃B̃ D̃B̃2 –B̃ B̃2 D̃2k+1 D̃2k+2

From the above table follows that there is a four-dimensional subspace spanned by
B̃, B̃2, D̃B̃, D̃B̃2. It is reducible and decomposes into four one-dimensional representa-
tions spanned by:

v:,:󸀠 = B̃ + :B̃2 – :󸀠D̃B̃ + ::󸀠D̃B̃2 (4.340)

The action of B̃, D̃ on these vectors is:

B̃v:,:󸀠 = :v:,:󸀠 , D̃v:,:󸀠 = :󸀠v:,:󸀠 (4.341)

The value of the Casimirs B̃2, D̃2 on these vectors is 1.
The quotient of the RRRby the above submodules has the followingmultiplication

table:

D̃2k D̃2k+1

B̃ 0 0

D̃ D̃2k+1 D̃2k+2

This representation is reducible. It contains an infinite set of nested submodules Vn ⊃
Vn+1, n = 0, 1, ..., where Vn is spanned by D̃n+ℓ, ℓ = 0, 1, .... Correspondingly there is an
infinite set of one-dimensional irreducible factor-modules Fn ≡ Vn/Vn+1 (generated by
D̃n), which are all isomorphic to the trivial representation since the generators B̃, D̃ act
as zero on them. Thus there are five irreps arising from the RRR of s14󸀠:
– one-dimensional trivial
– four one-dimensional with both Casimirs B̃2, D̃2 having value 1
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Turning to the algebra s14 we note that it inherits the representation structure of its
subalgebra s14󸀠. On the representations (4.340) the Casimir Ãhas the value 1. However,
on the one-dimensional irreps Fn the Casimir Ã has no fixed value. Thus, the list of the
irreps arising from the RRR of s14 is:
– one-dimensional with Casimir values ,, 0, 0 for Ã, B̃2, D̃2, respectively, , ∈ ℂ
– four one-dimensional with all Casimirs Ã, B̃2, D̃2 having value 1

4.8.7.3 Weight Representations
Here we study weight representations, first w.r.t. D̃, as in (4.317). The resulting
representation of s14󸀠 is three-dimensional:

v0 , B̃ v0 , B̃
2 v0. (4.342)

It is reducible and contains one one-dimensional and one two-dimensional irrep:
– one-dimensional + ∈ ℂ:

w0 = (B̃2 – 1U )v0 , (4.343)
B̃w0 = 0 , D̃w0 = +w0 , (4.344)

– two-dimensional with + = ±1:{v0, v1 = B̃ v0} (4.345)

B̃(v0
v1
) = (v1

v0
), D̃(v0

v1
) = +( v0

–v1
) (4.346)

Turning to the algebra s14 we note that it inherits the representation structure of its
subalgebra s14󸀠. On the one-dimensional irrep (4.343) the Casimir Ã has no fixed value
since B̃ is trivial, and [Ã, D̃] = 0. On the two-dimensional irrep (4.345) the Casimir Ã
has the value 1 since ÃB̃ = B̃.

Thus, there are the following irreps of s14 which are obtained as weight irreps of
the generator D̃:
– one-dimensional with Casimir values ,, 0, +2 for Ã, B̃2, D̃2, respectively, ,, + ∈ ℂ
– two two-dimensional with all Casimirs Ã, B̃2, D̃2 having the value 1

Next we consider weight representations w.r.t. B̃:

B̃ v0 = - v0 , (4.347)

with - ∈ ℂ. From B̃3 = B̃ follows that - = 0,±1. Acting with the generators we obtain
the following representation vectors: vℓ = D̃ℓ v0 . We have that D̃vℓ = vℓ+1.
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Further we consider first the case -2 = 1. Then we apply the relation D̃2B̃ = B̃ to vℓ
and we get:

D̃2B̃vℓ = (–1)ℓ-vℓ+2 = B̃vℓ = (–1)ℓ-vℓ

from which follows that we have to identify vℓ+2 with vℓ . Thus the representation is
given as follows: {v0, v1 = D̃ v0} (4.348)

B̃(v0
v1
) = -( v0

–v1
), D̃(v0

v1
) = (v1

v0
)

On this irrep both Casimirs B̃2, D̃2 have value 1 (-2 = 1).
Further we consider the case - = 0. This representation is reducible. It contains

an infinite set of nested submodules Vn ⊃ Vn+1, n = 0, 1, ..., where Vn is spanned by
D̃n+ℓv0, ℓ = 0, 1, .... Correspondingly there is an infinite set of one-dimensional irredu-
cible factor-modules Fn ≡ Vn/Vn+1 (generated by D̃nv0), which are all isomorphic to
the trivial representation since the generators B̃, D̃ act as zero on them.

Turning to the algebra s14 we note that it inherits the representation structure of
its subalgebra s14󸀠, with the value of the Casimir Ã being not fixed if B̃ acts trivially,
and being 1, if B̃ acts non trivially.

Thus, there are the following irreps of s14 which are obtained as weight irreps of
the generator B̃:
– one-dimensional with Casimir values ,, 0, 0 for Ã, B̃2, D̃2, respectively, , ∈ ℂ
– two two-dimensional with all Casimirs Ã, B̃2, D̃2 having the value 1

4.8.7.4 Representations of s14 on S14
Here we shall study the representations of s14 obtained by the use of its right regular
representation (RRR) on the dual bialgebra S14. The RRR is defined as in (4.320). For
the generators of s14 we have:

0R(Ã)(ã b̃
c̃ d̃
) = (ã b̃

c̃ d̃
) (4.349)

0R(B̃)(ã b̃
c̃ d̃
) = (b̃ ã

d̃ c̃
)

0R(D̃)(ã b̃
c̃ d̃
) = ( d̃ –c̃

–b̃ ã
)

0R(E)(ã b̃
c̃ d̃
) = (0 0

0 0
)

0R(Z) 1A = 1A ⟨Z, 1A ⟩ = 1A %U (Z) =
{{{0 , Z = Ã, B̃, D̃
1 , Z = E
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For the action on the basis of S14 we use formula (4.322). We obtain:

0R(A) ãnd̃
k = (n + k)ãnd̃k , 0R(A) b̃

nc̃k = (n + k)b̃nc̃k (4.350)

0R(B) ãnd̃
k = $k0$n1b̃ + $n0$k1c̃ , 0R(B) b̃

nc̃k = $k0$n1ã + $n0$k1d̃
0R(D) ãkd̃

ℓ = (–1)ℓ+1ℓãk+1d̃ℓ–1 + (–1)ℓkãk–1d̃ℓ+1
0R(D) b̃

kc̃ℓ = (–1)ℓℓb̃k+1c̃ℓ–1 + (–1)ℓ+1kb̃k–1c̃ℓ+1
We see that similarly to Section 4.8.6.4 the Casimir Ã acts as the length of the elements
of S14, that is, (4.321) holds. Thus, also here we classify the irreps by the value ,A of
the Casimir Ã which runs over the non-negative integers. For fixed ,A the basis of the
corresponding representations is spanned by the elements f such that ℓ(f ) = ,A . The
dimension of each such representation is:

dim (,A) =
{{{2(,A + 1) for ,A ≥ 1
1 for ,A = 0

(4.351)

The classification goes as follows:
– ,A = 0

This is the one-dimensional trivial representation spanned by 1A .
– ,A = 1

This representation is four-dimensional spanned by the four generators ã, b̃, c̃, d̃
of S14. It decomposes in two two-dimensional isomorphic to each other irrepswith
basis vectors as in (4.325) – this is due to the fact that the action (4.349b,c) is the
same as the action (4.321). The value of the Casimirs B̃2, D̃2 is 1.

– Each representation for fixed ,A ≥ 2 is reducible and decomposes in two iso-
morphic representations: one built on the basis ãkd̃ℓ, and the other built on the
basis b̃kc̃ℓ, each of dimension ,A + 1. Thus, for ,A ≥ 2 we shall consider only the
representations built on the basis ãkd̃ℓ. These representations are also reducible
and they all decompose in one-dimensional irreps. Further, the action of B̃ is zero,
thus, we speak only about the action of D̃.

– ,A = 2n, n = 1, 2, ...
For fixed n the representation decomposes into 2n + 1 one-dimensional irreps. On
one of these, which is spanned by the element:

w0 =
n∑

k=0
(n
k
)ã2n–2kd̃2k , (4.352)

the generator D̃ acts by zero. The rest of the irreps are enumerated by the
parameters: ± , 4, where 4 = 2, 4, ..., 2n = ,A, and are spanned by the vectors:
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u±4 = u0 ± 4u1 , (4.353)

u0 =
n∑

k=0
!k ã2n–2kd̃

2k , !0 = 1 ,

u1 =
n–1∑
k=0

"k ã2n–2k–1d̃
2k+1 , "0 = 1 ,

on which D̃ acts by:

0R(D̃) u±4 = ±4 u±4 (4.354)

which follows from:

0R(D̃)(u0u1) = (42 u1u0
) (4.355)

Note that the value of the Casimir D̃2 is equal to 42. The coefficients !k , "k depend
on 4 and are fixed from the two recursive equations which follow from (4.355):

42 "k = 2(n – k)!k – 2(k + 1)!k+1 , k = 0, ..., n – 1
!k = (2k + 1)"k – (2n – 2k + 1)"k–1 , k = 0, ..., n, (4.356)

where we set "–1 ≡ 0,"n ≡ 0.
– ,A = 2n + 1, n = 1, 2, ...

For fixed n the representation is (2n + 2)-dimensional and decomposes into 2n + 2
irreps which are enumerated by two parameters: ± , 4, where 4 = 1, 3, 5, ..., 2n+1 =
,A, and are spanned by the vectors:

w±
4 = w0 ± 4w1 , (4.357)

w0 =
n∑

k=0
!󸀠k ã

2n–2k+1d̃2k , !󸀠0 = 1 ,

w1 =
n∑

k=0
"󸀠k ã

2n–2kd̃2k+1 , "󸀠0 = 1 ,

on which D̃ acts by (4.354). Note that the value of the Casimir D̃2 is equal to 42. The
coefficients !󸀠k , "󸀠k are fixed from the two recursive equations which follow from
(4.354):

42"󸀠k = (2n – 2k + 1)!󸀠k – 2(k + 1)!
󸀠
k+1 , k = 0, ..., n;

!󸀠k = (2k + 1)"󸀠k – 2(n – k + 1)"
󸀠
k–1 , k = 0, ..., n, (4.358)

where we set !󸀠n+1 ≡ 0,"󸀠–1 ≡ 0.
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To summarize the list of irreps of s14 on S14 is:
– one-dimensional trivial
– two two-dimensional with all Casimirs Ã, B̃2, D̃2 having the value 1
– one-dimensional enumerated by n = 1, 2, ..., which for fixed n have Casimir values

2n, 0, 0 for Ã, B̃2, D̃2, respectively
– pairs of one-dimensional irreps enumerated by n = 1, 2, ... 4 = 2, 4, ... ..., 2n, which

have Casimir values 2n, 0, 42 for Ã, B̃2, D̃2, respectively.
– pairs of one-dimensional irreps enumerated by n = 1, 2, ...; 4 = 1, 3, ... ..., (2n + 1),

which have Casimir values 2n + 1, 0, 42 for Ã, B̃2, D̃2, respectively

Finally, we note in the irreps of s14 on S14 all Casimirs can take only non-negative
integer values.

4.8.8 Exotic Bialgebras: Nontriangular Case S14o

In this section we consider thematrix bialgebra S14o. We obtain it by applying the RTT
relations (4.223) for the case R = RS1,4 (cf. (4.330)), when q2 = 1. We shall consider the
case q = 1 (the case q = –1 is equivalent, cf. below). For q = 1 the relations following
from (4.223) and (4.330) are:

a2 = d2 , b2 = c2 = 0 , ab = ba = ac = ca = bd = db = cd = dc = 0 (4.359)

or in terms of the generators ã, b̃, c̃, d̃:

b̃ã = ãb̃ , c̃ã = –ãc̃ , d̃ã = –ãd̃ , c̃b̃ = –b̃c̃ , d̃b̃ = –b̃d̃ , d̃c̃ = c̃d̃ (4.360)

(The case q = –1 is obtained from the above through the exchange b̃↔ c̃.)
From the above relations it is clear that we can choose any ordering of the PBW

basis. For definiteness we choose for the PBW basis of S14o:

ãkb̃ℓc̃md̃n (4.361)

4.8.8.1 Dual Algebra
Let us denote by s14othe unknown yet dual algebra of S14o, and by Ã, B̃, C̃, D̃ the four
generators of s14o. We define the pairing ⟨Z, f ⟩, Z = Ã, B̃, C̃, D̃, f is from (4.361), as in
(4.186). Explicitly, we obtain:

⟨ Ã , f ⟩ = %( 𝜕f𝜕ã) =
{{{k for f = ãk

0 otherwise
(4.362a)
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⟨ B̃ , f ⟩ = %( 𝜕f𝜕b̃) =
{{{1 for f = ãkb̃
0 otherwise

(4.362b)

⟨ C̃ , f ⟩ = %(𝜕f𝜕c̃) =
{{{1 for f = ãkc̃
0 otherwise

(4.362c)

⟨ D̃ , f ⟩ = %( 𝜕f𝜕d̃) =
{{{1 for f = ãkd̃
0 otherwise

(4.362d)

Using the above we obtain:

Proposition 11. The generators Ã, B̃, C̃, D̃ introduced above obey the following relations:

[Ã, Z] = 0 , Z = B̃, C̃, D̃ (4.363)
[B̃, C̃] = –2D̃ , [B̃, D̃] = –2C̃ , [C̃, D̃] = –2B̃

$U (Ã) = Ã ⊗ 1U + 1U ⊗ Ã (4.364)
$U (B̃) = B̃ ⊗ 1U + 1U ⊗ B̃
$U (C̃) = C̃ ⊗ K + 1U ⊗ C̃ , K = (–1)Ã

$U (D̃) = D̃ ⊗ K + 1U ⊗ D̃ (4.365)

%U (Z) = 0 , Z = Ã, B̃, C̃, D̃ (4.366)

𝛾U (Ã) = –Ã , 𝛾U (B̃) = –B̃ , 𝛾U (C̃) = –C̃K , 𝛾U (D̃) = –D̃K. (4.367)

For the Proof we refer to [50]. ◊
Corollary: The auxiliary generator K = (–1)Ã is central and K–1 = K. Its coalgebra
relations are:

$U (K) = K ⊗ K , %U (K) = 1 , 𝛾U (K) = K ◊ (4.368)

Corollary: The algebra generated by the generator Ã is a Hopf subalgebra of s14o. The
algebra s14o󸀠 generated by B̃, C̃, D̃ is a subalgebra of s14o, but is not a Hopf subal-
gebra because of the operator K in the coalgebra structure. The algebras s14o, s14o󸀠

are isomorphic to U(gl(2)),U(sl(2)), respectively. The latter is seen from the following:

X± ≡ 1
2 (D̃ ∓ C̃) (4.369)

[B̃,X±] = ±2X±, [X+,X–] = B̃.
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Indeed the last line presents the standard sl(2) commutation relations. However, the
generators X± inherit the K dependence in the coalgebra operations:

$U (X±) = X± ⊗ K + 1U ⊗ X± (4.370)
%U (X±) = 0𝛾U (X±) = –X±K

The algebra s14o is a graded algebra:

degX± = ±1, deg Ã = deg B̃ = 0, (󳨐⇒ degK = 0) ◊ (4.371)

Based on the above corollary we are able to make the following important obser-
vation. The algebra s14o may be identified with a special case of the Hopf algebra
Up,q which was found in [209] as the dual of GLp,q(2) (see Section 4.4 here). To
make direct contact with [209], we need to replace there (p1/2, q1/2) 󳨀→ (p, q), then
to set q = p–1, and at the end to set p = –1. (The necessity to set values in
such order is clear from, e. g., the formula for the coproduct in (5.21) of [209].)
The generators from [209] K, pK,H,X± correspond to Ã,K, B̃,X± in the notation at
hand.

More than this. It turns out that the corresponding algebras in duality, namely,
S14o and GLp,q(2) may be identified setting q, p as above. To make this evident we
make the following change of generators:

â = ã + b̃, b̂ = d̃ – c̃, ĉ = c̃ + d̃, d̂ = ã – b̃. (4.372)

For these generators the commutation relations are:

b̂â = –âb̂, ĉâ = –âĉ, d̂â = âd̂, ĉb̂ = b̂ĉ, b̂d̂ = –d̂b̂, ĉd̂ = –d̂ĉ (4.373)

that is, exactly those of GLp,q(2) (cf. [183]) for p = q = –1. Furthermore the coproduct
and and counit are as for GLp,q(2) or GL(2), that is, as in (4.393). For the antipode we
have to suppose that the determinant ad – p–1bc from [183], which here becomes (cf.
p = –1):

9 = âd̂ + b̂ĉ, (4.374)

is invertible, or, that 9 ̸= 0 and we extend the algebra by an element 9–1 so that:

99–1 = 9–19 = 1A , $U (9±1) = 9±1 ⊗ 9±1, (4.375)
%U (9±1) = 1, 𝛾U (9±1) = 9∓1
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Then the antipode is given by:

𝛾U ( â b̂
ĉ d̂
) = 9–1 ( d̂ b̂

ĉ â
) (4.376)

or in a more compact notation: 𝛾U (M) = M–1 (4.377)

This relation between s14o, S14o and Up,q, GLp,q(2) was not anticipated since the cor-
responding R-matrices RS1,4 and RS2,1 are listed in [339] as different and furthermore
nonequivalent. It turns out that this is indeed the case, except in the case we have
stumbled upon. To show this we first recall:

RS2,1 =( 1 0 0 0
0 p 1 – pq 0
0 0 q 0
0 0 0 1

) (4.378)

which for q = p–1 = –1 becomes:

R0 ≡ (RS2,1)q=p–1=–1 =( 1 0 0 0
0 –1 0 0
0 0 –1 0
0 0 0 1

) (4.379)

Further, we need:

R± ≡ (RS1,4)q=±1 =( 0 0 0 ±1
0 0 1 0
0 1 0 0±1 0 0 0

) (4.380)

Now we can show that R± can be transformed by “gauge transformations” to R0,
namely, we have:

R0 = (U± ⊗ U±) R± (U± ⊗ U±)–1 (4.381a)

U+ =
1√2 (1 1

1 –1
) , U– =

1√2 (1 ii 1) (4.381b)
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In accord with this we have:

T̂ ≡ (â b̂
ĉ d̂
) , T ≡ (a b

c d
) , T̂ = U+ T (U+)

–1 ⇒
â = 1

2 (a + b + c + d), b̂ = 1
2 (a – b + c – d), (4.382)

ĉ = 1
2 (a + b – c – d), d̂ = 1

2 (a – b – c + d),

which is equivalent to substituting (4.298) in (4.372).
The use of U– would lead to different relations between hatted and unhatted

generators, which, however, would not affect the algebra relations. Indeed:

T̂
󸀠 ≡ (â󸀠 b̂󸀠

ĉ󸀠 d̂
󸀠) , T󸀠 ≡ (a󸀠 b󸀠

c󸀠 d󸀠
) , T̂

󸀠
= U– T

󸀠 (U–)
–1

â󸀠 = 1
2 (a

󸀠 – ib󸀠 + ic󸀠 + d󸀠), b̂
󸀠
= 1

2 (–ia
󸀠 + b󸀠 + c󸀠 + id󸀠),

ĉ󸀠 = 1
2 (ia

󸀠 + b󸀠 + c󸀠 – id󸀠), d̂
󸀠
= 1

2 (a
󸀠 + ib󸀠 – ic󸀠 + d󸀠) (4.383)

But this becomes equivalent to (4.382) with the changes:

(â󸀠, ib̂
󸀠
, –iĉ󸀠, d̂

󸀠
) 󳨃→ (â, b̂, ĉ, d̂), (a󸀠, –ib󸀠, ic󸀠, d󸀠) 󳨃→ (a, b, c, d) (4.384)

while the (inverse) changes (4.384) do not affect (4.373) and (4.359).

Representations of s14o on S14o
The regular representation of s14o (s14o󸀠) on itself and its weight representations are
the same as those of U(gl(2)) and (U(sl(2))) due to (4.369). The situation is different
for the representations of s14o on S14o since these involve the coalgebra structure.
However, in treating the representations of s14o on S14o we can use the the relation
between s14o, S14o and Up,q, GLp,q(2) that we established in the previous subsection.
Then we employ the construction for the induced representations of Up,q on GLp,q(2)
from [229] and Section 5.1 below, to which we refer.

4.8.9 Exotic Bialgebras: Higher Dimensions

In the previous sections were exposed the studies [49–52] of our initial collaboration
on the algebraic structures coming from 4x4 R-matrices (solutions of the Yang–Baxter
equation) that are not deformations of classical ones (i. e., the identity up to signs).
More recently, our follow-up collaboration (with Boucif Abdesselam replacing our
deceased friend and coauthor Daniel Arnaudon) constructed N2 × N2 unitary braid
matrices R̂ for N > 2 generalizing the class known for N = 2 [7, 8].
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Here we follow [9] to study of the bialgebras that arise from these higher dimen-
sional unitary braid matrices with the simplest possible case N = 3 in order to get the
necessary expertise. However, even this case is complicated enough.

4.8.9.1 Preliminaries
Our starting point is the following 9 × 9 braid matrix from [7]:

R̂(() =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

a+ 0 0 0 0 0 0 0 a–
0 b+ 0 0 0 0 0 b– 0
0 0 a+ 0 0 0 a– 0 0
0 0 0 c+ 0 c– 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 c– 0 c+ 0 0 0
0 0 a– 0 0 0 a+ 0 0
0 b– 0 0 0 0 0 b+ 0
a– 0 0 0 0 0 0 0 a+

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(4.385)

where

a± = 1
2 (e

m+
11( ± em–

11(), b± = 1
2 (e

m+
21( ± em–

21(), c± = 1
2 (e

m+
22( ± em–

22(), (4.386)

andm±
ij are parameters. The above braid matrix satisfies baxterized braid equation:

R̂12(()R̂23(( + (󸀠)R̂12((󸀠) = R̂23((󸀠)R̂12(( + (󸀠)R̂23((). (4.387)

For the RTT relations of Faddeev–Reshetikhin–Takhtajan [272], we need the corres-
ponding baxterized R-matrix, R = PR̂ (P is the permutation matrix):

R(() =

((((((((((
(

a+ 0 0 0 0 0 0 0 a–
0 0 0 c+ 0 c– 0 0 0
0 0 a– 0 0 0 a+ 0 0
0 b+ 0 0 0 0 0 b– 0
0 0 0 0 1 0 0 0 0
0 b– 0 0 0 0 0 b+ 0
0 0 a+ 0 0 0 a– 0 0
0 0 0 c– 0 c+ 0 0 0
a– 0 0 0 0 0 0 0 a+

))))))))))
)

, (4.388)

which satisfies the baxterized Yang–Baxter equation:

R12(()R13(( + (󸀠)R23((󸀠) = R23((󸀠)R13(( + (󸀠)R12((). (4.389)
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In fact, we need the solutions of the constant YBE, which are as follows:

a+ = b+ = c+ = 1/2, a+ = ±a–, b+ = ±b–, c+ = ±c–. (4.390)

In view of (4.386) we see that for a+ = a– the proper limit is obtained, for example, by
taking the following limits: firstm–

11 = –∞, and then ( = 0, while for a+ = –a– the limit
may be obtained for m+

11 = –∞ first, and then ( = 0. Similarly are obtained the limits
for b± and c±.

So we have eight Rmatrices satisfying the constant YBE:

(+, +, +), (–, +, +), (+, –, +), (+, +, –),
(+, –, –), (–, +, –), (–, –, +), (–, –, –) (4.391)

where the ± signs denote, respectively, the signs of a+ = ±a–, b+ = ±b– and c+ = ±c–.
For the elements of the 3 × 3 T matrix we introduce the notation:

T =(k p l
q r s
m t n

) (4.392)

4.8.9.2 Solutions of the RTT Equations and Exotic Bialgebras
We consider matrix bialgebras which are unital associative algebras generated by the
nine elements from (4.392) k, l,m, n, p, q, r, s, t. The coproduct and counit relations are
the classical ones:

$ (T) = T ⊗ T, % (T) = 13 (4.393)

We expect the bialgebras under consideration not to be Hopf algebras, which,
as in the S03 case [50], would be easier to check after we find the dual
bialgebras.

In the next subsections we obtain the desired bialgebras by applying the RTT
relations of [272]:

R T1 T2 = T2 T1 R , (4.394)

where T1 = T ⊗ 12, T2 = 12 ⊗ T, for R = R(() (4.388), and the parameters are the
constants in (4.390) following the eight cases of (4.391).

4.8.9.3 Algebraic Relations
I) Relations which do not depend on the parameters a±, b±, c±. We have the set of
relations
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(N) = {k2 = n2, kn = nk, l2 = m2, lm = ml
km = nl, kl = nm, lk = mn, mk = ln

r(k – n) = (k – n)r = 0, r(l –m) = (l –m)r = 0} (4.395)

The last two relations suggest to introduce the generators:

k = k̃ + ñ, n = k̃ – ñ; l = ̃l + m̃, m = ̃l – m̃,
p = p̃ + ̃t, t = p̃ – ̃t; q = q̃ + ̃s, s = q̃ – ̃s, (4.396)

In terms of these generators we have:

(N) = {k̃ñ = ñk̃ = 0; ̃lm̃ = m̃ ̃l = 0;
k̃m̃ = ñ ̃l = 0; ̃lñ = m̃k̃ = 0;
rm̃ = rñ = 0, m̃r = ñr = 0}. (4.397)

II) Relations that do not depend on the relative signs of (a–, b–), (a–, c–), and (b–, c–).
In that case we have:
IIa) a+ = ±a–:
If a+ = a– we have the set of relations

A+ = {p2 = t2, pt = tp; q2 = s2, qs = sq} (4.398)

or in terms of the alternative generators we have:

A+ = {p̃ ̃t = ̃tp̃ = 0; q̃ ̃s = ̃sq̃ = 0} (4.399)

If a+ = –a– the set of relations is:

A– = {p2 = –t2, pt = –tp; q2 = –s2, qs = –sq} (4.400)

or alternatively:

A– = {p̃2 = ̃t2 = 0; q̃2 = ̃s2 = 0}. (4.401)

IIb) b+ = ±b–:
If b+ = b– we have the set of relations:

B+ = {rp = rt; rq = rs} (4.402)

Alternatively

B+ = {r ̃t = 0; r ̃s = 0} (4.403)
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If b+ = –b–

B– = {rp = –rt; rq = –rs} (4.404)

Alternatively

B– = {rp̃ = 0; rq̃ = 0}. (4.405)

IIc) c+ = c±:
If c+ = c– we have

C+ = {pr = tr; qr = sr} (4.406)

Alternatively

C+ = { ̃tr = 0; ̃sr = 0} (4.407)

If c+ = –c– we have

C– = {pr = –tr; qr = –sr} (4.408)

Alternatively

C– = {p̃r = 0; q̃r = 0}. (4.409)

III) Relations depending on the relative signs of (a–, b–), (a–, b–0), and (b–, c–).
IIIa) a– = ±b–:
If a– = b– we have the set of relations

(AB)+ = {pk = tn, tk = pn; pl = tm, tl = pm;
qk = sn, qn = sk; ql = sm, sl = qm} (4.410)

Alternatively

(AB)+ = {p̃m̃ = p̃ñ = ̃tk̃ = ̃t ̃l = 0; q̃m̃ = q̃ñ = ̃sk̃ = ̃s ̃l = 0} (4.411)

If a– = –b– we have

(AB)– = {pk = –tn, tk = –pn; pl = –tm, tl = –pm;
qk = –sn, qn = –sk; ql = –sm, sl = –qm} (4.412)

Alternatively

(AB)– = {p̃k̃ = p̃ ̃l = ̃tm̃ = ̃tñ = 0; q̃k̃ = q̃ ̃l = ̃sm̃ = ̃sñ = 0}. (4.413)
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IIIb) a– = ±c–:
If a– = c– we have

(AC)+ = {kp = nt, kt = np; lp = mt, lt = mp;
kq = ns, nq = ks; lq = ms, ls = mq} (4.414)

Alternatively

(AC)+ = {k̃ ̃t = ̃l ̃t = m̃p̃ = ñp̃ = 0; k̃ ̃s = ̃l ̃s = m̃q̃ = ñq̃ = 0} (4.415)

If a– = –c– we have

(AC)– = {kp = –nt, kt = –np; lp = –mt, lt = –mp;
kq = –ns, nq = –ks; lq = –ms, ls = –mq} (4.416)

Alternatively

(AC)– = {k̃p̃ = ̃lp̃ = m̃ ̃t = ñ ̃t = 0; k̃q̃ = ̃lq̃ = m̃ ̃s = ñ ̃s = 0}. (4.417)

IIIc) b– = ±c–:
If b– = c– we have

(BC)+ = {pq = ts, tq = ps; qp = st, qt = sp} (4.418)

Alternatively

(BC)+ = {p̃ ̃s = ̃tq̃ = 0; ̃sp̃ = q̃ ̃t = 0} (4.419)

If b– = –c– we have

(BC)– = {pq = –ts, tq = –ps; qp = –st, qt = –sp} (4.420)

Alternatively

(BC)– = {p̃q̃ = ̃t ̃s = 0; q̃p̃ = ̃s ̃t = 0} (4.421)

4.8.9.4 Classification of Bialgebras
Thus we have the following solutions:
– For a+ = a– = b– = c– we have the set of relations

(+, +, +) = {N ∪ A+ ∪ B+ ∪ C+ ∪ (AB)+ ∪ (AC)+ ∪ (BC)+} (4.422)
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Explicitly we have:

k̃m̃ = m̃k̃ = 0; k̃ñ = ñk̃ = 0; k̃ ̃t = ̃tk̃ = 0; k̃ ̃s = ̃sk̃ = 0;̃lm̃ = m̃ ̃l = 0; ̃lñ = ñ ̃l = 0; ̃l ̃t = ̃t ̃l = 0; ̃l ̃s = ̃s ̃l = 0;
p̃m̃ = m̃p̃ = 0; p̃ñ = ñp̃ = 0; p̃ ̃t = ̃tp̃ = 0; p̃ ̃s = ̃sp̃ = 0;
q̃m̃ = m̃q̃ = 0; q̃ñ = ñq̃ = 0; q̃ ̃t = ̃tq̃ = 0; q̃ ̃s = ̃sq̃ = 0;

rm̃ = m̃r = 0; rñ = ñr = 0; r ̃t = ̃tr = 0; r ̃s = ̃sr = 0. (4.423)

From (4.423) we see that the algebra A+++ is a direct sum of two subalgebras: A 1
+++

with generators k̃, ̃l, p̃, q̃, r, and A 2
+++ with generators m̃, ñ, ̃s, ̃t. Both subalgebras are

free, with no relations, and thus, no PBW bases.
– For a+ = a– = –b– = –c– we have the set of relations

(+, –, –) = {N ∪ A+ ∪ B– ∪ C– ∪ (AB)– ∪ (AC)– ∪ (BC)+} (4.424)

We omit the relations of the resulting algebra denoted A+–– since it is a conjugate of
the previous algebra A+++, obtained by the exchange of the pairs of generators (p̃, q̃)
and ( ̃s, ̃t).
– For a+ = –a– = b– = c– we have the set of relations

(–, +, +) = {N ∪ A– ∪ B+ ∪ C+ ∪ (AB)– ∪ (AC)– ∪ (BC)+} (4.425)

Explicitly we have:

k̃m̃ = m̃k̃ = 0; k̃ñ = ñk̃ = 0; k̃p̃ = p̃k̃ = 0; k̃q̃ = q̃k̃ = 0;̃lm̃ = m̃ ̃l = 0; ̃lñ = ñ ̃l = 0; ̃lp̃ = p̃ ̃l = 0; ̃lq̃ = q̃ ̃l = 0;
rm̃ = m̃r = 0; rñ = ñr = 0; r ̃t = ̃tr = 0; r ̃s = ̃sr = 0;̃tm̃ = m̃ ̃t = 0; ̃tñ = ñ ̃t = 0; ̃tq̃ = q̃ ̃t = 0;̃sm̃ = m̃ ̃s = 0; ̃sñ = ñ ̃s = 0; ̃sp̃ = p̃ ̃s = 0;

p̃2 = q̃2 = ̃s2 = ̃t2 = 0. (4.426)

The structure of this algebra, denotedA–++, is more complicated. There are two quasi-
free subalgebras: A 1

–++ with generators k̃, ̃l, ̃t, ̃s, and A 2
–++ with generators m̃, ñ, p̃, q̃.

They are quasi-free due to the last line of (4.426). They do not form a direct sum
due to the existence of the following 12 two-letter building blocks of the basis A–++:
rk̃ , r ̃l , rp̃ , rq̃ , p̃ ̃t , q̃ ̃s plus the reverse order.
– For a+ = –a– = –b– = –c– we have the set of relations

(–, –, –) = {N ∪ A– ∪ B– ∪ C– ∪ (AB)+ ∪ (AC)+ ∪ (BC)+} (4.427)
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We omit the relations of the resulting algebra denoted A––– since it is a conjugate
of the previous algebra A–++, obtained by the exchanges of generators: p̃ 󳨀→ ̃s and
q̃ 󳨀→ ̃t.
– For a+ = a– = –b– = c– we have

(+, –, +) = {N ∪ A+ ∪ B– ∪ C+ ∪ (AB)– ∪ (AC)+ ∪ (BC)–} (4.428)

Explicitly we have:

k̃m̃ = m̃k̃ = 0; k̃ñ = ñk̃ = 0; k̃ ̃t = k̃ ̃s = 0; p̃k̃ = q̃k̃ = 0;̃lm̃ = m̃ ̃l = 0; ̃lñ = ñ ̃l = 0; ̃l ̃t = ̃l ̃s = 0; p̃ ̃l = q̃ ̃l = 0;
rm̃ = m̃r = 0; rñ = ñr = 0; rp̃ = rq̃ = 0; ̃tr = ̃sr = 0;̃tp̃ = p̃ ̃t = 0; ̃t ̃s = ̃s ̃t = 0; ̃tm̃ = ̃tñ = 0;

q̃p̃ = p̃q̃ = 0; q̃ ̃s = ̃sq̃ = 0; m̃q̃ = ñq̃ = 0;̃sm̃ = ̃sñ = 0; m̃p̃ = ñp̃ = 0. (4.429)

The structure of this algebra, denoted A+–+, is also complicated. There are four free
subalgebras: A 1

+–+ with generators k̃, ̃l, r, A 2
+–+ with generators m̃, ñ, A

3
+–+ with gener-

ators p̃, ̃s, A 4
+–+ with generators q̃, ̃t. Only the first two are in direct sum, otherwise all

are related by the following 20 two-letter building blocks: k̃p̃ , k̃q̃ , ̃sk̃, ̃tk̃, ̃lp̃ , ̃lq̃ , ̃s ̃l, ̃t ̃l,
r ̃s , r ̃t , p̃r , q̃r, m̃ ̃s , m̃ ̃t , p̃m̃ , q̃m̃, ñ ̃s , ñ ̃t , p̃ñ , q̃ñ.

There is no overall ordering. There is some partial order if we consider the subal-
gebra formed by the generators of the latter three subalgebras: m̃, ñ, p̃, ̃s, q̃, ̃t, namely,
we have:

p̃, q̃ > m̃, ñ > ̃s, ̃t (4.430)

But for the natural subalgebra formed by generators k̃, ̃l, r, p̃, ̃s, q̃, ̃t, we have cyclic
ordering:

p̃, q̃ > r > ̃s, ̃t > k̃, ̃l > p̃, q̃, (4.431)

that is, no ordering. We have seen this phenomenon in the simpler exotic bialgebra
S03 considered earlier.
– For a+ = a– = b– = –c– we have the set of relations:

(+, +, –) = {N ∪ A+ ∪ B+ ∪ C– ∪ (AB)+ ∪ (AC)– ∪ (BC)–} (4.432)

We omit the relations of the resulting algebra denoted A++– since it is a conjugate of
the previous algebra. It has the same four free algebras, and the only difference is that
the subalgebras are related by 20 two-letter building blocks which are in reverse order
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w.r.t. the previous case: k̃ ̃s , k̃ ̃t , p̃k̃, q̃k̃, ̃l ̃s , ̃l ̃t , p̃ ̃l, q̃ ̃l, rp̃ , rq̃ , ̃sr , ̃sr, m̃p̃ , m̃q̃ , ̃sm̃ , ̃tm̃,
ñp̃ , ñq̃ , ̃sñ , ̃tñ.
– For a+ = –a– = b– = –c– we have the set of relations

(–, +, –) = {N ∪ A– ∪ B+ ∪ C– ∪ (AB)– ∪ (AC)+ ∪ (BC)–} (4.433)

Explicitly we have:

k̃m̃ = m̃k̃ = 0; k̃ñ = ñk̃ = 0; k̃ ̃t = k̃ ̃s = 0; p̃k̃ = q̃k̃ = 0;̃lm̃ = m̃ ̃l = 0; ̃lñ = ñ ̃l = 0; ̃l ̃t = ̃l ̃s = 0; p̃ ̃l = q̃ ̃l = 0;
rm̃ = m̃r = 0; rñ = ñr = 0; r ̃t = r ̃s = 0; p̃r = q̃r = 0;̃s ̃t = ̃t ̃s = 0; ̃sm̃ = ̃sñ = 0; ̃tm̃ = ̃tñ = 0;

p̃q̃ = q̃p̃ = 0; m̃p̃ = ñp̃ = 0; m̃q̃ = ñq̃ = 0;
p̃2 = q̃2 = ̃s2 = ̃t2 = 0. (4.434)

The structure of this algebra, denoted A–+–, is very complicated. There are two free
subalgebras:A 1

–+– with generators k̃, ̃lr,A 2
–+– with generators m̃, ñ, and four quasi-free

subalgebras: A 3
–+– with generators p̃, ̃s, A 4

–+– with generators q̃, ̃t, A 5
–+– with gener-

ators p̃, ̃t, A 6
–+– with generators q̃, ̃s. The first four subalgebras have generators as

in the A+–+ case (but taking into account the last line of (4.434)). Only the first two
subalgebras are in direct sum, and there are intersections between the last four. Fur-
thermore, all are related by the following 20 two-letter building blocks: k̃p̃ , k̃q̃ , ̃sk̃, ̃tk̃,̃lp̃ , ̃lq̃ , ̃s ̃l, ̃t ̃l, rp̃ , rq̃ , ̃sr , ̃tr, m̃ ̃s , m̃ ̃t , p̃m̃ , q̃m̃, ñ ̃s , ñ ̃t , p̃ñ , q̃ñ, which are the same as in the
A+–+ case, except those involving r.

The last difference makes things better. Indeed, there is no overall ordering, more
precisely we have:

p̃, q̃ > m̃, ñ > ̃s, ̃t > k̃, ̃l, r > p̃, q̃ (4.435)

that is, we have some cyclic order.
Thus, the bialgebra A–+– may turn out to be the easiest to handle, as the exotic

bialgebra S03 considered earlier.
– For a+ = –a– = –b– = c– we have the set of relations

(–, –, +) = {N ∪ A– ∪ B– ∪ C+ ∪ (AB)+ ∪ (AC)– ∪ (BC)–} (4.436)

We omit the relations of the resulting algebra denoted A––+ since it is a conjugate of
the previous algebra obtained by the exchange of the pairs of generators (p̃, q̃) and
( ̃s, ̃t).
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Summary. Thus, taking into account conjugation, we have found four different
bialgebras originating from the braid matrices (4.385):

A+++ ≅ A+––, A––– ≅ A–++, A+–+ ≅ A++–, A–+– ≅ A––+ (4.437)

The first two bialgebras have no ordering. The first one is simpler, since it is split in two
subalgebras with five and four generators. The third bialgebra has partial ordering in
one subalgebra. The last one, is themost promising since it has partial cyclic ordering.

The next task in our line of research is to find the dual bialgebras, analogously, as
done above for the four-element exotic bialgebras. We do this in the next subsection
for the most interesting of the above: A–+– ≡ A––+ .

4.8.9.5 The Dual Bialgebra of A–+–
To start with we begin with the coproducts of the elements of the T-matrix. Until now
we used the changed basis of “tilde” generators. But here it would be better to make a
further change in new “hat” generators:

k̃ = k̂ + ̂l, ̃l = k̂ – ̂l; m̃ = m̂ – n̂, ñ = m̂ + n̂. (4.438)

Thus we have:

$(k̂) = 2k̂ ⊗ k̂ – 2m̂ ⊗ n̂ + p̃ ⊗ q̃, $( ̂l) = 2 ̂l ⊗ ̂l – 2n̂ ⊗ m̂ + ̃t ⊗ ̃s,
$(m̂) = 2k̂ ⊗ m̂ – 2m̂ ⊗ ̂l – p̃ ⊗ ̃s, $(n̂) = 2 ̂l ⊗ n̂ + 2n̂ ⊗ k̂ + ̃t ⊗ q̃,
$(p̂) = 2k̂ ⊗ p̂ – 2m̂ ⊗ ̂t + p̃ ⊗ r, $(q̂) = 2q̂ ⊗ k̂ + 2 ̂s ⊗ n̂ + r ⊗ q̃,
$( ̂s) = 2 ̂s ⊗ ̂l – 2q̂ ⊗ m̂ + r ⊗ ̃s, $( ̂t) = 2 ̂l ⊗ ̂t + 2n̂ ⊗ p̂ + ̃t ⊗ r,
$(r) = r ⊗ r + 2q̃ ⊗ p̃ + 2 ̃s ⊗ ̃t, (4.439)
:(k̂) = :( ̂l) = 1/2, :(r) = 1, :(z) = 0, for z = (m̂, n̂, p̃, q̃, ̃s, ̃t).

The bialgebra relations are as follows:

k̂m̂ = m̂k̂ = k̂n̂ = n̂k̂ = 0, k̂ ̃t = k̂ ̃s = p̃k̂ = q̃k̂ = 0, (4.440)̂lm̂ = m̂ ̂l = ̂ln̂ = n̂ ̂l = 0, ̂l ̃t = ̂l ̃s = p̃ ̂l = q̃ ̂l = 0,
rm̂ = m̂r = rn̂ = n̂r = 0, r ̃t = r ̃s = p̃r = q̃r = 0,̃s ̃t = ̃t ̃s = 0, ̃sm̂ = ̃sn̂ = ̃tm̂ = ̃tn̂ = 0,
p̃q̃ = q̃p̃ = 0, m̂p̃ = n̂p̃ = m̂q̃ = n̂q̃ = 0, p̃2 = q̃2 = ̃s2 = ̃t2 = 0.
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The dual elements are defined by our standard procedure:⟨Z, f ⟩ = :(𝜕f𝜕z) , where z = (k̂, ̂l, m̂, n̂, p̃, q̃, ̃s, ̃t, r). (4.441)

The basis we are working is essentially the following

k̂* ̂lℓr4, and all permutations of (k̂ ̂lr),
k̂* ̂lℓr4p̃, and all permutations of (k̂ ̂lr),
k̂ ̂lr)q̃, and all permutations of (k̂ ̂lr),̃sk̂* ̂lℓr4, and all permutations of (k̂ ̂lr),̃tk̂* ̂lℓr4 and all permutations of (k̂ ̂lr),

m̂, n̂. (4.442)

Thus the following dual bialgebra is obtained:[K̂*, L̂ℓ] = 0, K̂*M̂ = 2*M̂, N̂K̂* = 2*N̂, M̂K̂ = K̂N̂ = 0,

M̂L̂ℓ = 2ℓM̂, L̂ℓN̂ = 2ℓN̂, N̂L̂ = L̂M̂ = 0,

M̂2 = N̂2 = 0, M̂N̂ = –2K̂, N̂M̂ = –2L̂,[K̂, P̃] = 2P̃, [L̂, P̃] = 0, [R̂, P̃] = –P̃,[K̂, Q̃] = –2Q̃, [L̂, Q̃] = 0, [R̂, Q̃] = Q̃,[K̂, S̃] = 0, [L̂, S̃] = –2S̃, [R̂, S̃] = S̃,[K̂, T̃] = 0, [L̂, T̃] = 2T̃, [R̂, T̃] = –T̃,

M̂T̃ = –2P̃, T̃M̂ = 0, Q̃M̂ = –2S̃, M̂Q̃ = 0,

N̂P̃ = 2T̃, P̃N̂ = 0, S̃N̂ = 2Q̃, N̂S̃ = 0,

M̂P̃ = P̃M̂ = M̂S̃ = S̃M̂ = 0, N̂Q̃ = Q̃N̂ = N̂T̃ = T̃N̂ = 0,[S̃, P̃] = M̂, [Q̃, T̃] = N̂, [Q̃, S̃] = [P̃, T̃] = 0,

P̃Q̃ = T̃S̃, Q̃P̃ = S̃T̃,
P̃2 = Q̃2 = S̃2 = T̃2 = 0, P̃T̃ = T̃P̃ = Q̃S̃ = S̃Q̃ = 0. (4.443)

Finally we write down the coproducts of the dual bialgebra:

$(K̂) = K̂ ⊗ 1U + 1U ⊗ K̂, $(L̂) = L̂ ⊗ 1U + 1U ⊗ L̂,
$(M̂) = M̂ ⊗ 1U + 1U ⊗ M̂, $(N̂) = N̂ ⊗ 1U + 1U ⊗ N̂,
$(P̃) = P̃ ⊗ 1U + 1U ⊗ P̃, $(Q̃) = Q̃ ⊗ 1U + 1U ⊗ Q̃,
$(S̃) = S̃ ⊗ 1U + 1U ⊗ S̃, $(T̃) = T̃ ⊗ 1U + 1U ⊗ T̃,
$(R) = R ⊗ 1U + 1U ⊗ R. (4.444)
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Conclusions and Outlook

In the present subsection we have found a multitude of exotic bialgebras and the dual
of one of them.More duals should be constructed. More importantly, may continue the
programme fulfilled successfully for the exotic bialgebra S03 (cf. above). In particular,
it is important to find the FRT duals [272] which are different from the standard duals
for the exotic bialgebras. Further one should find the baxterization of the dual algeb-
ras. Their finite-dimensional representations should be considered. Diagonalizations
of the braid matrices would be used to handle the representations of the correspond-
ing L-algebras (in the FRT formalism) and to formulate the fusion of finite-dimensional
representations. More general algebras should be considered, for example, using a
more general 9 × 9 R matrix with 16 parameters considered in [10]. Possible applica-
tions may be considered, in particular, exotic vertex models and integrable spin-chain
models.



5 Invariant q-Difference Operators

Summary
We construct induced infinite-dimensional representations of the two-parameter quantum algebras
Up,q(gl(2)) and Ug,h(gl(2)) which are in duality with the deformations GLp,q(2) and GLg,h(2), respect-
ively. The representations split into one-parameter representations of a one-generator central algebra
and a three-generator quantum algebra, the latter in each case being a deformation of U(sl(2)). In
both cases the representations can be mapped to representations in one complex variable, which
are deformations of the standard one-parameter vector-field realization of sl(2). The deformation in
the case of Ug,h(gl(2)), actually of the Jordanian Ug̃(sl(2)), g̃ = g + h, is a new deformation. We also
obtain canonically finite-dimensional representations which can be restricted to the one-parameter
three-generator subalgebras in both cases. The deformations of the invariant differntial operators are
playing an important role. We do the same program for a Lorentz quantum algebra and for the gen-
eralized Lie algebra sl(2)q . Finally, we discuss representations of Uq(so(3)) of integer spin only. This
chapter is based mainly on [164, 218, 228, 241, 243].

5.1 The Case of GLp,q(2)

5.1.1 Left and Right Action of Up,q(gl(2)) on GLp,q(2)

In this section following [228] we construct induced representations of the quantum
algebra Up,q = Up,q(gl(2)), which was found in [209] and reviewed in Section 4.4 as
the dual of the two-parameter matrix quantum group GLp,q(2) introduced in [183]
and reviewed in Section 4.3. We follow (with some modifications) the similar con-
struction for Uq(sl(2)) in [210] (see also [211]). The representation spaces are built on
formal power series in the generating elements a, b, c, d of Ap,q = GLp,q(2), with
commutations relations shown in (4.42).

The following notations will be useful:

t ≡ √pq, s ≡ pq–1, ⇐⇒ q = ts–1/2, p = ts1/2. (5.1)

There exists a multiplicative quantum determinantD (cf. (4.44)). For our purposes we
shall suppose that D is invertible. Then from (4.44) we have:

a = (D + p–1bc)d–1. (5.2)

Thus, we shall take the following basis of Ap,q:

f = fmnkℓ = bm cn dℓ Dk , k,m, n ∈ ℤ+ , ℓ ∈ ℤ. (5.3)

DOI 10.1515/9783110427707-005
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For the dual algebra Up,q here, we shall use the following generating elements:
r, r–1, h, h–1,X+,X– with relations:

[r:, h%] = 0, [r:,X+] = 0, [r:,X–] = 0, :, % = ±1
rr–1 = 1U , hh–1 = 1U (5.4)

h%X+ = t%X+h%, h%X– = t–%X–h%, [X+,X–] = h2 – h–2

t – t–1
.

Note that in [209] instead of the parameters p and q p1/2 and q1/2 were used, and
instead of the generators r, r–1 and h, h–1 H,K were used so that: h% = t%H/2, r: = s:K/2.
Thus, strictly speaking, our algebra Up,q is a subalgebra of the one in [209]. To
obtain from (5.4) the U(gl(2)) commutation relations one has to use the expansions:
h% ≈ 1 + %(log t)H/2, r: ≈ 1 + :(log s)K/2, and then to set: log t → 0,log s → 0. Thus,
one gets:

[X+,X–] = H, [H,X±] = ±2H, (5.5)
[K,X+] = 0, [K,Y–] = 0, [K,H] = 0. (5.6)

The coalgebra relations are [209]:

$U (h%) = h% ⊗ h%, $U (r:) = r: ⊗ r: , (5.7)
$U (X±) = X± ⊗ r±1h + h–1 ⊗ X±,
:U (h%) = 1, :U (r:) = 1, :U (X+) = 0, :U (X–) = 0,𝛾U (r:) = r–:, 𝛾U (h%) = h–%,𝛾U (X±) = –t±1X± r∓1. (5.8)

Further we shall give the formulae only for the generators r, h, when the analogous
formulae for r–1, h–1 follow trivially from those for r, h.

Recall that the two sets of generators r:, h%,X+ and r:, h%,X– generate conjugate
Borel Hopf subalgebras ofUp,q, and that it is not possible to decouple the r: generators
[209].

The duality for the algebras Up,q and Ap,q is given standardly by the pairings:⟨r,(a b
c d
) ⟩ = (s1/2 0

0 s1/2
) , (5.9a)

⟨h,(a b
c d
) ⟩ = (t1/2 0

0 t–1/2
) , (5.9b)

⟨X+,(a b
c d
) ⟩ = (0 1

0 0
) , (5.9c)

⟨X–,(a b
c d
) ⟩ = (0 0

1 0
) , (5.9d)⟨y, 1A ⟩ = %U (y). (5.9e)
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Now we introduce the left regular representation of Up,q which in the classical
case is the infinitesimal version of: 0L(Y) M = Y–1 M, Y,M ∈ GL(2). Namely,
we set:

0L(X)M = ⟨𝛾U (X),M⟩M, X ∈ U (5.10)

Explicitly we get from (5.10) for the generators of Up,q:

0L(r)(a b
c d
) = (s– 12 a s–

1
2 b,

s–
1
2 c s–

1
2 d
) , (5.11a)

0L(h)(a b
c d
) = (t– 12 a t–

1
2 b,

t
1
2 c t

1
2 d
) , (5.11b)

0L(X+)(a b
c d
) = (–ts– 12 c –ts–

1
2 d

0 0
) , (5.11c)

0L(X–)(a b
c d
) = ( 0 0

–t–1s
1
2 a –t–1s

1
2 b
) . (5.11d)

In order to derive the action of 0 on arbitrary elements of the basis we use the following
twisted derivation rule consistent with the coproduct and the representation structure.
Namely, we use [210, 211]:

0L(y)>8 = m̂ (0L($󸀠U (y))(> ⊗ 8)) (5.12)

where m̂ is the multiplication map: m̂ : A ⊗A 󳨀→ A , m̂(f ⊗ f 󸀠) = ff 󸀠; $󸀠U = 3 ∘ $U is
the opposite coproduct (3 is the permutation operator). Thus, in our concrete situation
we have:

0L(r)>8 = 0L(r)> ⋅ 0L(r)8, (5.13)

0L(h)>8 = 0L(h)> ⋅ 0L(h)8,
0L(X+)>8 = 0L(rh)> ⋅ 0L(X+)8 + 0L(X+)> ⋅ 0L(h–1)8,
0L(X–)>8 = 0L(r–1h)> ⋅ 0L(X–)8 + 0L(X–)> ⋅ 0L(h–1)8,
0L ( r X+

X– h
) 1A = (1A 0

0 1A
)

Thus we obtain first:

0L ( r X+

X– h
) D = (s–1D 0

0 D
) (5.14)
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and then we get:

0L(r)(Dn bn

cn dn
) = (s–nDn s–

n
2 bn

s–
n
2 cn s–

n
2 dn
) , (5.15a)

0L(h)(Dn bn

cn dn
) = ( Dn t–

n
2 bn

t
n
2 cn t

n
2 dn

) , (5.15b)

0L(X+)(Dn bn

cn dn
) = –t

n+1
2 s–

n
2 [n]t (0 bn–1d

0 0
) , (5.15c)

0L(X–)(Dn bn

cn dn
) = –t

n–3
2 s

1
2 [n]t ( 0 0

acn–1 bdn–1
) , (5.15d)

[n]t =
tn – t–n

t – t–1
= tn – t–n

+ , + = t – t–1.

Next we introduce the right regular representation 0R(X) [210, 211] (which is used also
in [465], though not given in this form, being called left action and denoted 0l):

0R(X)M = M⟨X,M⟩, X ∈ Up,q (5.16)

Of course, as in [210, 211] we shall use (5.16) as right action in order to reduce the left
regular representation (and we could have also reversed the role of left and right).

Explicitly we have:

0R(r)(a b
c d
) = (s1/2a s1/2b

s1/2c s1/2d
) , (5.17a)

0R(h)(a b
c d
) = (t1/2a t–1/2b

t1/2c t–1/2d
) , (5.17b)

0R(X+)(a b
c d
) = (0 a

0 c
) , (5.17c)

0R(X–)(a b
c d
) = (b 0

d 0
) . (5.17d)

The twisted (right) derivation rule ([210, 211]) is given by:

0R(y)>8 = m̂ (0R($Ug (y))(> ⊗ 8)) (5.18)

that is, in our concrete situation:

0R(r)>8 = 0R(r)> ⋅ 0R(r)8, (5.19)
0R(h)>8 = 0R(h)> ⋅ 0R(h)8,
0R(X+)>8 = 0R(h–1)> ⋅ 0R(X+)8 + 0R(X+)> ⋅ 0R(rh)8,
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0R(X–)>8 = 0R(h–1)> ⋅ 0R(X–)8 + 0L(X–)> ⋅ 0L(r–1h)8,
0R ( r X+

X– h
) 1A = (1A 0

0 1A
) .

Thus we obtain first:

0R ( r X+

X– h
) D = (sD 0

0 D
) (5.20)

and then we get:

0R(r)(Dn bn

cn dn
) = (snDn s

n
2 bn

s
n
2 cn s

n
2 dn
) , (5.21a)

0R(h)(Dn bn

cn dn
) = ( Dn t–

n
2 bn

t
n
2 cn t–

n
2 dn
) , (5.21b)

0R(X+)(Dn bn

cn dn
) = t

n–1
2 s

n–1
2 [n]t (0 abn–1

0 cdn–1
) , (5.21c)

0R(X–)(Dn bn

cn dn
) = t

n–1
2 [n]t ( 0 0

cn–1d 0
) . (5.21d)

5.1.2 Induced Representations of Up,q and Intertwining Operators

Here we give the actual construction of the induced representations of Up,q . The
induction in the deformed setting is performed by the imposition of the right covari-
ance conditions (cf. [210, 211]). (For the equivalence of this method and the usual one
in the classical setting p = q = 1 we refer to [197].) Thus, we start with functions which
are formal power series:

> = ∑
k,m,n∈ℤ+

ℓ∈ℤ

,k,ℓ,m,n bm cn dℓ Dk. (5.22)

Then the right covariance conditions [197] with respect to X–, h, r are:

0R(X–)> = 0, 0R(h)> = t–-/2>, 0R(r)> = s1/2>. (5.23)

Their implementation leads to the conditions:

n = 0, ℓ +m = -, 2k + ℓ +m = 1, (5.24)
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from which follows that -, 1 ∈ ℤ and that ,k,ℓ,m,n ∼ $n0$ℓ+m,-$2k+ℓ+m,1. Thus our
reduced functions now are:

>(b, d,D) = ∑
m∈ℤ+

,mbmd-–mD (1–-)/2. (5.25)

It is clear, also if we recall the following classical Gauss decomposition of GL(2), which
holds also here: (a b

c d
) = (1 bd–1

0 1
)(d–1D 0

0 d
)( 1 0

d–1c 1
) (5.26)

that the relevant variables are bd–1, d, D , since the variable cwas already eliminated.
Thus we shall also introduce the variable ' = bd–1. Then our functions become:

>̃(', d,D) = >(b, d,D) = ∑
m∈ℤ+

m̂m 'm d- D (1–-)/2 = >̂(') d- D (1–-)/2. (5.27)

Now using formulae (5.15) we obtain:

0L(r) 'md-D (1–-)/2 = s–1/2 'm d- D (1–-)/2 , (5.28a)

0L(h) 'md-D (1–-)/2 = t–m+-/2 'm d- D (1–-)/2 , (5.28b)

0L(X+) 'md-D (1–-)/2 = –t(3–-)/2s–1/2[m]t 'm–1 d- D (1–-)/2 (5.28c)

0L(X–) 'md-D (1–-)/2 = t(-–3)/2s1/2[m – -]t 'm+1 d- D (1–-)/2 (5.28d)

Then in terms of the functions >̃(', d,D) we have:

0L(r)>̃(', d,D) = s–1/2 >̃(', d,D), (5.29)

0L(h)>̃(', d,D) = t-/2 T'
t–1

>̃(', d,D),

0L(X+)>̃(', d,D) = –t(3–-)/2s–1/2 D'
t >̃(', d,D),

0L(X–)>̃(', d,D) = t(-–3)/2s1/2 '+ (t–-T't – t-T't–1) >̃(', d,D),

T't f (') = f (t'), D'
t f (') =

'–1
+ (T't f (') – T't–1 f (')). (5.30)

It is immediate to check that 0L(r), 0L(h), 0L(X+), 0L(X–) satisfy (5.4). It is also clear
that if we redefine them by setting:

0-,1(r) = 0L(r), 0-,1(h) = 0L(h), (5.31)

0-,1(X+) = t(-–3)/2s1/2 0L(X+), 0-,1(X–) = t(3–-)/2s–1/2 0L(X–),

then 0-,1 shall also satisfy (5.4).
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Explicitly, the representation is given by:

0-,1(r) >̃ = s–1/2 >̃, (5.32a)

0-,1(h) >̃ = t-/2 T'
t–1

>̃, (5.32b)

0-,1(X+) >̃ = –D'
t >̃, (5.32c)

0-,1(X–) >̃ = '
+ (t–-T't – t-T't–1) >̃. (5.32d)

We denote the representation space of functions >̃(', $,D) with covariance proper-
ties (5.23) and transformation laws (5.32) by C-,1 . For p = q = 1 our representations
coincide with the holomorphic representations induced from the lower diagonal Borel
subgroup B of GL(2) and acting on the one-dimensional coset G/B. We notice that each
representation decouples into a representation of the central subalgebra with gener-
ator r, and a representation of the Jimbo quantum algebra Ut(sl(2)) (cf. Section 1.2.3).
Further we discuss only generic t, that is, which are not at nontrivial roots of unity. For
generic t and - ∉ ℤ+ the representations 0-,1 are irreducible. For generic t and - ∈ ℤ+
the representations 0-,1 are reducible. Indeed, it is easily seen from formulae (5.28)
that the vectors 'md-D (1–-)/2 with m = 0, 1, . . . , - span an invariant subspace of C-,1
(cf. (5.28d)). Let us denote these finite-dimensional invariant subspaces by E-,1 . Thus,
for fixed 1 and - ∈ ℤ+ there are two irreducible representations realized in the spaces
E-,1 and C-,1/E-,1.

Furthermore, for - ∈ ℤ+ the representations 0-,1 and 0–-–2,1 are partially equival-
ent. This partial equivalence should be realized by the operator:(0R(X+))-+1 : C-,1 󳨀→ C–-–2,1, (5.33)

since themonomial (X+)-+1 is giving the singular vector (X+)-+1 v0 of the corresponding
Verma module [198, 210].

As in [197] one should be careful since 0R(X+) is taking us out of the representa-
tion space, which is of course a prerequisite for (5.33), that is, that exactly the (-+ 1)-st
power will have the required intertwining property. The latter we have to check inde-
pendently in our setting, since the nonreduced representation spaces depend on all
variables. Thus we calculate:

(0R(X+))s'mdℓDk =
s∑
j=0

t–(2(s+j)m+(s–2j)ℓ–s(2s–2j+1))/2 × (5.34)

× s(2sk+2jm+sℓ–(s+2js–j))/2 ××(s
j
)
t

[m]t![ℓ + j – s]t!
[m + j – s]t![ℓ – s]t! & j 'm–s dℓ–2s Dk+s–j
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where, & = cb. So indeed, there appears dependence on the c variable through & . Using
the covariance condition oncemore (no & in the expansion) we see that that this is only
possible if ℓ – s = –1 In that case we have:(0R(X+))ℓ+1 'm dℓ Dk = t–

1
2 (ℓ+1)(2m–ℓ–3) s

1
2 (ℓ+1)(2k+ℓ–1) × (5.35)×[m]t[m – 1]t . . . [m – ℓ]t 'm–ℓ–1 d–ℓ–2 Dk+ℓ+1

Thus finally if we use the covariance with respect to r and h, namely, we should setℓ = - and k = (1 – -)/2, we get:(0R(X+))-+1 'm d- D (1–-)/2 = t–
1
2 (-+1)(2m–-–3) s

1
2 (-+1)(1–1) ××[m]t[m – 1]t . . . [m – -]t 'm–-–1 d–-–2 D (1+-+2)/2 (5.36)

Thus, finally, in terms of the functions >̃ we have:

(0R(X+))-+1>̃ = (t(-+3)/2 s(1–1)/2D'
t (T

'
t )

–1)-+1 >̃ (5.37)

Further as in [197] we introduce the restricted functions >̂(') by the formula which is
prompted in (5.27):

>̂(') = (Â-,1 >̃) (') ≡ >̃(', 1A , 1A ). (5.38)

We denote the representation space of >̂(') by C̃-,1 and the representation acting in
C̃-,1 by 0̂-,1. Thus the operator Â-,1 acts from C-,1 to C̃-,1. We shall use also the inverse
operator Â–1-,1 which is defined by:

>̃(', d,D) = (Â–1-,1 >̂) (', d,D) ≡ >̂(') d- D (1–-)/2 (5.39)

The properties of C̃-,1 follow from the intertwining requirements [197]:

0̂-,1 ∘ Â-,1 = Â-,1 ∘ 0-,1, 0-,1 ∘ Â–1-,1 = Â–1-,1 ∘ 0̂-,1 (5.40)

In particular, the representation 0̂-,1 is given by:

0̂-,1(r) >̂(') = s–1/2 >̂('), (5.41a)

0̂-,1(h) >̂(') = t-/2 T'
t–1

>̂('), (5.41b)

0̂-,1(X+) >̂(') = –D'
t >̂('), (5.41c)

0̂-,1(X–) >̂(') =
'
+ (t–-T't – t-T't–1) >̂('), (5.41d)
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or, using the decomposition >̂(') = ∑m∈ℤ+ ,̃m 'm inherited from (5.27), we get the
analogue of (5.28):

0̂-,1(r) 'm = s–1/2 'm, (5.42a)

0̂-,1(h) 'm = t–m+-/2 'm, (5.42b)

0̂-,1(X+) 'm = –[m]t 'm–1, (5.42c)

0̂-,1(X–) 'm = [m – -]t 'm+1. (5.42d)

At this moment we notice that we can consider (5.41),(5.42) for arbitrary complex -, 1.
Actually the representation has decoupled into a representation of the central gen-
erator r (cf. (5.42a)) and the well-known representation of Ut(sl(2)) (cf. (5.42b,c,d))
[210, 211]. We know that for generic t, - ∈ ℂ the representations 0̂-,1 are irreducible.
For generic t ∈ ℂ and - ∈ ℤ+ the representations 0̂-,1 are reducible. Moreover, for
- ∈ ℤ+ the representations 0̂-,1 and 0̂–-–2,1 are partially equivalent. The intertwining
operators between these pairs is naturally obtained from the ones relating the pairs
0-,1 and 0–-–2,1 , namely:

I- : C̃-,1 󳨀→ C̃–-–2,1 , (5.43)

I- ≡ (t–(-+3)/2 s(1–1)/2)-+1 Â–1-,1 ∘ (0R(X+))-+1 ∘ Â–-–2,1
I->̂ = (D'

t (T
'
t )

–1)-+1 >̂
where we have alsomade use of the fact that the intertwining operators are defined up
tomultiplicative factors. Formulae (5.43) (for s = 1) were obtained first in [210] (see also
[211]). The kernel E- of the operator (5.43) is an invariant subspace of C̃-,1. It consists of
polynomials of degree ≤ -, dim E- = -+1. The basis of E- may be taken as 1A , ', . . . , '-,
on which 0̂-,1 acts as in (5.42). Thus E-, - ∈ ℤ+, is a finite-dimensional representa-
tion space with highest-weight vector 1A (0̂-,1(X+)1A = 0) and lowest-weight vector '-
(0̂-,1(X–)'- = 0).

Finally, we should note that since we have functions of one variable ' we can
treat it as complex variable z. In these terms we can also recover from (5.41) the
classical vector-field representation of gl(2) by setting (as noted above) h% = t%H/2,
r: = s:K/2, expanding h% ≈ 1 + %(log t)H/2, r: ≈ 1 + :(log s)K/2, and taking the limit
log t → 0,log s→ 0. Thus, we get:

K = –1, H = - – 2z𝜕z, X+ = –𝜕z, X– = z2𝜕z – -z, 𝜕z ≡ d
dz

(5.44)

which fulfills (5.5).



208 5 Invariant q-Difference Operators

5.1.3 The Case Uq(sl(2))

Here in the context of the preceding subsections we consider the one-parameter case
p = q. As we have seen in this case the quantum algebra Uq,q(gl(2)) completely splits
in two subalgebras Uq(sl(2)) (generated by h,X±) and U(Z ) (generated by K); cf.
Theorem 4.1 in Section 4.1. We restrict to the subalgebra Uq(sl(2)) and use the results
from the previous subsection. We set s = p/q = 1, and we ignore the representa-
tion parameter 1 which is not relevant in this situation. Thus, for the representation
functions we have:

>̃(', d,D) = >(b, d,D) = ∑
m∈ℤ+

m̂m 'm d- D–-/2 = >̂(') d- D–-/2. (5.45)

Then, the representation is given by:

0-(h) >̃ = t-/2 T'
t–1

>̃, (5.46a)

0-(X+) >̃ = –D'
t >̃, (5.46b)

0-(X–) >̃ = '
+ (t–-T't – t-T't–1) >̃. (5.46c)

where T't ,D
'
t are defined in (5.30). The above representationwas obtained first in [309]

by another method and then in [210, 211] by the method we follow here.
Further we introduce the restricted functions >̂(') as in (5.38). We denote the

representation space of >̂(') by C̃- and the representation acting in C̃ - by 0̂-. In par-
ticular, the representation 0̂- acting on >̂ looks exactly as the representation 0- acting
on >̃. Next. using the decomposition >̂(') = ∑m∈ℤ+ ,̃m 'm inherited from (5.45), we get
the analogue of (5.28):

0̂-(h) 'm = t–m+-/2 'm, (5.47a)

0̂-(X+) 'm = –[m]t 'm–1, (5.47b)

0̂-(X–) 'm = [m – -]t 'm+1. (5.47c)

Now we notice that we can consider (5.47) for arbitrary complex -. Further we discuss
only generic q, that is, which are not at nontrivial roots of unity. For generic q and - ∉ℤ+ the representations 0̂- are irreducible. For generic q and - ∈ ℤ+ the representations
0̂- are reducible. Moreover, for - ∈ ℤ+ the representations 0̂- and 0̂–-–2 are partially
equivalent. The intertwining operators between these pairs is naturally obtained from
the ones relating the pairs 0- and 0–-–2 , namely:

I- : Ĉ- 󳨀→ Ĉ–-–2 , (5.48a)

I- ≡ (t–(-+3)/2 )-+1 Â–1- ∘ (0R(X+))-+1 ∘ Â–-–2 , (5.48b)

I->̂ = (D'
t (T

'
t )

–1)-+1 >̂ (5.48c)
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where we have alsomade use of the fact that the intertwining operators are defined up
to multiplicative factors. Formulae (5.48) were obtained first in [210, 211]. The kernel
Ê- of the operator (5.43) is an invariant subspace of Ĉ-. It consists of polynomials of
degree ≤ -, dim Ê- = - + 1. The basis of Ê- may be taken as 1A , ', . . . , '-, on which
0̂-,1 acts as in (5.47). Thus Ê-, - ∈ ℤ+, is a finite-dimensional representation space with
highest-weight vector 1A (0̂-,1(X+)1A = 0) and lowest-weight vector '- (0̂-,1(X–)'- =
0). Thus, for fixed - ∈ ℤ+ there are two irreducible representations realized in the
spaces Ê- and Ĉ-/Ê-.

5.2 The Case of GLg,h(2)

5.2.1 Left and Right Action of Ug,h(gl(2)) on GLg,h(2)

In this section following [228] we construct induced representations of the quantum
algebraUg,h = Ug,h(gl(2)), which was found in [39] and reviewed in Section 4.7.2 as the
dual of the Jordanian two-parameter matrix quantum groupGLg,h(2) introduced in [13]
(denoted there GLh,h󸀠 ) and reviewed in Section 4.7.1. We follow (with some modifica-
tions) the similar construction of the previous section. The representation spaces are
built on formal power series in the generating elements a, b, c, d, of Ag,h = GLg,h(2),
with commutations relations shown in (4.172).

We start with the following basis of Ag,h:

f = fk,ℓ,m,n = bm aℓ cn dk, k, ℓ,m, n ∈ ℤ+. (5.49)

As in [39] we use also the following change of generating elements and parameters of
Ug,h:

ã = 1
2 (a + d), d̃ = 1

2 (a – d), (5.50)

g̃ = 1
2 (g + h), h̃ = 1

2 (g – h)

with PBW basis:

f 󸀠 = f 󸀠k,ℓ,m,n = ãk d̃ ℓ cn bm, k, ℓ,m, n ∈ ℤ+ (5.51)

The generating elements A,B,C,D, of Ug,h are given as in [39], see also (4.187). Fur-
ther, in (4.198) was made a one-parameter change of basis from A,B,C,D to A,B,Y,H.
Finally, was introduced a subalgebra Ũg,h of Ug,h with the basis: A, K = K+ =
eg̃B, K–1 = K– = e–g̃B, Y, H, with relations in (4.201) and coalgebra structure in
(4.206),(4.207),(4.208).
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For further use we recall that to obtain from the above formulae the classical
U(gl(2)), one has to reintroduce the generator B by setting K± = e±g̃B, then to expand
K± ≈ 1U ± g̃B and to take the limit g̃ → 0. Thus, we obtain from (4.201):

[B,Y] = H, [H,B] = 2B, [H,Y] = –2Y, (5.52a)
[A,B] = 0, [A,Y] = 0, [A,H] = 0, (5.52b)

The duality for the algebras Ug,h and Ag,h is given by the pairings:

⟨A,(a b
c d

) ⟩ = (1 0
0 1

) , (5.53)

⟨K±,(a b
c d

) ⟩ = (1 ±g̃
0 1

) ,
⟨H,(a b

c d
) ⟩ = (1 , – -

0 –1
) = (1 2, – g̃

0 –1
) ,

⟨Y,(a b
c d

) ⟩ = ( 1
2 g̃ – , ,-
1 1

2 g̃ – -
) = ( 1

2 g̃ – , ,(g̃ – ,)
1 , – 1

2 g̃
) .

For the left regular representation we need the following formulae [228]:

⟨𝛾U (A),(a b
c d

) ⟩ = (–1 0
0 –1

) = –I2 , (5.54a)

⟨𝛾U (K±),(a b
c d

) ⟩ = (1 ∓g̃
0 1

) , (5.54b)

⟨𝛾U (H),(a b
c d

) ⟩ = (–1 –2,̃
0 1

) , (5.54c)

,̃ ≡ , + h̃ + 1
2 g̃,⟨𝛾U (Y),(a b

c d
) ⟩ = ( ,̃ G

–1 –,̃) , (5.54d)

G ≡ ,̃2 – g̃2/4
The left regular representation of Ug,h is again given by (5.10). Explicitly we get here:

0L(A)(a b
c d
) = (–1 0

0 –1
)(a b

c d
) = (–a –b

–c –d
) (5.55)

0L(K±)(a b
c d
) = (1 ∓g̃

0 1
)(a b

c d
) = (a ∓ g̃c b ∓ g̃d

c d
)
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0L(H)(a b
c d
) = (–1 –2,̃

0 1
)(a b

c d
) = (–a – 2,̃c –b – 2,̃d

c d
)

0L(Y)(a b
c d
) = ( ,̃ G

–1 –,̃)(a b
c d
) = (,̃a + Gc ,̃b + Gd

–a – ,̃c –b – ,̃d)
In order to derive the action of 0L on arbitrary elements of the basis we use the twisted
derivation rule (5.12). In the situation here this gives:

0L(A) >8 = 0L(A)> ⋅ 8 + > ⋅ 0L(A)8 , (5.56a)
0L(K±) >8 = 0L(K±)> ⋅ 0L(K±)8 , (5.56b)
0L(H) >8 = 0L(K–1)> ⋅ 0L(H)8 + 0L(H)> ⋅ 0L(K)8 +

+ h̃
g̃ 0L(AK

–1)> ⋅ 0L(K–1 – K)8 , (5.56c)

0L(Y) >8 = 0L(K–1)> ⋅ 0L(Y)8 + 0L(Y)> ⋅ 0L(K)8 +

+ h̃2

2g̃ 0L(A
2K–1)> ⋅ 0L(K–1 – K)8 +

+h̃ 0L(AK–1)> ⋅ 0L(H)8 , (5.56d)

0L (A H
K Y

) 1A = ( 0 0
1A 0

) . (5.56e)

Thus, we have also:

0L (A H
K Y

) D = (–2D 0
D 0

) . (5.57)

Next we introduce the right regular representation 0R(X) as in (5.16). Explicitly we get
here:

0R(A)(a b
c d
) = (a b

c d
)(1 0

0 1
) = (a b

c d
) , (5.58a)

0R(K±)(a b
c d
) = (a b

c d
)(1 ±g̃

0 1
) = (a b ± g̃a

c d ± g̃c) , (5.58b)

0R(H)(a b
c d
) = (a b

c d
)(1 2, – g̃

0 –1
) =

= (a (2, – g̃)a – b
c (2, – g̃)c – d) , (5.58c)

0R(Y)(a b
c d
) = (a b

c d
)( 1

2 g̃ – , ,(g̃ – ,)
1 , – 1

2 g̃
) = (5.58d)

= (b + ( 12 g̃ – ,)a ,(g̃ – ,)a + (, – 1
2 g̃)b

d + ( 12 g̃ – ,)c ,(g̃ – ,)c + (, – 1
2 g̃)d

)
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The twisted derivation rule is given again by (5.18). Here, this gives:

0R(A) >8 = 0R(A)> ⋅ 8 + > ⋅ 0R(A)8 , (5.59a)
0R(K±) >8 = 0R(K±)> ⋅ 0R(K±)8 , (5.59b)
0R(H) >8 = 0R(K)> ⋅ 0R(H)8 + 0R(H)> ⋅ 0R(K–1)8 +

+ h̃
g̃ 0R(K

–1 – K)> ⋅ 0R(AK–1)8 , (5.59c)

0R(Y) >8 = 0R(K)> ⋅ 0R(Y)8 + 0R(Y)> ⋅ 0R(K–1)8 +

+ h̃2

2g̃ 0R(K
–1 – K)> ⋅ 0R(A2K–1)8 +

+h̃ 0R(H)> ⋅ 0R(AK–1)8 , (5.59d)

0R (A H
K Y

) 1A = ( 0 0
1A 0

) . (5.59e)

Thus, we have also:

0R (A H
K Y

) D = (2D 0
D 0

) . (5.60)

5.2.2 Induced Representations of Ug,h and Intertwining Operators

As in the p, q case the construction of the induced representations ofUg,h is performed
in the deformed setting by the imposition of the right covariance conditions (cf. [210,
211]). We start with functions which are formal power series of the kind:

> = ∑
k,ℓ,m,n∈ℤ+

,k,ℓ,m,nbm aℓ cn dk (5.61)

Above we have defined left and right action ofUg,h on> and as before we shall use the
right action to reduce the left regular representation. Note that unlike the Up,q case,
where we could have used either of the two conjugate Borel subalgebras for the reduc-
tion, here we have only the “upper diagonal” Borel subalgebra generated by A,K±,H.
(Note that this feature is true also in the one-parameter Jordanian deformation as
used for its representation theory [218] and next subsection.) Thus right covariance
conditions will look as follows:

0R(A) > = 1 >, (5.62a)
0R(K) > = > ⇔ 0R(B) > = 0, (5.62b)
0R(H) > = - >, (5.62c)

Let us apply first (5.62b). From (5.58b) it is clear that only those functions which do not
depend on b and d will satisfy (5.62b). However, our functions may depend on b and



5.2 The Case of GLg,h(2) 213

d through the determinant D since the latter is preserved by the action of 0R(K) (cf.
(5.60)).

Thus, instead of (5.61) we take for our functions:

>̃ = ∑
k,ℓ,n∈ℤ+

,k,ℓ,naℓ cn Dk, (5.63)

with the same conditions (5.62) (with > 󳨀→ >̃). By construction (5.62b) is fulfilled for
all >̃. To apply (5.62a) we first obtain using (5.58a) and (5.59a):

0R(A) aℓ cn Dk = (2k + ℓ + n) aℓ cn Dk. (5.64)

Combining (5.64) with (5.62a) we obtain that: 2k + ℓ + n = 1. Analogously, we obtain
using (5.58c) and (5.59c):

0R(H) aℓ cn Dk = (ℓ + n) aℓ cn Dk. (5.65)

Combining (5.65) with (5.62c) we obtain that: ℓ+n = -. Thus, we conclude that 1, -, 12 (1–
-) ∈ ℤ+, and that the functions in (5.63) reduce to:

>̃ = ∑
n∈ℤ+

,nan c-–n D (1–-)/2. (5.66)

Thus, our functions are given in the bases:

un = an c-–n D (1–-)/2, n ∈ ℤ+ (5.67)

Now if neither a or c has an inverse, these bases will be finite-dimensional, in contrast
to the undeformed case. However, these finite-dimensional representations we shall
obtain also if we suppose that either a or c has an inverse (see below). Thus, further we
shall suppose that c has an inverse. (The choice of a having an inverse wouldmake the
further formulae much more complicated, as can be anticipated from the comparison
of the action of the algebra on a or c.)

The transformation rules for the bases (5.67) are (with ,̃ = 0):

0L(A) un = –1 un , (5.68)

0L(K%) un = (a – %g̃c)n c-–n D (1–-)/2 =
n∑
s=0

(–%)s (n
s
) B%s un–s ,

B%s =
s–1∏
j=0

(g̃ + %jg) , (B%0 = 1) , % = ± ,
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0L(H) un = (- – n) (a + g̃c)n c-–n D (1–-)/2 +

+
n∑
s=0

"̃ns an–s c-–n+s D (1–-)/2 =

=
n∑
s=0
(n
s
) ((- – n)B–s + (–1)s

s + 1
B+s "ns) un–s ,

"n0 = –n , "n1 = 2(n – 1) h̃g̃ ,

"ns = 2(n – s) h̃g̃ +

+
s–1∑
ℓ=1

(–1)ℓ
B–ℓ
B+ℓ+1

{(n – s)(g̃ + 2h̃) – ℓ (n + 1) (g̃ – h̃)}
0L(Y) un = (n – -) un+1 +

+ [(n
2
) h̃ + (- – n

2
) g̃ + (n – -)n(g̃ + h̃)] un +

+
n∑
k=1
{(–1)k𝛾nk + (n

k
)B–k [(- – n2 ) g̃ + (n – -)(nh̃ + kg)] +

+( n
k + 1

) (n – -)B–k+1} un–k ,𝛾nk = B+k {(n – 2k – 2
) 1

4 g̃ + 1
g̃ ( (n + k – 1)(n – 2)!4(n – k – 1)!k!

g̃2 – ( n
k + 2

) h̃2 –
–(n + 1

k + 2
) g̃h̃) +

k∑
ℓ=2
(–1)ℓ

B–ℓ
B+ℓ
[ℓ(n + 1

k + 2
) + ( n

k + 2
)] h̃ +

+
k–1∑
ℓ=1
(–1)ℓ

B–ℓ
B+ℓ+1

[(n
k
) ( 14 g̃2 + ℓ2 g̃ h̃) + 2( n

k + 1
)(ℓ + 1

2
) g̃ h̃–

– n!(ℓ + 1)(ℓ + nℓ + 2n – k)
(k + 2)!(n – k – 1)!

h̃2]}
Thus, we have obtained infinite-dimensional representations of Ug,h parametrized
by two integers. We shall denote by C̃-,1 the representation spaces of the functions
>̃ in (5.63). For g = h = 0 our representations coincide with the holomorphic rep-
resentations induced from the upper diagonal Borel subgroup B of GL(2) and acting
on the one-dimensional coset G/B. Let us comment that the two subalgebras Z and
U 󸀠 are represented separately with parameters 1 and -, respectively. First we notice
from (5.68) that if - ∈ ℤ+ the representation space C̃-,1 is reducible since the vectors
un, n = 0, 1, . . . , - span a finite-dimensional invariant subspace (see (5.68d)). For fur-
ther use we shall denote these representation spaces by Ẽ-,1 , - ∈ ℤ+. Thus, if - ∈ ℤ+
we have two irreducible representations with representation spaces isomorphic to Ẽ-,1
and to C̃-,1/Ẽ-,1.
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We would like further to reduce the representation spaces. From the above we are
prompted to use the variable 7 ≡ ac–1. This is also related to the following classical
Gauss decomposition of GL(2):

(a b
c d

) = ( 1 0
ca–1 1

)(a 0
0 a–1D

)(1 a–1b
0 1

) (5.69)

though instead of . ≡ ca–1 we shall use 7 as defined above. We note also the following
connection between the two variable 7 = .–1 – g.

The action on the new variable is:

0L( A H
K± Y

) 7n = ( 0 –(27 + g̃) (7+g̃)
n–(7–g̃)n
2g̃

(7 ∓ g̃)n (72 + g̃7 – g̃2
4 )

(7+g̃)n–(7–g̃)n
2g̃

) (5.70)

Thus, our bases and functions shall be:

wn = 7n c- D (1–-)/2, n ∈ ℤ+ (5.71)

6 = 6(7, c,D) = ∑
n∈ℤ+

,n7n c- D (1–-)/2 = >̂(7) c- D (1–-)/2 (5.72)

We shall denote these representation spaces by C-,1 , and the representation acting in
these spaces by 0-,1. Explicitly the action is:

0-,1(A)wn = –1wn (5.73a)

0-,1(K±)wn = (7 ∓ g̃)n c-D 1–-
2 =

n∑
k=0
(n
k
)(∓g̃)k wn–k (5.73b)

0-,1(H)wn = (- – 1
g̃ 7 –

1
2) (7 + g̃)n c-D 1–-

2 +

+ ( 1g̃ 7 + 1
2) (7 – g̃)n c-D 1–-

2 =

= (- – 1
g̃ 7 –

1
2) 0-,1(K–)wn +

+ ( 1g̃ 7 + 1
2) 0-,1(K+)wn = (5.73c)

= (- – 2n)wn +
n–1∑
k=0

9(n, k, -, g̃)wk (5.73c󸀠)

0-,1(Y)wn = { 1
2g̃ 7

2 + ( 12 – -) 7 –

– g̃
2 (-

2 + 3- + 1
4 )} (7 + g̃)n c-D 1–-

2 –

– ( 1
2g̃ 7

2 + 1
2 7 – g̃

8) (7 – g̃)n c-D 1–-
2 =
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= { 1
2g̃ 7

2 + ( 12 – -) 7 – g̃
2 (-

2 + 3- + 1
4 )} 0-,1(K–)wn –

– ( 1
2g̃ 7

2 + 1
2 7 – g̃

8) 0-,1(K+)wn = (5.73d)

= (n – -)wn+1 +
n∑

k=0
9󸀠(n, k, -, g̃)wk (5.73d󸀠)

Also in these bases for - ∈ ℤ+ there exists a (- + 1)-dimensional invariant subspace
spanned here by the vectors wk , k ≤ - (cf. (5.73d’)). Also, from the results of [218]
follows that for - ∈ ℤ+ the representations 0-,1 and 0–-–2,1 are partially equivalent.
This partial equivalence should be realized by the operator:

Q-(0R(Y)) : C-,1 󳨀→ C–-–2,1 (5.74)

where Q- is the polynomial in Y given in formula (37) of [218] (denoted there as Qp(p –
1), p = D(H0) + 1 = - + 1), which polynomial gives the singular vector of the reducible
Verma module VD. The general expression for the singular vectors is given in the next
subsection following [218].

Further we introduce the restricted functions >̂(7) by the formula which is promp-
ted in (5.72):

>̂(7) = (Â-,1 >̃)(7) ≡ 6(7, 1A , 1A ). (5.75)

We denote the representation space of >̂(7) by C̃-,1 and the representation acting in
C̃-,1 by 0̂-,1. Thus the operator Â-,1 acts from C-,1 to C̃-,1. We shall use also the inverse
operator Â–1-,1 which is defined by:

>̃(7, c,D) = (Â–1-,1 >̂) (7, c,D) ≡ >̂(7) c- D (1–-)/2 (5.76)

The properties of C̃-,1 follow from the intertwining requirements [197]:

0̂-,1Â-,1 = Â-,10-,1, 0-,1 ∘ Â–1-,1 = Â–1-,1 ∘ 0̂-,1 (5.77)

In particular, the representation 0̂-,1 is given by:

0̂-,1(A) 7n = –1 7n, (5.78a)
0̂-,1(K±) 7n = (7 ∓ g̃)n, (5.78b)

0̂-,1(H) 7n = (- – 1
g̃ 7 –

1
2) (7 + g̃)n + ( 1g̃ 7 + 1

2) (7 – g̃)n =

= (- – 1
g̃ 7 –

1
2) 0-,1(K–) 7n +

+ ( 1g̃ 7 + 1
2) 0-,1(K+) 7n = (5.78c)

= (- – 2n) 7n +
n–1∑
k=0

9(n, k, -, g̃) 7k (5.78c󸀠)
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0̂-,1(Y) 7n = { 1
2g̃ 7

2 + ( 12 – -) 7 – g̃
2 (-

2 + 3- + 1
4 )} (7 + g̃)n –

– ( 1
2g̃ 7

2 + 1
2 7 – g̃

8) (7 – g̃)n =

= { 1
2g̃ 7

2 + ( 12 – -) 7 – g̃
2 (-

2 + 3- + 1
4 )} 0̂-,1(K–) 7n –

– ( 1
2g̃ 7

2 + 1
2 7 – g̃

8) 0̂-,1(K+) 7n = (5.78d)

= (n – -) 7n+1 +
n∑

k=0
9󸀠(n, k, -, g̃) 7k (5.79)

or in terms of the functions >̂:

0̂-,1(A) >̂(7) = –1 >̂(7), (5.80a)

0̂-,1(K±) >̂(7) = >̂(7 ∓ g̃), (5.80b)

0̂-,1(H) >̂(7) = (- – 1
g̃ 7 –

1
2) >̂(7 + g̃) + ( 1g̃ 7 + 1

2) >̂(7 – g̃) =
= (- – 1

g̃ 7 –
1
2) 0̂-,1(K–) >̂(7) +

+ ( 1g̃ 7 + 1
2) 0̂-,1(K+) >̂(7), (5.80c)

0̂-,1(Y) >̂(7) = { 1
2g̃ 7

2 + ( 12 – -) 7 – g̃
2 (-

2 + 3- + 1
4 )} >̂(7 + g̃) –

– ( 1
2g̃ 7

2 + 1
2 7 – g̃

8) >̂(7 – g̃) =
= { 1

2g̃ 7
2 + ( 12 – -) 7 –

– g̃
2 (-

2 + 3- + 1
4 )} 0̂-,1(K–) >̂(7) –

– ( 1
2g̃ 7

2 + 1
2 7 – g̃

8) 0̂-,1(K+) >̂(7). (5.80d)

Now we notice that we can consider (5.78) and (5.80) for arbitrary complex -, 1. Actu-
ally, the representation has decoupled into a representation of the central algebrawith
generator A (cf. (5.78a) and (5.80a)), and a new representation of the Jordanian
Ug̃(sl(2)) (cf. (5.78b,c,d) and (5.80b,c,d)). Analogously to before for generic - ∈ ℂ the
representations 0̂-,1 are irreducible. For - ∈ ℤ+ the representations 0̂-,1 are reducible,
since there is a (-+1)-dimensional invariant subspace of the polynomials in 7 of degree
up to - (cf. (5.79)). Also, from the results of [218], follows that for - ∈ ℤ+ the represent-
ations 0̂-,1 and 0̂–-–2,1 are partially equivalent. The intertwining operators between
these pairs is naturally obtained from the ones relating the pairs 0-,1 and 0–-–2,1 ,
namely:

I- : Ĉ-,1 󳨀→ Ĉ–-–2,1 (5.81a)

I- ≡ Â–1-,1 ∘ Q-(0R(Y)) ∘ Â–-–2,1 (5.81b)
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Finally, we should note that since we have functions of one variable 7 we can
replace it with an ordinary complex variable z, and then the transformation properties
(5.80) can be rewritten as follows:

0̂-,1(A) >̂(z) = –1 >̂(z), (5.82a)

0̂-,1(K±) >̂(z) = e∓g̃𝜕z >̂(z), (5.82b)

0̂-,1(H) >̂(z) = (– 1
g̃ z –

1
2 + -) eg̃𝜕z >̂(z) +

+ ( 1g̃ z + 1
2) e–g̃𝜕z >̂(z) (5.82c)

= – ( 2g̃ z + 1) sinh(g̃𝜕z) >̂(z) + - eg̃𝜕z >̂(z) (5.82c󸀠)

0̂-,1(Y) >̂(z) = { 1
2g̃ z

2 + ( 12 – -) z – g̃
2 (-

2 + 3- + 1
4 )} eg̃𝜕z >̂(z) –

– ( 1
2g̃ z

2 + 1
2 z – g̃

8) e–g̃𝜕z >̂(z) = (5.82d)

= ( 1g̃ z2 + z – g̃
4) sinh(g̃𝜕z) >̂(z) –

– - {z + g̃
2 (- + 3)} eg̃𝜕z >̂(z) (5.82d󸀠)

In these terms we can also recover from (5.82) the classical vector-field representation
of gl(2) by setting (as noted above) K± = e±g̃B, expanding K± ≈ 1U ± g̃B and taking the
limit g̃ → 0. Thus, we obtain:

A = –1 , H = - – 2z𝜕z , B = –𝜕z , Y = z2𝜕z – -z , (5.83)

which fulfills (5.52).
Thus, the representation (5.82), more precisely, formulae (5.82b,c,d), give a new

deformation of the classical vector-field realization of sl(2).

5.2.3 Representations of the Jordanian Algebra Uh(sl(2))

Here we construct highest-weight modules (HWMs) of the Jordanian algebra Uh(sl(2))
following [218]. This algebrawas obtained first in [499]. Here we recovered it in Section
4.7.5.1 from the one-parameter case of the Jordanian algebra Ug,h(gl(2)) for g = h.

This one-parameter subalgebra is a subalgebra of Uh,h(gl(2)) with generators
H,Y,B and commutation relations (4.199a,b,c). For our purposes here we exchange
the generator B by the two related generators:

C = cosh(hB), S = sinh(hB) (5.84)
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and thus the commutation relations of Uh(sl(2)) become:

[H,C] = 2S2, [H, S] = 2CS , (5.85a)
[C,Y] = hHS – hCS, [S,Y] = hHC – hS2, (5.85b)
[H,Y] = –2YC – hHS + hCS, (5.85c)
[C, S] = 0, C2 – S2 = 1. (5.85d)

In [499] instead of C, S were used the generators K± = C ± S = e±hB.
The Casimir of Uh(sl(2)) (and of the extension) is given by:

C2 =
1
2
(H2 + C2) + 1

h
(YS + SY) (5.86)

Let us introduce the following grading:

degY = deg h = 1, degH = degC = deg S = deg 1U = 0 (5.87)

Then we can show that the algebra Uh(sl(2)) is a graded Hopf algebra (cf. [218]󸀠).
In particular, the algebra relations (5.85) are graded w.r.t. deg. The Casimir C2 is
homogeneous w.r.t. deg with degC2 = 0.

5.2.4 Highest-Weight Modules over Uh(sl(2))

Note that the generators H,C, S generate a Hopf subalgebra B of Uh(sl(2)). This Hopf
subalgebra is the analogue of the (universal envelope of the) Borel subalgebra, gen-
erated by H,X, of sl(2). Note that there is no Borel-like conjugate of B, which in
the classical case would be generated by H,Y, since here H,Y do not generate a
subalgebra of U ≡ Uh(sl(2)).

Consider the one-dimensional representation of B generated by a basis vector v0
so that the generators act on it as:

Hv0 = D(H)v0, Sv0 = 0, Cv0 = v0 (5.88)

where D(H) ∈ ℂ is called the highest weight. Then the Verma module VD over U is
defined as the HWM induced from the module (5.88), and it is given by:

VD ≅ c.l.s.{Yn ⊗B v0|n ∈ ℤ+} (5.89)

Further we shall omit the sign ⊗B since no confusion may arise. We note now some
properties of the basis Ykv0 which are the same as in the sl(2) case and which we shall
use for a direct construction of the finite-dimensional HWM.
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The value of the Casimir is the classical one (cf. (5.86)):

C2v =
1
2
(D(H) + 1)2v, ∀v ∈ VD (5.90)

Further we can show [218]󸀠:

SnYnv0 = hnn! A(D(H) + 1)
A(D(H) + 1 – n)v0, n ∈ ℤ+, (5.91)

and SkYnv0 = 0, ifk > n.
Let X̃ ≡ 1

hS. Then we have:

X̃nYnv0 = n! A(D(H) + 1)
A(D(H) + 1 – n)v0, n ∈ ℤ+. (5.92)

If we use the presentation S = sinh hX, then for q → 1 we get X̃ → X, and (5.92)
becomes a sl(2) result.

As in the undeformed case we expect finite-dimensional HWM whenever the
highest weight is integral dominant; that is,

D(H) = p – 1; p ∈ ℕ (5.93)

then the dimension of the representation is expected to be p. This is so for the trivial
one-dimensional irrep given by (5.88) with D(H) = 0, and also Yv0 = 0. The two-
dimensional irrep (denoting the two vectors by u0, u1) is given by:

H(u0, u1) = (u0, –u1), Y(u0, u1) = (u1, 0), (5.94)
S(u0, u1) = h(0, u0), C(u0, u1) = (u0, u1) (5.95)

This irrep looks deformed, however, the h dependencemay be absorbed if we replace S
by X̃. Thus, the fundamental irrep is undeformed as in the case of the Drinfel’d-Jimbo
deformation Uq(sl(2)).

For the consideration of the general case we introduce (as in the classical case)
the following basis:

upn = √ (p – 1 – n)!
hnn!(p – 1)!

Ynv0, p ∈ ℕ, n ∈ ℤ+, n < p (5.96)

On this basis the generators Y act as in the classical case (up to multiple of√h):
Yupn = √h(n + 1)(p – 1 – n)upn+1 (5.97)

Thus, we have [218]󸀠:
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Proposition 1. For fixed p ∈ ℕ the vectors upn, n = 0, . . . , p – 1 provide a p-dimensional
irreducible representation of Uh(sl(2)). ◊
Remark 5.1. Another realization of the above finite-dimensional representation was
given in Section 5.2.2 by the vectors wk, k = 0, 1, . . . , - = p – 1 (cf. (5.74b,c,d)). There
Uh(sl(2)) is generated by H,Y,K± = C ± S. ◊
Note that these representations are deformed for p > 2. We give the example of p = 3.
We can show [218]󸀠 that the three-dimensional irreducible representation of Uh(sl(2))
is given by (5.97) for p = 3 and the following formulae with uk = up=3k :

H(u0, u1, u2) = (2u0, 0, –2u2 – hu0), (5.98a)
S(u0, u1, u2) = √2h(0, u0, u1), (5.98b)
C(u0, u1, u2) = (u0, u1, u2 + hu0). (5.98c)

5.2.5 Singular Vectors of Uh(sl(2)) Verma Modules

In this section we try to use the Verma modules as in the classical case. We are first
interested in their reducibility. In the classical case an important tool for this are the
so called singular vectors.

Let us recall that for sl(2) with generators X0,Y0,H0 a singular vector vs of a Verma
module VD is defined as follows: vs ∈ VD, vs ̸= v0 and it satisfies the following
properties:

X0vs = 0, (5.99a)
H0vs = D󸀠(H0)vs. (5.99b)

Moreover, vs exists iffD(H0) = p–1 ∈ ℤ+ ; furthermoreD󸀠 = D–p!, where ! the positive
root of the sl(2) root system so that !(H0) = 2.

To implement (5.99) here we have first to construct a basis homogeneous with
respect to H. We note that the vectors Ykv0 are not homogeneous with respect to H,
except for k = 0, 1 (cf. also (5.98a)). The necessary basis is provided by the following
[218]󸀠:

Proposition 2. A basis homogeneous with respect to the generator H is:

vn =
[n/2]∑
k=0

!nkh2kYn–2kv0 (5.100)

Hvn = (D(H) – 2n)vn, (5.101)
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and the coefficients !nk may depend on D(H) but not on h. In particular, !n0 = 1,

!n1 =
1
120

n(n – 1)(6n3 – 3n2(5D(H) + 8) + n(10D(H)2 +
+35D(H) + 36) – 5D(H)2 – 25D(H) – 24) ◊ (5.102)

Note that !n1 does not vanish except for special values of D(H). Besides the trivial
vanishing for n = 0, 1 we have: !21(0) = !21(1) = !31(1) = 0, where the argument of
!n,k denotes the value of D(H). Other explicit expressions for !nk are given in [218]󸀠.
Analogously, one may prove the following (cf. [218]󸀠):

CYnv0 =
[n/2]∑
k=0

"nkh2kYn–2kv0 (5.103a)

SYnv0 =
[(n–1)/2]∑
k=0

𝛾nkh2k+1Yn–1–2kv0 (5.103b)

and the coefficients "nk, 𝛾nk may depend on D(H) but not on h. In particular, "n0 = 1,

"n1 =
1
2
n(n – 1)(D(H) – n + 2)(D(H) – n + 1) (5.104a)𝛾n0 = n(D(H) – n + 1) (5.104b)

Let us denote by Qn(D) the polynomial in Y so that in (5.100):

vn = Qn(D(H)) v0 (5.105)

In our situation it would be natural to define the singular vector for fixed p ∈ ℕ as the
H-homogeneous element from (5.100) for the corresponding value of D(H):

vps = Qp(p – 1)v0 (5.106)

Thus, property (5.99b) is achieved. The analogue of (5.99a) is played by the condition:

Svps = 0 (5.107)

The basis for the submodule ID shall be played by:

v̂pk = Qk(–p – 1) v
p
s = Qk(–p – 1)Qp(p – 1)v0, k ∈ ℤ+ (5.108)

For the implementation of the above one has to prove that each vector Qp+k(p – 1)v0,
k ∈ ℤ+, can be expressed in terms of v̂pj , j ≤ k. Moreover, in the lower degree cases one
needs to take only j = k:

Qp+n(p – 1) = Qn(–p – 1)Qp(p – 1) (5.109)
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5.3 q-Difference Intertwining Operators for a Lorentz
Quantum Algebra

5.3.1 A Matrix Lorentz Quantum Group

In this section following [164] we present q-difference intertwining operators for the
matrix Lorentz quantum group L introduced by Woronowicz–Zakrzewski [601]. Note
that in Section 4.6we studied the duality question for another Lorentz quantumgroup.

The matrix Lorentz quantum groupL introduced in [601] is generated by the ele-
ments !, ", 𝛾, $, !̄, "̄, 𝛾̄, $̄with the following commutation relations (q ∈ ℝ, + = q–q–1):

!" = q"!, !𝛾 = q𝛾!, "$ = q$", 𝛾$ = q$𝛾,
"𝛾 = 𝛾", !$ – q"𝛾 = 1L , $! – q–1"𝛾 = 1L , (5.110a)
!̄"̄ = q–1"̄!̄, !̄𝛾̄ = q–1𝛾̄!̄, "̄$̄ = q–1$̄"̄, 𝛾̄$̄ = q–1$̄𝛾̄,
"̄𝛾̄ = 𝛾̄"̄, !̄$̄ – q–1"̄𝛾̄ = 1L , $̄!̄ – q"̄𝛾̄ = 1L , (5.110b)
!!̄ = !̄!, ""̄ = "̄", 𝛾𝛾̄ = 𝛾̄𝛾, $$̄ = $̄$, (5.110c)
!"̄ = q"̄!, !𝛾̄ = q–1𝛾̄!, !$̄ = $̄!,
"𝛾̄ = 𝛾̄", "$̄ = q–1$̄", 𝛾$̄ = q$̄𝛾, (5.110d)
"!̄ = q!̄", 𝛾!̄ = q–1!̄𝛾, $!̄ = !̄$,𝛾"̄ = "̄𝛾, $"̄ = q–1"̄$, $𝛾̄ = q𝛾̄$. (5.110e)

Considered as a Hopf algebra, L has the following comultiplication BL , counit %L ,
and antipode SL given on its generating elements by:

BL (! "𝛾 $) = (! ⊗ ! + " ⊗ 𝛾 ! ⊗ " + " ⊗ $𝛾 ⊗ ! + $ ⊗ 𝛾 𝛾 ⊗ " + $ ⊗ $) , (5.111a)

BL (!̄ "̄𝛾̄ $̄) = (!̄ ⊗ !̄ + "̄ ⊗ 𝛾̄ !̄ ⊗ "̄ + "̄ ⊗ $̄𝛾̄ ⊗ !̄ + $̄ ⊗ 𝛾̄ 𝛾̄ ⊗ "̄ + $̄ ⊗ $̄) ,
%L (! "𝛾 $) = (1 0

0 1
) , %L (!̄ "̄𝛾̄ $̄) = (1 0

0 1
) , (5.111b)

SL (! "𝛾 $) = ( $ –q–1"
–q𝛾 ! ) ,

SL (!̄ "̄𝛾̄ $̄) = ( $̄ –q"̄
–q–1𝛾̄ !̄ ) . (5.111c)

With the conjugation

! 󳨃→ !̄, " 󳨃→ "̄, 𝛾 󳨃→ 𝛾̄, $ 󳨃→ $̄, (5.112)
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and q 󳨃→ q, which acts as algebra anti-involution and coalgebra involution, L is
a Hopf ∗-algebra. The Hopf algebra L contains two conjugate Hopf subalgebras,
SLq–1 (2) and SLq(2), generated by !, ", 𝛾, $ and !̄, "̄, 𝛾̄, $̄, respectively. Note that using
(5.112) relations (5.110b) and (5.110e) may be obtained from (5.110a) and (5.110d),
respectively, while relations (5.110c) are self-conjugate.

Notice that we can consider L also for q complex, such that |q| = 1; in this case
(5.112) with q 󳨃→ q–1 acts as algebra and coalgebra involution. We shall come back to
this case in the last subsection, where we consider the important case of q being a root
of unity.

For our purposes, we assume that the elements $ and $̄ are invertible. In this case,
one can express ! and !̄ in terms of the remaining generators:

! = (1L + q"𝛾)$–1, !̄ = (1L + q–1"̄𝛾̄)$̄–1. (5.113)

Then, as a basis of L we take the following ordered monomials:

"ℓ 𝛾m $n "̄ℓ̄ 𝛾̄m̄ $̄n̄ , ℓ,m, ℓ̄, m̄ ∈ ℤ+ , n, n̄ ∈ ℤ. (5.114)

5.3.2 The Lorentz Quantum Algebra

The Lorentz quantum algebra U is the Hopf algebra which is in duality to L . It is
generated by six elements, which we denote by k, e, f , k̄, ē, ̄f . The pairing of these gen-
erators with those of L is defined through the fundamental representation M of U .
The abstract matrix elements ofM generate the matrix quantum group L ,

M =((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) (5.115)

and the duality relations are:

⟨k,M⟩ =((q1/2 0
0 q–1/2

) 02

02 12

) , (5.116a)

⟨e,M⟩ =((0 1
0 0
) 02

02 02

) , (5.116b)



5.3 q-Difference Intertwining Operators for a Lorentz Quantum Algebra 225

⟨f ,M⟩ =((0 0
1 0
) 02

02 02

) , (5.116c)

⟨k̄,M⟩ =(12 02

02 (q1/2 0
0 q–1/2

)) , (5.116d)

⟨ē,M⟩ =(02 02

02 (0 1
0 0
)) , (5.116e)

⟨ ̄f ,M⟩ =(02 02

02 (0 0
1 0
)) . (5.116f)

Notice that sinceM is a representation, we have:⟨XY,M⟩ = ⟨X,M⟩⟨Y,M⟩, X,Y ∈ U , (5.117)

where in the r.h.s. matrix multiplication is understood. Using these relations, from
(5.111a) one derives the algebra relations obeyed by k, e, f , k̄, ē, ̄f :

kek–1 = qe, kfk–1 = q–1f , [e, f ] = (k2 – k–2)/+,
k̄ēk̄–1 = qē, k̄ ̄f k̄–1 = q–1 ̄f , [ē, ̄f ] = (k̄2 – k̄–2)/+,
[X,Y] = 0, X = e, f , k, Y = ē, ̄f , k̄. (5.118)

Note that the first two lines of (5.118) are two copies of Uq(sl(2,ℂ)).
The coalgebra structure of U is instead fixed by (5.110), (5.110b), and (5.110c).

Explicitly, we have:

BU (k) = k ⊗ k, (5.119)

BU (e) = e ⊗ k–1k̄ + kk̄–1 ⊗ e,
BU (f ) = f ⊗ k–1k̄–1 + kk̄ ⊗ f ,
BU (k̄) = k̄ ⊗ k̄,
BU (ē) = ē ⊗ k–1k̄ + kk̄–1 ⊗ ē,
BU ( ̄f ) = ̄f ⊗ kk̄ + k–1k̄–1 ⊗ ̄f ,
%U (k) = %U (k̄) = 1, %U (e) = %U (f ) = %U (ē) = %U ( ̄f ) = 0,
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SU (k) = k–1, SU (e) = –q–1e, SU (f ) = –qf ,

SU (k̄) = k̄–1, SU (ē) = –qē, SU ( ̄f ) = –q–1 ̄f .
The conjugation of U is given by:

k 󳨃→ k̄, e 󳨃→ ē, f 󳨃→ ̄f , (5.120)

which acts as an algebra involution for real q and as an algebra anti-involution for q
complex, such that |q| = 1, and as coalgebra anti-involution in both cases.

Below we shall supplement the pairing (5.116) with⟨X, 1L ⟩ = %U (X). (5.121)

5.3.3 Representations of the Lorentz Quantum Algebra

We shall now define two actions of the dual algebra U on the basis (5.114) of L (see
also [465]). As above we introduce the left regular representation of U :

0(Y)M = Y–1 M, Y,M ∈ L . (5.122)

Explicitly we set for the generators of U :

0(k)M = ⟨k–1,M⟩M =

=((q–1/2 0
0 q1/2

) 02

02 12

)((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) =

=((q–1/2! q–1/2"
q1/2𝛾 q1/2$

) 02

02 (!̄ "̄𝛾̄ $̄)) ,

0(e)M = ⟨ – e,M⟩M =

=((0 –1
0 0

) 02

02 02

)((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) =

=((–𝛾 –$
0 0

) 02

02 02

) ,
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0(f )M = ⟨ – f ,M⟩M =

=(( 0 0
–1 0

) 02

02 02

)((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) =

=(( 0 0
–! –") 02

02 02

) ,

0(k̄)M = ⟨k̄–1,M⟩M =

=(12 02

02 (q–1/2 0
0 q1/2

))((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) =

=((! "𝛾 $) 02

02 (q–1/2!̄ q–1/2"̄
q1/2𝛾̄ q1/2$̄

)) , (5.123)

0(ē)M = ⟨ – ē,M⟩M =

=(02 02

02 (0 –1
0 0

))((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) =

=(02 02

02 (–𝛾̄ –$̄0 0
)) ,

0( ̄f )M = ⟨ – ̄f ,M⟩M =

=(02 02

02 ( 0 0
–1 0

))((! "𝛾 $) 02

02 (!̄ "̄𝛾̄ $̄)) =

=(02 02

02 ( 0 0
–!̄ –"̄)) .

In order to derive the action of 0 on arbitrary elements of the basis, as above we use
the twisted derivation rule 0(X)>8 = 0(B󸀠U (X))(> ⊗ 8) (cf. (5.12)). Thus, we have:
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0(k)>8 = 0(k)> ⋅ 0(k)8 , (5.124)
0(e)>8 = 0(e)> ⋅ 0(kk̄–1)8 + 0(k–1k̄)> ⋅ 0(e)8 ,
0(f )>8 = 0(f )> ⋅ 0(kk̄)8 + 0(k–1k̄–1)> ⋅ 0(f )8 ,
0(k̄)>8 = 0(k̄)> ⋅ 0(k̄)8 ,
0(ē)>8 = 0(ē)> ⋅ 0(kk̄–1)8 + 0(k–1k̄)> ⋅ 0(ē)8 ,
0( ̄f )>8 = 0( ̄f )> ⋅ 0(k–1k̄–1)8 + 0(kk̄)> ⋅ 0( ̄f )8.

(Note that, though the generators !, !̄ are redundant, we shall write them sometimes.)
Applying these rules one obtains:

0(k)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n))=((q–n/2!n q–n/2"n
qn/2𝛾n qn/2$n

) 02

02 (!̄n "̄n𝛾̄n $̄n))
0(e)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) = –an((!n–1𝛾 "n–1$0 0
) 02

02 02

) (5.125)

0(f )((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) = –an(( 0 0
!𝛾n–1 "$n–1) 02

02 02

) ,

0(k̄)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n))=((!n "n𝛾n $n) 02

02 (q–n/2!̄n q–n/2"̄n
qn/2𝛾̄n qn/2$̄n

))
0(ē)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) = –ān(02 02

02 (!̄n–1𝛾̄ "̄n–1$̄0 0
)) ,

0( ̄f )((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) = –ān(02 02

02 ( 0 0
!̄𝛾̄n–1 "̄$̄n–1)) ,

an = q(1–n)/2[n]q, ān = q(n–1)/2[n]q, [n]q = (qn – q–n)/+. (5.126)
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Analogously, we introduce the right action 0R(X) (cf. (5.16)). Explicitly we have:

0R(k)M = M⟨k,M⟩ =((q1/2! q–1/2"
q1/2𝛾 q–1/2$) 02

02 (!̄ "̄𝛾̄ $̄)) ,

0R(e)M = M⟨e,M⟩ =((0 !
0 𝛾) 02

02 02

) , (5.127)

0R(f )M = M⟨f ,M⟩ =((" 0$ 0) 02

02 02

) ,

0R(k̄)M = M⟨k̄,M⟩ =((! "𝛾 $) 02

02 (q1/2!̄ q–1/2"̄
q1/2𝛾̄ q–1/2$̄)) ,

0R(ē)M = M⟨ē,M⟩ =(02 02

02 (0 !̄
0 𝛾̄)) ,

0R( ̄f )M = M⟨ ̄f ,M⟩ =(02 02

02 ("̄ 0$̄ 0)) , (5.128)

The twisted derivation rule is 0R(X)>8 = 0R(BU (X))(> ⊗ 8); that is,
0R(k)>8 = 0R(k)> ⋅ 0R(k)8 , (5.129a)

0R(e)>8 = 0R(e)> ⋅ 0R(k–1k̄)8 + 0R(kk̄
–1)> ⋅ 0R(e)8

0R(f )>8 = 0R(f )> ⋅ 0R(k–1k̄–1)8 + 0R(kk̄)> ⋅ 0R(f )8
0R(k̄)>8 = 0R(k̄)> ⋅ 0R(k̄)8 , (5.129b)

0R(ē)>8 = 0R(ē)> ⋅ 0R(k–1k̄)8 + 0R(kk̄
–1)> ⋅ 0R(ē)8

0R( ̄f )>8 = 0R( ̄f )> ⋅ 0R(kk̄)8 + 0R(k–1k̄
–1)> ⋅ 0R( ̄f )8
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Using this, we find:

0R(k)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) =

= ((qn/2!n q–n/2"n
qn/2𝛾n q–n/2$n) 02

02 (!̄n "̄n𝛾̄n $̄n)) (5.130a)

0R(e)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) =

= an((0 !"n–1
0 𝛾$n–1) 02

02 02

)
0R(f )((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) =

= an((!n–1" 0𝛾n–1$ 0
) 02

02 02

)
0R(k̄)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) =

= ((!n "n𝛾n $n) 02

02 (qn/2!̄n q–n/2"̄n
qn/2𝛾̄n q–n/2$̄n)) (5.130b)

0R(ē)((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) =
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= ān(02 02

02 (0 !̄"̄n–1

0 𝛾̄$̄n–1))

0R( ̄f )((!n "n𝛾n $n) 02

02 (!̄n "̄n𝛾̄n $̄n)) =

= ān(02 02

02 (!̄n–1"̄ 0𝛾̄n–1$̄ 0
)) .

Now we introduce the elements > as formal power series:

> = ∑
ℓ,m,ℓ̄,m̄∈ℤ+

n,n̄∈ℤ

,ℓ,m,n,ℓ̄,m̄,n̄"
ℓ𝛾m$n"̄ℓ̄𝛾̄m̄$̄n̄. (5.131)

By (5.125) and (5.130) we have defined left and right action ofU on >. As above we use
the right action to reduce the left regular representation. First we calculate:

0R(f ) "ℓ𝛾m$n"̄ℓ̄𝛾̄m̄$̄n̄ = q(n–ℓ+ℓ̄–m̄+n̄)/2am "ℓ𝛾m–1$n+1"̄ℓ̄𝛾̄m̄$̄n̄,
0R( ̄f ) "ℓ𝛾m$n"̄ℓ̄𝛾̄m̄$̄n̄ = q(n+ℓ–m+ℓ̄–n̄)/2ām "ℓ𝛾m$n"̄ℓ̄𝛾̄m̄–1$̄n̄+1

from which imposing right covariance with respect to f , ̄f ; that is:
0R(f )> = 0,0R( ̄f )> = 0, ⇒ ,ℓ,m,n,ℓ̄,m̄,n̄ ∼ $m0$m̄0 , (5.132)

we obtain that there is no 𝛾 and 𝛾̄ dependence in >. Next, we impose right covariance
with respect to k, k̄:

0R(k)> = q–r/2>, 0R(k̄)> = q– ̄r/2>, (5.133)

where r, ̄r are parameters to be specified below. On the other hand, using (5.129a,b)
and (5.130a,b) one has:

0R(k) "ℓ$n"̄
ℓ̄$̄n̄ = q–(ℓ+n)/2"ℓ$n "̄ℓ̄$̄n̄, (5.134)

0R(k̄) "ℓ$n"̄
ℓ̄$̄n̄ = q–(ℓ̄+n̄)/2"ℓ$n "̄ℓ̄$̄n̄.
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Thus, we obtain: n + ℓ = r, n̄ + ℓ̄ = ̄r, and as a consequence: r, ̄r ∈ ℤ and ,ℓ,0,n,ℓ̄,0,n̄ ∼
$ℓ+n,r$ℓ̄+n̄, ̄r. Our reduced > can now be written as:

>(", $, "̄, $̄) = ∑
ℓ,ℓ̄∈ℤ+

,ℓℓ̄"
ℓ$r–ℓ"̄ℓ̄$̄

̄r–ℓ̄. (5.135)

From (5.135) we are prompted to introduce the variables ' = "$–1, '̄ = "̄$̄–1, which are
noncommuting: ''̄ = q2'̄' . Then we can rewrite (5.135) as:

>̃(', '̄, $, $̄) = >(", $, "̄, $̄) = ∑
ℓ,ℓ̄∈ℤ+

,̃ℓℓ̄'
ℓ'̄ℓ̄$r$̄

̄r =

= >̃(', '̄, 1L , 1L )$r$̄
̄r. (5.136)

Note that >̃ obey the same covariance properties (5.132) and (5.133).
Now we can derive the U -action 0 on >. First, we find using (5.125) and (5.124):

0(k)'ℓ'̄ℓ̄$r$̄
̄r = q–ℓ+r/2'ℓ'̄ℓ̄$r$̄

̄r, (5.137)

0(e)'ℓ'̄ℓ̄$r$̄
̄r = –q(2ℓ̄+r– ̄r–1)/2[ℓ]q'ℓ–1'̄ℓ̄$r$̄ ̄r,

0(f )'ℓ'̄ℓ̄$r$̄
̄r = q–(2ℓ̄+r– ̄r–1)/2[ℓ – r]q'ℓ+1'̄ℓ̄$r$̄ ̄r,

0(k̄)'ℓ'̄ℓ̄$r$̄
̄r = q–ℓ̄+ ̄r/2'ℓ'̄ℓ̄$r$̄

̄r,

0(ē)'ℓ'̄ℓ̄$r$̄
̄r = –q(2ℓ+r– ̄r+1)/2[ℓ̄]q'ℓ'̄ℓ̄–1$r$̄ ̄r,

0( ̄f )'ℓ'̄ℓ̄$r$̄ ̄r = q–(2ℓ+r– ̄r+1)/2[ℓ̄ – ̄r]q'ℓ'̄ℓ̄+1$r$̄ ̄r.

As a consequence, recalling (5.136), we find:

0(k)>̃(', '̄, $, $̄) = qr/2T–1' >̃(', '̄, $, $̄), (5.138)

0(e)>̃(', '̄, $, $̄) = –q(r– ̄r–1)/2D'T'̄>̃(', '̄, $, $̄),

0(f )>̃(', '̄, $, $̄) = q–(r– ̄r–1)/2 '
+ (q–rT' – qrT–1' )T–1'̄ >̃(', '̄, $, $̄),

0(k̄)>̃(', '̄, $, $̄) = q ̄r/2T–1'̄ >̃(', '̄, $, $̄),

0(ē)>̃(', '̄, $, $̄) = –q(r– ̄r+1)/2D'̄T
–1
' >̃(', '̄, $, $̄),

0( ̄f )>̃(', '̄, $, $̄) = q–(r– ̄r+1)/2 '̄
+ (q– ̄rT'̄ – q

̄rT–1'̄ )T'>̃(', '̄, $, $̄),
where on any function g of ' and '̄

T'g(', '̄) = g(q', '̄), D'g(', '̄) =
1
+' (T' – T

–1
' )g(', '̄), (5.139)

T'̄g(', '̄) = g(', q'̄), D'̄g(', '̄) =
1
+'̄ (T'̄ – T

–1
'̄ )g(', '̄).

Notice that the operators T' and T'̄ commute.
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It is immediate to check that 0(k), 0(e), 0(f ), 0(k̄), 0(ē), 0( ̄f ) satisfy (5.118). It is also
clear that we can remove the inessential phases by setting:

0̃r, ̄r(k) = 0(k), 0̃r, ̄r(e) = q(r– ̄r–1)/20(e), 0̃r, ̄r(f ) = q( ̄r–r+1)/20(f ), (5.140)

and the same settings for k 󳨃→ k̄, e 󳨃→ ē, f 󳨃→ ̄f . Then 0̃r, ̄r also satisfy (5.118).
We denote by Cr, ̄r the representation space of functions >̃(', '̄, $, $̄) with covari-

ance properties (5.132) and (5.133) and transformation laws (5.138). Further, as in [198]
we introduce the restricted functions >̂(', '̄) by the formula which is prompted in
(5.136):

>̂(', '̄) ≡ (A>̃)(', '̄) ≐ >̃(', '̄, 1L , 1L ). (5.141)

We denote the representation space of >̂(', '̄) by Ĉ r, ̄r and the representation acting in
Ĉ r, ̄r by 0̂r, ̄r. Thus, the operator A acts from Cr, ̄r to Ĉ r, ̄r. The properties of Ĉ r, ̄r follow
from the intertwining requirement for A [198]:

0̂r, ̄rA = A0̃r, ̄r. (5.142)

In particular, the representation 0̂r, ̄r is given by:

0̂r, ̄r(k)>̂(', '̄) = qr/2T–1' >̂(', '̄), (5.143a)
0̂r, ̄r(e)>̂(', '̄) = –D'T'̄>̂(', '̄), (5.143b)

0̂r, ̄r(f )>̂(', '̄) =
'
+ (q–rT' – qrT–1' )T–1'̄ >̂(', '̄), (5.143c)

0̂r, ̄r(k̄)>̂(', '̄) = q ̄r/2T–1'̄ >̂(', '̄), (5.143d)

0̂r, ̄r(ē)>̂(', '̄) = –D'̄T
–1
' >̂(', '̄), (5.143e)

0̂r, ̄r( ̄f )>̂(', '̄) = '̄
+ (q– ̄rT'̄ – q

̄rT–1'̄ )T'>̂(', '̄). (5.143f)

or, using the decomposition:

>̂(', '̄) = ∑
ℓ,ℓ̄∈ℤ+

,̃ℓ,ℓ̄ '
ℓ'̄ℓ̄, (5.144)

inherited from (5.136):

0̂r, ̄r(k)'ℓ'̄ℓ̄ = q–ℓ+r/2'ℓ'̄ℓ̄, (5.145a)

0̂r, ̄r(e)'ℓ'̄ℓ̄ = –qℓ̄[ℓ]q'ℓ–1'̄ℓ̄, (5.145b)

0̂r, ̄r(f )'ℓ'̄ℓ̄ = q–ℓ̄[ℓ – r]q'ℓ+1'̄ℓ̄, (5.145c)

0̂r, ̄r(k̄)'ℓ'̄ℓ̄ = q–ℓ̄+ ̄r/2'ℓ'̄ℓ̄, (5.145d)

0̂r, ̄r(ē)'ℓ'̄ℓ̄ = –qℓ[ℓ̄]q'ℓ'̄ℓ̄–1, (5.145e)

0̂r, ̄r( ̄f )'ℓ'̄ℓ̄ = q–ℓ[ℓ̄ – ̄r]q'ℓ'̄ℓ̄+1. (5.145f)
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Note that if we restrict to one Uq(sl(2,ℂ)) subalgebra and to functions of one vari-
able, for example, by setting '̄ = 1L , T'̄ =id, in formulae (5.143a,b,c), we obtain the
q-difference realization of [309].

5.3.4 q-Difference Intertwining Operators

We have defined the representations 0̂r, ̄r for r, ̄r ∈ ℤ. However, we notice that we can
consider (5.143) and (5.145) for arbitrary complex r, ̄r. Now we make some statements
which will be proved in the next section. For generic r, ̄r ∈ ℂ the representations
0̂r, ̄r are irreducible. For r ∈ ℤ+ or ̄r ∈ ℤ+ the representations 0r, ̄r, 0̂r, ̄r are reducible.
Moreover, for r ∈ ℤ+ the representations 0r, ̄r and 0–r–2, ̄r are partially equivalent, while
for ̄r ∈ ℤ+ the representations 0r, ̄r and 0r,– ̄r–2 are partially equivalent. The same state-
ments hold for the restricted counterparts 0̂r, ̄r. These partial equivalences are realized
by operators:

Ir : Cr, ̄r 󳨀→ C–r–2, ̄r, Ir : Ĉ r, ̄r 󳨀→ Ĉ –r–2, ̄r, (5.146a)
Ī ̄r : Cr, ̄r 󳨀→ Cr,– ̄r–2, ̄I ̄r : Ĉ r, ̄r 󳨀→ Ĉ r,– ̄r–2, (5.146b)

where r, ̄r ∈ ℤ+ , that is, one has:

Ir ∘ 0r, ̄r = 0–r–2, ̄r ∘Ir, Ir ∘ 0̂r, ̄r = 0̂–r–2, ̄r ∘ Ir, (5.147a)
Ī ̄r ∘ 0r, ̄r = 0r,– ̄r–2 ∘ Ī ̄r, ̄I ̄r ∘ 0̂r, ̄r = 0̂r,– ̄r–2 ∘ ̄I ̄r. (5.147b)

We present now the explicit formulae for these intertwining operators. By the clas-
sical procedure of [198] one should take as intertwiners (up to nonzero multiplicative
constants):

Ir = (0R(e))r+1, Ir = (0̂R(e))r+1, r ∈ ℤ+, (5.148a)

Ī ̄r = (0R(ē)) ̄r+1, ̄I ̄r = (0̂R(ē)) ̄r+1, ̄r ∈ ℤ+. (5.148b)

The above is verified by straightforward calculation given in [164]. Furthermore, there
it is found that in terms of the restricted functions >̂ holds:

Ir = (D'T'T
2
'̄)r+1, r ∈ ℤ+, (5.149a)̄I ̄r = (D'̄T

–1
'̄ T–2' ) ̄r+1, ̄r ∈ ℤ+. (5.149b)

Finally we note that for q = 1 we recover the classical intertwining operators of
Gelfand–Graev–Vilenkin [314] (see also [227] Appendix B):

Ir = ( 𝜕𝜕')r+1, r ∈ ℤ+, ̄I ̄r = ( 𝜕𝜕'̄) ̄r+1
, ̄r ∈ ℤ+. (5.150)
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5.3.5 Classification of Reducible Representations

Now we shall make complete the statements made at the beginning of last sec-
tion about the representations 0r, ̄r, 0̂r, ̄r. It is enough to work with the restricted
representation 0̂r, ̄r.

For r ∈ ℤ+ the operator Ir has a kernel Er, ̄r which is a subspace of Ĉ r, ̄r. This sub-
space consists of elements which are polynomials of degree ≤ r with respect to '. The
basis of Er, ̄r may be taken as 'ℓ'̄ℓ̄, ℓ ≤ r, ℓ̄ ∈ ℤ+. Note that from (5.145c) follows that
0̂r, ̄r(f )'r'̄ℓ̄ = 0.

Analogously, for ̄r ∈ ℤ+ the operator ̄I ̄r has a kernel ̄E r, ̄r which is a subspace of
Ĉ r, ̄r. This subspace consists of elements which are polynomials of degree ≤ ̄r with
respect to '̄. The basis of ̄E r, ̄r may be taken as 'ℓ'̄ℓ̄, ℓ ∈ ℤ+, ℓ̄ ≤ ̄r. Also from (5.145f)
follows that 0̂r, ̄r( ̄f )'ℓ'̄ ̄r = 0.

Finally, for r, ̄r ∈ ℤ+ the intersection Ẽr, ̄r = Er, ̄r ∩ ̄E r, ̄r is a finite-dimensional
subspace consisting of polynomials of degrees ≤ r with respect to ' and ≤ ̄r with
respect to '̄. The basis of Ẽr, ̄r may be taken as 'ℓ'̄ℓ̄, ℓ ≤ r, ℓ̄ ≤ ̄r. Clearly, we have
dim Ẽr, ̄r = (r + 1)( ̄r + 1).

Let us denote by Lr, ̄r the irreducible subrepresentation of 0̂r, ̄r. Clearly we have that
Lr, ̄r = 0̂r, ̄r iff r, ̄r ∉ ℤ+. Otherwise, Lr, ̄r is a nontrivial subrepresentation of 0̂r, ̄r realized
in Er, ̄r when r ∈ ℤ+, ̄r ∉ ℤ+, in ̄E r, ̄r when r ∉ ℤ+, ̄r ∈ ℤ+, in Ẽr, ̄r when r, ̄r ∈ ℤ+.
The last finite-dimensional irreducible representation has highest-weight vector 1L
(0̂r, ̄r(X)1L = 0,X = e, ē) and lowest-weight vector 'r'̄ ̄r (0̂r, ̄r(X)'r'̄ ̄r = 0,X = f , ̄f ). Note
that all finite-dimensional irreducible representations of U are obtained in this way.

Finally, we may present all reducible representation spaces (together with some
irreducible ones) in the following diagrams:

Ĉ r, ̄r 󳨀→ Ĉ –r–2, ̄r↓ ↓
Ĉ r,– ̄r–2 󳨀→ Ĉ –r–2,– ̄r–2

r, ̄r ∈ ℤ+, (5.151)

Ĉ r, ̄r 󳨀→ Ĉ –r–2, ̄r, r ∈ ℤ+, ̄r ∉ ℤ\{–1}, (5.152a)

Ĉ r, ̄r↓
Ĉ r,– ̄r–2

r ∉ ℤ\{–1}, ̄r ∈ ℤ+, (5.152b)



236 5 Invariant q-Difference Operators

where the horizontal arrows represent the operators Ir, the vertical arrows represent
the operators ̄I ̄r. Note that (5.151) is a commutative diagram.

These diagrams also represent graphically a multiplet classification [193] of all
representations which are either reducible or partially equivalent to reducible ones.
Explicitly, this classification is as follows. All representation spaces Ĉ r󸀠, ̄r󸀠 when r

󸀠, ̄r󸀠 ∈ℤ\{–1}, are present in (5.151); all representation spaces Ĉ r󸀠, ̄r when r󸀠 ∈ ℤ\{–1}, ̄r ∉ℤ\{–1} are present in (5.152a); all representation spaces Ĉ r, ̄r󸀠 when r ∉ ℤ\{–1}, ̄r󸀠 ∈ℤ\{–1} are present in (5.152b).
Finally, we would make some comparison with the case q = 1, that is, when

U = sl(2,ℂ) [227, 314]. First, only representationswith r– ̄r ∈ ℤ are integrable to repres-
entations of the group SL(2,ℂ) considered in [314] (or SO0(3, 1) in [227]). Second, these
representations are topological and though diagram (5.151) exists with the same oper-
ators, it has a little different content in [314]. In particular, the representation space
Ĉ –r–2,– ̄r–2 is also reducible due to the existence of an integral intertwining operator
acting from Ĉ –r–2,– ̄r–2 to Ĉ r, ̄r and having a nontrivial (infinite-dimensional) kernel.

5.3.6 The Roots of Unity Case

In the present section we treat the case when (5.112) is an involution and q ∈ ℂ,|q| = 1. Nothing is changed in all considerations for generic q. However, things change
drastically when q is a root of unity, q = e20i/N , N = 2, 3, . . .

First, all elements !N , "N , 𝛾N , $N , !̄N , "̄N , 𝛾̄N , $̄N , belong to the centre of L . It is
convenient to set:

$N = $̄N = 1L , "N = 𝛾N = "̄N = 𝛾̄N = 0,⇒ !N = !̄N = 1L . (5.153)

Then the basis of L instead of (5.114) is:

"ℓ 𝛾m $n "̄ℓ̄ 𝛾̄m̄ $̄n̄ , ℓ,m, ℓ̄, m̄ ∈ ℤ+, ℓ,m, ℓ̄, m̄ < N, (5.154)
n, n̄ ∈ ℤ, |n|, |n̄| < N.

Note that (5.153) is consistent with the actions of U on L , since, in particular, aN =
āN = 0 (cf. (5.126)).

Instead of (5.131) we have

> = ∑
ℓ,m,ℓ̄,m̄<N
|n|,|n̄|<N

,ℓ,m,n,ℓ̄,m̄,n̄"
ℓ𝛾m$n"̄ℓ̄𝛾̄m̄$̄n̄. (5.155)

From the restrictions (5.133) of right covariance with respect to k, k̄ we get that |r|, | ̄r| <
2N. Then, after the change of variables in (5.136) we have to restrict |r|, | ̄r| < N.

However, as at the beginning of Subsection 5.3.4, we shall consider (5.143) and
(5.145) for arbitrary complex r, ̄r. Now all representations 0̂r, ̄r are finite-dimensional
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for any values of r, ̄r. This is clear from the analogue of (5.144):

>̂(', '̄) = ∑
ℓ,ℓ̄<N

,̃ℓ,ℓ̄'
ℓ'̄ℓ̄. (5.156)

Thus, the dimension of 0̂r, ̄r is at most N2. This dimension is achieved when r, ̄r ∉ ℤ or
when r + 1, ̄r + 1 ∈ Nℤ. Indeed, in these cases all elements in (5.156) are present in the
representation space (cf. (5.145)). Further, for x ∈ ℤ let xN be the smallest non-negative
integer equal to x (mod N); thus, 0 ≤ xN < N. In the case r + 1 ∈ ℤ\Nℤ, from (5.145c)
it follows that 0̂r, ̄r(f )'rN '̄ℓ̄ = 0. Thus, the basis of the representation space is given by
the monomials 'ℓ'̄ℓ̄ such that ℓ ≤ rN . Analogously, for ̄r + 1 ∈ ℤ\Nℤ, from (5.145f) it
follows that 0̂r, ̄r( ̄f )'ℓ'̄ ̄rN = 0. Thus, the basis of the representation space is given by
the monomials 'ℓ'̄ℓ̄ such that ℓ̄ ≤ ̄rN .

Therefore, for the irreducible subrepresentation Lr, ̄r of 0̂r, ̄r we have shown that:

dim Lr, ̄r =

{{{{{{{{{{{{{
N2, for r + 1, r̄ + 1 ∉ ℤ\Nℤ,
(rN + 1)N, for r + 1 ∈ ℤ\Nℤ, r̄ + 1 ∉ ℤ\Nℤ,
( ̄rN + 1)N, for r + 1 ∉ ℤ\Nℤ, r̄ + 1 ∈ ℤ\Nℤ,
(rN + 1)( ̄rN + 1), for r + 1, r̄ + 1 ∈ ℤ\Nℤ. (5.157)

From the point of view of the intertwiners, first one can check that if r, ̄r ∉ ℤ there
are no intertwining operators. Then we notice that the operator IN–1 acts from Ĉ r, ̄r to
Ĉ r–2N, ̄r for any r, such that r + 1 ∈ Nℤ, while the operator ̄IN–1 acts from Ĉ r, ̄r to Ĉ r, ̄r–2N
for any ̄r, such that ̄r+1 ∈ Nℤ. However, these operators are zero since their kernels are
the whole spaces on which they act (cf. (5.64) and (5.37)). Thus when r+1, ̄r+1 ∉ ℤ\Nℤ
there are no nontrivial intertwining operators, the representations are irreducible with
dimension N2; that is, this is the first case in (5.157).

When r + 1 ∈ ℤ\Nℤ, each sequence Ĉ r, ̄r 󳨀→ Ĉ r–2N, ̄r is replaced by Ĉ r, ̄r 󳨀→
Ĉ r–2rN–2, ̄r 󳨀→ Ĉ r–2N, ̄r, so that the operator acting in Ĉ r, ̄r 󳨀→ Ĉ r–2rN–2, ̄r is IrN , while the
operators acting in Ĉ r–2rN–2, ̄r 󳨀→ Ĉ r–2N, ̄r is IN–rN–2. These operators have nontrivial
kernels and all these representations spaces are reducible. Note, however, that these
operators have zero composition: IN–rN–2 ∘ IrN = IN–1 = 0. Analogous statements hold
when ̄r + 1 ∈ ℤ\Nℤ.

Therefore, we have three cases inwhich there are nontrivial intertwining operators
and which correspond to the last three cases in (5.157). In the second and third case in
(5.157), the representation spaces are grouped in one-dimensional lattices. (Such one-
dimensional lattices were written for the Uq(sl(2,ℂ)) case in [30, 209, 309, 506].) First
we give explicitly the lattice corresponding to the second case in (5.157):

⋅ ⋅ ⋅ 󳨀→ Ĉ r, ̄r 󳨀→ Ĉ r–2rN–2, ̄r 󳨀→ Ĉ r–2N, ̄r 󳨀→ ⋅ ⋅ ⋅ (5.158)
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The irreducible subrepresentations in (5.158) have the following dimensions:

dim Lr+2sN, ̄r = (rN + 1)N, s ∈ ℤ, (5.159)
dim Lr–2rN–2+2sN, ̄r = (N – rN – 1)N, s ∈ ℤ.

In exactly the same way one considers the third case in (5.157).
Finally, in the last case in (5.157) the representations are grouped in two-

dimensional lattices as follows:
...

...
...↓ ↓ ↓⋅ ⋅ ⋅ 󳨀→ Ĉ r, ̄r 󳨀→ Ĉ r–2rN–2, ̄r 󳨀→ Ĉ r–2N, ̄r 󳨀→ ⋅ ⋅ ⋅↓ ↓ ↓⋅ ⋅ ⋅ 󳨀→ Ĉ r, ̄r–2 ̄rN–2 󳨀→ Ĉ r–2rN–2, ̄r–2 ̄rN–2 󳨀→ Ĉ r–2N, ̄r–2 ̄rN–2 󳨀→ ⋅ ⋅ ⋅↓ ↓ ↓⋅ ⋅ ⋅ 󳨀→ Ĉ r, ̄r–2N 󳨀→ Ĉ r–2rN–2, ̄r–2N 󳨀→ Ĉ r–2N, ̄r–2N 󳨀→ ⋅ ⋅ ⋅↓ ↓ ↓

...
...

...

(5.160)

The irreducible subrepresentations in (5.158) have the following dimensions:

dim Lr+2sN, ̄r+2 ̄sN = (rN + 1)( ̄rN + 1), (5.161)
dim Lr–2rN–2+2sN, ̄r+2 ̄sN = (N – rN – 1)( ̄rN + 1),
dim Lr+2sN, ̄r–2 ̄rN–2+2 ̄sN = (rN + 1)(N – ̄rN – 1),

dim Lr–2rN–2+2sN, ̄r–2 ̄rN–2+2 ̄sN = (N – rN – 1)(N – ̄rN – 1),

where in all four cases s, ̄s ∈ ℤ.
5.4 Representations of the Generalized Lie Algebra sl(2)q

5.4.1 Preliminaries

A number of authors [180, 182, 447, 455] have suggested definitions of “quantum Lie
algebras”, the aim being to obtain structures which bear the same relation to quant-
ized enveloping algebras as Lie algebras do to their enveloping algebras. It is of interest
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to determine the representations of such quantum Lie algebras, in those cases where
a notion of “representation” is defined, and compare them to the classical represent-
ation theory. For generic values of the deformation parameter q it is to be expected
that the representations will resemble those of the classical Lie algebras which are
deformed into the quantum versions, since the representation theory of a quantized
enveloping algebra is essentially the same as that of the classical Lie algebra, but the
details of this resemblance will help to illuminate the nature of a quantum Lie algebra.
This relationship breaks down if q is a root of unity, which is of much interest in phys-
ics, and it is therefore particularly significant to determine the representations of a
quantum Lie algebra in this case.

Here we construct finite-dimensional representations of the simplest example
of the generalized Lie algebras introduced in [447]. A representation of this algebra, in
the sense defined in [447], is nothing but a representation of an associative algebra,
the enveloping algebra of the quantum Lie algebra. This is obtained from a larger
algebra with a central element by imposing a relation giving the central element as
a function of Casimir-like elements. We investigate the representations also of this lar-
ger algebra, which is possibly more natural in the context of generalized Lie algebras,
and find that it has additional one-dimensional representations.

5.4.2 The Quantum Lie Algebra sl(2)q

The generalized Lie algebra sl(2)q was introduced in [447](cf. also [566–568]). Its envel-
oping algebra A ≡ U(sl(2)q) is defined by Eq. (3.5) of [447]. For the purposes of
developing the representation theory it is enough to work with the algebras B, C

(cf. [447]). The algebra B is generated by four generators: X0,X±,C with relations
(+ = q – q–1):

q2X0X+ – X+X0 = qCX+ (5.162)
q–2X0X– – X–X0 = –q–1CX–
X+X– – X–X+ = (q + q–1) (C – +X0)X0
CXm = XmC, m = 0,±1

The algebraB is related to the locally finite partF of the simply-connected quantized
enveloping algebra Ūq(sl(2)). The algebra F was obtained in [447] from B by putting
C equal to a function of the second-order Casimir:

C2 = (q + q–1) X20 + qX–X+ + q
–1X+X– (5.163)

namely,

C2 = 1 + +2
q + q–1

C2 (5.164)
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For shortness we shall call C the restricted algebra. The enveloping algebraA , on the
other hand, is obtained by putting C = 1 [447].

We shall need a triangular decomposition of B:

B = B+ ⊗B0 ⊗B– (5.165)

whereB± is generated by X±, whileB0 is generated by X0,C. We shall call the abelian
Lie algebra H generated by X0,C the Cartan subalgebra of B. Note that B0 is the
enveloping algebra of H . The same decomposition is used for the algebra C with the
relation (5.164) enforced.

Further we shall analyse the algebras B and C separately.

5.4.3 Highest-Weight Representations

HWMs of B are standardly determined by a highest-weight vector v0 which is anni-
hilated by the raising generator X+ and on which the Cartan generators act by the
corresponding value of the highest weight D ∈H ∗:

X+ v0 = 0 (5.166)
H v0 = D(H) v0, H ∈H

, ≡ D(X0), c ≡ D(C)
In particular, we shall be interested in Verma modules over C . As in the classical case
a Vermamodule VD is an HWMof weightD induced from one-dimensional representa-
tion of a Borel subalgebra B̃, for example, B̃ = B+⊗B0 , on the highest-weight vector,
for example, v0. As vector spaces we have:

VD ≅ B ⊗B̃ v0 = B– ⊗ v0 = l.s.{vk ≡ Xk– ⊗ v0|k ∈ ℤ+} (5.167)

where we have identified 1B ⊗ v0 with v0 .
The action of the generators of B on the basis of VD is given as follows:

X+ vk = q2k–2 (c – +,) ([2k]q, – q[k]q[k – 1]qc) vk–1 (5.168a)
X– vk = vk+1 (5.168b)
X0 vk = (q2k, – qk[k]qc) vk (5.168c)
C vk = c vk (5.168d)

[k]q ≡ (qk – q–k)/+
To obtain (5.168a,c) we have used the following calculations which follow
from (5.162):
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X0X
k
– = Xk– (q2kX0 – qk[k]qC) (5.169a)

[X+,X
k
–] = Xk–1– q2k–2 (C – +X0) × (5.169b)× ([2k]qX0 – q[k]q[k – 1]qC)

As usually we start in the analysis of reducibility of Verma modules with the search
for singular vectors vs ∈ VD which are standardly defined as:

X+ vs = 0 (5.170a)
H vs = D󸀠(H) vs, H ∈H ,D󸀠 ∈H ∗ (5.170b)

First we note that since C is central its value is the same as on v0: c󸀠 ≡ D󸀠(C) = c.
Further, we proceed to find the possible singular vectors using that they are eigen-
vectors of X0 . But the eigenvectors of X0 are Xn– ⊗ v0 , all with different eigenvalues.
Thus, a singular vector will be given by the classical expression (omitting the overall
normalization): vs = Xn– ⊗ v0; for some fixed n ∈ ℕ , and we have:

X0 vs = ,󸀠 vs, ,󸀠 ≡ D󸀠(X0) = q2n, – qn[n]qc (5.171)

Finally, we have to impose (5.170a) for which we calculate (using (5.169b)):

X+ vs = Xn–1– q2n–2 (c – +,) ([2n]q, – q[n]q[n – 1]qc) ⊗ v0 (5.172)

For the further analysis we suppose that the deformation parameter q is not a non-
trivial root of unity. Then there are two possibilities for (5.172) to be zero, and, thus, we
have two possibilities to fulfil (5.170a):

, = q[n]q[n – 1]q c/[2n]q (5.173a)
or c = +, (5.173b)

We shall analyse the two possibilities in (5.173) separately since they have very differ-
ent implications;moreover, they are incompatible unless c = , = 0when they coincide
and which we shall treat as partial case of (5.173b).

5.4.3.1 Case c ≠ 0
The first possibility (5.173a) (with c ̸= 0) corresponds to the classical relation between n
and the highest weightD (obtained for q, c→ 1): , = (n–1)/2. Thus, if we fix n ∈ ℕ then
vs = Xn– ⊗ v0 is a singular vector when , has the value (5.173a). The shifted weight D󸀠

corresponds to another Verma module VD󸀠 which is the naximal invariant submodule
of VD. The corresponding eigenvalue of X0 is (cf. (5.171)):

,󸀠 = –q[n]q[n + 1]qc/[2n]q (5.174)

Note that the Verma module VD󸀠 does not have a singular vector.
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The factor-module Ln,c ≅ VD/VD󸀠 is irreducible and finite-dimensional of dimen-
sion n. It has a highest-weight vector |n, c⟩ such that:

X+ |n, c⟩ = 0, Xn– |n, c⟩= 0, (5.175)
H |n, c⟩ = D(H) |n, c⟩, H ∈H

Let us denote by wk ≡ Xk–|n, c⟩, k = 0, 1, . . . , n– 1, the states of Ln,c . The transformation
rules for wk are:

X+ wk = q2k–n [k]q[n – k]q (c [2]q [n]q[2n]q
)2 wk–1 (5.176)

X– wk = wk+1, k < n – 1
X– wn–1 = 0

X0 wk =
c qk [n]q
[2n]q

([n – k]q – q1–n[k + 1]q) wk

C wk = c wk

Thus, the vector wn–1 is the lowest-weight vector of Ln,c .
Next we introduce a bilinear form in Ln,c by the formula:

(wj,wk) ≡ ⟨n, c|Xj+Xk–|n, c⟩ (5.177)

where ⟨n, c| is such that ⟨n, c| |n, c⟩= 1 and:⟨n, c| X– = 0 (5.178)⟨n, c| H = D(H) ⟨n, c|, H ∈H⟨n, c| Xn+ = 0

Then we obtain:

(wj,wk) = $jk qk(k+1–n)
[k]q! [n – 1]q!
[n – 1 – k]q!

(c [2]q [n]q
[2n]q

)2k (5.179)

where [k]q! ≡ [k]q[k – 1]q . . . [1]q, [0]q! ≡ 1. Clearly (5.179) is real-valued for real q, c.
Thus, for q, c ∈ ℝ we can turn (5.177) into a scalar product and define the norm of the
basis vectors:

|wk| ≡ √(wk,wk) = qk(k+1–n)/2 √ [k]q! [n – 1]q!
[n – 1 – k]q!

(c [2]q [n]q
[2n]q

)k (5.180)

where have chosen the root that is positive for positive c, q. We can also introduce
orthonormal basis:
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uk ≡ 1|wk| wk , (uj, uk) = $jk (5.181)

The transformation rules for the basis vectors uk are:

X+ uk = qk–n/2 √[k]q[n – k]q c [2]q [n]q[2n]q
uk–1 (5.182)

X– uk = qk+1–n/2 √[n – 1 – k]q [k + 1]q c [2]q [n]q[2n]q
uk+1

X0 uk =
c qk [n]q
[2n]q

([n – k]q – q1–n[k + 1]q) uk
C uk = c uk

The above scalar product is invariant under the real form Br of B defined by the
antilinear antiinvolution:

9(X±) = X∓, 9(X0) = X0, 9(C) = C (5.183)

Indeed, the algebraic relations (5.162) are preserved by 9 for real q. The Br invariance
of the scalar product means that:

(wj,Xwk) = (9(X)wj,wk), X ∈ B, (5.184)

which is automatically satisfied with the definition (5.177). (Note that (5.184) defines
(, ) as the Shapovalov bilinear form [550].)

Thus, for every n ∈ ℕ we have constructed n-dimensional irreducible representa-
tions (irreps) of B parametrized by c ∈ ℂ, c ̸= 0, with basis wk or uk (k = 0, . . . , n – 1).
For q, c ∈ ℝ these are irreps of the real form Br , which are unitary when q, c > 0.

5.4.3.2 Case c = +,
The second possibility (5.173b) has no classical analogue. It tells us that if c and , are
related as in (5.173b) then each vector of the basis of VD is a singular vector. Moreover,
all of them have the same weight since ,󸀠 = , (cf. (5.171)). This is clear also from the
transformation rules (5.168) when c = +,:

X+ vk = 0 (5.185)
X– vk = vk+1
X0 vk = , vk
C vk = +, vk

Clearly, we have an infinite sequence of embedded reducible Verma modules
Vn = l.s.{vk|k ∈ ℤ+, k ≥ n} for n ∈ ℤ+ as follows: Vn ⊃ Vn+1 , the latter being the max-
imal invariant submodule of the former. Note that Vn is isomorphic to a submodule
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of all Vm with n > m. Furthermore, because of the coincidence of the weights these
modules are also all isomorphic to each other: Vn ≅ Vm for allm, n. It is also clear that
for every , there is only one irreducible module, namely, the one-dimensional L, ≅
Vn/Vn+1 , for any n. Denoting by |,⟩ the only state in L, we have for the action on it:

X+ |,⟩ = 0 (5.186)
X– |,⟩ = 0
X0 |,⟩ = , |,⟩
C |,⟩ = +, |,⟩

Note that the above one-dimensional irrep is different from the one-dimensional L1,c
from the previous subsection. Indeed, though the action of X± is the same, the ratio
of eigenvalues of C to X0 here is +, while there it is –[2]q/q.

5.4.4 Highest-Weight Representations of the Restricted Algebra

The highest-weight representations of the restricted algebra C are obtained from
those of B imposing the relation (5.164). In particular, there is the following relation
between the values of the Cartan generators:

c2 = 1 + +2 (,2
q2

+ c,
q
) (5.187)

This relation has to be imposed on all formulae of the previous section. There are no
essential consequences of this for the generic Vermamodules. For the reducible Verma
modules there are more interesting consequences. First we notice that the reducibility
condition (5.173b) is incompatible with (5.187), and thus there would be no special
one-dimensional irreps like L, , (cf. (5.186)). So it remains to consider the combination
of the reducibility condition (5.173a) with (5.187) from which we obtain that:

c =
: [2n]q
[2]q [n]q

, , =
q[n]q[n – 1]q c

[2n]q
=
: q[n – 1]q

[2]q
, : = ±1 (5.188)

In this case the analogue of (5.174) is:

,󸀠 = –: q[n + 1]q/[2]q. (5.189)

Let us denote the finite-dimensional representations of C by L̃n,: and the basis by w̃k ,
k = 0, . . . , n – 1. The transformation rules are:

X+ w̃k = q2k–n [k]q[n – k]q w̃k–1 (5.190)
X– w̃k = w̃k+1, k < n – 1
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X– w̃n–1 = 0

X0 w̃k =
: qk
[2]q

([n – k]q – q1–n[k + 1]q) w̃k

C w̃k =
: [2n]q
[2]q[n]q

w̃k

Further, the analogues of (5.179) and (5.180) are:

(w̃j, w̃k) = $jk qk(k+1–n)
[k]q! [n – 1]q!
[n – 1 – k]q!

(5.191)

|w̃k| ≡ √(w̃k, w̃k) = qk(k+1–n)/2 [k]q!√ [k]q! [n – 1]q!
[n – 1 – k]q!

(5.192)

We can also introduce orthonormal basis:

ũk ≡ 1|w̃k| w̃k, (ũj, ũk) = $jk (5.193)

for which the transformation rules are:

X+ ũk = qk–n/2 √[k]q[n – k]q ũk–1 (5.194)

X– ũk = qk+1–n/2 √[n – 1 – k]q [k + 1]q ũk+1
X0 ũk =

: qk
[2]q

([n – k]q – q1–n[k + 1]q) ũk
C ũk =

: [2n]q
[2]q[n]q

ũk

Thus, for every n ∈ ℕ we have constructed n-dimensional irreducible representations
of C parametrized by : = ±1, with bases w̃k or ũk (k = 0, . . . , n – 1).
5.4.5 Highest-Weight Representations at Roots of Unity

Here we consider representations of the algebra B in the case when the deformation
parameter is at roots of unity. More precisely, first we consider the cases when q2 is a
primitive N-th root of unity: q = e0i/N , N ∈ ℕ + 1. Then we have:

[x]q =
sin0x/N
sin0/N (5.195)
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In such cases there are additional reducibility conditions coming from (5.172) besides
(5.173a,b). For this we rewrite (5.173a) in a more general fashion:

,[2n]q = q[n]q[n – 1]qc (5.173a󸀠)

Then we note that from (5.195) follows that [N]q = [2N]q = 0, so (5.173a’) is satisfied for
n → N. Thus, vNs = XN– ⊗ v0 is a singular vector independently of the highest weight D.
Similarly to the analysis done in [198] and Section 2.7.2 for the quantized enveloping
algebra Uq(sl(2)) all vpNs = XpN– ⊗ v0 for p ∈ ℕ are singular vectors. The Verma modules
they realize we denote by Ṽp , p ∈ ℤ+ , Ṽ0 ≡ VD. These are embedded reducible Verma
modules Ṽp ⊃ Ṽp+1 with the same highest weight D. Indeed, for any Ṽp using (5.171)
with n→ pN we have: ,󸀠 = q2pN, – qpN [pN]qc = ,.

The further analysis depends on whether there are additional singular vectors
besides those just displayed. There are four cases.

5.4.5.1 Case when (5.173a,b) do not hold
We start with the case when ,, c do not satisfy either of (5.173a,b). We also suppose
that c ̸= 0 when N is even. Then there are no additional singular vectors and there is
only one irreducible N-dimensional HWM LD,N ≅ Ṽp/Ṽp+1 (for any p), parametrized by
all pairs ,, c not satisfying (5.173a,b). The action of the generators ofB on the basis of
LD,N , which we denote by >̃k (k = 0, . . . ,N – 1), is given as follows:

X+ >̃k = q2k–2 (c – +,) ([2k]q, – q[k]q[k – 1]qc) >̃k–1

X– >̃k = >̃k+1, k < N – 1 (5.196)
X– >̃N–1 = 0
X0 >̃k = (q2k, – qk[k]qc) >̃k

C >̃k = c >̃k

However, unlike the Drinfeld-Jimbo case, these finite-dimensional representations are
not unitarizable, which is easily seen if one considers the analogue of the bilinear form
(5.177).

5.4.5.2 Case when (5.173a) holds
Next we consider the case when ,, c satisfy (5.173a); for some n ∈ ℕ, n < N. We also
suppose that c ̸= 0 (for any N). First we note that n < N is not a restriction, since then
(5.173a) holds also for all n + pN, p ∈ ℤ. Indeed, we have:

q[n + pN]q[n + pN – 1]qc/[2(n + pN)]q = (5.197)
= q[n]q[n – 1]q cos

2(0p) c/[2n]q cos(20p) =
= q[n]q[n – 1]qc/[2n]q = ,
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Thus, we have another infinite series of singular vectors v󸀠pNs = Xn+pN– ⊗ v0 for
p ∈ ℤ+ . They realize reducible Verma modules which we denote by Ṽ󸀠

p , p ∈ ℤ+ ;
(Ṽ󸀠

0 is the analogue of VD󸀠 introduced in the non-root-of-unity case, but here it
is reducible). They all have the same highest weight D󸀠 determined by ,󸀠, c with
,󸀠 given by (5.171). Indeed, substituting n with n + pN does not change the value
of ,󸀠:

q2(n+pN), – qn+pN [n + pN]qc = (5.198)

= q2n, – qn+pN e0ip [n]q cos(0p) c =
= q2n, – qn[n]qc = ,󸀠

Of course, after substituting ,with its value from (5.173a) we obtain the expression for
,󸀠 in (5.174). We have the following infinite embedding chain:

VD ≡ Ṽ0 ⊃ Ṽ󸀠
0 ⊃ Ṽ1 ⊃ Ṽ󸀠

1 ⊃ ⋅ ⋅ ⋅ (5.199)

where all embeddings are noncomposite: the embeddings Ṽp ⊃ Ṽ󸀠
p are realized by sin-

gular vectors: Xn– ⊗ vp , vp being the highest-weight vector of Ṽp , while the embeddings
Ṽ󸀠
p ⊃ Ṽp+1 are realized by singular vectors: XN–n– ⊗v󸀠p , v󸀠p being the highest-weight vector

of Ṽ󸀠
p .
Now, factorizing each reducible Verma module by its maximal invariant submod-

ule we obtain that for each n ∈ ℕ, n < N there are two finite dimensional irreps
parametrized by c ∈ ℂ, c ̸= 0: Ln,N ≅ Ṽp/Ṽ󸀠

p (for any p) which is n-dimensional, and
L󸀠n,N ≅ Ṽ󸀠

p/Ṽp+1 (for any p) which is (N – n)-dimensional. However, it turns out that the
irreps from one series are isomorphic to those of the other: L󸀠n,N ≅ LN–n,N . Indeed, note
that the value of ,󸀠 for the Verma modules Ṽ󸀠

p given by (5.174) should be obtained (for
consistency) also from the formula for , with n substituted by N – n (since this is the
reducibility condition w.r.t. the noncomposite singular vector XN–n– ⊗ v󸀠p ) and indeed
this is the case:

q[N – n]q[N – n – 1]qc/[2(N – n)]q =
= –q[n – N]q[n + 1 – N]qc/[2(n – N)]q =
= –q[n]q[n + 1]qc cos2(0N)/[2n]q cos(20N) =
–q[n]q[n + 1]qc/[2n]q = ,󸀠

Furthermore, the transformation rules for Ln,N are the same as for Ln,c (cf. (5.176)),
while the transformation rules for L󸀠n,N are obtained from (5.176) by substituting n →
N – n.

Thus, we are left with one series of finite-dimensional irreps Ln,N .
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5.4.5.3 Case when (5.173b) holds
Next, we consider the case when ,, c satisfy (5.173b) for arbitrary c. Actually, nothing is
changed from the non-root-of-unity case since the relevant formulae (5.185) and (5.186)
are not changed.

5.4.5.4 Case N even and c = 0
Finally, we consider the case whenN is even and c = 0. Let Ñ = N/2 ∈ ℕ. In these cases
there are additional reducibility conditions coming from (5.173a’). Indeed, from (5.195)
follows that [2Ñ]q̃ = 0 and [Ñ]q̃ ̸= 0. But if c = 0 then (5.173a’) is again satisfied. Thus,
the vector >̂Ñ

s = XÑ– ⊗v0 is a singular vector independently of the value of ,. Similarly to
the analysis of the first subsection also all >̂pÑ

s = XpÑ– ⊗v0 for p ∈ ℕ are singular vectors.
Note that for p even these are the singular vectors that we already have: >̂pÑ

s = vp̃Ns ,
p̃ = p/2. The Vermamodules they realize we denote by V̂p , p ∈ ℤ+ , V̂0 ≡ VD. These are
embedded reducible Verma modules V̂p ⊃ V̂p+1 with the same value of , up to sign.
Indeed, for any V̂p using (5.171) with n→ pÑ we have: ,󸀠 = q2pÑ,–qpÑ [pÑ]qc = (–1)p,.
Certainly, for even p these are Verma modules from the first subsection: V̂p = Vp̃.

As above the further analysis depends on whether ,, c satisfy some of (5.173a,b).
However, since c = 0 then the only additional possibility is that also , = 0, which
is a partial case of (5.173b), which was considered in the previous subsection. Thus,
further, we suppose that ,, c do not satisfy either of (5.173a,b) and that , ̸= 0.

Then there are no additional singular vectors besides >̂pÑ
s . Then for each , ̸= 0

there is only one irreducible HWM L,,Ñ ≅ V̂p/V̂p+1 (for any p) which is Ñ-dimensional.
The action of the generators of B on the basis of L,,Ñ , which we denote by >̂k (k =
0, . . . , Ñ – 1), is given as follows:

X+ >̂k = –q2k–2+[2k]q,2 >̂k–1 (5.200)
X– >̂k = >̂k+1, k < Ñ – 1

X– >̂Ñ–1 = 0
X0 >̂k = q2k, >̂k

C >̂k = 0

Note that if Ñ is odd it seems that formulae (5.200) may be obtained from (5.196) for
N odd and c = 0 by the substitution N → Ñ. However, this is not the same irrep since
with the same replacement the parameter q there becomes e0i/N → e0i/Ñ while the
parameter q here is e0i/2Ñ .

5.4.6 Highest-Weight Representations at Roots of Unity of the Restricted Algebra

Here we consider representations of the restricted algebra C in the case when the
deformation parameter is at roots of unity. We start with the case: q = e0i/N , N ∈ ℕ + 1,
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and so (5.173a’) holds. The analysis is as for the algebra B but imposing the relation
(5.187), that is, combining the considerations of the previous two subsections.

5.4.6.1 Case when (5.173a) does not hold
We start with the case when ,, c do not satisfy (5.173a), that is, (5.188) does not hold.
We also suppose that c ̸= 0 when N is even. Then there is only one irreducible
N-dimensional HWM parametrized by ,, c related by (5.187), which irrep we denote by
L̃D,N . For the transformation rules we can use formulae (5.196) with (5.187) imposed.

5.4.6.2 Case when (5.173a) holds and c ≠ 0
Next we consider the case when ,, c satisfy (5.173a) and c ̸= 0. Here we should be nore
careful so we replace n by n + pN with n < N. Combining the reducibility condition
(5.173b) with (5.187) we first obtain that:

c2 =
[2(n + pN)]2q
[2]2q [n + pN]2q

=
[2n]2q

[2]2q [n]2q
(5.201)

Then we recover (5.188) and (5.189) for n < N which means that we have the same
situation as for the unrestricted algebra at roots of unity. Thus, for each n ∈ ℕ,
n < N and : = ±1 there is a finite-dimensional irrep: L̃n,:,N which is n-dimensional.
The transformation rules for L̃n,:,N are the same as in the non-root-of-unity case
(cf. (5.190)).

5.4.6.3 Case N even and c = 0
Finally, we consider the case when N is even and c = 0. Let Ñ = N/2 ∈ ℕ. As for
the unrestricted algebra there are additional reducibility conditions; that is, again the
vector vÑs = XÑ– ⊗ v0 is a singular vector. However, because of (5.187) the value of ,2 is
fixed:

,2 = –q̃2/+2, , = : iq̃/+, : = ±1 (5.202)

Otherwise, the analysis goes through and there is only two irreducible Ñ-dimensional
HWMs L̃:,Ñ parametrized by :. The action of the generators of B on the basis of L̃:,Ñ ,
which we denote by >̂󸀠k (k = 0, . . . , Ñ – 1), is given as follows:

X+ >̂󸀠k =
q̃2k[2k]q̃

+ >̂󸀠k–1 (5.203)

X– >̂󸀠k = >̂󸀠k+1, k < Ñ – 1
X– >̂󸀠Ñ–1 = 0

X0 >̂󸀠k =
: iq̃2k+1

+ >̂󸀠k
C >̂󸀠k = 0
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The crucial feature of these two irreps is that they do not have a classical limit for
q̃→ 1 (obtained for N →∞).

5.5 Representations of Uq(so(3)) of Integer Spin Only

We construct induced representations of U = Uq(so(3)) ≅ Uq(sl(2)) on suitable
q-cosets of the matrix quantum group SOq(3). From these we obtain canonically finite-
dimensional representations of U only of odd dimension, that is, of integer spin.
Thematrix elements of these finite-dimensional representations are different from the
standard U ones, which will be essential at least for the roots of unity case.

5.5.1 Preliminaries

Already from the papers of Drinfeld [251] and Jimbo [360] was clear that the quantum
algebras Uq(sl(2)) and Uq(so(3)) are isomorphic since the above constructions use only
the info about the root systems of sl(2,ℂ) ≅ so(3,ℂ).

On the other hand, the corresponding matrix quantum groups SLq(2) and SOq(3)
are not isomorphic. More precisely, as in the classical case, the matrix quantum group
SLq(2) is a double cover of SOq(3) (cf. e. g., [258, 510]). Thus, one may expect that the
induced holomorphic representations ofU = Uq(sl(2)) realized on suitable q-cosets of
SOq(3) will have the feature of usual SO(3,ℂ) holomorphic irreps to be of integer spin
only.

This is exactly what is shown in this section following [241]. For the applications it
is also important that the matrix elements of these finite-dimensional representations
are different from the standardU ones, which will be essential at least for the roots of
unity case.

5.5.2 Matrix Quantum Group SOq(3) and the Dual Uq(G )

The matrix quantum group A = SOq(n) is the q-deformed analog of the complex Lie
group SO(n,ℂ) [272]. It is generated by n2 elements which may be collected in a n × n
matrix:

T = (tij) (5.204)

and are subject to the following relations [272]:

RqT1T2 = T2T1Rq (5.205)

TCTtC–1 = CTtC–1T = In (5.206)
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whereRq is a certain n2×n2 matrix, T1 = T⊗In, T2 = In⊗T, In is the identity n×nmatrix, C
is a certain n×nmatrix. The coalgebra structure is given by [272] the following formulae
for the coproduct $A , counit %A , and antipode 𝛾A ,:

$A (tik) =
n∑
j=1

tij ⊗ tjk, (5.207a)

%A (tik) = $ik, (5.207b)𝛾A (T) = C Tt C–1, (5.207c)

the antipode given in matrix form for compactness. Using these relations (5.206) are
rewritten in the general form:

T 𝛾A (T) = 𝛾A (T) T = In (5.208)

In the case n = 3 the R-matrix Rq has the form [272]:

Rq =

[[[[[[[[[[[[[[[[

q
1
q–1

+ 1
! 1

1
" ! q–1

+ 1
q

]]]]]]]]]]]]]]]]
(5.209)

where

+ = q – q–1 , ! = –q–1/2 + , " = (1 – q–1) +

and the matrix C is:

C =( 0 0 q–1/2

0 1 0
q1/2 0 0

) , C2 = I3 (5.210)

With these choices from (5.205) and (5.206) we can derive the explicit relations which
the the nine elements tij obey.

tiktiℓ = qℓ–ktiℓtik, i = 1, 3, k < ℓ (5.211)
tkjtℓj = qℓ–ktℓjtkj, j = 1, 3, k < ℓ
tijtkℓ = qk+ℓ–i–jtkℓtij, i < k, j > ℓ

tkℓtk+1,ℓ+1 = tk+1,ℓ+1tkℓ + +tk,ℓ+1tk+1,ℓ, k, ℓ = 1, 2
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tk,1tk+1,3 = qtk+1,3tk,1 + +tk+1,1tk,3, k = 1, 2
t1,kt3,k+1 = qt3,k+1t1,k + +t1,k+1t3,k, k = 1, 2

t12t32 = q(t32t12 + A 3 13t31)
t21t23 = q(t23t21 + A 3 13t31)
t11t33 = q2t33t11 + q+(t13t31 – 1)
t12t22 = t22t12 + A 3 21t13, t22t23 = t23t22 + A 3 13t32
t21t22 = t22t21 + A 3 12t31, t22t32 = t32t22 + A 3 31t23
t212 = –q–1[2]t11t13, t223 = –q–1[2]t13t33,
t221 = –q–1[2]t11t31, t232 = –q–1[2]t31t33,

t12t32 = t21t23, t32t12 = t23t21

The quantum algebra in duality with SOq(n) is Uq(so(n)). For n = 3 one has U =
Uq(so(3)) ≅ Uq(sl(2)) (cf. [272]). We use a rational basis of U extracted from the L-
operators of [272]. It differs from the basis of [360] by an algebraic transformation. In
terms of this basis of U , which we denote by X±, k±, the algebraic relations are:

X+X– – X– X+ = (k+ – k–)/+, k+ k– = k– k+ = 1U ,
k± X+ = q∓1 X+ k±, k± X– = q±1 X– k±, (5.212)

the coalgebra relations are:

$U (k±) = k± ⊗ k± , %U (k±) = 1 , 𝛾U (k±) = k∓ ,
$U (X+) = X+ ⊗ k+ + 1U ⊗ X+ ,
$U (X–) = k– ⊗ X– + X– ⊗ 1U ,𝛾U (X+) = –X+ k– , 𝛾U (X–) = –k+ X– ,
%U (X±) = 0. (5.213)

The duality between the algebras U and A is given by the pairings between the
generators which follows from [272] (formula (2.1) for k = 1, up to renormalization);
explicitly, we have:

⟨X+,T⟩ =(0 –1 0
0 0 q1/2

0 0 0
)

⟨X–,T⟩ =(0 0 0
1 0 0
0 –q–1/2 0

)
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⟨k±,T⟩ =(q∓ 0 0
0 1 0
0 0 q±

) (5.214)

These pairings are supplemented with the axiomatic pairing:⟨ X , 1A ⟩ = %U (X), ∀X ∈ U (5.215)

The pairing between arbitrary elements of U and A follows then from the properties
of the duality pairing.

5.5.3 Representations of Uq(so(3))

Next we introduce the left regular representation of U which in the q = 1 case is the
infinitesimal version of:

0(M󸀠)M = M󸀠–1 M, M󸀠,M ∈ SO(3,ℂ), (5.216)

namely, we set:

0L(X) tij =
3∑
k=1
⟨𝛾U (X), tik⟩ tkj, X ∈ U (5.217)

Explicitly we get from (5.217) for the generators of U :

0L(k±) tij = q±(2–i) tij , (5.218)

0L(X+) T =( t21 t22 t23
–q–1/2t31 –q–1/2t32 –q–1/2t33

0 0 0
) ,

0L(X–) T =( 0 0 0
–t11 –t12 –t13
q1/2t21 q1/2t22 q1/2t23

)
In order to derive the action of 0L on arbitrary elements of the basis we use the fol-
lowing twisted derivation rule consistent with the coproduct and the representation
structure. Namely, we use [210, 211]:

0L(y) ab = m̂ (0L($󸀠U (y))(a ⊗ b)) (5.219)

where m̂ is the multiplicationmap: m̂ : A ⊗A 󳨀→ A , m̂(f ⊗ f 󸀠) = f ⋅ f 󸀠; $󸀠U = 3 ∘$U is
the opposite coproduct (3 is the permutation operator). Thus, in our concrete situation
we have:
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0L(k±) ab = 0L(k±) a ⋅ 0L(k±) b (5.220)
0L(X+) ab = 0L(k+) a ⋅ 0L(X+) b + 0L(X+)a ⋅ b
0L(X–) ab = 0L(X–) a ⋅ 0L(k–) b + a ⋅ 0L(X–)b

Further we shall use that 0L is a representation; that is:

0L(ZZ󸀠) = 0L(Z) ⋅ 0L(Z󸀠), (5.221)
0L(!Z + "Z󸀠) = !0L(Z) + "0L(Z󸀠), !, " ∈ ℂ.

Next we introduce the right regular representation 0R(X) [210, 211]:

0R(X) tij =
3∑
k=1

tik ⟨X, tkj⟩, X ∈ U (5.222)

Of course, as in all other cases we shall use (5.222) in order to reduce the left regular
representation.

Explicitly we have:

0R(k±) tij = q±(j–2) tij (5.223)

0R(X+) T =(0 –t11 q1/2t12
0 –t21 q1/2t22
0 –t31 q1/2t32

)
0R(X–) T =(t12 –q–1/2t13 0

t22 –q–1/2t23 0
t32 –q–1/2t33 0

)
The twisted derivation rule (cf. [211, 465]) is now given by:

0R(y) ab = m̂ (0R($U (y))(a ⊗ b)) (5.224)

that is, in our concrete situation:

0R(k±) ab = 0R(k±)a ⋅ 0R(k±)b (5.225)
0R(X+) ab = 0R(X+)a ⋅ 0R(k+)b + a ⋅ 0R(X+)b
0R(X–) ab = 0R(k–)a ⋅ 0R(X–)b + 0R(X–)a ⋅ b

Further we note that since 0R is a representation we have, that is, (5.221) holds.
Further we need a PBW basis for A . Due to the fact that there are many relations

between the nine generators tij there are several ways to introduce such a basis. In
particular, one may use the 2 – to – 1 covering of SOq(3) by the matrix quantum group
SLq(2) [258]. However, there is a more economic and simpler way to introduce such
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a basis via the use of a Gauss decomposition. Moreover, the approach of [198] would
require the use of a Gauss decomposition anyway. To obtain this decomposition we
suppose now that there exists an element t–133 . Explicitly, we have:

T =(t11 t12 t13
t21 t22 t23
t31 t32 t33

) = (5.226)

=(1 –q1/2. –[2]–1. 2
0 1 .
0 0 1

)(t–133 0 0
0 ' 0
0 0 t33

)( 1 0 0
–q–1/2z 1 0
–[2]–1z2 z 1

) =

=(t–133 + .'z + q–2[2]–2. 2z
2t33 –q1/2.' – q–1[2]–1. 2zt33 –[2]–1. 2t33

–q–1/2'z – q–2[2]–1.z2t33 ' + q–1.zt33 . t33
–q–2[2]–1z2t33 q–1zt33 t33

)
where

. = t23 t
–1
33 , & = t–133 t32, t = t33

' = t–133 d11, d11 = t22t33 – qt23t32 (5.227)
[n] = [n]q = (qn/2 – q–n/2)/+󸀠, +󸀠 = q1/2 – q–1/2

and the following formulae are used to check (5.226):

t33d11 = d11t33, t233 = d211, ⇒ '2 = 1A ,
. 2 = –[2] t13 t

–1
33 , t13d11 = q2 d11t13, t23d11 = q d11t23

z2 = –[2] t–133 t31, t31d11 = q2 d11t31, t32d11 = q d11t32
t23 d11 t32 = q–3 {t11 t33 – 1A – q2 t13 t31} t233
t23d11t

–1
33 = q1/2t13t32 – q

–1/2t12t33
t–133d11t32 = q–1/2t23t31 – q

1/2t33t21 (5.228)

The above relations in turn are verified by use of the explicit form of the algebraic
relations of SOq(3) (5.211).

Thus, we see that the relevant variables are . , ', t, & and so a possible PBW
basis is:

f = fm:pℓ = .m ': tp & ℓ , m, ℓ ∈ ℤ+ , : = 0, 1, p ∈ ℤ. (5.229)

The commutation relations in this basis are:

t. = q–1. t , t' = 't , t& = q–1& t ,
'. = .' , &. = .& , &' = '& . (5.230)

We see that this basis is very convenient since it is almost commutative.



256 5 Invariant q-Difference Operators

Following our procedure the representation spaces will have elements which are
formal power series in the basis (5.229) obeying right covariance conditions. By abuse
of the notion we shall call these elements functions; explicitly, we write:

>̃ = ∑
m,ℓ∈ℤ+
:=0,1,p∈ℤ

,m:pℓ .m ': tp & ℓ (5.231)

The right covariance conditions for the holomorphic representations are with respect
to X–, k+:

0R(X–) >̃ = 0, (5.232a)
0R(k+) >̃ = qr >̃ (5.232b)

where r is a parameter to be specified later. Note that from (5.232b) follows: 0R(k–) >̃ =
q–r >̃. First we calculate:

0R(X–) (. '
& t
) = ( 0 0

–q1/2 0
) (5.233)

which means that in order to fulfil (5.232a) our functions should not depend on the
variable & ; that is, the functions become:

>̃ = ∑
m∈ℤ+

:=0,1,p∈ℤ

,m:p .m ': tp (5.234)

Note that the algebraYq with PBWbasis .m':tpmay be viewed as the q-deformation of
(the local coordinates submanifold of) the q-coset Y = SO(3,ℂ)/G– , where G– is the
subgroup of lower diagonal matrices with main diagonal entries equal to 1. Further
note the decompostion Yq = Y 0

q ⊕ Y 1
q , where Y 0

q , Y 1
q are isomorphic subalgebras

with bases .mtp, .m'tp, respectively.
Next we obtain by direct calculation:

0R(k+) .m ': tp = qp .m ': tp (5.235)

From the latter and (5.232b) follows that in (5.234) there is no summation in p since
p = r; consequently the parameter r should be integer and our functions become:

>̃ = ∑
m∈ℤ+
:=0,1

,m: .m ': tr, r ∈ ℤ (5.236)
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Further we suppose that q is not a root of unity. We calculate the transformation
action:

0L(k±) .m ': tr = q±(m–r) .m ': tr, (5.237a)
0L(X+) .m ': tr = – qm/2–1 [m] .m–1 ': tr, (5.237b)

0L(X–) .m ': tr = q(1–m)/2 [2r –m]
[2]

.m+1 ': tr. (5.237c)

It is easy to check that 0L(k±), 0L(X±), satisfy (5.212). Note that these transformations
are not changing the parameters r, :; that is, we have obtained representations para-
metrized by r ∈ ℤ, : = 0, 1. However, we see that the parameter : is fictitious since the
transformation rules do not depend on it. Furthermore, the variable ' is passive also
w.r.t. the right action: 0R(X±) ' = 0, 0R(k±) ' = '. Thus, for fixed : the representation
acts in the q-coset Y :

q ; that is, our functions become:

> = >(. , ', t) = ∑
m∈ℤ+

,m .m ': tr, r ∈ ℤ, : = 0, 1. (5.238)

For simplicity, we shall further set : = 0 and denote our functions as >(. , t). Further,
we denote the representation action by 0r which in terms of the functions >(. , t) may
be written as:

0r(k±) >(. , t) = q∓r T.q± >(. , t), (5.239)

0r(X+) >(. , t) = – q–1 T.
q1/2

D.
q >(. , t),

0r(X–) >(. , t) =
q1/2.
+ T.

q–1/2
(qrT.

q–1/2
– q–rT.

q1/2
) >(. , t),

T.q f (. ) = f (q. ), D.
q f (. ) =

.–1
+󸀠 (T.q1/2 – T.q–1/2) f (. ). (5.240)

We denote with Cr the representation space of functions >(. , t) with covariance prop-
erties (5.232) and transformation laws (5.237) (with : = 0) and (5.239). For generic q ∈ ℂ
and r ∈ ℤ+ the representation 0r is reducible. Indeed, for r ∈ ℤ+ the representation
space Cr has an invariant subspace Er of dimension 2r + 1 consisting of the vectors
.m tr for m = 0, 1, . . . , 2r (.0 t0 ≡ 1A ). The latter statement is obvious, as from (5.237c)
follows: 0L(X–) . 2r tr = 0. Thus . 2r tr (.0 t0 = 1A ), is the lowest-weight vector, while tr

is the highest-weight vector: 0L(X+) tr = 0.
Thus the set of finite-dimensional representations of theU obtained as subrepres-

entations of the elementary representations realized on the cosetY 0
q (orY 1

q ) of SOq(3)
is parametrized by the non-negative integers and for fixed r ∈ ℤ+ the corresponding
finite-dimensional representation is of dimension 2r + 1; that is, all dimensions are
odd.
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The latter result should be put in contrast with the fact that the set of finite-
dimensional representations of theU obtained as subrepresentations of the element-
ary representations realized on cosets of SLq(2) is parametrized by the non-negative
integers and for fixed r ∈ ℤ+ the corresponding finite-dimensional representation is of
dimension r + 1; that is, all integer dimensions are possible.

Thus, we recover the classical result that the finite-dimensional irreps of SO(3,ℂ)
are only of integer spin j ∈ ℤ+ (j = r), and hence of odd dimension 2j + 1,
while the finite-dimensional irreps of SL(2) (which is a double covering group
of SO(3,ℂ)) are of (half-)integer spin j ∈ ℤ+/2 (j = r/2), and hence of any
integer dimension 2j + 1. (Of course, physicists consider finite-dimensional irreps
of SO(3,ℂ) also of half-integer spin, calling them two-valued irreps; moreover,
infinitesimally such considerations are also mathematically correct since so(3) ≅
sl(2).)

Otherwise, other results are in parallel with the SLq(2) case. In particular, the
finite-dimensional invariant subspace Er discussed above is the kernel of an operator
Ir intertwining the representations 0r and 0r󸀠 ; that is,

Ir 0r(Y) = 0r󸀠 (Y) Ir , Y ∈ U (5.241)

where r󸀠 is expected to be –r – 1. According to the general prescription [198] this oper-
ator should be given by (0R(X+))s where the parameter s is expected to be 2r + 1 (=
dim Er). This can be checked directly. Indeed, let s ∈ ℕ and let us suppose that
>󸀠 = (0R(X+))s > ∈ Cr󸀠 . The latter means first (by right covariance (5.232a)) that
0R(X–) >󸀠 = 0. We calculate:

0R(X–) >󸀠 = 0R(X–) (0R(X+))s > =
= [0R(X–) , (0R(X+))s] > =
= 0R ([X– , (X+)s]) > =
= 0R ([X– , (X+)s]) > =

= 0R ([s] (X+)s–1 (q(s–1)/2 k– – q–(s–1)/2 k+) /+) > =

= [s]
+ 0R ((X+)s–1) 0R (q(s–1)/2 k– – q–(s–1)/2 k+) > =

= [s]
+ 0R ((X+)s–1) (q(s–1)/2–r – qr–(s–1)/2) > =

= [s] [s – 1 – 2r]
[2]

0R ((X+)s–1) > (5.242)

For q not a root of unity the last quantity may be zero only for s = 2r + 1, as expected.
Further we use the other condition of right covariance (5.232b): 0R(k+) >󸀠 = qr

󸀠
>󸀠;

that is:
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0R(k+) >󸀠 = 0R(k+) (0R(X+))s > =
= 0R (k+ (X+)s) > =
= 0R (q–s (X+)s k+) > =
= q–s 0R ((X+)s) 0R (k+) > =
= qr–s 0R ((X+)s) > = qr–s >󸀠,󳨐⇒ r󸀠 = r – s = –r – 1. (5.243)

Thus, indeed the intertwining operator Ir is (up to multiplicative nonzero constant):

Ir = 0R(X+)2r+1. (5.244)

Finally, as in [198] we introduce the restricted functions >̂(. ) by the formula:

>̂(. ) = (A>)(. ) ≡ >(. , 1A ) = ∑
m∈ℤ+

,m .m. (5.245)

Note that the basis .m may be viewed as (the local coordinates submanifold of) the
coset Z = SO(3,ℂ)/B– , where B– = HG– is the subgroup of lower diagonal matrices,
H being the subgroup of diagonal matrices.

We denote the representation space of >̂(. ) by Ĉ r and the representation acting in
Ĉ r by 0̂r. Thus the operator A acts from Cr to Ĉ r. The properties of Ĉ r follow from the
intertwining requirement for A [198]:

0̂rA = A0r. (5.246)

In particular, the representation action 0̂r on the basis .m is given by:

0̂r(k±) .m = q±(m–r) .m, (5.247)
0̂r(X+) .m = – qm/2–1 [m] .m–1,

0̂r(X–) .m = q(1–m)/2 [2r –m]
[2]

.m+1.

In terms of the functions >̂ the representation 0̂r acts as:

0̂r(k±) >̂(. ) = q∓r T.q± >̂(. ), (5.248)

0̂r(X+) >̂(. ) = – q–1 T.
q1/2

D.
q >̂(. ),

0̂r(X–) >̂(. ) =
q1/2.
+ T.

q–1/2
(qrT.

q–1/2
– q–rT.

q1/2
) >̂(. ).

These functions have the property that we can extend (5.247) and (5.248) for arbit-
rary complex r. For generic q, r ∈ ℂ the representations 0̂r are irreducible. For generic
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q ∈ ℂ and r ∈ ℤ+/2 the representations 0̂r are reducible. In the latter case all proper-
ties parallel the infinitesimal version of the classical case; that is, on the coset Z the
restricted representations of the algebra U may have subrepresentations also of half-
integer spin. Otherwise, the description is as forCr: the representation space Ĉ r has an
invariant subspace ẽr of dimension 2r+1 consisting of the vectors .m form = 0, 1, . . . , 2r
(.0 ≡ 1A ), . 2r being the lowest-weight vector, 1A being the highest-weight vector.



6 Invariant q-Difference Operators Related
to GLq(n)

Summary
This chapter is devoted to the detailed consideration of the q-difference operators related to GLq(n).
We consider in detail several special cases, in particular, the case of Uq(sl(3)) and the polynomial
solutions of q-difference equations. The relation of these solutions with the Gelfand–(Weyl)–Zetlin
basis is studied in detail, also in the case of roots of unity, where new features are discovered. The
case of Uq(sl(4)) is developed also in preparation for the subsequent chapter. This chapter is based
mainly on [211, 220, 230, 244–246].

6.1 Representations Related to GLq(n)

In this section we follow mainly [211, 220]. We consider again the matrix quantum
group Ag = GLq(n), q ∈ ℂ, introduced in Section 4.1 though replacing q1/2 by q. Thus,
we set instead of (4.4) (+ = q – q–1):

MiℓMij = qMijMiℓ , for ℓ > j , (6.1a)

MkjMij = qMijMkj , for k > i , (6.1b)

MkjMiℓ = MiℓMkj , for k > i , ℓ > j , (6.1c)

MijMkℓ = MkℓMij – +MiℓMkj , for k > i , ℓ > j. (6.1d)

This algebra has determinant D given by (4.6) but with

:(w) = ∏
j<k

w(j)>w(k)

(–q–1) = (–q–1)ℓ(w) . (6.2)

Next one defines the left and right quantum cofactor matrix Aij [462]:

Aij = ∑w(i)=j
:(w∘3i)
:(3i)

M1,w(1) . . . M̂ij . . .Mn,w(n) =

= ∑w(j)=i
:(w∘3󸀠j )
:(3󸀠j )

Mw(1),1 . . . M̂ij . . .Mw(n),n , (6.3)

where 3i and 3󸀠j denote the cyclic permutations:

3i = {i, . . . , 1} , 3󸀠j = {j, . . . , n} , (6.4)

DOI 10.1515/9783110427707-006
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and the notation x̂ indicates that x is to be omitted. Now one can show that [462]:∑
j
MijAℓj =∑

j
AjiMjℓ = $iℓD , (6.5)

and obtain the left and right inverse [462]:

M–1 = D–1A = AD–1. (6.6)

Thus, the antipode in GLq(n) is [462] (cf. also (4.10)):𝛾A (Mij) = D–1Aji = AjiD
–1. (6.7)

Next we introduce a basis of GLq(n) which consists of monomials

f = (M21)
p21 . . . (Mn,n–1)

pn,n–1 (M11)
ℓ1 . . . (Mnn)

ℓn ××(Mn–1,n)
nn–1,n . . . (M12)

n12 =
= fℓ̄,p̄,n̄ , (6.8)

where ℓ̄, p̄, n̄ denote the sets {ℓi}, {pij}, {nij}, respectively, ℓi, pij, nij ∈ ℤ+ and we have
used the so-called normal ordering of all elements Mij (1 ≤ i, j ≤ n). Namely, we first
put the elements Mij with i > j in lexicographic order; that is, if i < k then Mij (i > j) is
before Mkℓ (k > ℓ) and Mti (t > i) is before Mtk (t > k); then we put the elements Mii;
finally we put the elementsMij with i < j in antilexicographic order; that is, if i > k then
Mij (i < j) is before Mkℓ (k < ℓ) and Mti (t < i) is before Mtk (t < k). Note that the basis
(6.8) includes also the unit element 1Ag ofAg when all {ℓi}, {pij}, {nij} are equal to zero;
that is:

f0̄,0̄,0̄ = 1Ag . (6.9)

We need the algebra in duality with GLq(n). This is the algebraUg = Uq(sl(n))⊗Uq(Z ),
where Uq(Z ) is central in Ug [209, 233]. Let us denote the Chevalley generators of
sl(n) by Hi, X±i , i = 1, . . . , n – 1. Then we take (as in (1.52)) for the rational “Chevalley”
generators of U = Uq(sl(n)) : ki = qHi/2, k–1i = q–Hi/2, X±i , i = 1, . . . , n – 1, with the
following algebra relations:

kikj = kjki , kik–1i = k–1i ki = 1Ug , kiX±j = q±aijX±j ki (6.10a)

[X+i ,X
–
j ] = $ij (k2i – k–2i ) /+ , (6.10b)(X±i )2 X±j – [2]qX±i X±j X±i + X±j (X±i )2 = 0 , |i – j| = 1 (6.10c)

[X±i ,X
±
j ] = 0 , |i – j| ̸= 1 (6.10d)
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where aij is the Cartan matrix of sl(n), and coalgebra relations:

$U (k±i ) = k±i ⊗ k±i , (6.11a)
$U (X±i ) = X±i ⊗ ki + k–1i ⊗ X±i , (6.11b)
%U (k±i ) = 1 , %U (X±i ) = 0 , (6.11c)𝛾U (ki) = k–1i , 𝛾U (X±i ) = –q±1X±i , (6.11d)

where k+i = ki, k–i = k–1i . Further, we denote the generator of Z by H and the
generators of Uq(Z ) by k = qH/2, k–1 = q–H/2, kk–1 = k–1k = 1Ug . The generat-
ors k, k–1 commute with the generators of U , and their coalgebra relations are as
those of any ki. From now on we shall give most formulae only for the generators
ki,X±i , k, since the analogous formulae for k–1i , k–1 follow trivially from those for ki, k,
respectively.

The bilinear form giving the duality pairing between Ug and Ag is given
by [233]: ⟨ki ,Mjℓ⟩ = $jℓq($ij–$i+1,j)/2 , (6.12a)⟨X+i ,Mjℓ⟩ = $j+1,ℓ$ij , (6.12b)⟨X–i ,Mjℓ⟩ = $j–1,ℓ$iℓ , (6.12c)⟨k ,Mjℓ⟩ = $jℓq1/2. (6.12d)

The pairing between arbitrary elements of Ug and f follows then from the properties
of the duality pairing. The pairing (6.12) is standardly supplemented with⟨y , 1Ag ⟩ = %Ug (y). (6.13)

It is well known that the pairing provides the fundamental representation of Ug:

F(y)jℓ = ⟨y ,Mjℓ⟩ , y = ki,X
±
i , k. (6.14)

Of course, F(k) = q1/2In , where In is the unit n × nmatrix.

6.1.1 Actions of Uq(gl(n)) and Uq(sl(n))

We begin by defining two actions of the quantum algebra in duality Ug on the basis
(6.8) of Ag.

First we introduce the left regular representation of Ug which in the q = 1 case is
the infinitesimal version of:

0(Y)M = Y–1 M , Y,M ∈ GL(n). (6.15)
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Explicitly, we define the action of Ug as follows:

0(y)Miℓ ≐ (F (𝛾0Ug
(y))M)

iℓ
=∑

j
F (𝛾0Ug

(y))
ij
Mjℓ =

= ∑
j
⟨𝛾0Ug

(y),Mij⟩Mjℓ (6.16)

where y denotes the generators ofUg and 𝛾0Ug
is the antipode 𝛾Ug for q = 1, the possible

pairs being given explicitly by:

(y, 𝛾0Ug
(y)) = (ki, k

–1
i ), (X±i , –X

±
i ), (k, k

–1). (6.17)

From (6.16) we find the explicit action of the generators of Ug:

0(ki)Mjℓ = q($i+1,j–$ij)/2Mjℓ , (6.18a)
0(X+i )Mjℓ = –$ijMj+1ℓ , (6.18b)
0(X–i )Mjℓ = –$i+1,jMj–1ℓ , (6.18c)

0(k)Mjℓ = q–1/2Mjℓ. (6.18d)

The above is supplemented with the following action on the unit element of Ag:

0(ki)1Ag = 1Ag , 0(X±i )1Ag = 0 , 0(k)1Ag = 1Ag . (6.19)

In order to derive the action of 0(y) on arbitrary elements of the basis (6.8), we use the
twisted derivation rule consistent with the coproduct and the representation structure,
namely, we take: 0(y)>8 = 0($󸀠Ug

(y))(> ⊗ 8), where $󸀠Ug
= 3 ∘ $Ug is the opposite

coproduct (3 is the permutation operator). Thus, we have:

0(ki)>8 = 0(ki)> ⋅ 0(ki)8 , (6.20a)
0(X±i )>8 = 0(X±i )> ⋅ 0(k–1i )8 + 0(ki)> ⋅ 0(X±i )8 , (6.20b)
0(k)>8 = 0(k)> ⋅ 0(k)8 . (6.20c)

From now on we suppose that q is not a nontrivial root of unity.
Applying the above rules one obtains:

0(ki)(Mjℓ)
n = qn($i+1,j–$ij)/2(Mjℓ)

n , (6.21a)
0(X+i )(Mjℓ)

n = –$ijcn(Mjℓ)
n–1Mj+1ℓ , (6.21b)

0(X–i )(Mjℓ)
n = –$i+1,jcnMj–1ℓ(Mjℓ)

n–1 , (6.21c)

0(k)(Mjℓ)
n = q–n/2(Mjℓ)

n , (6.21d)
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where

cn = q(n–1)/2[n]q, [n]q = (qn – q–n)/+ . (6.22)

Note that (6.19) and (6.18) are partial cases of (6.21) for n = 0 and n = 1 respectively (cf.
(6.9)).

Analogously, we introduce the right action (see also [465]) which in the classical
case is the infinitesimal counterpart of:

0R(Y)M = MY , Y,M ∈ GL(n). (6.23)

Thus, we define the right action of Ug as follows:

0R(y)Miℓ = (MF(y))iℓ =∑
j
MijF(y)jℓ =∑

j
Mij⟨y,Mjℓ⟩ , (6.24)

where y denotes the generators of Ug.
From (6.24) we find the explicit right action of the generators of Ug:

0R(ki)Mjℓ = q($iℓ–$i+1,ℓ)/2Mjℓ , (6.25a)
0R(X+i )Mjℓ = $i+1,ℓMj,ℓ–1 , (6.25b)
0R(X–i )Mjℓ = $iℓMj,ℓ+1 , (6.25c)

0R(k)Mjℓ = q1/2Mjℓ , (6.25d)

supplemented by the right action on the unit element:

0R(ki)1Ag = 1Ag , 0R(X±i )1Ag = 0 , 0R(k)1Ag = 1Ag . (6.26)

The twisted derivation rule is now given by 0R(y)>8 = 0R($Ug (y))(> ⊗ 8); that is,
0R(ki)>8 = 0R(ki)> ⋅ 0R(ki)8 , (6.27a)
0R(X±i )>8 = 0R(X±i )> ⋅ 0R(ki)8 + 0R(k–1i )> ⋅ 0R(X±i )8 , (6.27b)
0R(k)>8 = 0R(k)> ⋅ 0R(k)8 . (6.27c)

Using this, we find:

0R(ki)(Mjℓ)
n = qn($iℓ–$i+1,ℓ)/2(Mjℓ)

n , (6.28a)

0R(X+i )(Mjℓ)
n = $i+1,ℓcnMj,ℓ–1(Mjℓ)

n–1 , (6.28b)

0R(X–i )(Mjℓ)
n = $iℓcn(Mjℓ)

n–1Mj,ℓ+1 , (6.28c)

0R(k)(Mjℓ)
n = qn/2(Mjℓ)

n. (6.28d)
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6.1.2 Representation Spaces

Let us now introduce the elements > as formal power series of the basis (6.8):

> = ∑ℓ̄,m̄,n̄∈ℤ+
,ℓ̄,m̄,n̄(M21)m21 . . . (Mn,n–1)mn,n–1 (M11)ℓ1 . . . (Mnn)ℓn ××(Mn–1,n)nn–1,n . . . (M12)n12 . (6.29)

By (6.21) and (6.28) we have defined left and right action ofUg on>. As in the classical
case the left and right actions commute, and as in [197] we shall use the right covari-
ance to reduce the left regular representation. In particular, we would like the right
action to mimic some properties of a highest-weight module, that is, annihilation by
the raising generators X+i and scalar action by the (exponents of the) Cartan operat-
ors ki, k. However, first we have to make a change of basis using the q-analogue of the
classical Gauss decomposition. For this we have to suppose that the principal minor
determinants ofM:

Dm = ∑
w∈Sm

:(w)M1,w(1) . . .Mm,w(m) =

= ∑
w∈Sm

:(w)Mw(1),1 . . .Mw(m),m , m ≤ n , (6.30)

are invertible; note that Dn = D , Dn–1 = Ann.
Further, for the ordered sets I = {i1 < ⋅ ⋅ ⋅ < ir} and J = {j1 < ⋅ ⋅ ⋅ < jr}, let . IJ be the

r-minor determinant with respect to rows I and columns J such that

. IJ = ∑
w∈Sr

:(w)Miw(1)j1 ⋅ ⋅ ⋅Miw(r)jr . (6.31)

Note that . 1 ⋅⋅⋅ i1 ⋅⋅⋅ i = Di. Then one has [63] (i, j, ℓ = 1, . . . , n):
Miℓ =∑

j
BijZjℓ , Biℓ = . 1 ⋅⋅⋅ ℓ–1 i1 ⋅⋅⋅ ℓ D–1

ℓ–1 , Ziℓ = D–1
i . 1 ⋅⋅⋅ i1 ⋅⋅⋅ i–1 ℓ , (6.32)

Biℓ = 0 for i < ℓ, Ziℓ = 0 for i > ℓ, (which follows from the obvious extension of (6.31) to
the casewhen I, resp. J, is not ordered). Then Zij, i < j, may be regarded as a q-analogue
of local coordinates of the coset B\GL(n).

For our purposes we need a refinement of this decomposition:

Biℓ = Ỹ iℓDℓℓ , Ỹ iℓ = . 1 ⋅⋅⋅ ℓ–1 i1 ⋅⋅⋅ ℓ D–1
ℓ , Dℓℓ = DℓD

–1
ℓ–1 , (D0 ≡ 1Ag ) , (6.33)

where Ỹ jℓ, j > ℓ, may be regarded as a q-analogue of local coordinates of the coset
GL(n)/DZ.
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Clearly, we can replace the basis (6.8) of Ag with a basis in terms of Ỹ iℓ, i > ℓ, Dℓ,
Ziℓ, i < ℓ. (Note that we set Ỹ ii = Zii = 1Ag .) Thus, we consider formal power series:

> = ∑ m̄,n̄∈ℤ+
ℓ̄∈ℤ

,󸀠ℓ̄,m̄,n̄(Ỹ21)m21 . . . (Ỹn,n–1)mn,n–1 (D1)ℓ1 . . . (Dn)ℓn ××(Zn–1,n)nn–1,n . . . (Z12)n12 . (6.34)

Now, let us impose right covariance (cf. [197]) with respect to X+i , that is, we require:

0R(X+i )> = 0. (6.35)

First we notice by a direct calculation that:

0R(X+i ).
I
J = 0 , for J = {1, . . . , j} ,∀I , (6.36)

from which follow:

0R(X+i )Dj = 0 , 0R(X+i )Ỹ jℓ = 0. (6.37)

On the other hand 0R(X+i ) acts nontrivially on Zjℓ:

0R(X+i )Zjℓ = $i+1,ℓq$ij/2Zj,ℓ–1. (6.38)

Thus, (6.35) simply means that our functions > do not depend on Zjℓ. Thus, the
functions obeying (6.35) are:

> = ∑
ℓ̄∈ℤ ,m̄∈ℤ+

,ℓ̄,m̄(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 (D1)
ℓ1 . . . (Dn)

ℓn . (6.39)

Next, we impose right covariance with respect to ki, k:

0R(ki)> = qri/2> , (6.40a)
0R(k)> = q ̂r/2> , (6.40b)

where ri, ̂r are parameters to be specified below. On the other hand using (6.27a,c),
((6.28)a,c) we have:

0R(ki). IJ = q$ij/2. IJ , 0R(k). IJ = qj/2. IJ , for J = {1, . . . , j} ,∀I , (6.41)

from which follows:

0R(ki)Dj = q$ij/2Dj , 0R(k)Dj = qj/2Dj , (6.42a)
0R(ki)Ỹ jℓ = Ỹ jℓ , 0R(k)Ỹ jℓ = Ỹ jℓ , (6.42b)
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and thus we have:

0R(ki)> = qℓi/2> , (6.43a)

0R(k)> = q∑
n
j=1 jℓj/2>. (6.43b)

Remark 6.1. For q = 1 the elementary representations (in particular, the right covari-
ance conditions) for a complex semisimple Lie group Gc are given by (cf. Volume 1):

CD,D󸀠 = {F ∈ C∞(Gc)|F (gxn) = eD(X)+D
󸀠(X̄) ⋅F (g)} , D(X) – D󸀠(X) ∈ ℤ , (6.44)

where x = exp(X), X ∈ Hc, n ∈ G+c = exp(G +
c ), using the Gauss decomposition

Gc = G +
c ⊕ Hc ⊕ G –

c of the Lie algebra Gc of Gc, and the last condition in (6.44) is
necessary to ensure uniqueness on the Cartan subgroup Hc = exp(Hc) of Gc. In the
quantum group setting above, for simplicity, we are using infinitesimal holomorphic
representations for whichD󸀠 = 0. ForUq(sl(2)) withD󸀠 ̸= 0we refer to Section 5.3 where
this construction was carried out for a q-deformed Lorentz algebra. ◊
Comparing right covariance conditions (6.40) with the direct calculations (6.43) we
obtain ℓi = ri, for i < n, ∑n

j=1 jℓj = ̂r. This means that ri, ̂r ∈ ℤ and that there is no
summation in ℓi, also ℓn = ( ̂r –∑n–1

i=1 iri)/n.
Thus, the reduced functions obeying (6.35) and (6.40) are:

> = ∑
m̄∈ℤ+

,m̄(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 (D1)
r1 . . . (Dn–1)

rn–1 (Dn)
ℓ̂ , (6.45)

where ℓ̂ = ( ̂r –∑n–1
i=1 iri)/n.

Next we would like to derive the Ug – action 0 on >. First, we notice that U acts
trivially on Dn = D :

0(X±i )D = 0 , 0(ki)D = D . (6.46)

Then we note:

0(k)Dj = q–j/2Dj , 0(k)Ỹ jℓ = Ỹ jℓ , (6.47)

from which follows:

0(k)> = q– ̂r/2>. (6.48)

Thus, the action of U involves only the parameters ri, i < n, while the action of Uq(Z )
involves only the parameter ̂r. Thus we can consistently also from the representation
theory point of view restrict to the matrix quantum group SLq(n); that is, we set:
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D = D–1 = 1Ag . (6.49)

Then the quantum algebra in duality is U = Uq(sl(n)). This is justified as in the
q = 1 case [197] since for our considerations only the semisimple part of the algebra is
important.

Thus, the reduced functions for the U action are:

>̃(Ȳ, D̄) = ∑
m̄∈ℤ+

,m̄(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 ×× (D1)
r1 . . . (Dn–1)

rn–1 = (6.50a)
= >̂(Ȳ)(D1)

r1 . . . (Dn–1)
rn–1 (6.50b)

where Ȳ, D̄ denote the variables Ỹ il, i > ℓ, Di, i < n.
Further we note the commutation relations of the Ỹ ij and Di variables:

Ỹ iℓỸ ij = qỸijỸ iℓ , i > ℓ > j , (6.51a)

ỸkjỸ ij = qỸijỸkj , k > i > j , (6.51b)

ỸkjỸ iℓ = Ỹ iℓỸkj , k > i > ℓ > j , (6.51c)

ỸkiỸℓj = ỸℓjỸki , k > i > ℓ > j , (6.51d)

ỸkℓỸ ij = Ỹ ijỸkℓ + +Ỹ iℓỸkj , k > i > ℓ > j , (6.51e)
ỸkiỸ ij = q–1Ỹ ijỸki + q

–1+Ỹkj , k > i > j , (6.51f)

YjℓDi = DiYjℓ , j > ℓ > i , (6.51g)

YjℓDi = qDiYjℓ , j > i ≥ ℓ , (6.51h)

YjℓDi = DiYjℓ , i ≥ j > ℓ , (6.51i)

where in (6.51d) we use Ỹ iℓ = 0 when i < ℓ. Note that (6.51a-d) may be obtained by
replacing Miℓ with Ỹ iℓ in (6.1a-d). Note that the structure of the q-coset for general n
is exhibited already for n = 4, while for n = 3 relations (6.51c,d) are not present. The
commutation relations between the Z andD variables are obtained from (6.51) by just
replacing Yst by Zts in all formulae.

Note that for real q the q-coset is invariant under the antilinear anti-involution 9̃
acting as:

9̃(Ỹ jℓ) = Ỹn+1–ℓ,n+1–j. (6.52)

Thus it can be considered as a q-coset of the quantum group SUq([(n+ 1)/2]int, [n/2]int),
where [x/2]int is the biggest integer number not greater than x. The same invariance
holds for the Z coordinate q-coset.
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Next we calculate:

0(ki)Dj = q–$ij/2Dj , (6.53)
0(X+i )Dj = –$ijỸ j+1,jDj ,
0(X–i )Dj = 0 ,

0(ki)Ỹ jℓ = q
1
2 ($i+1,j–$ij–$i+1,ℓ+$iℓ)Ỹ jℓ (6.54)

0(X+i )Ỹ jℓ = –$ijỸ j+1,ℓ + $iℓq1–$j,ℓ+1/2Ỹℓ+1,ℓỸ jℓ +
+$i+1,ℓ (q–1Ỹ j,ℓ–1 – Ỹℓ,ℓ–1Ỹ jℓ) ,

0(X–i )Ỹ jℓ = –$i+1,jq–$iℓ/2Ỹ j–1,ℓ.

These results have the important consequence that the degrees of the variables Dj are
not changed by the action of U ; that is, the parameters ri characterize this action.
Furthermore it is easy to check that 0(y) satisfy (6.10). Thus, we have obtained repres-
entations ofU . These are analogues of the elementary representations of the classical
case q = 1.

To obtain these representations more explicitly one just applies (6.53), (6.54) to
the basis in (6.50) using (6.20). In particular, we have:

0(ki)(Dj)
n = q–n$ij/2(Dj)

n , n ∈ ℤ , (6.55)

0(X+i )(Dj)
n = –$ijc̄nỸ j+1,j(Dj)

n , n ∈ ℤ ,

0(X–i )(Dj)
n = 0 , n ∈ ℤ ,

0(ki)(Ỹ jℓ)
n = q

n
2 ($i+1,j–$ij–$i+1,ℓ+$iℓ)(Ỹ jℓ)

n , n ∈ ℤ+ , (6.56)

0(X+i )(Ỹ jℓ)
n = –$ijcn(Ỹ jℓ)

n–1Ỹ j+1,ℓ +

+$i+1,ℓc̄n (q–1Ỹ j,ℓ–1(Ỹ jℓ)
n–1 – Ỹℓ,ℓ–1(Ỹ jℓ)

n) +
+$iℓq1–n$j,ℓ+1/2cnỸℓ+1,ℓ(Ỹ jℓ)

n , n ∈ ℤ+ ,

0(X–i )(Ỹ jℓ)
n = –$i+1,jq–$j,ℓ+1n/2cnỸj–1,ℓ(Ỹ jℓ)

n–1 , n ∈ ℤ+ ,

c̄n = q(1–n)/2[n]q. (6.57)

We shall denote by C ̄r the representation space of functions in (6.50) which have cov-
ariance properties (6.35), (6.40a). The representation acting in C ̄r we denote by 0̃ ̄r
doing also a renormalization to simplify things later, namely, we set:

0̃ ̄r(ki) = 0(ki) , 0̃ ̄r(X
±
i ) = q±(ri–1)/20(X±i ). (6.58)

Then 0̃ ̄r also satisfy (6.10).
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Further, since the action of U is not affecting the degrees of Di, we intro-
duce (as in [197]) the restricted functions >̂(Ȳ) by the formula which is prompted in
(6.50b):

>̂(Ȳ) ≡ (Â >̃)(Ȳ) ≐ >̃(Ȳ,D1 = ⋅ ⋅ ⋅ = Dn–1 = 1Ag ) , (6.59a)

>̂(Ȳ) = ∑m̄∈ℤ+ ,m̄(Ỹ21)m21 . . . (Ỹn,n–1)mn,n–1 . (6.59b)

We denote the representation space of >̂(Ȳ) by Ĉ ̄r and the representation acting in Ĉ ̄r
by 0̂ ̄r. Thus, the operator Â acts from C ̄r to Ĉ ̄r. The properties of Ĉ ̄r follow from the
intertwining requirement for Â [197]:

0̂ ̄r ∘ Â = Â ∘ 0̃ ̄r. (6.60)

For the more compact exposition of the representation formulae we shall need below
also the following operators (corresponding to each of the variables Ỹ jℓ):

M̂jℓ>̂(Ȳ) = ∑
m̄∈ℤ+

,m̄M̂jℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 , (6.61)

M̂jℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 = (Ỹ21)
m21 . . . (Ỹ jℓ)

mjℓ+1 . . . ×× . . . (Ỹn,n–1)
mn,n–1 ,

Tjℓ>̂(Ȳ) = ∑
m̄∈ℤ+

,m̄Tjℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 , (6.62)

Tjℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 = qmjℓ (Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1

Next we introduce also the homogeneity (number) operators Njℓ for the variable Ỹ jℓ:

Njℓ>̂(Ȳ) = ∑
m̄∈ℤ+

,m̄Njℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 (6.63)

Njℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 = mjℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1

Clearly, we have the relation:

Tjℓ = qNjℓ . (6.64)

Using the above we define the q-difference operators which admit a general defini-
tion on a larger domain than polynomials, but on polynomials are well defined as
follows:

D̂ jℓ>̂(Ȳ) =
1
+ M̂

–1
jℓ (Tjℓ – T–1jℓ ) >̂(Ȳ) =

= M̂
–1
jℓ [Njℓ]>̂(Ȳ) (6.65)
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from which follows:

D̂ jℓ(Ỹ21)
m21 . . . (Ỹn,n–1)

mn,n–1 = [mjℓ]q (Ỹ21)m21 . . . (Ỹ jℓ)mjℓ–1 . . .. . . (Ỹn,n–1)mn,n–1 (6.66)

Note that although M̂
–1
jℓ is not defined on (Ỹ21)m21 . . . (Ỹn,n–1)mn,n–1 formjℓ = 0, the oper-

ator D̂ jℓ is well defined on such terms, and the result is zero (given by the action of
(Tjℓ – T–1jℓ )). Of course, for q → 1 we have D̂ jℓ → 𝜕Yjℓ ≡ 𝜕/𝜕Yjℓ. Note that the above
operators for different variables commute; that is, with these we have actually passed
to commuting variables.

For the intertwining operators between partially equivalent representations we
need the action of 0R(X–i ) on Ỹ jℓ and Dℓ. Using (6.28) and (6.27) we obtain:

0R(X–i )(Dℓ)
n = $iℓcn(Dℓ)

nZℓ,ℓ+1 , (6.67a)

0R(X–i )(Ỹ jℓ)
n = $iℓqn–3/2[n]q(Ỹ jℓ)

n–1Ỹ j,ℓ+1Dℓ+1D
–2
ℓ Dℓ–1 (6.67b)

where, as usual, we use Ỹ jj = 1A = D0. We shall use also the repeated action of 0R(X–i )
so in addition we need:

0R(X–i )Zjℓ = $iℓZj,ℓ+1 – $ijq–$j+1,ℓ/2Zj,j+1Zjℓ + $i,j–1D–1
j . 1 ⋅⋅⋅ j1 ⋅⋅⋅ j–2,j,ℓ , (6.68)

0R(ki)Zjℓ = q($i+1,j–$ij+$iℓ–$i+1,ℓ)/2Zjℓ. (6.69)

6.1.3 Reducibility and Partial Equivalence

We have defined the representations 0̂ ̄r for ri ∈ ℤ. However, notice that we can
consider the restricted functions >̂(Ȳ) for arbitrary complex ri. We shall make this
extension from now on, since this gives the same set of (holomorphic) representations
for Uq(sl(n)) as in the case q = 1.

Now we make some statements which are true in the classical case [197], and will
be illustrated below. For any i, j, such that 1 ≤ i ≤ j ≤ n – 1, define:

mij ≡ ri + ⋅ ⋅ ⋅ + rj + j – i + 1 , (6.70)

note mi = mii = ri + 1, mij = mi + ⋅ ⋅ ⋅ + mj. Note that the possible choices of i, j are in
one-to-one correspondence with the positive roots ! = !ij = !i + ⋅ ⋅ ⋅ + !j of the root
system of sl(n), the cases i = j = 1 . . . , n – 1 enumerating the simple roots !i = !ii. In
general, mij ∈ ℂ for the representations 0̂ ̄r, while mij ∈ ℤ for the representations 0 ̄r.
If mij ∉ ℕ, for all possible i, j the representations 0̂ ̄r, 0 ̄r are irreducible. If mij ∈ ℕ,
for some i, j the representations 0̂ ̄r, 0 ̄r are reducible. The corresponding irreducible
subrepresentations are still infinite-dimensional unless mi ∈ ℕ for all i = 1, . . . , n – 1.
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The representation spaces of the irreducible subrepresentations are invariant irredu-
cible subspaces of our representation spaces. These invariant subspaces are spanned
by functions depending on all variables Yjℓ , except when for some s ∈ ℕ, 1 ≤ s ≤ n–1,
we have ms = ms+1 = ⋅ ⋅ ⋅ = mn–1 = 1. In the latter case these functions depend only on
the (s–1)(2n–s)/2 variablesYjℓ with ℓ < s, (the unrestricted subrepresentation functions
depend still on Dℓ with ℓ < s). In particular, for s = 2 the restricted subrepresentation
functions depend only on the n–1 variables Yj1. The latter situation is relatively simple
also in the q case since these variables are q-commuting: Yj1Yk1 = qYk1Yj1 , j > k. (For
s = 1 the irreducible subrepresentation is one-dimensional, hence no dependence on
any variables.)

Furthermore, formij ∈ ℕ the representation 0̂ ̄r, 0 ̄r respectively is partially equival-
ent to the representation 0̂ ̄r󸀠 , 0 ̄r󸀠 , respectively withm

󸀠
ℓ = r󸀠ℓ + 1 being explicitly given as

follows [197]:

m󸀠
ℓ =

{{{{{{{{{{{{{{{{{
mℓ , for ℓ ̸= i – 1, i, j, j + 1 ,
mℓj , for ℓ = i – 1 ,
–mℓ+1,j , for ℓ = i < j ,
–mi,ℓ–1 , for ℓ = j > i ,
–mℓ , for ℓ = i = j ,
miℓ , for ℓ = j + 1 .

(6.71)

These partial equivalences are realized by intertwining operators:

Iij : C ̄r 󳨀→ C ̄r󸀠 , mij ∈ ℕ , (6.72a)
Iij : Ĉ ̄r 󳨀→ Ĉ ̄r󸀠 , mij ∈ ℕ , (6.72b)

that is, one has:

Iij ∘ 0 ̄r = 0 ̄r󸀠 ∘Iij , mij ∈ ℕ , (6.73a)
Iij ∘ 0̂ ̄r = 0̂ ̄r󸀠 ∘ Iij , mij ∈ ℕ. (6.73b)

The invariant irreducible subspace of 0̂ ̄r (respectively, 0 ̄r) discussed above is the
intersection of the kernels of all intertwining operators acting from 0̂ ̄r (respectively,
0 ̄r). When all mi ∈ ℕ the invariant subspace is finite-dimensional with dimension∏1≤i≤j≤n–1mij/∏n–1

t=1 t! , and all finite-dimensional (holomorphic) irreps of Uq(sl(n)) can
be obtained in this way.

We restate now the canonical procedure for the derivation of these intertwining
operators (cf. [197, 211]) in the current setting. By the procedure one should take as
intertwiners (up to nonzero multiplicative constants):

I m
ij = Pm

ij (0R(X–i ), . . . ,0R(X–j )) ,m = mij ∈ ℕ , (6.74a)

Imij = Pm
ij (0̂R(X–i ), . . . , 0̂R(X–j )) ,m = mij ∈ ℕ , (6.74b)
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where Pm
ij is a homogeneous polynomial in each of its (j – i + 1) variables of degree

m, while the operators Imij are defined through I m
ij and the operator Â . The polyno-

mialPm
ij gives a singular vector vij in the Verma module VD( ̄r) with highest weight D( ̄r)

determined by ̄r, ( ̄r plays the role of 7), that is,
vij = Pm

ij (X–i , . . . ,X–j ) v0 , (6.75)

where v0 is the highest-weight vector of VD( ̄r). The explicit expression for vij with j =
i + p – 1 is given in (2.95). In particular, in the case of the simple roots, that is, when
mi = mii = ri + 1 ∈ ℕ, we have:

I
mi
i = (0R(X–i ))mi ,mi ∈ ℕ. (6.76)

Implementing the above one should be careful since 0̂R(X–i ) is not preserving the
reduced spaces C ̄r, Ĉ ̄r, which is of course a prerequisite for (6.73), (6.74), (6.76).

6.2 The Case of Uq(sl(3))

In this section we also follow [211]. In this section we consider in more detail the case
n = 3. (The case n = 2 was discussed in Section 5.1.3. It can also be obtained by restrict-
ing the construction for the complexification of the Lorentz quantum algebra to one of
its Uq(sl(2)) subalgebras, see Section 5.3.)

Let us now for n = 3 denote the coordinates on the q-flag manifold by: . = Y21,
' = Y32, & = Y31. We note for future use the commutation relations between these
coordinates:

.' = q'. – +& , '& = q&', &. = q.& . (6.77)

The reduced functions for the Uq(sl(3)) action are (cf. (6.50)):

>̃(Ȳ, D̄) = ∑
j,n,ℓ∈ℤ+

,j,n,ℓ. j& n'ℓ(D1)
r1 (D2)

r2 = (6.78a)

= ∑
j,n,ℓ∈ℤ+

,j,n,ℓ>̃jnℓ, (6.78b)

>̃jnℓ = . j& n'ℓ(D1)
r1 (D2)

r2 . (6.78c)

Now the action of Uq(sl(3)) on (6.78) is given explicitly by:

0(k1)>̃jnℓ = qj+(n–ℓ–r1)/2>̃jnℓ, (6.79a)

0(k2)>̃jnℓ = qℓ+(n–j–r2)/2>̃jnℓ, (6.79b)
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0(X+1 )>̃jnℓ = q(1+n–ℓ–r1)/2[n + j – ℓ – r1]q>̃j+1,nℓ +

+qj+(n–ℓ–3r1–1)/2[ℓ]q>̃j,n+1,ℓ–1, (6.79c)

0(X+2 )>̃jnℓ = q(1+n–j–r2)/2[ℓ – r2]q>̃jn,ℓ+1 –

–q–ℓ+(j–n+r2–1)/2[j]q>̃j–1,n+1,ℓ, (6.79d)

0(X–1 )>̃jnℓ = q(ℓ–n+r1–1)/2[j]q>̃j–1,nℓ, (6.79e)

0(X–2 )>̃jnℓ = –q(n–j+r2–1)/2[ℓ]q>̃jn,ℓ–1 –

–q–ℓ+(n–j+r2–1)/2[n]q>̃j+1,n–1,ℓ. (6.79f)

It is easy to check that 0(ki), 0(X±i ) satisfy (6.10). It is also clear that we can remove the
inessential phases by setting:

0̃r1,r2 (ki) = 0(ki), 0̃r1,r2 (X
±
i ) = q±(ri–1)/20(X±i ). (6.80)

Then 0̃r1,r2 also satisfy (6.10).
Then we consider the restricted functions (cf. (6.59)):

>̂(Ȳ) = ∑
j,n,ℓ∈ℤ+

,j,n,ℓ. j& n'ℓ = (6.81a)

= ∑
j,n,ℓ∈ℤ+

,j,n,ℓ>̂jnℓ, (6.81b)

>̂jnℓ = . j& n'ℓ. (6.81c)

As a consequence of the intertwining property (5.40) we obtain that >̂jnℓ obey the same
transformation rules (6.79) as >̃jnℓ, that is, we have:

0̂r1,r2 (k1)>̂jnℓ = qj+(n–ℓ–r1)/2>̂jnℓ, (6.82a)

0̂r1,r2 (k2)>̂jnℓ = qℓ+(n–j–r2)/2>̂jnℓ, (6.82b)

0̂r1,r2 (X
+
1 )>̂jnℓ = q(n–ℓ)/2[n + j – ℓ – r1]q>̂j+1,nℓ +

+qj–r1–1+(n–ℓ)/2[ℓ]q>̂j,n+1,ℓ–1, (6.82c)

0̂r1,r2 (X
+
2 )>̂jnℓ = q(n–j)/2[ℓ – r2]q>̂jn,ℓ+1 –

–qr2–1–ℓ+(j–n)/2[j]q>̂j–1,n+1,ℓ, (6.82d)

0̂r1,r2 (X
–
1 )>̂jnℓ = q(ℓ–n)/2[j]q>̂j–1,nℓ, (6.82e)

0̂r1,r2 (X
–
2 )>̂jnℓ = –q(n–j)/2[ℓ]q>̂jn,ℓ–1 –

–q–ℓ+(n–j)/2[n]q>̂j+1,n–1,ℓ. (6.82f)
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Let us introduce the following operators acting on our functions:

M̂
±
* >̂(Ȳ) = ∑

j,n,ℓ∈ℤ+

,j,n,ℓM̂
±
* >̂jnℓ, (6.83a)

T*>̂(Ȳ) = ∑
j,n,ℓ∈ℤ+

,j,n,ℓT*>̂jnℓ, (6.83b)

where * = . , ', & , and the explicit action on >̂jnℓ is defined by:

M̂
±
. >̂jnℓ = >̂j±1,nℓ, (6.84a)

M̂
±
'>̂jnℓ = >̂jn,ℓ±1, (6.84b)

M̂
±
& >̂jnℓ = >̂j,n±1,ℓ, (6.84c)

T. >̂jnℓ = qj>̂jnℓ, (6.84d)

T'>̂jnℓ = qℓ>̂jnℓ, (6.84e)
T& >̂jnℓ = qn>̂jnℓ. (6.84f)

Now we define the q-difference operators by:

D̂*>̂(Ȳ) =
1
+ M̂

–
* (T* – T–1* ) >̂(Ȳ), * = . , ', & . (6.85)

Thus, we have:

D̂ . >̂jnℓ = [j]>̂j–1,nℓ, (6.86a)

D̂'>̂jnℓ = [ℓ]>̂jn,ℓ–1, (6.86b)

D̂ & >̂jnℓ = [n]>̂j,n–1,ℓ. (6.86c)

Of course, for q→ 1 we have D* → 𝜕* ≡ 𝜕/𝜕*.
In terms of the above operators the transformation rules (6.82) are written as

follows:

0̂r1,r2 (k1)>̂(Ȳ) = q–r1/2T.T
1/2
& T–1/2' >̂(Ȳ), (6.87a)

0̂r1,r2 (k2)>̂(Ȳ) = q–r2/2T'T
1/2
& T–1/2. >̂(Ȳ), (6.87b)

0̂r1,r2 (X
+
1 )>̂(Ȳ) = (1/+)M̂.T

1/2
& T–1/2' ×× (q–r1T.T&T–1' – qr1T–1. T–1& T') >̂(Ȳ) +

+q–r1–1M̂&D'T.T
1/2
& T–1/2' >̂(Ȳ), (6.87c)

0̂r1,r2 (X
+
2 )>̂(Ȳ) = (1/+)M̂'T

1/2
& T–1/2. (q–r2T' – qr2T–1' ) >̂(Ȳ) –

–qr2–1M̂&D.T
1/2
. T–1/2& T–1' >̂(Ȳ), (6.87d)
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0̂r1,r2 (X
–
1 )>̂(Ȳ) = D.T

–1/2
& T1/2' >̂(Ȳ), (6.87e)

0̂r1,r2 (X
–
2 )>̂(Ȳ) = –D'T

1/2
& T–1/2. >̂(Ȳ) –

–M̂.D&T
–1/2
. T1/2& T–1' >̂(Ȳ), (6.87f)

where M̂* = M̂
+
* .

Notice that it is possible to obtain a realization of the representation 0̂r1,r2 on
monomials in three commuting variables x, y, z. Indeed, one can relate the noncom-
muting algebra ℂ[. , ', & ] with the commuting one ℂ[x, y, z] by fixing an ordering
prescription. However, such realization in commuting variables may be obtained
much more directly as is done by other methods (cf. Section 6.3.1 below). Here
we are interested in the noncommutative case and we continue to work with the
noncommuting variables . , ', & .

Now we can illustrate some of the general statements of the previous section. Let
m2 = r2 + 1 ∈ ℕ. Then it is clear that functions >̂ from (6.81) with ,j,n,ℓ = 0 if ℓ ≥ m2
form an invariant subspace since:

0̂r1,r2 (X
+
2 )>̂jnr2 = –q–1+(j–n)/2[j]q>̂j–1,n+1,r2 , (6.88)

and all other operators in (6.82) either preserve or lower the index ℓ. The same is true
for the functions >̃. In particular, for m2 = 1 the functions in the invariant subspace
do not depend on the variable '. In this case we have functions of two q-commuting
variables &. = q.& which are much easier to handle that the general noncommutative
case (6.77).

The intertwining operator (6.76) form2 ∈ ℕ is given as follows. First we calculate:(0R(X–2 ))s >̃jnℓ = (0R(X–2 ))s . j& n'ℓD r1
1 D

r2
2 = (6.89)

= . j& n
s∑
t=0

ast'ℓ–tD
r1+t
1 D

r2–s–t
2 (. 1213 )

s–t,

ast = qtℓ+r2s/2–(s+t)(s+t+1)/4(s
t
)
q

[r2 – t]q![ℓ]q!
[r2 – s]q![ℓ – t]q!

where (nk)q ≡ [n]q!/[k]q![n – k]q!, [m]q! ≡ [m]q[m – 1]q . . . [1]q. Thus, indeed 0R(X–2 ) is not
preserving the reduced space Cr1,r2 , and furthermore there is the additional variable
. 1213 . Since we would like 0R(X–2 ) to some power to map to another reduced space this
is only possible if the coefficients ast vanish for s ̸= t. This happens iff s = r2 + 1 = m2.
Thus we have (in terms of the representation parametersmi = ri + 1):(0R(X–2 ))m2 . j& n'ℓDm1–1

1 D
m2–1
2 =

= qm2(ℓ–1–m2/2) [ℓ]q!
[ℓ –m2]q!

. j& n'ℓ–m2D
m12–1
1 D

–m2–1
2 . (6.90)
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Comparing the powers of Di we recover at once (2.77) for our situation, namely, m󸀠
1 =

m12, m󸀠
2 = –m2. Thus, we have shown (6.72a) and (6.73a). Then (6.72b) and (6.73b)

follow using (5.40). This intertwining operator has a kernel which is just the invariant
subspace discussed above – from the factor 1/[ℓ – m2]q! in (6.90) it is obvious that all
monomials with ℓ < m2 are mapped to zero.

For the restricted functions we have:(0R(X–2 ))m2 >̂jnℓ = qm2(ℓ–1–m2/2) [ℓ]q!
[ℓ –m2]q!

>̂jn,ℓ–m2 =

= q–3m2/2 (D'T')m2 >̂jnℓ. (6.91)

Thus, renormalizing (6.76b) by q–3m2/2 we finally have:

Im2
2 = (D'T')m2 . (6.92)

For q = 1 this operator reduces to the known result: I2 = (𝜕')m2 [202].
Let now m1 ∈ ℕ. In a similar way, though the calculations are more complicated,

we find: (0R(X–1 ))m1 . j& n'ℓDm1–1
1 D

m2–1
2 = (6.93)

= qm1(j+n–ℓ–1–m1/2)
m1∑
t=0

q–t(t+3+2j)/2 ×
×(m1

t
)
q

[j]q![n]q!
[j –m1 + t]q![n – t]q!

. j+t–m1& n–t'ℓ+tD–m1–1
1 D

m12–1
2 .

Comparing the powers of Di we recover (2.77) for our situation, namely, m󸀠
1 = –m1,

m󸀠
2 = m12. Thus, we have shown (6.72) and (6.73).
For the restricted functions we have:(0R(X–1 ))m1 >̂jnℓ = qm1(j+n–ℓ–1–m1/2)

m1∑
t=0

qt(t+3+2j)/2 × (6.94)

×(m1
t
)
q

[j]q![n]q!
[j –m1 + t]q![n – t]q!

>̂j+t–m1,n–t,ℓ+t =

= q–m1(3/2+m1)Tm1
&

m1∑
t=0

M̂
t
'D

t
& (qD.Tx)

m1–tT–m1
' >̂jnℓ.

Then, renormalizing (5.43b) we finally have:

Im1
1 = Tm1

&

m1∑
t=0

M̂
t
'D

t
& (qD.Tx)

m1–tT–m1
' . (6.95)

For q = 1 this operator reduces to the known result: Im1
1 = (𝜕. + '𝜕& )m1 [202].
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Finally, let us consider the casem = m12 = m1 +m2 ∈ ℕ, first withm1,m2 ∉ ℤ+. In
this case the intertwining operator is given by (6.74), (6.75) using singular vector from
Section 2.4 and [198]:

Pm
12 (X–1 ,X–2 ) = m∑

s=0
as(X

–
1 )

m–s(X–2 )
m(X–1 )

s, (6.96)

as = (–1)sa
[m1]q

[m1 – s]q
(m
s
)
q
, s = 0, . . . ,m, a ̸= 0.

Let us illustrate the resulting intertwining operator in the case m = 1. Then, we have,
setting in (6.96) a = [1 –m1]q:

I 1
12 = [1 –m1]q0R(X–1 )0R(X

–
2 ) + [m1]q0R(X–2 )0R(X

–
1 ). (6.97)

Then we can see at once the intertwining properties of I 1
12 by calculating:

I 1
12.

j& n'ℓDm1–1
1 D

m2–1
2 =

= qj+n–2–m1 [j]q[ℓ]q. j–1& n'ℓ–1Dm1–2
1 D

m2–2
2 +

+qn–2[n]q[ℓ +m1]q. j& n–1'ℓD
m1–2
1 D

m2–2
2 . (6.98)

Comparing the powers of Di we recover (2.77) for our situation, namely, m󸀠
1 = –m2 =

m1 – 1,m󸀠
2 = –m1 = m2 – 1.

For the restricted functions we have:

([1 –m1]q 0R(X–1 )0R(X
–
2 ) + [m1]q 0R(X–2 )0R(X

–
1 )) >̂jnℓ = (6.99)

= qn–2+j–m1 [j]q [ℓ]q >̂j–1,n,ℓ–1 + qn–2 [n]q [ℓ +m1]q >̂j,n–1,ℓ =
= q–2 (q–m1 D. T. D' + (1/+)D& (q

m1T' – q
–m1T–1' )) T& >̂jnℓ

Rescaling (6.74b) we finally have:

I112 = (q–m1D.T.D' + (1/+)D& (q
m1T' – q

–m1T–1' ))T& . (6.100)

For q = 1 this operator is: I12 = 𝜕.𝜕' + (m1 + '𝜕')𝜕& [202].
Above we have supposed that m1,m2 ∉ ℤ+. However, after the proper choice of a

in (6.96), (e. g., as made above in (6.97) we can consider the singular vector (6.96) and
the resulting intertwining operator also when m1,m2 ∈ ℤ+. In these cases the singu-
lar vector is reduced in four different ways (cf. (2.89)). Accordingly, the intertwining
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operator becomes composite, that is, it can be expressed as the composition of the
intertwiners introduced so far as follows:

Im12 = c1I
m2
1 Im2 I

m1
1 = (6.101a)

= c2I
m1
2 Im1 I

m2
2 =

= c3I
m1
2 Im2

12 I
m1
1 = (6.101b)

= c4I
m2
1 Im1

12 I
m2
2 .

The four expressions were used to prove commutativity of the hexagon diagram of
Uq(sl(3,ℂ))) [198]. This diagram involves six representations which are denoted by
V00, V1

00, V
2
00, V

12
00, V

21
00, V

3
00, in (29) of [198] and which in our notation are connected

by the intertwiners in (6.101) as follows:

Ĉm1,m2
Im1
1󳨀→ Ĉ –m1,m

Im2󳨀→ Ĉm2,–m
Im2
1󳨀→ Ĉ –m2,–m1 (6.102a)

Ĉm1,m2
Im2
2󳨀→ Ĉm,–m2

Im1󳨀→ Ĉ –m,m1
Im1
2󳨀→ Ĉ –m2,–m1 (6.102b)

Ĉm1,m2
Im1
1󳨀→ Ĉ –m1,m

Im2
12󳨀→ Ĉ –m,m1

Im1
2󳨀→ Ĉ –m2,–m1 (6.102c)

Ĉm1,m2
Im2
2󳨀→ Ĉm,–m2

Im1
12󳨀→ Ĉm2,–m

Im2
1󳨀→ Ĉ –m2,–m1 (6.102d)

Of these six representations only Ĉm1,m2 has a finite-dimensional irreducible subspace
iffm1m2 > 0, the dimension beingm1m2m/2 [198]. Ifm1 = 0 the intertwining operators
with superscript m1 become the identity (since in these cases the intertwined spaces
coincide) and the compositions in (6.101) and (6.102) are shortened to two arrows in
cases (a,b,d) and one arrow in case (c) (respectively, for m2 = 0, two arrows in cases
(a,b,c), one arrow in (d)). (Such considerations are part of the multiplet classification
given in [198].)

6.3 Polynomial Solutions of q-Difference Equations
in Commuting Variables

In this section we follow mainly [246]. A new approach to the theory of polynomial
solutions of q-difference equations is proposed. The approach is based on the repres-
entation theory of simple Lie algebras G and their q-deformations and is presented
here for Uq(sl(n)). First a q-difference realization of Uq(sl(n)) in terms of n(n– 1)/2 com-
muting variables and depending on n – 1 complex representation parameters ri, is
constructed. From this realization lowest-weight modules (LWMs) are obtained which
are studied in detail for the case n = 3 (the well-known n = 2 case is also recovered).
All reducible LWM are found and the polynomial bases of their invariant irreducible
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subrepresentations are explicitly given. This also gives a classification of the quasi-
exactly solvable operators in the present setting. The invariant subspaces are obtained
as solutions of certain invariant q-difference equations, that is, these are kernels of
invariant q-difference operators, which are also explicitly given. Such operators were
not used until now in the theory of polynomial solutions. Finally the states in all
subrepresentations are depicted graphically via the so called Newton diagrams.

6.3.1 Procedure for the Construction of the Representations

The procedure is iterative. In fact, we have to use also Uq(gl(n)). Let us introduce

first some notation. The basic q-number notation [a] = qa/2–q–a/2

q1/2–q–1/2
will be used also for

diagonal operatorsH replacing a. Following Biedenharn and Lohe [101] our represent-
ations will be given in terms of n(n – 1)/2 variables. For our purposes we denote these
variables by zki , 2 ≤ k ≤ n, 1 ≤ i ≤ k – 1. Next we introduce the number operator Nk

i for
the coordinate zki , that is, N

k
i z

m
j = $mk$ijzmj and the q-difference operators Dk

i , which
admit a general definition on a larger domain than polynomials, but on polynomials
are well defined as follows:

Dk
i =

1
zki
[Nk

i ]. (6.103)

Further we note that the representations of Uq(sl(n)) will be characterized by n – 1
complex parameters rk ∈ ℂ, 1 ≤ k ≤ n – 1.

We rewrite formulae (5.3), (6.10), and (6.22) from [101] in the following way :

An(Eij) = An–1(Eij)q
1
4 (N

n
i –N

n
j ) + q

1
4 An–1(Ejj–Eii)zni D

n
j (6.104a)

i < j < n

An(Eij) = An–1(Eij)q
1
4 (N

n
j –N

n
i ) + q

1
4 An–1(Eii–Ejj)zni D

n
j (6.104b)

n > i > j,

An(Eii) = An–1(Eii) + Nn
i , i < n, (6.104c)

An(Enn) = An–1(Enn) –
n–1∑
i=1

Nn
i , (6.104d)

An(Eni) = q
1
4(∑i–1

j=1 An–1(Ejj)–∑
n–1
j=i+1 An–1(Ejj))Dn

i , i < n (6.104e)

An(Ein) = q!
n
ii zni [An–1(Enn) – An–1(Eii) – n–1∑

k=1
Nn
k ] –

–
n–1∑
j=1
j ̸=i

q!
n
ij znj An–1(Eij), i < n, (6.104f)
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where

q!
n
ij ≡ q–

1
4(∑j–1

k=1 An–1(Ekk)–∑
n–1
k=j+1 An–1(Ekk))q( +0)( 12 (An–1(Enn)–∑n–1

k=1 N
n
k )+

3
4)×q( +0)( 14 (Nni +Nnj ))q( +0) 12(∑ i<k<jifi<j

j<k<iifj<i
Nnk)

, (6.105)

(+
0
) = {{{{{{{

+ for i < j,
– for i > j,
0 for i = j,

An–1(Eij) are defined at the previous step, except An–1(Enn) which adds the representa-
tion parameter rn–1 and is given by:

An–1(Enn) =
n–1∑
k=0

rk = rn–1 + r0. (6.106)

The parameter r0 represents the center of Uq(gl(n)) and is decoupled later. The addi-
tional input with respect to [101] is : 1) notation – we put indices on A corresponding
to the case we consider – thus, this is made an iterative procedure; 2) we give values to
the Cartan generators which values are consistent with previous knowledge from rep-
resentation theory; 3) we introduce q-difference operators Dn

i to replace ̄zni ; 4) we have
done also something artificial by using An–1(Enn) – this is given by the “total number”
rn–1 (which for finite-dimensional representations is the number of boxes of the Young
tableaux minus n – 1) plus the number r0 representing the center of Uq(gl(n)).

Denoting Z n = ∑n
i=1 Eii we have:

An(Z n) =
n∑
i=1

An(Eii) = rn–1 + r0 + An–1(Z n–1) =

=
n–1∑
i=1

ri + nr0 =
n–1∑
i=0
(n – i)ri. (6.107)

Thus, as expected, An(Z n) is central. Then the generators Hn
i = An(Eii – Ei+1,i+1), 1 ≤ i <

n, An(Eij), i ̸= j, form a q-difference operator realization of Uq(sl(n)).
It is straightforward to obtain the explicit expressions for An(Eij). In particular, we

have

An(Eii) =
n–i–1∑
j=0

Nn–j
i –

i–1∑
j=1

Ni
j +

i–1∑
j=0

rj, (6.108)

with the usual convention that a sum is zero if the upper limit is smaller than the lower
limit. From this we obtain the expressions for the Cartan generators Hn

i (as defined
above):
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Hn
i = 2Ni+1

i – ri +
n–i–2∑
j=0

(Nn–j
i – Nn–j

i+1 ) +
i–1∑
j=1
(Ni+1

j – Ni
j ) i < n. (6.109)

Let us illustrate things for n = 2, 3.
For n = 2 we have (we use only (6.104e,f) and (6.109)):

A2(E12) = z21 [r1 – N
2
1 ] = x[r – Nx],

A2(E21) = D2
1 = Dx,

H2
1 = 2Nx – r1, (6.110)

where we have denoted z21 = x,N2
1 = Nx. This reproduces the known realization [309] of

theUq(sl(2)) representations with X+ = A2(E12), X– = A2(E21),H = H2
1 , depending on the

representation parameter r1 (r0 being cancelled as expected). For q = 1 this coincides
with the classical sl(2) vector-filed realization.

Next we take n = 3 setting z31 = z, z32 = y, N3
1 = Nz, N3

2 = Ny, D3
1 = Dz, D3

2 = Dy,
r = r2 = r1 + r2. Due to our recursive procedure we inherit form the case n = 2 the
variable z21 = x, and the operators Nx, Dx . Besides this we renormalize the generators
A3(E13) and A3(E31) so that they obey the standardUq(sl(3)) relations (these are different
in [101], cf. (6.17) and (6.20)):

A3(E13) = A3(E12)A3(E23) – q1/2A3(E23)A3(E12), (6.111)
A3(E31) = A3(E32)A3(E21) – q–1/2A3(E21)A3(E32).

Thus, we have:

H3
1 = 2N2

1 – r1 + N
3
1 – N

3
2 = 2Nx – r1 + Nz – Ny, (6.112)

H3
2 = 2N3

2 – r2 + N
3
1 – N

2
1 = 2Ny – r2 + Nz – Nx,

A3(E12) = A2(E12)q
1
4 (N

3
1 –N

3
2 ) + q

1
4 A2(E22–E11)z31D

3
2 =

= x[r1 – Nx]q
1
4 (Nz–Ny) + zDyq

1
4 (r1–2Nx),

A3(E21) = A2(E21)q
1
4 (N

3
1 –N

3
2 ) + q

1
4 A2(E22–E11)z32D

3
1 =

= Dxq
1
4 (Nz–Ny) + yDzq

1
4 (r1–2Nx),

A3(E23) = q–
1
4 A2(E11)z32[A2(E33) – A2(E22) – 2∑

k=1
N3
k] –

– q!21z31A2(E21) =

= y[r2 + Nx – Nz – Ny]q
– 1
4 (Nx+r0) –

– zDxq
– 1
4 (2r–r1+r0+Nx–Nz–Ny+1),

A3(E32) = q
1
4 A2(E11)D3

2 = Dyq
1
4 (r0+Nx),
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A3(E13) = q
1
4 (A2(E22)–2A3(E22))z31 [A2(E33) – A2(E11) – 2∑

k=1
N3
k] –

–q–
1
2 A3(E22)q!12z32A2(E12) =

= z[r – Nx – Nz – Ny]q
1
4 (Nx–r1–2Ny–r0) –

–xy[r1 – Nx]q
1
4 (2r2–r0+Nx–Nz–3Ny+1)

A3(E31) = q
1
4 (2A3(E22)–A2(E22))D3

1 = Dzq
1
4 (r1+r0–Nx+2Ny).

We now rescale the generators E3i,Ei3 (i = 1, 2) so as to absorb the parameter r0. (Such
a rescaling should be done also for the general Uq(gl(n)) case.) Thus the realization of
Uq(sl(3)) depends only on the parameters r1, r2, as in the classical case which may be
obtained from (6.112) by setting q = 1.

6.3.2 Reducibility of the Representations and Invariant Subspaces

6.3.2.1 Lowest-Weight Representations
Let us apply the realization (6.104) to the function 1. Using the fact that Nn

i 1 = 0 = Dn
i 1

we have:

An(Eii) 1 =
i–1∑
j=0

rj = ri–1 , Hn
i 1 = –ri , i ≤ n , (6.113a)

An(Eni) 1 = 0 , i < n , (6.113b)
An(Eij) 1 = An–1(Eij) 1 = ⋅ ⋅ ⋅ = Ai(Eij) 1 = 0 , j < i < n (6.113c)
An(Eij) 1 = An–1(Eij) 1 = ⋅ ⋅ ⋅ = Aj(Eij) 1 , i < j < n (6.113d)

An(Ein) 1 = q
1
4(∑n–1

k=i+1 r
k–1–∑i–1

k=1 r
k–1) zni [ri + ⋅ ⋅ ⋅ + rn–1] –

–
n–1∑
s=i+1

q!
n
is zns As(Eis) 1, i < n , (6.113e)

where

q!
n
is = q

1
4(∑n–1

k=s+1 r
k–1–∑s–1

k=1 r
k–1)q 1

2 (r
n–1–∑n–1

k=1 N
n
k )+

3
4 ×× q 1

4 (N
n
i +N

n
s )q

1
2 ∑

k=s–1
k=i+1 N

n
k , i < s. (6.114)

It is straightforward to obtain the explicit expressions for An(Eij)1, i < j ≤ n, applying
recursively (6.113d,e). In particular, we have:

An(Ei,i+1)1 = Ai+1(Ei,i+1)1 = q–
1
4 ∑

i–1
k=1 r

k–1
[ri]z

i+1
i . (6.115)

Thus, we have obtained an LWM with lowest-weight vector 1 (it is annihilated by the
lowering generators An(Eij), j < i ≤ n), and lowest-weight D such that D(Hi) = –ri (cf.
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(6.113a)). Generically this LWM is irreducible and then it is isomorphic to the Verma
module with this lowest weight. The states in it correspond to the monomials of the
Poincaré–Birkhoff–Witt basis of Uq(G +), where G + is the subalgebra of the raising
generators. This is isomorphic to the monomials in the variables zki . When the repres-
entation parameters ri or certain combinations thereof are non-negative integers our
representations are reducible. Below we consider in detail the cases n = 2 and n = 3.

6.3.2.2 Case Uq(sl(2))
We start with n = 2 (though this example is well known). Using (6.110) we apply H, X+,
X– to the function 1. We use the fact that Nx1 = 0 = Dx1. Thus:

H1 = –r,X+1 = x[r],X–1 = 0. (6.116)

Thus, we obtain an LWM with lowest-weight vector 1 and lowest-weight D such that
D(H) = –r. All states are given by powers of x, that is, the basis is xk with k ∈ ℤ+ and
the representation is infinite dimensional. The action of Uq(sl(2)) is given by:

X+xk = [r – k]xk+1, X–xk = [k]xk–1, Hxk = (2k – r)xk. (6.117)

Clearly, if r ∉ ℤ+ this representation is irreducible. Furthermore all states may be
obtained by the application of X+ to the LWV; that is :

(X+)k1 = xk[r][r – 1] . . . [r – k + 1], k ∈ ℤ+. (6.118)

Let r ∈ ℤ+, then (X+)r+11 = X+xr[r]! = 0. Thus, the states xk with k = 0, 1, . . . r form a
finite-dimensional subrepresentation with dim = r + 1. Note that the complement of
this subrepresentation; that is, the states xk with k > r, is not an invariant subspace.

Clearly, any polynomial in H,X±, will preserve this invariant subspace and thus
would be a quasi-exactly solvable operator.

The invariant subspace may be obtained as the solution of either one of the
following equations:

(X+)r+1f (x) = 0, (6.119a)
(X–)r+1f (x) = 0, (6.119b)

in the space of formal power series f (x) = ∑k∈ℤ+ ,kx
k. Note, however, that only (6.119b)

(which is enough) was expected – this is an artefact of n = 2 simplifications. Indeed,
only the operator in (6.119b) has the intertwining property (as in the classical case
[202]):

(X–)r+1A2(X)r = A2(X)r󸀠 (X
–)r+1, r󸀠 = –r – 2, (6.120)

whereX = H,X±, and A2(X)r is from (6.110) with explicit notation for the representation
parameter of the two representations which are intertwined.
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6.3.2.3 Case Uq(sl(3))
Let us apply (6.112) to the function 1:

H11 = –r1, H21 = –r2, (6.121)
A3(E12)1 = x[r1], A3(E21)1 = 0,
A3(E23)1 = y[r2], A3(E32)1 = 0,

A3(E13)1 = q–
1
4 r1z[r] – q

1
4 (2r2+1)yx[r1] , A3(E31)1 = 0.

Thus, we obtain a lowest-weightmodulewith lowest-weight vector 1 and lowest-weight
D such that D(Hk) = –rk. All states are given by powers of x, y, z; that is, the basis is
generated by xjzkyℓ with j, k, ℓ ∈ ℤ+. The action of Uq(sl(3)) is given by:

H1x
jzkyℓ = (–r1 + 2j – ℓ + k)xjzkyℓ, (6.122a)

H2x
jzkyℓ = (–r2 – j + 2ℓ + k)xjzkyℓ, (6.122b)

A3(E12)xjzkyℓ = [r1 – j]q
1
4 (k–ℓ)xj+1zkyℓ +

+[ℓ]q 1
4 (r1–2j)xjzk+1yℓ–1, (6.122c)

A3(E21)xjzkyℓ = [j]q
1
4 (k–ℓ)xj–1zkyℓ +

+[k]q
1
4 (r1–2j)xjzk–1yℓ+1, (6.122d)

A3(E23)xjzkyℓ = q–
1
4 j[r2 + j – k – ℓ]xjzkyℓ+1 –

–[j]q–
1
4 (r1+2r2+j–k–ℓ+1)xj–1zk+1yℓ, (6.122e)

A3(E32)xjzkyℓ = [ℓ]q 1
4 jxjzkyℓ–1, (6.122f)

A3(E13)xjzkyℓ = q
1
4 (j–r1–2ℓ)[r – j – k – ℓ]xjzk+1yℓ –

–q
1
4 (2r2+j–k–3ℓ+1)[r1 – j]x

j+1zkyℓ+1, (6.122g)

A3(E31)xjzkyℓ = [k]q
1
4 (r1–j+2ℓ)xjzk–1yℓ (6.122h)

Further, in this section we show the following results which parallel the classical
situation (cf. [202]):
1. If r1, or r2, or r + 1 ∈ ℤ+ this representation is reducible. It contains an irreducible

subrepresentation which is infinite-dimensional, except when both r1, r2 ∈ ℤ+;
2. If r1, r2, r + 1 ∉ ℤ+ this representation is irreducible and infinite-dimensional.

Clearly, if r1 ∈ ℤ+ the representation (6.122) becomes reducible since the monomials
xjzkyℓ with j ≤ r1 form an invariant subspace since from (6.122c,g) we have:

A3(E12)xr1zkyℓ = [ℓ]q– 1
4 r1xr1zk+1yℓ–1, (6.123)

A3(E13)xr1zkyℓ = [r2 – k – ℓ]q– 1
2 ℓxr1zk+1yℓ,
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and all other operators are either lowering or preserving the powers of x. This invariant
subspace may be described as the solution of the following q-difference equation:

(Dx)
r1+1f (x, y, z) = 0. (6.124)

Note that the operator in (6.124) has the intertwining property (as in the classical case
[202]):

(Dx)
r1+1A3(X)r1,r2 = A3(X)r󸀠1,r󸀠2 (Dx)

r1+1, r󸀠1 = –r1 – 2, r
󸀠
2 = r + 1, (6.125)

where X = Eii –Ei+1,i+1, Eij, i ̸= j, A3(X)r1,r2 is taken from (6.112) with explicit dependence
of the representation parameters of the two representations which are intertwined.

The subrepresentation obtained is infinite-dimensional if r2 ∉ ℤ+ since the powers
of y, z are still unrestricted by (6.122e,g).

If r2 ∈ ℤ+ the representation in (6.122) becomes reducible. In the classical case
(q = 1) the equation which singles out the invariant subspace is [202]:(x𝜕z + 𝜕y)r2+1f (x, y, z) = 0, q = 1. (6.126)

For the quantum case we have the following expression:

qD
r2+1
2 f (x, y, z) = 0, (6.127)

qD
k
2 =

k∑
s=0
(k
s
)
q
xk–sDk–s

z Ds
yq

1
4 s(Nz–r1)+

1
4 (s–k)Ny–

1
4 kNx ,

which coincides with (6.126) for q = 1. The invariant subspace is infinite-dimensional
if r1 ∉ ℤ+.

As in the classical case [202] the explicit form (6.127) of this operator may be
checked by the intertwining property:

qD
r2+1
2 A3(X)r1,r2 = A3(X)r󸀠1,r󸀠2qD

r2+1
2 , r󸀠1 = r + 1, r󸀠2 = –r2 – 2, (6.128)

where X = Eij, i ̸= j,Eii – Ei+1,i+1, A3(X)r1,r2 is from (6.112) as in (6.125).
Further in this subsection we consider the case when both rk ∈ ℤ+ . Then there is

a finite-dimensional irreducible subspace of dimension:

dr1,r2 =
1
2
(r1 + 1)(r2 + 1)(r + 2). (6.129)

Thus, we recover the complete list of the finite-dimensional irreps of Uq(sl(3)) and
SL(3), nd by default, also the complete list of the finite-dimensional unitary irreps of
Uq(su(3)) and SU(3) (we have assumed that q is not a nontrivial root of 1).
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Next we use the following general formula valid for arbitrary rk:

vℓkj ≡ A3(E23)ℓA3(E13)kA3(E12)j1 =

=
k∑
s=0

ℓ∑
n=0

(–1)s–n (k
s
)
q
( ℓ
n
)
q
q
1
4 {(j–r1)k–ℓj+(s–n)(r1+2r2–k–ℓ+2)} ×

× Aq(r1 + 1)Aq(r – j – s + 1)
Aq(r1 – j – s + 1)Aq(r – j – k + 1)

×
×Aq(r2 + j + s – k – n + 1)Aq(r2 + j + s – k – ℓ + 1) [j + s]!

[j + s – n]!
×

× yℓ+s–nzk–s+nxj+s–n,ℓ + k + j ≤ r, 0 ≤ j ≤ r1, 0 ≤ ℓ ≤ r2 . (6.130)

One of the main results of [246] is that the basis of the finite-dimensional irrep with
dimension dr1,r2 for r1, r2 ∈ ℤ+ (cf. (6.129)) is given by vℓkj iff ℓ + k + j ≤ r, 0 ≤ j ≤ r1,
0 ≤ ℓ ≤ r2. In the next section we relate this basis to the standard Gel’fand–Zetlin
basis.

For later reference we note the special polynomial v0r0 which corresponds to the
highest-weight vector (as we shall see later):

v0r0 ≡ A3(E13)r1 = q–
1
4 rr1 [r]q!

r1∑
s=0

(–1)s ( r1
s
)
q
q
1
4 s(r–r1+2)xs zr–s ys (6.131)

Note also that when r1 = 0 there is no dependence on x in (6.130), all states being the
monomials vℓk0 ∼ yℓzk.

Also for later reference we note the explicit value of vℓkj for z = 0 (given by the
term s = k and n = 0):

vℓkj|z=0 = (–1)kq
1
4 {(j–r1)k–ℓj+k(r1+2r2–k–ℓ+2)} × (6.132)

× Aq(r1 + 1)
Aq(r1 – j – k + 1)

Aq(r2 + j + 1)
Aq(r2 + j – ℓ + 1)xj+kyℓ+k

Note that the RHS of (6.132) is equal to zero when j + k ≥ r1 + 1 (because of the Aq(r1 –
j – k + 1) in the denominator). In this case one applies (Dz)j+k–r1 to both sides of (6.130)
and then sets z = 0.

Next, we discuss the case when r + 1 ∈ ℤ+, but rk ∉ ℤ+. Following our procedure
for invariant differential operators, we use the Uq(sl(3)) singular vector in Chevalley
basis (cf. f-la (27) from [198] or Section 2.4):
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vr+23 =
r+2∑
s=0

(–1)s

[r1 + 1 – s]q
( r + 2

s
)
q
(X̂+1 )

r+2–s(X̂+2 )
r+2(X̂+1 )

s (6.133)

In the latter we substitute the corresponding action of the simple root generators
X̂+1 , X̂

+
2 by the operators qD1 = Dx and by qD2 from (6.127) to obtain the invariant

q-difference operator:

qD
r+2
3 =

r+2∑
s=0

(–1)s

[r1 + 1 – s]q
( r + 2

s
)
q
Dr+2–s
x (qD2)

r+2Ds
x (6.134)

Thus, our subspace is singled out by the following explicit equation [246]:

qD
r+2
3 f (x, y, z) = 0, (6.135)

qD
r+2
3 = ∑

s=0
∑
t=0

q
1
4 (r+2–t–2s)r1+

1
2 (r+2)t+

1
2 (r+1)(s–4)Aq(–1 – r1)

[s]![t]![r + 2 – s – t]!Aq(r – r1 + 2 – s)
×

×Dr+2–t
z Dt

yD
t
x

r+2–s–t∏
u=1

[Nx – t + 1 – u]q
(2s–r–2)

4 Nx+ t
4Ny+

(t+r+2)
4 Nz

As in the classical case [202] the explicit form of this operator may be checked by the
intertwining property:

qD
r+2
3 A3(X)r1,r2 = A3(X)r󸀠1,r󸀠2qD

r+2
3 , r󸀠1 = –r2 – 2, r󸀠2 = –r1 – 2, (6.136)

where X = Eii – Ei+1,i+1, Eij, i ̸= j, A3(X)r1,r2 is from (6.112) as in (6.125) and (6.128).
The states in the subrepresentation are given by vℓkj, with ℓ, k, j ∈ ℤ+, k ≤ r + 1.
Let us illustrate the above by the simplest limiting case of r = –1. Then the

states are:

vℓ0j|r=–1 = ℓ∑
n=0

(–1)ℓ ( ℓ
n
)
q
q
1
4 {–ℓj+n(r1+ℓ)} ×

× Aq(r1 + 1)
Aq(r1 – j + 1)

Aq(1 + r1 – j + ℓ)
Aq(1 + r1 – j + n)

[j]!
[j – n]!

xj–nznyℓ–n =

= q–
1
4 ℓj

Aq(r1 + 1)
Aq(r1 – j + 1)

Aq(j – r1)
Aq(j – r1 – ℓ) ××xjyℓ2Fq1 (–j, –ℓ; r1 – j + 1; q 1

4 (r1+ℓ) z
xy
). (6.137)

Alternatively one may check that this is the general solution of (6.135) for r = –1.
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6.3.3 Newton Diagrams

It this section we give a visualization of the representation spaces. Each state is repres-
ented by a point on an integer lattice in n(n–1)/2 dimensions, that is, onℤn(n–1)/2

+ . For a
finite-dimensional subrepresentation the number of these points is finite and the hull
of these points is a convex polyhedron in ℝn(n–1)/2

+ . Such a polyhedron (not necessar-
ily convex) was called a Newton diagram [43]. In the present context this notion was
introduced in [580], where also some examples in the case of functions in one and two
variables were given (for q = 1), when the figures are planar (polygons). Below, we give
explicitly the Newton diagrams for n = 3. Moreover, we introduce also infinite Newton
diagrams to depict the infinite-dimensional nontrivial subrepresentations.

6.3.3.1 Finite Newton Diagrams for n=3
Fix rk ∈ ℤ+. Then the Newton diagram is given by the points with integer coordinates
j, ℓ, k inℤ3

+ such that:

0 ≤ j + k + ℓ ≤ r, (6.138a)
0 ≤ j ≤ r1, (6.138b)
0 ≤ ℓ ≤ r2, (6.138c)

(cf. below Figure 6.1 taken from [246]). The polyhedron formed by these points is
planar only for r1 = 0 or r2 = 0 in which case it is a triangle (only (6.138a) is relevant
since r = r2 or r = r1). (The case r1 = 0 was given in [580].)

Fix a point j, ℓ, k. This is represented by the state vℓkj. Then, the number of states is:

r1∑
j=0

r–j∑
k=0

min(r–k–j,r2)∑
ℓ=0

1 =
r1∑
j=0

r1–j∑
k=0

r2∑
ℓ=0

1 +
r1∑
j=0

r–j∑
k=r1–j+1

r–k–j∑
ℓ=0

1 =

= (r1 + 1)(r1 + 2)(r2 + 1)
2

+ (r1 + 1)r2(r2 + 1)
2

= dr1,r2 , (6.139)

as expected (cf. (6.129)).
Note that such diagrams have an advantage over the usual weight diagrams for

sl(3) and su(3) which are degenerate. For instance, consider the adjoint representation
obtained for r1 = r2 = 1. The weight diagram consists of two orbits of the Weyl group,
one with six points with multiplicity one, and the other with one point with multipli-
city two. To the latter point in our diagram correspond the two linearly independent
states:

v101 = q–
1
4 ([2]qxy – q

–1z), (6.140a)

v010 = q–
1
4 (z – qxy), (6.140b)



6.3 Polynomial Solutions of q-Difference Equations in Commuting Variables 291

k

j

r1

r1

r2

r2

r = r1 + r2

Figure 6.1: Newton diagram for the finite-dimensional representations of Uq(sl(3))

6.3.3.2 Infinite Newton diagrams for n=3
Here either r1 ∉ ℤ+ or r2 ∉ ℤ+ and the considerations run in parallel with
considerations of the polynomial basis. Below j, ℓ, k ∈ ℤ+.
1. For r1 ∈ ℤ+ and r2, r + 1 ∉ ℤ+ the Newton diagram is given by the points with

coordinates:

0 ≤ k, 0 ≤ j ≤ r1, 0 ≤ ℓ. (6.141)

2. For r2 ∈ ℤ+ and r1, r + 1 ∉ ℤ+ the Newton diagram is given by the points with
coordinates:

0 ≤ k, 0 ≤ j, 0 ≤ ℓ ≤ r2. (6.142)

3. For r + 1 ∈ ℤ+ and r1, r2 ∉ ℤ+ the Newton diagram is given by the points with
coordinates:

0 ≤ k ≤ r + 1, 0 ≤ j, 0 ≤ ℓ. (6.143)
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4. For r1, r + 1 ∈ ℤ+ and r2 + 1 ∈ –ℕ the Newton diagram is given by two sets of points
with coordinates:

0 ≤ k, –r2 – 1 ≤ j ≤ r1, 0 ≤ ℓ. (6.144)

0 ≤ k ≤ r + 1, 0 ≤ j ≤ –r2 – 2, 0 ≤ ℓ. (6.145)

5. For r1 = r + 1 ∈ ℤ+ and r2 = –1 the Newton diagram is given by (6.141). It can be
obtained formally from the previous case by setting r2 = –1 , then (6.144) coincides
with (6.141), while (6.145) is empty.

6. For r2, r + 1 ∈ ℤ+ and r1 + 1 ∈ –ℕ the Newton diagram is given by two sets of points
with coordinates:

0 ≤ k, 0 ≤ j – r1 – 1 ≤ j ≤ r2, . (6.146)

0 ≤ k ≤ r + 1, 0 ≤ ℓ, 0 ≤ j ≤ –r2 – 2. (6.147)

7. For r2 = r + 1 ∈ ℤ+ and r1 = –1 the Newton diagram is given by (6.142). It can be
obtained formally from the previous case by setting r1 = –1 , then (6.146) coincides
with (6.142), while (6.147) is empty.

6.4 Application of the Gelfand–(Weyl)–Zetlin Basis

6.4.1 Correspondence with the GWZ Basis

In this sectionwe follow [230, 244, 245].Wewould like to establish the correspondence
between our basis for the finite-dimensional irreducible representations given by the
states vℓkj (cf. (6.130)) and the SU(3) Gel’fand–Weyl–Zetlin basis:

(m) =(m13 m23 m33
m12 m22

m11

) (6.148)

(Note that in the literature this basis is most often called Gel’fand–Zetlin basis, here
we keep the usage from [230, 244, 245].) In fact, the above is for U(3), and we shall set
m33 = 0 to restrict to SU(3). Further we need the operators corresponding to isospin ̂I2,
third component of isospin ̂Iz, and hypercharge Ŷ:̂Iz = 1

2H1 , Ŷ = 1
3 (H1 + 2H2) (6.149)̂I = E21E12 + [ 12H1]q[ 12H1 + 1]q
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Note that ̂I is the Casimir of the Uq(sl(2)) quantum subgroup generated by E21 ,E12 ,H1 .
It is easy to see that, like the GWZ states, also the vℓkj states are eigenvectors of ̂Iz and
Ŷ, but they are not eigenvectors of ̂I. In fact we have:

A3( 12H1) vℓkj = (j + k – 1
2 (r1 + ℓ + k))vℓkj (6.150)

A3(
1
3
(H1 + 2H2)) vℓkj = (r1 + k + ℓ – 2

3
(r + r1)) vℓkj

A3(E21)A3(E12)vℓkj = ((j + 1)(r1 – j) + ℓ(k + 1)) vℓkj +
+kvℓ+1,k–1,j+1 + (r1 – j + 1)ℓjvℓ–1,k+1,j–1

The last formula is given for q = 1 since it is only to illustrate our point. We shall
diagonalize A3(E21)A3(E12) in the next subsection and find explicit polynomial eigen-
vectors. Here we find alternatively an explicit correspondence between (m) and the
appropriate linear combination of vℓkj’s. But first we place the labels ℓ, k, j in a GWZ
pattern.

First, we fix the correspondence between the two representations, namely,
between the labels {m13,m23} and {r, r1}, by considering the lowest-weight vector. This
is the GWZ vector [65]:

(m13 m23 0
m23 0

0
) (6.151)

which has I = –Iz = m23/2 and Y = – 1
3 (2m13 –m23). In our realization the lowest-weight

vector is v000 = 1 and thus from (6.150) we get that Iz = –r1/2 and Y = – 1
3 (2r – r1).

Therefore we findm13 = r andm23 = r1.
For further use we record explicitly the patterns corresponding to the highest-

weight state (h.w.s.) and to the lowest-weight state (l.w.s.):

(h.w.s.) = ( r r1 0
r r1
r

) (6.152a)

(l.w.s.) = ( r r1 0
r1 0
0

) (6.152b)

Remark 6.2. Notice that the well-known conjugation of representation ([m13,
m23, 0]→ [m13,m13–m23, 0]) [65] corresponds to the exchange of r1 with r2 and that the
dimension of the representation [m13,m23, 0], namely, 12 (m13 +2)(m23 +1)(m13 –m23 +1),
matches (6.129). ◊
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To place the vℓ,k,j states in a GWZ pattern we split them as in [246] (cf. (66)) in two
subsets depending whether j + k ≤ r1 or j + k > r1. In the first case the correspondence
is given by:

vℓ,k,j =(r r1 0
r1 + ℓ k

j + k
) , j + k ≤ r1. (6.153)

In the second case the correspondence is given by:

vℓ,k,j =(r r1 0
j + k + ℓ r1 – j

j + k
) , j + k > r1, (6.154)

which is valid also for the boundary case j+ k = r1 , when it coincides with (6.153). The
betweenness constraint

mij ≥ mi,j–1 ≥ mi+1,j, (6.155)

typical of the GWZ pattern then gives the constraints 0 ≤ j ≤ r1, 0 ≤ ℓ ≤ r2 and
0 ≤ j + k + ℓ ≤ r found above for the finite-dimensional representations.

The actual correspondence is proved using well-known techniques of raising and
lowering operators developed for classical groups and adapted to quantum groups (cf.
[65, 100, 101, 516, 582]). Identifying the lowest-weight states one can find explicitly a
polynomial p(m) in Uq(G +) which corresponds to (m).

Let us denote by ̂1 the lowest-weight state of any realization of the Uq(sl(3)) finite-
dimensional representation with parameters r1, r2 . Then we have (up to multiplicative
normalization constant) [516, 582]:

p(m) ̂1 = (E21)
m12–m11 C̃r–m12 (E32)

r1–m22 (E13)
r ̂1 = (6.156a)

= [m12 +m22 – r1]q!
r–m12∑
t=0

∑
u∈ℤ+

(–1)t (m12 –m11 + t
u

)
q
×

× q
1
2 (m22–t–r1)(m12+m22–r1)+

u
2 (u–2m22–m12+m11+r1+t)

[t]q! [m22 – t]q! [m12 –m22 + 1 + t]q!
×

× [m12 –m22 + 1]q! [t + r1 –m22]q!
[m11 –m12 –m22 + r1 + u]q!

×
× [m12 +m22 –m11 – u]q!

[m12 +m22 – r1 – u]q!
× (6.156b)

× (E23)u (E13)m12+m22–r1–u (E12)
m11–m12–m22+r1+u ̂1 ,
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C̃ ≡ E31 [H1 + 1] + E21 E32 q
–H1+1

2 = (6.156c)
= E32 E21 [H1 + 1] – E21 E32 [H1]

Remark 6.3. We would like to stress the peculiarity of (6.156a). One gets (in (6.156b))
a correspondence of the GWZ states with polynomials in U(G +) but formula (6.156a)
first gives us a one-to-one correspondence of the GWZ states with monomials in the
q-deformed enveloping algebra Uq(G –) of the lowering generators. Note that the latter
monomials are not in the standard Poincaré–Birkhoff–Witt basis of Uq(G –), namely,
instead of the generator E31 one has the generator of the same weight Ĉ (cf. formula
(6.3) of [516]). These monomials produce the polynomials of U(G +) since they act on
(E13)r which is in U(G +) and (E13)r ̂1 is the highest-weight vector. Finally, we note
that there exists a similar description of this correspondence only in terms of raising
generators, in particular, involving an analogue of Ĉ in U(G +). However, the present
description is simpler for our purposes here, while the other is used in Section 6.4.7,
where it is more useful. ◊
Finally, we get the correspondence we need using (6.156):

Theorem 6.1. A realization of the GWZ basis as polynomials in three variables (real or
complex) is given by the formula:

6(m) = A3(p(m))1 = [m12 +m22 – r1]q! ×
× r–m12∑

t=0
∑
u∈ℤ+

(m12 –m11 + t
u

)
q
×

× (–1)t q 1
2 (m22–t–r1)(m12+m22–r1)+

u
2 (u–2m22–m12+m11+r1+t)

[t]q! [m22 – t]q! [m12 –m22 + 1 + t]q!
×

× [m12 –m22 + 1]q! [t + r1 –m22]q! [m12 +m22 –m11 – u]q!
[m11 –m12 –m22 + r1 + u]q! [m12 +m22 – r1 – u]q!

×
× vu,m12+m22–r1–u,m11–m12–m22+r1+u (6.157)

Proof. Straightforward using (6.156) and our formula for vℓkj (6.130). ◊
For later reference we note the explicit value of 6(m) for z = 0 (using (6.132)):

6(m)|z=0 = N +
(m)

Aq(r1 –m11 + 1)
xm11ym12+m22–r1 , (6.158a)
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N +
(m) = [r1]q! [m12 +m22 – r1]q!

r–m12∑
t=0

∑
u∈ℤ+

(–1)t+u+m12+m22+r1 ×
× (m12 –m11 + t

u
)
q
(r +m11 –m12 –m22 + 1)

q
u (6.158b)

× q
1
2 {(u–m12–m22+r1)(m12–r–1+t)+(m12+m22–r1)(m11/2–r1)}

[t]q! [m22 – t]q! [m12 –m22 + 1 + t]q!
×

× [m12 –m22 + 1]q! [t + r1 –m22]q! [m12 +m22 –m11 – u]q!
[m11 –m12 –m22 + r1 + u]q! [m12 +m22 – r1 – u]q!

which is useful for r1 – m11 + 1 > 0. Otherwise it is zero (due to the singled out factor
Aq(r1 –m11 +1)), and to obtain a nonzero value one first has to differentiatem11 –r times
(6.157) w.r.t. z.

We note also the expression for the lowest-weight state obtained from (6.156) and
(6.157) form12 = r1,m11 = m22 = 0:

plws ̂1 = (E21)
r1 C̃r–r1 (E32)

r1 (E13)
r ̂1 =

= N +
lws ̂1 = ([r1]q!)

3 ̂1 (6.159a)
6lws = A3(plws)1 = ([r1]q!)

3 (6.159b)

which of course differ from ̂1, 1, respectively, by a constant – the corresponding value
of N +

(m).

6.4.2 q-Hypergeometric Realization of the GWZ Basis

In the previous section we exhibited the relation of the GWZ basis and the polynomial
basis vℓkj. By formula (6.157) this provides also a polynomial realization of the GWZ
basis in the same variables x, y, z. However, (6.157) is not very explicit, since it con-
tains a quadruple sum (a double sum in (6.157) and a double sum in (6.130)). Instead
of partially summing (6.157), in this section we shall find a polynomial realization dir-
ectly (not relying on the correspondence with vℓkj) using the fact that the GWZ states
are eigenvectors of the operators ̂Iz, Ŷ, ̂I.

We shall proceed as follows. Let us denote (as in (6.157)) the unknown polynomial
function corresponding to (m) by:

8 = 8(m)(x, y, z) (6.160)

Naturally, 8(m) can differ from 6(m) in (6.157) only by a multiplicative constant which
we shall fix later.
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In order to use effectively the fact that 8 is an eigenfunction of ̂Iz, Ŷ, ̂I we use their
explicit q-difference realization (6.112). We write:̃Iz ≡ 1

2A3(H1) = 1
2 (2Nx – r1 + Nz – Ny) (6.161a)

Ỹ ≡ 1
3A3 (H1 + 2H2) = Ny + Nz – 1

3 (r1 + 2r2) (6.161b)̃I2 ≡ A3(E21)A3(E12) + [ ̃Iz]q[ ̃Iz + 1]q =
= [Nx + 1]q[r1 – Nx]qq

1
2 (Nz–Ny) + [Nz + 1]q[Ny]qq

1
2 (r1–2Nx) +

+ z
xy
[Nx]q[Ny]qq

1
4 (r1–2Nx+Nz–Ny+2) + (6.161c)

+xy
z
[Nz]q[r1 – Nx]qq

1
4 (r1–2Nx+Nz–Ny–2) + [ ̃Iz]q[ ̃Iz + 1]q

The eigenfunction conditions satisfied by 8 are:̃Iz 8 = Iz 8 = (m11 – 1
2 (m12 +m22)) 8 (6.162a)

Ỹ 8 = Y 8 = (m12 +m22 – 2
3 (r + r1)) 8 (6.162b)̃I2 8 = [I]q [I + 1]q 8 =

= [m12 –m22
2

]
q
[m12 –m22

2
+ 1]

q
8 (6.162c)

Next we consider the operators ̃Iz + 1
2 Ỹ, Ỹ, from which we obtain the following

homogeneity conditions:(Nx + Nz) 8 = ( ̃Iz + 1
2 Ỹ + 1

3 (r + r1)) 8 = m11 8 (6.163a)(Ny + Nz) 8 = (Ỹ + 1
3 (r – r1)) = *8 , (6.163b)

* ≡ m12 +m22 – r1

From these homogeneity conditions and the explicit form of (6.162c) we are prompted
to make the following change of variables:

x󸀠 = x, y󸀠 = y, & = z
xy

(6.164)

from which follows:

Nx = Nx󸀠 – N& , Ny = Ny󸀠 – N& , Nz = N& (6.165)

Thus, the homogeneity conditions (6.163) simplify to:

Nx󸀠8 = m118 , Ny󸀠8 = *8 , (6.166)
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that is, our polynomials actually have the form:

8 = 8(m) = x󸀠m11y󸀠*8̃(& ) (6.167)

Actually from this expression we can deduce that 8̃ is a polynomial in & of degree
at most n0 ≡ min (m11, *). Indeed, if 8̃ is a polynomial in & of higher degree, then
8 would not be a polynomial in x or y or both, contradicting our starting assumption.

Substituting now (6.167) in (6.162c) and taking into account (6.166) we obtain the
following equation for 8̃:

([m11 + 1 – N& ]q[r1 –m11 + N& ]qq
N& –

1
2 * +

+ [1 + N& ]q[* – N& ]qq
1
2 r1–m11+N& +

+& [m11 – N& ]q[* – N& ]qq
1
4 (r1–*)+

1
2 (1–m11)+N& +

+& –1 [N& ]q[r1 –m11 + N& ]qq
1
4 (r1–*)–

1
2 (1+m11)+N& +

+[m11 –m12]q[m11 –m22 + 1]q)8̃(& ) = 0 (6.168)

The unique (up to nonzero multiple) polynomial solution of (6.168) is given by
q-Jacobi or, equivalently, by q-hypergeometric polynomials. In particular, if " = r1 –
m11 + 1 ∉ ℤ– then such a solution is:

8̃1(& ) = 1F
q
0(–m22; q

1
4 (m22–m12–2)& ) × (6.169)×2Fq1 (m22 –m11, r1 –m12; r1 –m11 + 1; q

1
4 (r1+*)& )

where 2F
q
1 is a q-hypergeometric polynomial:

2F
q
1 (a, b; c; & ) = ∑

s∈ℤ+

(a)qs (b)
q
s

[s]q! (c)
q
s
& s, c ∉ ℤ– (6.170)

1F
q
0 is a degenerate q-hypergeometric polynomial:

1F
q
0(a; & ) = ∑

s∈ℤ+

(a)qs
[s]q!

& s =2 Fq1 (a, b; b; & ) (6.171)
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and (-)qs is the q-Pochhammer symbol:

(-)qs ≐ [- + s – 1]q[- + s – 2]q . . . [-]q = Aq(- + s)
Aq(-)

(6.172)

Note that (6.172) ensures that (6.170) and (6.171) are polynomials of degree
min (–a, –b), –a, respectively, when a, b ∈ ℤ– , as is in our case. Note that for q = 1
(6.170) goes into the standard hypergeometric polynomial, while (6.171) becomes just
the binomial (1 – & )m22 .

If " = r1 –m11 + 1 ∈ ℤ– then the polynomial solution of (6.168) is given by:

8̃2(& ) = &m11–r1
1 Fq0(–m22; q

1
4 (m22–m12–2)& ) × (6.173)× 2F

q
1 (m22 – r1, m11 –m12; m11 – r1 + 1; q

1
4 (r1+*)&

In order to relate (6.169) and (6.173) it is enough to replace in (6.169)

2F
q
1 (m22 –m11, r1 –m12; r1 –m11 + 1; q

1
4 (r1+*)& ) 󳨃→ (6.174)󳨃→ 1

Aq(r1 –m11 + 1) 2
Fq1 (m22 –m11, r1 –m12; r1 –m11 + 1; q

1
4 (r1+*)& )

Then this expression is valid for arbitrary r1 – m11 + 1, and up to some multiplicative
constant is equal to (6.173) when r1 – m11 + 1 ∈ ℤ– . Thus, finally we shall write the
polynomial solution of (6.168) as:

8̃(& ) = 1
Aq(r1 –m11 + 1) 1

Fq0(–m22; q
1
4 (m22–m12–2)& ) × (6.175)× 2F

q
1 (m22 –m11, r1 –m12; r1 –m11 + 1; q

1
4 (r1+*)& )

For the lowest-weight state (m12 = r1,m11 = m22 = 0) we get:

8̃lws =
1

[r1]q!
(6.176)

For the highest-weight state (m12 = m11 = r,m22 = r1) we get:

8̃hws(& ) = q
1
4 (r

2–r21 ) [r – r1]q! &
r–r1
1 Fq0(–r1; q

1
4 (r1–r–2)& )

8hws(x, y, z) = q
1
4 (r

2–r21 ) [r – r1]q! x
r1 yr1 zr–r1 ×× 1F

q
0(–r1; q

1
4 (r1–r–2) z

xy
) (6.177)

since from 2F
q
1 survives only the term & r–r1 = & r2 .
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We shall write down the relation between the expressions (6.157) and (6.167) (with
(6.175)) as:

6(m) = N(m) 8(m) (6.178)

For r1 –m11 + 1 ∉ ℤ– we have N(m) = N +
(m) which we find by comparing

8(m)|z=0 = 1
Aq(r1 –m11 + 1)

xm11ym12+m22–r1

with (6.158). Note that (6.159) is a partial case of (6.178). When r1 – m11 + 1 ∈ ℤ– (i. e.,
m11 – r1 ∈ ℕ), one has first to differentiatem11 – r1 times w.r.t. z both 6(m) and 8(m) and
then to set z = 0. In particular, for the highest-weight state we compare (6.131) and
(6.177), since then 6hws = v0r0 = A3(E13)r1. Rewriting (6.131) as:

6hws = (–1)r1 q
1
4 r1(2–r1) [r]q!x

r1 yr1 zr–r11 Fq0 (–r1; q 1
4 (r1–r–2) z

xy
)

we get:

6hws = (–1)r1 q
1
4 (2r1–r

2) [r1]q!
[r – r1]q!

8hws (6.179)

6.4.3 Explicit Orthogonality of the GWZ Basis

For the orthogonality of the GWZ basis we shall use an adaptation of the so called
Shapovalov form [550]. This is a bilinearℂ-valued form on Vermamodules. The Verma
module VD of lowest-weight D ∈ H ∗ is the lowest-weight module such that VD =
Uq(G +) ⊗ v0 , where G + is the subalgebra of the raising generators Ejk, j < k, and v0 is
the lowest vector such that:

Ejk v0 = 0, j > k, Hk v0 = D(Hk) v0 (6.180)

The states in a Vermamodule correspond to the monomials of the Poincaré–Birkhoff–
Witt basis of Uq(G +), namely:

uℓkj ≡ pℓkj ⊗ v0,

pℓkj ≡ (E23)ℓ(E13)k(E12)j, ℓ, k, j ∈ ℤ+ (6.181)

that is, this basis is one-to-one with the basis vℓkj for general rk. Further, for simplicity
se shall omit the sign ⊗; that is, we shall write: uℓkj = pℓkj v0 or u = p v0 for short. We
need the involutive antiautomorphism of Uq(G ) such that:

9(Hk) = Hk, 9(Ejk) = Ekj, 9(q) = q–1 (6.182)
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Using the above conjugation the Shapovalov form can be defined as follows:( u , u󸀠 ) = ( p v0 , p󸀠 v0 ) ≡ ( v0 , 9(p) p󸀠 v0 ) =
= ( 9(p󸀠) p v0 , v0 ) , (6.183)

u = p v0 , u
󸀠 = p󸀠 v0 , p, p󸀠 ∈ Uq(G

+), u, u󸀠 ∈ VD

supplemented by the normalization condition (v0, v0) = 1. More explicitly from (6.183)
we have: (uℓkj , uℓ󸀠k󸀠j󸀠) = (pℓkj v0 , pℓ󸀠k󸀠j󸀠 v0) = (6.184)

= (v0 , 9(pℓkj) pℓ󸀠k󸀠j󸀠 v0) = ( 9(pℓ󸀠k󸀠j󸀠 ) pℓkjv0 , v0) =
= (v0 , (E21)j (E31)k (E32)ℓ (E23)ℓ󸀠 (E13)k󸀠 (E12)j󸀠 v0)
= ((E21)j󸀠 (E31)k󸀠 (E32)ℓ󸀠 (E23)ℓ (E13)k (E12)j v0 , v0)

Note that subspaces with different weights are orthogonal w.r.t. to this form:(uℓkj, uℓ󸀠k󸀠j󸀠) ∼ $k+ℓ,k󸀠+ℓ󸀠$k+j,k󸀠+j󸀠 (6.185)

To show (6.185) one uses (6.184b) when k+ℓ > k󸀠+ℓ󸀠 and/or k+ j > k󸀠+ j󸀠, while (6.184c)
is used when k + ℓ < k󸀠 + ℓ󸀠 and/or k + j < k󸀠 + j󸀠.

We shall give a realization of the Shapovalov form in our setting in the following
way. Using the one-to-one correspondence we replace uℓkj by vℓkj and the lowest-
weight vector v0 by the lowest-weight vector ̂1 of the abstract finite-dimensional irrep
and by the function 1 in the polynomial realization. Namely, we shall use instead of
(6.183) the following bilinear form:( u , u󸀠 )f = ( p ̂1 , p󸀠 ̂1 )f ≡ ( A3(9(p)) A3(p󸀠) 1) |x=y=z=0 (6.186)

More explicitly, we have:(uℓkj , uℓ󸀠k󸀠j󸀠)f = (pℓkj ̂1 , pℓ󸀠k󸀠j󸀠 ̂1)f =
= (A3(9(pℓkj)) A3(pℓ󸀠k󸀠j󸀠 ) 1) |x=y=z=0 = (p̂ℓkj vℓ󸀠k󸀠j󸀠) |x=y=z=0,
p̂ℓkj ≡ A3(9(pℓkj)) = (A3(E21))j (A3(E31))k (A3(E32))ℓ (6.187)

Clearly, when k + ℓ > k󸀠 + ℓ󸀠 and/or k + j > k󸀠 + j󸀠 we have p̂ℓkj vℓ󸀠k󸀠j󸀠 = 0. When
k + ℓ < k󸀠 + ℓ󸀠 and k + j < k󸀠 + j󸀠 the expression p̂ℓkj vℓ󸀠k󸀠j󸀠 is not zero but a homogeneous
polynomial of x, y, z which vanishes after the substitution x = y = z = 0. Finally, when
k + ℓ = k󸀠 + ℓ󸀠 and k + j = k󸀠 + j󸀠 the expression p̂ℓkj vℓ󸀠k󸀠j󸀠 is a numerical one coinciding
with (uℓkj , uℓ󸀠k󸀠j󸀠) because of the automorphism.
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We can further simplify (6.187) if we set x = y = z = 0 in p̂ℓkj from the very
beginning, namely, we replace p̂ℓkj by:

p̃ℓkj ≡ (Ã3(E21))j (Ã3(E31))k (Ã3(E32))ℓ
Ã3(E21) ≡ Dxq

1
4 (Nz–Ny)

Ã3(E32) ≡ Dyq
1
4Nx = A3(E32)

Ã3(E31) ≡ Dzq
1
4 (r1–Nx+2Ny) = A3(E31) (6.188)

Note that this operation affects only A3(E21) and it is easy to check that(uℓkj , uℓ󸀠k󸀠j󸀠)f ≡ (p̃ℓkj vℓ󸀠k󸀠j󸀠) |x=y=z=0 (6.189)

Further we note that:

p̃ℓkj = q
1
4 ((ℓ–k)Nx+(2k–j)Ny+jNz+jℓ+k(r1–j)) (Dx)

j (Dz)
k (Dy)

ℓ (6.190)

We shall use the above to prove the main result in this section:

Theorem 6.2. Let (m) and (m󸀠) be two GWZ patterns. Then we have:

(6(m),6(m󸀠)))p = (p(m) ̂1, p((m󸀠)) ̂1)f =
= $m11,m󸀠11

$m12,m󸀠12
$m22,m󸀠22

(–1)r1 q
1
4 (m11*–2r1) ×× [r]q! [r –m12]q! [r –m22 + 1]q!

[m12 –m22 + 1]q
N(m̄) (6.191)

The proof is given in [244]. The appearance of the constant N(m̄) in (6.191) is due to the
fact that in the derivation 6(m̄󸀠) was substituted with N(m̄) 8(m̄󸀠) . ◊
We can use the form (6.184) and (6.187) to define a scalar product if we consider our
conjugation 9 as antilinear. Then we actually restrict to the real form Uq(su(3)) and q
is restricted to be a phase |q| = 1 (cf. (6.182)). Then we define the scalar product of the
functions 6(m) = A3(p(m)) 1 or 8(m)(6(m),6(m󸀠))p ≡ (p(m) ̂1, p(m󸀠) ̂1)f (6.192a)(8(m),8(m󸀠)) ≡ 1|N(m)|2 (p(m) ̂1, p(m󸀠) ̂1)f (6.192b)
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We note two partial cases:(6lws,6lws)p = ([r1]q!)
4

(8lws,8lws) = 1
([r1]q!)2

(6.193a)(6hws,6hws)p = [r]q! [r1]q!(8hws,8hws) = [r]q! ([r – r1]q!)2

[r1]q!
(6.193b)

Using this scalar product we can introduce orthonormal GWZ polynomials by:

>̂(m) ≡ 8(m)| (8(m),8(m)) |1/2 (6.194)

so that (>̂(m), >̂(m󸀠)) = $(m),(m󸀠) (6.195)

In particular, we have:

>̂lws(x, y, z) = [r1]q! , (6.196a)

>̂hws(x, y, z) =
1

[r – r1]q!
( [r1]q!
[r]q!

) 1
2
8hws(x, y, z) =

= ( [r]q!
[r1]q!

) 1
2
q
1
4 (r

2–r21 )xr1 yr1 zr–r1 ×
× 1F

q
0 (–r1; q 1

4 (r1–r–2) z
xy
) (6.196b)

6.4.4 Normalized GWZ basis

6.4.4.1 Action on the Unnormalized GWZ Bases and Relations between Them
Our aim now is to obtain normalized GWZ basis. To achieve this first we consider the
action of the Chevalley generators X±j , j = 1, 2, of Uq(sl(3)) on the two realizations of
the unnormalized GWZ basis introduced in above . After deriving the action we shall
use it in order to find the proportionality constant between the two realizations.

First we consider the “operatorial” GWZ basis. We recall formulae (6.156). We
rewrite (6.156b) differing by by an overall multiplicative constant:
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6̃(m) = (–1)r1–m22 q
1
2 (m22–r1)(m22–1) [r]q![r –m22 + 1]q![r –m12]q! ×× r–m12∑

t=0
∑
u∈ℤ+

(–1)t (m12 –m11 + t
u

)
q
×

× q
t
2 (r1–m12–m22)+

u
2 (u–2m22–m12+m11+r1+t)

[t]q! [m22 – t]q! [m12 –m22 + 1 + t]q!
×

× [t + r1 –m22]q! [m12 +m22 –m11 – u]q!
[m11 –m12 –m22 + r1 + u]q! [m12 +m22 – r1 – u]q!

×
× (E23)u (E13)m12+m22–r1–u (E12)

m11–m12–m22+r1+u ̂1 (6.197)

The first result here is the explicit calculation of the action of the Chevalley generators
on 6̃(m) which we denote also by the variable numbers of the GWZ pattern:

6̃(m12,m11,m22) ≡ 6̃(m) . (6.198)

We have:

X+1 6̃(m) = [m12 –m11]q[m11 –m22 + 1]q 6̃(m12,m11+1,m22) (6.199a)

X–1 6̃(m) = 6̃(m12,m11–1,m22) (6.199b)

X+2 6̃(m) =
[r –m12]q[m12 – r1 + 1]q[m12 + 2]q

[m12 –m22 + 1]q
6̃(m12+1,m11,m22) +

+
[r –m22 + 1]q[r1 –m22]q[m22 + 1]q

[m12 –m22 + 1]q
6̃(m12,m11,m22+1) (6.199c)

X–2 6̃(m) =
[m12 –m11]q

[m12 –m22 + 1]q
6̃(m12–1,m11,m22) +

+
[m11 –m22 + 1]q
[m12 –m22 + 1]q

6̃(m12,m11,m22–1) (6.199d)

In these calculations we use only (6.156a) and abstract algebra: the commutation rela-
tions between the Chevalley generators Hj , X±j , j = 1, 2, the definitions of C̃ and E13,
and the fact that ̂1 is the lowest-weight vector.

Further, we shall use also the realization of Uq(sl(3)) given in (6.112) to obtain a
polynomial in the variables x, y, z corresponding to the GWZ pattern (m). For this we
define:

6(m̄)(x, y, z) ≐ (A3(E21))m12–m11 (A3(C̃))r–m12 (A3(E32))r1–m22 (A3(E13))r 1 (6.200)
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For this quantity will hold the same formulae (6.199) we derived above – this follows
just because A3 is a representation. On the other handwe should stress that this quant-
ity is a polynomial in the variables x, y, z. We give two examples which we shall use
below – of h.w.s. (using (6.175)) and l.w.s.:

6(h.w.s.) = (A3(E13))r1 = (–1)r1 q
1
4 r1(2–r1) [r]q! x

r1 yr1 zr–r1 ×× 1F0
q (–r1; q

1
4 (r1–r–2) z

xy
) (6.201a)

6(l.w.s.) = (A3(E21))r1 (A3(Ĉ ))r–r1 (A3(E32))r1 (A3(E13))r1 =

= (–1)r1 q
r1
2
[r]q![r + 1]q![r – r1]q![r1]q!

[r1 + 1]q
(6.201b)

Next we find the action on the realization of the unnormalized GWZ states via
hypergeometric functions (cf. (6.167) and (6.175)):

8(m)(x, y, z) = 8(m12,m11,m22) = xm11y*8̃(& ) , (6.202)

* = m12 +m22 – r1 , & = z
xy

The second result here is the following action of the generators:

A3(X+1 ) 8(m) = q–
1
4 * 8(m12,m11+1,m22) (6.203)

A3(X–1 ) 8(m) = q
1
4 * [m12 –m11 + 1]q [m11 –m22]q 8(m12,m11–1,m22)

A3(X+2 ) 8(m) = b+1 8(m12+1,m11,m22) + b+2 8(m12,m11,m22+1)

A3(X–2 ) 8(m) = b–1 8(m12–1,m11,m22) + b–2 8(m12,m11,m22–1)

where:

b+1 = q–
1
4m11

[r –m12]q [m12 –m11 + 1]q
[m12 –m22 + 1]q

(6.204)

b+2 = q–
1
4m11

[r –m22 + 1]q [m11 –m22]q
[m12 –m22 + 1]q

b–1 = q
1
4m11

[m12 – r1]q [m12 + 1]q
[m12 –m22 + 1]q

b–2 = q
1
4m11

[r1 –m22 + 1]q [m22]q
[m12 –m22 + 1]q

We derive this action using only the explicit realization of A3(⋅) given in (6.112)
and using some relations between q-hypergeometric functions which are given in
Appendix B of [230].
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Now we use the action on the two unnormalized polynomial realizations of the
GWZ states6(m̄) and8(m) in order to derive the proportionality constant between them.
We set:

6(m̄) = N(m̄) 8(m) (6.205)

Before proceeding we note the two cases in which we already know this constant:

N(h.w.s) = (–1)r1 q
1
4 (2r1–r

2) [r]q!
[r – r1]q!

(6.206a)

N(l.w.s) = (–1)r1 q
r1
2
[r]q! [r + 1]q! [r – r1]q! ([r1]q!)2

[r1 + 1]q
(6.206b)

where (6.206a) is obtained by using (6.177), while (6.206b) is obtained by using (6.176).
The idea is as follows (on the example of X–1 ): On one hand we have:

A3(X–1 )6(m̄) = 6(m12,m11–1,m22) = N(m12,m11–1,m22) 8(m12,m11–1,m22) (6.207)

On the other hand (using (6.203b)):

A3(X–1 ) 6(m̄) = N(m̄) X
–
1 8(m) = (6.208)

= N(m̄) q
1
4 * [m12 –m11 + 1]q [m11 –m22]q 8(m12,m11–1,m22)

If m11 > m22 comparing (6.207) and (6.208) we get a relation expressing N(m̄) in terms
of N(m12,m11–1,m22). Besides the above there are five more relations, expressing N(m̄)
through N(m̄󸀠) with m11 → m11 + 1, m12 → m12 ± 1, m22 → m22 ± 1. It is enough to
use the three relations which decreasemij, each relation affecting only a singlemij:

N(m̄) = q–
1
4 * 1

[m12 –m11 + 1]q[m11 –m22]q
N(m12,m11–1,m22) (6.209a)

N(m̄) = q–
1
4m11

[m12 –m11]q
[m12 – r1]q[m12 + 1]q

N(m12–1,m11,m22) (6.209b)

N(m̄) = q–
1
4m11

[m11 –m22 + 1]q
[r1 –m22 + 1]q[m22]q

N(m12,m11,m22–1) (6.209c)

(For the three relations which increasemij we refer to [230].)
Now, we use relation (6.209c) until on the RHS we get N(m12,m11,0), then we use

(6.209a) until on the RHS we getN(m12,0,0), finally we use (6.209b) until on the RHS we
get N(r1,0,0) = N(l.w.s.); that is, we get:

N(m̄) = q–
1
4m11* [r1 + 1]q[r1 –m22]q![m12 –m11]q!

[r1]q![m12 – r1]q![m11 –m22]q![m12 + 1]q![m22]q!
N(l.w.s.) (6.210)
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and using (6.206b) we finally obtain:

N(m̄) = (–1)r1 q
1
4 (2r1–m11(m12+m22–r1)) [r]q! [r + 1]q! [r – r1]q! [r1]q! ×× [r1 –m22]q![m12 –m11]q!

[m12 – r1]q![m11 –m22]q![m12 + 1]q![m22]q!
(6.211)

From (6.211) follows also:

N(h.w.s.) = q–
1
4 r

2 [r1 + 1]q([r1]q![r – r1]q!)2 [r + 1]q! N(l.w.s.) (6.212)

which is consistent with (6.206).

6.4.5 Scalar Product and Normalized GWZ States

By (6.192) we have defined a scalar product in terms of the constantN(m̄). Now that we
know this constant we can fix the scalar product completely, that is, we have:(6(m),6(m󸀠))p = $m11,m󸀠11

$m12,m󸀠12
$m22,m󸀠22

([r]q!)
2 [r + 1]q! [r – r1]q! [r1]q!× [r –m12]q! [r –m22 + 1]q!

[m12 – r1]q! [m11 –m22]q! [m12 + 1]q!
×

× [m12 –m11]q! [r1 –m22]q!
[m22]q! [m12 –m22 + 1]q

(6.213)

or in terms of 8(m):(8(m),8(m󸀠)) = 1|N(m)|2 (6(m),6(m󸀠))p =
= $m11,m󸀠11

$m12,m󸀠12
$m22,m󸀠22

× (6.214)× [r –m12]q! [r –m22 + 1]q!
[r + 1]q! [r – r1]q! [r1]q! [m12 –m22 + 1]q

×
× [m12 – r1]q! [m11 –m22]q! [m12 + 1]q! [m22]q!

[r1 –m22]q! [m12 –m11]q!

Further, we complete our program of finding explicit polynomial realizations of the
normalized GWZ states. We set:

6̂(m) ≐ 6(m)√(6(m),6(m))p = (6.215)

= 1
N6(m̄)

(A3(E21))m12–m11 ×× (A3(C̃))r–m12 (A3(E32))r1–m22 (A3(E13))r 1
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N6(m̄) ≐ √(6(m),6(m))p = (6.216)

= [r]q!√ [r + 1]q! [r – r1]q! [r1]q! [r –m12]q!
[m12 – r1]q! [m11 –m22]q! [m12 + 1]q!

×
× √ [r –m22 + 1]q! [m12 –m11]q! [r1 –m22]q!

[m22]q! [m12 –m22 + 1]q

Analogously, we set:

8̂(m) ≐ 8(m)√(8(m),8(m)) = (6.217)

= 1
N8(m̄)

xm11 ym12+m22–r1

Aq(r1 –m11 + 1)
1F0

q (–m22; q
1
4 (m22–m12–2) z

xy
) ×× 2F1

q (m22 –m11, r1 –m12; r1 –m11 + 1; q
1
4 (m12+m22) z

xy
)

N8(m̄) ≐ √(8(m),8(m)) = N6(m̄)/|N(m)| = (6.218)

= √ [r –m12]q! [r –m22 + 1]q! [m12 – r1]q!
[r + 1]q! [r – r1]q! [r1]q!

×
× √ [m11 –m22]q! [m12 + 1]q! [m22]q!

[m12 –m22 + 1]q [r1 –m22]q! [m12 –m11]q!

Finally, we calculate the action of the Chevalley generators on our normalized GWZ
states. We get:

X+1 6̂(m) = √[m12 –m11]q [m11 –m22 + 1]q 6̂(m12,m11+1,m22)

X–1 6̂(m) = √[m12 –m11 + 1]q [m11 –m22]q 6̂(m12,m11–1,m22)

X+2 6̂(m) = a+1 6̂(m12+1,m11,m22) + a+2 6̂(m12,m11,m22+1)

X–2 6̂(m) = a–1 6̂(m12–1,m11,m22) + a–2 6̂(m12,m11,m22–1) (6.219)

H1 6̂(m) = (2m11 –m12 –m22) 6̂(m)

H2 6̂(m) = (2(m12 +m22) –m11 – r – r1) 6̂(m) (6.220)

a+1 = √ [r –m12]q [m12 – r1 + 1]q [m12 + 2]q [m12 –m11 + 1]q
[m12 –m22 + 1]q [m12 –m22 + 2]q
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a+2 = √ [r –m22 + 1]q [r1 –m22]q [m22 + 1]q [m11 –m22]q
[m12 –m22]q [m12 –m22 + 1]q

(6.221)

a–1 = √ [r –m12 + 1]q [m12 – r1]q [m12 + 1]q [m12 –m11]q
[m12 –m22]q [m12 –m22 + 1]q

a–2 = √ [r –m22 + 2]q [r1 –m22 + 1]q [m22]q [m11 –m22 + 1]q
[m12 –m22 + 1]q [m12 –m22 + 2]q

Of course, the action of the Cartan generators (6.220) is the same for normalized and
for unnormalized GWZ states. We note now that in (6.219) we have recovered the
standard transformation rules which until now were written without derivation –
for q = 1 in [65, 315], and for q ̸= 1 in [143]. In fact, since the only restriction on the
transformation rules were the commutation relations of Uq(sl(3)) later it was shown
[47], that this restriction was very weak and one can generalize the above formulae by
replacing the square roots, that is, the powers 1/2, in the matrix elements in (6.219) by
the powers 0 and 1. There is no such freedom in our case. The only freedom we have
is in phase factors, like the one relating 6̂(m) and 8̂(m). Indeed, the transformation
rules for 8̂(m) are the same as (6.219) except for the q... factors which are the same as
in (6.203) and (6.204).

6.4.6 Summation Formulae

In this section we derive summation formulae using formula (6.211) for the constant
N(m̄) and another independent expression forN(m̄). To find the latter we use formulae
(6.130),(6.132), then we recall the polynomial 6(m̄) at z = 0 using (6.158) Next we note
the value of 8(m) at z = 0 (using (6.170)):

(8(m))|z=0 =
xm11ym12+m22–r1

Aq(r1 –m11 + 1)
(6.222)

Now we compare (6.205), (6.158a), and (6.222), and conclude that:

N(m) = N +
(m), r1 ≥ m11 (6.223)

From the latter using (6.158b) and (6.211) we get the following summation formula:

r–m12∑
t=0

∑
u∈ℤ+

(–1)t+u (m12 –m11 + t
u

)
q
×

× q
t
2 (r1–m12–m22)+

u
2 (t+m12–r–1) [r1 –m22 + t]q!

[t]q! [m22 – t]q! [m12 –m22 + 1 + t]q!
×



310 6 Invariant q-Difference Operators Related to GLq(n)

× [r +m11 –m12 –m22 + u]q! [m12 +m22 –m11 – u]q!
[r1 +m11 –m12 –m22 + u]q! [m12 +m22 – r1 – u]q!

=

=
[r +m11 –m12 –m22]q! [r1 –m22]q! [m12 +m22 –m11]q!

[m12 + 1 –m22]q! [m12 +m22 – r1]q! [m22]q!
×

× r–m12∑
t=0

q
t
2 (r1–m12–m22)

Aq(r1 +m11 –m12 –m22 + 1)
(–m22)

q
t (r1 –m22 + 1)

q
t

[t]q! (m12 –m22 + 2)
q
t
×

× 3F2
q (r +m11 –m12 –m22 + 1, r1 –m12 –m22, m11 –m12 – t;

r1 +m11 –m12 –m22 + 1, m11 –m12 –m22; q
1
2 (t+m12–r–1)) =

= (–1)m12+r1 q
1
2(r1+(m11+r–m12)(r1–m12–m22)+m12(m22–1)) ×

× [r + 1]q! [r – r1]q! [r +m11 –m12 –m22]q!
[r + 1 –m22]q! [r –m12]q! [m12 – r1]q!

×
× [r1 –m22]q! [m12 –m11]q!
[m12 + 1]q! [m11 –m22]q! [m22]q!

(6.224)

In order to show better the properties of the above formula, we will rewrite it in
representation independent parameters:

b1 = r1 –m12 +m11 –m22 + 1 , b2 = m11 –m12 –m22

m1 = m12 – r1 , m2 = m22 , N = r –m12 (6.225)

Now we rewrite (6.224) in the new variables using also the q-Pochhammer symbol:

1
Aq(b1)

N∑
t=0

q–
t
2 (m1+m2) (–m2)

q
t (b1 – b2 –m2)

q
t

(b1 – b2 +m1 –m2 + 1)
q
t (1)

q
t
×× 3F2

q(–(m1 +m2), b1 +m1 + N, b2 +m2 – t; b1, b2; q
1
2 (t–N–1)) =

= (–1)m1+m2 q–
1
2 ( m1(m1+b1+N)+m2(m2+b2+N)+m1m2) ×× (b1 – b2 +m1 + 1)

q
N (m1 + 1)

q
N

(b1 – b2 +m1 –m2 + 1)
q
N (1)qN

(1)qm1+m2

[b1 +m1 – 1]q! (b2)
q
m2

(6.226)

For the better comparison with the literature on q-summation formulae we rewrite our
formula using notation from Gasper–Rahman [311]. We shall use the definition (1.2.15)
for the q-shifted factorial:
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(a; q)n =
{{{1, n = 0
(1 – a)(1 – aq) . . . (1 – aqn–1), n = 1, 2, . . . (6.227)

and (1.2.22) for the basic hypergeometric series:

r6s (a1, . . . , ar; b1, . . . , bs; q , z) = (6.228)

=
∞∑
n=0

(a1; q)n . . . (ar; q)n
(q; q)n (b1; q)n . . . (bs; q)n [(–1)n q(n2)]1+s–r zn

For completeness we mention also the relation between our q-Pochhammer symbol
and the notation of [311]:

(a)qn = (–+)–nq–(n–1)n/4q–na/2(qa; q)n , + ≡ q1/2 – q–1/2 (6.229)

Now our summation formula (6.224) or (6.226) can be rewritten as (when b1 > 0):

N∑
t=0

qt (q–m2 ; q)t (qb1–b2–m2 ; q)t
(qb1–b2+m1–m2+1; q)t (q; q)t

×× 362(q
–(m1+m2), qb1+m1+N , qb2+m2–t; qb1 , qb2 ; q; qt–N) =

= (–1)m1+m2 q–
1
2 (m1+m2)(m1+m2+1+2N) ×× (qb1–b2+m1+1; q)N (qm1+1; q)N

(qb1–b2+m1–m2+1; q)N (q; q)N

(q; q)m1+m2

(qb1 ; q)m1 (q
b2 ; q)m2

(6.230)

This new summation formula seems unknown also for the classical case q = 1. Partial
cases can be found in the literature. For instance, the case N = 0; that is, m12 = r,
reduces to a q-Karlsson–Minton formula (cf. (1.9.8) of [311]):

362(q
–(m1+m2), qb1+m1 , qb2+m2 ; qb1 , qb2 ; q; 1) = (6.231)

= (–1)m1+m2 q–
1
2 ( m1+m2)(m1+m2+1)

(q; q)m1+m2

(qb1 ; q)m1 (q
b2 ; q)m2

.

It corresponds to a 0-balanced 362 [311].

6.4.7 Weight Pyramid of the SU(3) UIRs

6.4.7.1 Geometrical Construction of the Weight Pyramid
First let us recall some well-known facts about the UIRs of SU(3) which hold also
for the (anti)holomorphic representations of SL(3), also for the Lie algebras and
quantum groups. Fix such a representation, that is, the non-negative integers r1, r2,
so that we have a representation of dimension dr1+1,r2+1. It is customary to depict



312 6 Invariant q-Difference Operators Related to GLq(n)

the weight lattice of every such irrep in the (Iz ,Y) plane. We recall that the nota-
tion comes from the popular application in which Iz is the third component of
isospin, and Y is the hypercharge. The points of the weight diagram form a hexagon,
the sides of the hexagon containing alternatively r1 + 1, r2 + 1 points. (Thus, the
hexagon degenerates into a triangle if r1r2 = 0.) Each point of the weight dia-
gram represents all states with the same weight and differing only by the values
of isospin I, for which the corresponding Iz is admissible. It is also customary to
connect all points with the same multiplicity. Then the resulting figure consists of
nested hexagons if r1r2 ̸= 0, the most outward one containing the states with mul-
tiplicity one, the next inwards – the states with multiplicity two, and so on. When
r1r2 = 0 the resulting figure consists of nested triangles; moreover, each weight
has multiplicity one and that is why such representations are called flat representa-
tions.

Now for our purposes we shall replace this customary weight diagram with a
hexagonal pyramid (when r1r2 ̸= 0) in the following way. We consider now a three-
dimensional picture adding also the direction perpendicular to the (Iz ,Y) plane. The
points in that plane have coordinates, say (iz, y, 0). Next we replace each point of the
weight lattice of multiplicity m and coordinate (iz, y, 0) by m equally spaced points in
direction perpendicular to the (Iz ,Y) plane which points have coordinates: (iz, y, k),
k = 0, 1, . . . ,m – 1. We consider now each point of the so formed pyramid as one state;
that is, each point has also fixed value of isospin I and there is no multiplicity. From
the algebraic formulae given in next section we shall see that for fixed (Iz,Y) the value
of isospin I diminishes as k increases.

Thus, we obtain a pyramid of height r0 ≡min(r1, r2).
Consider now the states with coordinates (iz, y, k) for a fixed k. We shall say

that these states form a layer. We note now that by construction each such layer
is actually a weight diagram in the Iz and Y axis and has the form of a hexagon.
Moreover, this hexagon has exactly the form of a standard SU(3) weight diagram –
the difference is that we put only one GWZ state at each site. Of course, it is import-
ant how we distribute the states with the same weight and this is what we explain
next.

Let us agree, in order to save space, to omit the first row of the standard SU(3) GWZ
pattern (m) since we shall work with fixed representation parameters r1, r2 . Namely,
we set:

[m12 m22
m11

] ≡ ( r r1 0
m12 m22

m11

) (6.232)

We place the GWZ states on our pyramid in the following manner. The bottom, or
zeroth, layer contains both the lowest-weight state and the highest-weight state of our
representation. Overall it contains the following states:
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[ r r1
r1
] [ r r1

r1+1
] . . . [ r r1

r ]. . .[ r 1
1 ] [ r 1

2 ] . . . [ r 1
r ][ r 0

0 ] [ r 0
1 ] . . . [ r 0

r ]. . .[ r1+1 0
0 ] [ r1+1 0

1 ] . . . [ r1+1 0
r1+1

]
[ r1 0

0 ] [ r1 0
1 ] . . . [ r1 0

r1
] (6.233)

The lowest-weight state [ r1 0
0 ] is in the bottom-left corner, the highest-weight state[ r r1

r ] is in the top-right corner, of this hexagon. (Of course, these states and the oth-
ers on the edges of this initial hexagon are with no multiplicity, so their placement
is more or less standard.) Analogously, we put the following states on the k-th layer,
k ≤ r1, r2: [ r–k r1

r1
] [ r–k r1

r1+1
] . . . [ r–k r1

r–k ]. . .[ r–k k+1
k+1 ] [ r–k k+1

k+2 ] . . . [ r–k k+1
r–k ]

[ r–k k
k ] [ r–k k

k+1 ] . . . [ r–k k
r–k ]. . .[ r1+1 k

k ] [ r1+1 k
k+1 ] . . . [ r1+1 k

r1+1
]

[ r1 k
k ] [ r1 k

k+1 ] . . . [ r1 k
r1
] (6.234)

(Note that k = 0 represents the bottom layer.) Clearly, there are r1 – k + 1 states on the
bottom row of the above hexagon, r1 – k + 2 states on the next row, and so on, and
r – 2k + 1 states on the middle (longest) row, then the number of states decreases by
one, the top row having r – k – r1 + 1 = r2 – k + 1 states. If we sum these we obtain that
the number of states in the k-th layer presented in (6.234) is:

Nk
r1,r2 =

1
2 (r + 1)(r + 2) + r1r2 + 3k

2 – 3k(r + 1) (6.235)

From this it is easy to see that the number of states on the first k layers is:

k–1∑
s=0

Ns
r1,r2 =

k
2
(r2 + 6r + 2r1r2 + 2k2 – 3k(r + 2)) (6.236)
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We make now the observation that the latter number is equal to the difference of two
SU(3) dimensions:

k–1∑
s=0

Ns
r1,r2 = dr1+1,r2+1 – dr1+1–k,r2+1–k (6.237)

that is, the dimension of the irrep we are considering minus the dimension of an irrep
with each representation parameter ri decreased by k. This seems natural since the
latter representation has a weight pyramid with bottom layer the (k + 1)-th layer of our
pyramid.

6.4.7.2 Algebraic Description of the Weight Pyramid
Now we explain the placement of the GWZ states on our pyramid. This is related to
a procedure to obtain all GWZ states starting from the lowest weight state. (A similar
procedure starting from the highest-weight state was used in the previous section.) To
derive the necessary for the procedure relations between the GWZ states, up to normal-
ization constants, it is enough to use only the fact that the GWZ states are eigenvectors
of the operators ̂Iz, Ŷ, ̂I2. Note that ̂I2 is the Casimir of the Uq(sl(2)) quantum subgroup
generated by X±1 ,H1 . We recall the relation of these eigenvalues to the parameters of
the GWZ pattern:

[m12 m22
m11

] = [ I + 1
2Y + 1

3 (r + r1) – I + 1
2Y + 1

3 (r + r1)
Iz + 1

2Y + 1
3 (r + r1)

] (6.238)

with Iz, Y, I denoting the eigenvalues of the corresponding operators.
Before giving the explicit formulae we mention some general facts: The states on

a fixed row of a fixed layer (6.234) are states with the same value of Y and I, while Iz
varies between –I and I. On a fixed layer the value of Y increases by 1 from the bottom
to the top row. The states which have the same weight and differ only by the value of I
are one above the other in the pyramid, the value I decreasing from the bottom up.

First, we describe the states on a fixed layer (hexagon), say, the k-th one.
Starting from the state in low-left corner of the hexagon, that is, [ r1 k

k ], we first
obtain the states on the south-west edge of the hexagon:

(X+2 )
s [ r1 k

k
] = N2(s, k) [ r1 + s k

k
] , s = 0, 1, . . . r2 – k,

N2(s, k) = ( [s]q! [r1 + 1 + s]q! [r2]q! [r1 + 1 – k]q![r1 + 1]q! [r2 – s]q! [r1 + 1 – k + s]q!
)1/2 (6.239)

Nowwe prove the following lemmawhich is ourmain technical tool for the procedure.
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Lemma: Let 8 be an eigenstate of ̂I2, ̂Iz and ' with eigenvalues ,(, + 1), –, and *,
respectively, and let

8+ = Ĉ 8

where Ĉ is the following operator:

Ĉ ≡ X+3 [H1]q + X+2 X
+
1 q

H1
2 =

= X+1 X
+
2 [H1]q + X+2 X

+
1 [1 – H1]q (6.240)

Then either8+ = 0 or8+ is an eigenstate of ̂I2, ̂Iz and ' with eigenvalues (,– 1
2 )(,+

1
2 ),

–, + 1
2 and * + 1, respectively. In terms of GWZ pattern: if 8 ↔ [m12 k

k ] then 8+ ↔[m12 k+1
k+1 ] unless k = r1.
The proof is given in [245]. ◊

Using the above lemma we obtain the states on the north-west edge of the hexagon:

Ĉt(X+2 )
r2–k [ r1 k

k
] = N2(r2 – k, k) Ĉ

t [ r – k k
k

] = (6.241)

= N2(r2 – k, k) N3(t) [ r – k k + t
k + t

] , t = 0, 1, . . . r1 – k,
N3(t) = ( [r – k + 1]q! [r – 2k + 1]q! [r1 – k]q! [k + t]q!

[r – k + 1 – t]q! [r – 2k + 1 – t]q! [r1 – k – t]q! [k]q!
)1/2

Now all other states of the k-th layer are obtained by the action of the operator X+1 to
the states on the edges (6.239),(6.241):

(X+1 )
u(X+2 )

s [ r1 k
k
] = N2(s, k)(X

+
1 )

u [ r1 + s k
k

] =
= N1(u, s, k) N2(s, k) [ r1 + s k

k + u
] , (6.242a)

s = 0, 1, . . . r2 – k, u = 0, 1, . . . r1 – k + s
N1(u, s, k) = ( [r1 + s – k]q![u]q![r1 + s – k – u]q!

)1/2
(X+1 )

uĈt(X+2 )
r2–k [ r1 k

k
] = (6.242b)

N2(r2 – k, k) N3(t)(X
+
1 )

u [ r – k k + t
k + t

] =
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= N 󸀠
1 (u) N2(r2 – k, k) N3(t) [ r – k k + t

k + t + u
] ,

t = 0, 1, . . . r1 – k, u = 0, 1, . . . r – 2k – t,
N 󸀠

1 (u) = ( [r – 2k – t]q![u]q![r – 2k – t – u]q!
)1/2

Finally we explain how to obtain the lower-left-corner states [ r1 k
k ] starting from the

lowest-weight state [ r1 0
0 ] . This is achieved by using again the lemma above:

Ĉk [ r1 0
0
] = N 󸀠

3 (k, r) [ r1 k
k
] , k = 0, 1, . . . , r0 = min(r1, r2)

N 󸀠
3 (k, r) = ( [r + 1]q! [r1 + 1]q! [r1]q! [k]q!

[r + 1 – k]q! [r1 + 1 – k]q! [r1 – k]q!
)1/2 (6.243)

For further use we note that relation (6.243) may be rewritten in two alternative ways:

N 󸀠
3 (k, r) [ r1 k

k
] = k∏

s=1
Ĉs [ r1 0

0
] = (6.244a)

=
k∑
j=0

(–1)k–j q
j
2 (j–r1–1) (k

j
)
q

[r1 – j]q!
[r1 – k]q!

×
× (X+2 )j(X+3 )k–j(X+1 )j [ r1 0

0
] (6.244b)

Ĉs ≡ X+3 [s – 1 – r1]q + X
+
2 X

+
1 q

1
2 (s–1–r1) =

= X+1 X
+
2 [s – 1 – r1]q + X

+
2 X

+
1 [r1 – s + 2]q

The proof of (6.244) is given in [245]. ◊
We should mention that similar formulae to (6.239) and (6.242a) for the relation
between GWZ states may be found the literature (cf., e. g., [47, 65, 143]). However, at
the time we could not find in the literature formulae involving the operator Ĉ.

In this subsection we have not specified any realization of Uq(sl(3)). If we want to
have the GWZ states realized as polynomials then we first identify the lowest-weight
state [ r1 0

0 ] with the function 1 and then use the representation (6.112).
Finally we note the similarity of formula (6.244b) with the formula giving the sin-

gular vector in (2.37) for A2. It is this similarity that will be exploited in the next section
in order to prove the explicit realization of the irregular irreps in terms of GWZ states.

6.4.8 The Irregular Irreps in Terms of GWZ States

In the present section we combine the results of the previous sections to derive our
main result. We set q = e20i/N , so that [x]q = sin(0x/N)/ sin(0/N). We consider the
irregular representations characterized by (2.179), and we restrict the representation
parameters ri = mi – 1 as needed in the current situation:
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1 < r1 + 1, r2 + 1 < N < r1 + r2 + 2 = r + 2 < 2N (6.245)

With this the relevant singular vectors are (cf. (2.39) and (2.61) for A2):

vi = (X+i )
ri+1v0, i = 1, 2, (6.246)

vm̄s = Pm̄(X+1 ,X
+
2 ,X

+
3 )v0 ,

Pm̄ =
m̄∑
j=0

(–1)m̄–m̄1 q
j
2 (j–r1–1) ( m̄

j
)
q

[r1 + 1 – m̄]q!
[r1 + 1 – j]q!

××(X+2 )j(X+3 )m̄–j(X+1 )j ,
m̄ = r + 2 – N .

As we know to obtain an irreducible representations we have to factor out the Verma
submodule built on these singular vectors, or, in a function space realization of the
lowest-weight representations, impose corresponding vanishing conditions using the
corresponding invariant differential operators. In the GWZ basis the lowest-weight
vector is [ r1 0

0 ], while the vanishing conditions following from above are:

(X+i )
ri+1 [ r1 0

0
] = 0 (6.247)

Pm̄(X+1 ,X
+
2 ,X

+
3 ) [ r1 0

0
] = 0 (6.248)

Actually, the restrictions from (6.247) are valid in the GWZ basis by construction, e. g.,
from (6.239) one would obtain:

(X+2 )
r2+1 [ r1 0

0
] = N2(s, 0)|s=r2+1 [ r + 1 0

0
] = (6.249)

= N2(s, 0)|s=r2+1 ( r r1 0
r + 1 0

0
) = 0

since the latter is an impossible GWZ state (the betweenness constraint (6.155) is viol-
ated), and N2(s, 0)|s=r2+1 ∼ (Aq(r2 + 1 – s))–1 |s=r2+1 = 0. Analogously from (6.242a) one
would obtain:

(X+1 )
r1+1 [ r1 0

0
] = N1(u, 0, 0)|u=r1+1 [ r1 0

r1 + 1
] = (6.250)

= N1(u, 0, 0)|u=r1+1 ( r r1 0
r1 0
r1 + 1

) = 0
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again the latter is an impossible GWZ state, and N1(u, 0, 0)|u=r1+1 ∼ ∼ (Aq(r1+
1 – u))–1|u=r1+1 = 0.

Thus the only new condition is (6.248). Indeed, it means that the lower-left-corner
state [ r1 m̄

m̄ ] on the m̄-th layer of our pyramid decouples from the irrep. This is clear
from (6.244b) since the expression giving [ r1 m̄

m̄ ] is just Pm̄(X+1 ,X
+
2 ,X

+
3 ). The decoup-

ling of this state follows also from the explicit normalization factor in (6.243) with
k = m and r = N + m̄ – 2 since:

N 󸀠
3 (m̄,N + m̄ – 2) = 0 (6.251)

which follows from:

[r + 1]q!
[r + 1 – k]q!

| r=N+m̄–2
k=m̄

=
[N + m̄ – 1]q!
[N – 1]q!

=

= [N + m̄ – 1]q [N + m̄ – 2]q . . . [N]q = 0

since [N]q = sin(0N/N)/ sin(0/N) = 0 when q = e20i/N .
The decoupling of the state [ r1 m̄

m̄ ] implies the decoupling of the lower-left-corner
states on the higher layers, that is, the states [ r1 k

k ]with k > m̄. This follows by noting
that because of the factorization formula (6.244b) can be written also as:

N 󸀠󸀠
3 (k, m̄) [ r1 k

k
] = k∏

s=m̄+1
Ĉs [ r1 m̄

m̄
] (6.252)

N 󸀠󸀠
3 (k, m̄) = ( [k]q! [r + 1 – m̄]q! [r1 + 1 – m̄]q! [r1 – m̄]q!

[m̄]q! [r + 1 – k]q! [r1 + 1 – k]q! [r1 – k]q!
)1/2

k = m̄ + 1, . . . , r0 = min(r1, r2)

that is, these states are descendants of [ r1 m̄
m̄ ]. For consistency we note also that:

N 󸀠
3 (k,N + m̄ – 2)

{{{ ̸= 0 for k < m̄
0 for k ≥ m̄ (6.253)

Clearly, together with the lower-left-corner states decouple also the states on their lay-
ers; that is, all states on layers k = m̄, m̄ + 1, . . . , r0. Thus, we are left with the states on
the first m̄ layers. Their number is given by (6.236) and (6.237), with k = m̄.

Thus, we have obtained the explicit description of the irregular representa-
tions of Uq(sl(3)) in terms of the GWZ basis. These are the states displayed in (6.234)
for k = 0, 1, . . . , m̄ – 1 = r + 1 – N.

We note that in the case when m̄ = 1; that is, N = r + 1, the irregular irrep is flat.
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Finally, we discuss the representation action of Uq(sl(3)) in our irregular irreps.
First we stress that when we consider unnormalized GWZ states the Uq(sl(3)) action is
given straightforwardly as action on a truncated Verma module basis and there is no
need even to display it explicitly. A littlemore care is neededwhenwe consider the nor-
malized GWZ basis. First we recall the standard action of Uq(sl(3)) on the normalized
GWZ basis [47, 65], when q is not a nontrivial root of 1:

H1 [m12 m22
m11

] = (2m11 –m12 –m22) [m12 m22
m11

] (6.254a)

X+1 [m12 m22
m11

] = ([m12 –m11]q). ([m11 –m22 + 1]q). 󸀠 ×× [m12 m22
m11 + 1

] (6.254b)

X–1 [m12 m22
m11

] = ([m12 –m11 + 1]q)1–. ([m11 –m22]q)1–. 󸀠 ×× [m12 m22
m11 – 1

] (6.254c)

H2 [m12 m22
m11

] = (2(m12 +m22) –m11 – r – r1) ×× [m12 m22
m11

] (6.254d)

X+2 [m12 m22
m11

] = a+1 [m12 + 1 m22
m11

] +

+ a+2 [m12 m22 + 1
m11

] (6.254e)

X–2 [m12 m22
m11

] = a–1 [m12 – 1 m22
m11

] +

+ a–2 [m12 m22 – 1
m11

] (6.254f)

a+1 =
([r –m12]q)'1 ([m12 – r1 + 1]q)'2

[m12 –m22 + 1]
1/2
q

×
× ([m12 + 2]q)'3 ([m12 –m11 + 1]q)1–.

[m12 –m22 + 2]
1/2
q

,

a+2 =
([r –m22 + 1]q)&1 ([r1 –m22]q)&2

[m12 –m22]
1/2
q

×
× ([m22 + 1]q)&3 ([m11 –m22]q)1–. 󸀠

[m12 –m22 + 1]
1/2
q

,
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a–1 =
([r –m12 + 1]q)1–'1 ([m12 – r1]q)1–'2

[m12 –m22]
1/2
q

×
× ([m12 + 1]q)1–'3 ([m12 –m11]q).

[m12 –m22 + 1]
1/2
q

,

a–2 =
([r –m22 + 2]q)1–&1 ([r1 –m22 + 1]q)1–&2

[m12 –m22 + 1]
1/2
q

×
× ([m22]q)1–&3 ([m11 –m22 + 1]q). 󸀠

[m12 –m22 + 2]
1/2
q

, (6.255)

where the parameters . , . 󸀠, '1, '2, '3, &1, &2, &3 (introduced in [47]) take independently
the values 0, 12 , 1, the value

1
2 for all of them being the classical choice. Note, however,

that some of the nonclassical choices have to be excluded if we want that the coef-
ficients would automatically become zero for impossible GWZ states. Thus, there are
the following exclusions: . ̸= 0, . 󸀠 ̸= 1, '1 ̸= 0, '2 ̸= 1, &2 ̸= 0, &3 ̸= 1. Note that partial
cases of (6.254) were actually used in the algebraic description of the pyramid above
(with all extra parameters equal to 1

2 ). Note also that for the unnormalized GWZ basis
(6.254) would also hold, however, the coefficients a±i would be different; in particular,
they will not contain any denominators.

For our purposes below we comment the action of the generators in relation to
our pyramid structure (still in the generic q case). The action of the generators X±1 is
confined on fixed rows, which is expected since these rows form irreps of the Uq(sl(2))
quantum subgroup generated by X±1 ,H1 . The action of the generators X±2 is more inter-
esting. Consider the k-th layer. Then under the action the operator X+2 the states on the
middle row (starting on the left with [ r–k k

k ] ) and the rows above it are mapped into
a state on the same layer (cf. the second term in (6.254e)) and a state on the layer k – 1
(cf. the first term in (6.254e)), while the states below the middle row are mapped into
a state on the same layer (cf. the first term in (6.254e)) and a state on the layer k + 1
(cf. the second term in (6.254e)). Analogously, under the action the operator X–2 the
states on the middle row and the rows below it are mapped into a state on the same
layer (cf. the first term in (6.254f)) and a state on the layer k – 1 (cf. the second term in
(6.254f)), while the states above the middle row are mapped into a state on the same
layer (cf. the second term in (6.254f)) and a state on the layer k + 1 (cf. the first term in
(6.254f)). Certainly, in all cases the two resulting states are one above the other since
they have the sameweights (eigenvalues ofHi). Note also that in some cases one of the
two resulting states may miss when the initial state is on some of the sides or edges of
the pyramid.

When q is a root of unity, as specified in the beginning of this section, there are two
possible problems when using formulae (6.254). The first problem is that the action of
the generators X±2 is mixing in general neighbouring layers and thus we have to ensure
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that formulae (6.254) will respect our factorization of the upper layers of the pyramid
(which is so by construction if we use unnormalized GWZ states). This problem was
cleared in [245].

The second possible problem, which is not specific for our approach and which
was discussed in [4], is that there may arise zeros in the denominators of the coeffi-
cients (6.255). This necessitates modifications of (6.254) which were partially given in
[4], and then in [245] where we also have checked that these modified formulae do
not contradict our factorization. The modifications in (6.254) are as follows. First, we
make the choice:

. = 1, . 󸀠 = 0, '1 = 1, &3 = 0 (6.256)

and then we set all remaining parameters equal to their classical value 1
2 . Thus we

have instead of (6.254b,c) and (6.255):

X+1 [m12 m22
m11

] = [m12 –m11]q [m12 m22
m11 + 1

] (6.254b󸀠)

X–1 [m12 m22
m11

] = [m11 –m22]q [m12 m22
m11 – 1

] (6.254c󸀠)

a+1 = [r –m12]q ( [m12 – r1 + 1]q [m12 + 2]q
[m12 –m22 + 1]q [m12 –m22 + 2]q

)1/2 (6.255󸀠)

a+2 = [m11 –m22]q ( [r –m22 + 1]q [r1 –m22]q
[m12 –m22]q [m12 –m22 + 1]q

)1/2
a–1 = [m12 –m11]q ( [m12 – r1]q [m12 + 1]q

[m12 –m22]q [m12 –m22 + 1]q
)1/2

a–2 = [m22]q ( [r –m22 + 2]q [r1 –m22 + 1]q
[m12 –m22 + 1]q [m12 –m22 + 2]q

)1/2
6.5 The Case of Uq(sl(4))

6.5.1 Elementary Representations

In this section following [216, 217] we consider in more detail the case n = 4. It is
convenient (also for the comparison with the q = 1 case) to make the following change
of variables:

Y31 = Ỹ31 – qỸ21Ỹ32 , Y41 = Ỹ41 – qỸ21Ỹ42 ,
Y21 = –qỸ21 , Y43 = qỸ43 ,
Yij = Ỹ ij , for (ij) = (32), (42) . (6.257)
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Using (6.51) we have:

YiℓYij = q1–2$ℓ2YijYiℓ , 4 ≥ i > ℓ > j ≥ 1 , (6.258a)

YkjYij = q1–2$i2YijYkj , 4 ≥ k > i > j ≥ 1 , (6.258b)
Y41Y32 = Y32Y41 + +Y31Y42 , (6.258c)
Y4iYj1 = Yj1Y4i , (ij) = (23), (32) , (6.258d)

YkiYij = q1–2$i3YijYki – (–1)
$i3+Ykj , 4 ≥ k > i > j ≥ 1 (6.258e)

(each of (6.258a,b,e) has four cases). Note that (6.51g,h,i) holds also for Yjℓ
replacing Ỹ jℓ.

Note that for q a phase (|q| = 1) the q-coset in the Y coordinates is invariant under
the anti-linear anti-involution 9 acting as 9̃ (cf. (6.52)) with n = 4:

9(Yjℓ) = Y5–ℓ,5–j. (6.259)

Thus it can be considered as a q-coset of the conformal quantum group SUq(2, 2).
The reduced functions for the U action are (cf. (6.50)):

>̃(Ȳ, D̄) = ∑
i,j,k,ℓ,m,n∈ℤ+

,ijkℓmn>̃ijkℓmn (6.260a)

>̃ijkℓmn = (Y21)
i(Y31)

j(Y32)
k(Y41)

ℓ(Y42)
m(Y43)

n ××(D1)
r1 (D2)

r2 (D3)
r3 (6.260b)

Now the action of Uq(sl(4)) on (6.260) is given explicitly by:

0̂ ̄r(k1)>̃ijkℓmn = qi+(j–k+ℓ–m–r1)/2>̃ijkℓmn , (6.261)

0̂ ̄r(k2)>̃ijkℓmn = qk+(–i+j+m–n–r2)/2>̃ijkℓmn ,

0̂ ̄r(k3)>̃ijkℓmn = qn+(–j–k+ℓ+m–r3)/2 >̃ijkℓmn , (6.262)

0̂ ̄r(X
+
1 )>̃ijkℓmn = q–1+(–j+k–ℓ+m)/2[r1 – i]q>̃i+1,jkℓmn +

+qi–r1–1+(j–k–ℓ+m)/2[k]q>̃i,j+1,k–1,ℓmn +

+qi–r1–1+(j–k+ℓ–m)/2[m]q>̃ijk,ℓ+1,m–1,n ,

0̂ ̄r(X
+
2 )>̃ijkℓmn = qr2–k+(i–j–m+n)/2[i]q>̃i–1,j+1,kℓmn +

+q(i–j+m–n)/2[j – i + k +m – n – r2]q>̃ij,k+1,ℓmn +

+q–r2+(–i+j+k+3m–3n)/2[ℓ]q>̃i,j+1,k,ℓ–1,m+1,n +

+qk–r2+(–i+j+m–n)/2[n]q>̃ijkℓ,m+1,n–1 ,
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0̂ ̄r(X
+
3 )>̃ijkℓmn = –qr3–1–n+(j+k–ℓ–m)/2[j]q>̃i,j–1,k,ℓ+1,mn –

–qr3–1–n+(3j+k–3ℓ–m)/2[k]q>̃ij,k–1,ℓ,m+1,n +

+q–1+(–j–k+ℓ+m)/2[n – r3]q>̃ijkℓm,n+1 , (6.263)

0̂ ̄r(X
–
1 )>̃ijkℓmn = q1+(–j+k–ℓ+m)/2[i]q>̃i–1,jkℓmn +

+qi+2+(–j+k–ℓ+m)/2[j]q>̃i,j–1,k+1,ℓmn +

+qi+2+(j–k–ℓ+m)/2[ℓ]q>̃ijk,ℓ–1,m+1,n ,

0̂ ̄r(X
–
2 )>̃ijkℓmn = –q(–i+j–m+n)/2[k]q>̃ij,k–1,ℓmn ,

0̂ ̄r(X
–
3 )>̃ijkℓmn = –q–n+(–j–3k+ℓ+3m)/2[ℓ]q>̃i,j+1,k,ℓ–1,mn –

–q–n+(–j–k+ℓ+m)/2[m]q>̃ij,k+1,ℓ,m–1,n –

–q1+(–j–k+ℓ+m)/2[n]q>̃ijkℓm,n–1. (6.264)

It is easy to check that 0̂ ̄r(ki), 0̂ ̄r(X±i ) satisfy (6.10).
From (6.263) and (6.264) one can easily write down the explicit action of the non-

simple root generators. These are defined as follows [198, 360]:

X±ab = ±q∓1/2(q1/2X±aX±b – q–1/2X±bX±a ) , (ab) = (12), (23),

X±13 = ±q∓1/2(q1/2X±1 X±23 – q–1/2X±23X±1 ) =
= ±q∓1/2(q1/2X±12X±3 – q–1/2X±3 X±12). (6.265)

We give only the negative roots action, since these formulae will be used below:

0̂ ̄r(X
–
12)>̃ijkℓmn = –q(i–k–ℓ+n+3)/2[j]q>̃i,j–1,kℓmn +

+ qj+(i–k–ℓ+n+5)/2+ [k]q[ℓ]q>̃ij,k–1,ℓ–1,m+1,n

0̂ ̄r(X
–
23)>̃ijkℓmn = –q(–i+k+ℓ–n+3)/2[m]q>̃ijkℓ,m–1,n ,

0̂ ̄r(X
–
13)>̃ijkℓmn = –q3+(i+j–m–n)/2[ℓ]q>̃ijk,ℓ–1,mn. (6.266)

Further we consider the restricted functions (cf. (6.59)):

>̂(Ȳ) = ∑
i,j,k,ℓ,m,n∈ℤ+

,ijkℓmn>̂ijkℓmn , (6.267)

>̂ijkℓmn = (Y21)
i(Y31)

j(Y32)
k(Y41)

ℓ(Y42)
m (Y43)

n.

As a consequence of the intertwining property (6.60), we obtain that >̂ijkℓmn obey the
same transformation rules (6.261), (6.263), (6.264), and (6.266), as >̃ijkℓmn.

Recall that we consider the representations 0̂ ̄r for arbitrary complex ri and we
expect as in the q = 1 case (cf. Section I.4.) that whenever some mi = ri + 1 or
mij = mi + ⋅ ⋅ ⋅ + mj (i < j) is a positive integer the representations are reducible and
there exist invariant subspaces. We give now two simple examples.
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Letm1 = r1 + 1 ∈ ℕ. Then it is clear that functions >̃ with ,ijkℓmn = 0 if i ≥ m1 form
an invariant subspace since:

0̂ ̄r(X
+
1 )>̃r1,jkℓmn = q(j+m–ℓ–2–k)/2[k]q>̃r1,j+1,k–1,ℓmn +

+q(j+ℓ–k–2–m)/2[m]q>̃r1,jk,ℓ+1,m–1,n (6.268)

and all other operators in (6.261), (6.263) and (6.264) either preserve or lower the
index i. The same is true for the functions >̂. In particular, for r1 = 0 the functions
in the invariant subspace do not depend on the variable Y21.

Analogously if m3 = r3 + 1 ∈ ℕ the functions >̃ with ,ijkℓmn = 0 if n ≥ m3 form an
invariant subspace since:

0̂ ̄r(X
+
3 )>̃ijkℓm,r3 = – q(k+j+m–ℓ–2)/2[j]q>̃i,j–1,k,ℓ+1,m,r3 –

–q(k+3j+m–3ℓ–2)/2[m]q>̃ij,k–1,ℓ,m+1,r3 , (6.269)

and all other operators in (6.261), (6.263) and (6.264) either preserve or lower the index
n, the same holding for the functions >̂. In particular, for r3 = 0 the functions in the
invariant subspace do not depend on the variable Y43.

It is an useful exercise to rewrite the transformation rules (6.261), (6.263), (6.264),
and (6.266) for the functions >̂ using the operators (6.61), (6.62), and (6.85).

6.5.2 Intertwining Operators

The general prescription for finding the intertwining operators was already discussed
in detail. In order to apply this procedure here we need the explicit action of 0R(X–i )
on our functions. First we have to calculate the action on the new basis Yjℓ. We have
instead of (6.67b):

0R(X–i )(Yjℓ)
n = (–1)$i1$iℓ$i+1,jqn–1/2[n]q(Yi+1,i)n–1Di+1D

–2
i Di–1, i = 1, 3

0R(X–2 )(Yjℓ)
n = q–$ℓ1–$j4q(n–2)(ℓ–1)+1/2[n]qY2ℓ(Yjℓ)

n–1Yj3D3D
–2
2 D1

(6.270)

where we again use D4 = D0 = Yjj = 1A , Yjℓ = 0 for j < ℓ.
Using (6.270) and (6.67a) we obtain:

0R(X–1 )>̃
r1,r2,r3
ijkℓmn = – qi+j–k+ℓ–m+(r1–1)/2 [i]q>̃

r1–2,r2+1,r3
i–1,jkℓmn +

+q(r1–1)/2 [r1]q>̃
r1,r2,r3
ijkℓmn Z12 , (6.271a)
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0R(X–2 )>̃
r1,r2,r3
ijkℓmn = q2k+m–n+(r2–1)/2 [j]q>̃

r1+1,r2–2,r3+1
i+1,j–1,kℓmn +

+qk+m–n+(r2–3)/2 [k]q>̃
r1+1,r2–2,r3+1
ij,k–1,ℓmn +

+ qk–j+2m–n+(r2–3)/2 [ℓ]q>̃r1+1,r2–2,r3+1
i+1,jk,ℓ–1,m,n+1 +

+ qm–n+(r2–5)/2 [m]q>̃
r1+1,r2–2,r3+1
ijkℓ,m–1,n+1 –

–q2m–n+(r2–3)/2+[k]q[ℓ]q>̃r1+1,r2–2,r3+1
i,j+1,k–1,ℓ–1,m,n+1 +

+ q(r2–1)/2 [r2]q>̃
r1,r2,r3
ijkℓmn Z23 , (6.271b)

0R(X–3 )>̃
r1,r2,r3
ijkℓmn = qn+(r3–1)/2 [n]q>̃

r1,r2+1,r3–2
ijkℓm,n–1 +

+ q(r3–1)/2 [r3]q>̃
r1,r2,r3
ijkℓmn Z34 , (6.271c)

where we have labelled the functions also with the representation parameters rs. As in
the classical case [197] the right action is taking out from the representation space C ̄r,
and while some of the terms are functions from other representation spaces (depend-
ing on which X–s is acting), there are terms involving the Zjℓ variables which do not
belong to any of our representation spaces. These terms vanish only when the respect-
ive rs is equal to zero, and in these cases (6.271) describe three different intertwining
operators corresponding to the simple roots of the root system of sl(4). If rs ∈ ℕ then
the terms with Zjℓ vanish exactly when we take (0R(X–s ))ms [197], [211],ms = rs + 1.

Indeed, we know from the general prescription that if ms ∈ ℕ then there exist an
intertwining operator Ims

s = (0R(X–s ))ms . We have the following intertwining properties
(cf. (6.73)):

Im1
1 ∘ 0m1,m2,m3 = 0–m1,m12,m3 ∘ Im1

1 , m1 ∈ ℕ , (6.272a)

Im2
2 ∘ 0m1,m2,m3 = 0m12,–m2,m23 ∘ Im2

2 , m2 ∈ ℕ , (6.272b)

Im3
3 ∘ 0m1,m2,m3 = 0m1,m23,–m3 ∘ Im3

3 , m3 ∈ ℕ , (6.272c)

where we label the representations with the numbers ms instead of rs = ms – 1 to
simplify the notation. The expressions for two of these operators (up to q... factors)
are:

(0R(X–1 ))
m1 >̃m1,m2,m3

ijkℓmn = (–1)m1
[i]q!

[i –m1]q!
>̃–m1,m12,m3
i–m1,jkℓmn

(6.273)

(0R(X–3 ))
m3 >̃m1,m2,m3

ijkℓmn =
[n]q!

[n –m3]q!
>̃m1,m23,–m3
ijkℓm,n–m3

(6.274)
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It will be convenient to use also the following notation for the coordinates of the coset:

. = Y21 , x = Y31 , u = Y32 , w = Y41 , y = Y42 , ' = Y43. (6.275)

Having in mind the preceding discussion let us introduce the following q-difference
operators (using notation (6.61), (6.62), (6.85), and (6.275)):̂I1 ≡ – q(r1–1)/2D̂ .T. Tx Tw (TuTy)

–1 (6.276a)̂I2 ≡ q(r2–3)/2(qM̂. D̂xT
2
u + D̂uTu +

+M̂. M̂'D̂wT
–1
x Ty Tu + q

–1M̂'D̂y –

–+M̂x M̂'D̂uD̂wTy)TyT–1' (6.276b)̂I3 ≡ q(r3–1)/2D̂'T' (6.276c)

It is not difficult to see that ifms ∈ ℕ we have (cf. (6.76)):̂Ims
s = Ims

s = (0R(X–s ))
ms (6.277)

We go back to the general situation. There are altogether six different operators cor-
responding to the positive roots of Bwhich exist when the respective number from the
set m1,m2,m3,m12,m23,m13 is a positive integer. We have considered the three simple
roots. To obtain the remaining three operators it is enough to substitute in (6.74) the
expressions in the sl(4) case given in (2.37) for the singular vectors corresponding to
the three nonsimple roots !12, !23, !13, realized when m12 ∈ ℕ, m23 ∈ ℕ, m13 ∈ ℕ,
respectively. We shall give explicitly the cases we need in the next chapter.
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Summary
In this chapter we start by using q-conformal invariance to propose a new q-Minkowski space–time
and q-Maxwell equations. We are using an indexless formulation in which the spin properties are
expressed not through Lorentz indices but through polynomial dependence on two conjugate vari-
ables, z, ̄z. The proposed new q-Minkowski coordinates together with z, ̄z can be interpreted as the
six local coordinates of a SUq(2, 2) flag manifold. The new q-Maxwell equations are q-conformal invari-
ant and are the first members of an infinite new hierarchy of q-difference equations parametrized by
an integer n ∈ ℤ+ . We also present a generalized q-Maxwell equations hierarchy indexed by two
integers which includes the initial q-Maxwell equations hierarchy as a subfamily. Another subfamily
of the generalized q-Maxwell equations hierarchy is the potential q-Maxwell equations hierarchy. Yet
another subfamily of the generalized q-Maxwell equations hierarchy is the q-d’Alembert equations
hierarchy with first member the q-d’Alembert equation. The latter hierarchy intersects the initial q-
Maxwell equations hierarchy exactly with the q-Maxwell equations. Further, we present polynomial
solutions and q-plane-wave solutions of the q-d’Alembert equation. Next, we present q-plane-wave
solutions of the potential q-Maxwell hierarchy. Then we present q-plane-wave solutions of the full q-
Maxwell equations. We also consider the q-Weyl gravity equations hierarchy and present q-plane-wave
solutions of the lowest member which is q-deformation of linear conformal gravity. As a small detour
we present a multiparameter deformation of quantum Minkowski space–time. This chapter is based
mainly on [214, 215, 221, 226, 229, 237–240, 247].

7.1 Maxwell Equations Hierarchy

The present section follows mostly [214]. It is well known that Maxwell equations𝜕,F,- = J- (7.1a)𝜕, ∗F,- = 0, (7.1b)

(where ∗F,- ≡ :,-13F13, :,-13 being totally antisymmetric with :0123 = 1), or,
equivalently 𝜕kEk = J0(= 401), 𝜕0Ek – %kℓm𝜕ℓHm = Jk(= –40jk),𝜕kHk = 0 , 𝜕0Hk + %kℓm𝜕ℓEm = 0 , (7.2)

where Ek ≡ Fk0, Hk ≡ (1/2)%kℓmFℓm, can be rewritten in the following manner:𝜕kF±k = J0 , 𝜕0F±k ± i%kℓm𝜕ℓF±m = Jk , (7.3)

where

F±k ≡ Ek ± iHk. (7.4)

DOI 10.1515/9783110427707-007
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Not so well known is the fact that the eight equations in (7.3) can be rewritten as two
conjugate scalar equations in the following way:

I+ F+(z) = J(z, ̄z) , (7.5a)
I– F–( ̄z) = J(z, ̄z) , (7.5b)

where

I+ = ̄z𝜕+ + 𝜕v – 1
2( ̄zz𝜕+ + z𝜕v + ̄z𝜕v̄ + 𝜕–)𝜕z , (7.6a)

I– = z𝜕+ + 𝜕v̄ – 1
2( ̄zz𝜕+ + z𝜕v + ̄z𝜕v̄ + 𝜕–)𝜕 ̄z , (7.6b)

x± ≡ x0 ± x3, v ≡ x1 – ix2, v̄ ≡ x1 + ix2, (7.7a)𝜕± ≡ 𝜕/𝜕x±, 𝜕v ≡ 𝜕/𝜕v, 𝜕v̄ ≡ 𝜕/𝜕v̄, (7.7b)

F+(z) ≡ z2(F+1 + iF
+
2 ) – 2zF

+
3 – (F

+
1 – iF

+
2 ) , (7.8a)

F–( ̄z) ≡ ̄z2(F–1 – iF–2 ) – 2 ̄zF–3 – (F–1 + iF–2 ) , (7.8b)
J(z, ̄z) ≡ ̄zz(J0 + J3) + z(J1 + iJ2) + ̄z(J1 – iJ2) + (J0 – J3) = (7.8c)≡ ̄zzJ+ + zJv + ̄zJv̄ + J–

where we continue to suppress the x,, respectively, x±, v, v̄, dependence in F and J.
(The conjugation mentioned above is standard and in our terms it is: I+ ←→ I–,
F+(z)←→ F–( ̄z).)

It is easy to recover (7.3) from (7.5) – just note that both sides of each equation
are first-order polynomials in each of the two variables z and ̄z; then comparing the
independent terms in (7.5) one gets at once (7.3).

Writing the Maxwell equations in the simple form (7.5) has also important con-
ceptual meaning. The point is that each of the two scalar operators I+, I– is indeed a
single object, namely, it is an intertwiner of the conformal group, while the individual
components in (7.1)–(7.3) do not have this interpretation. This is also the simplest way
to see that the Maxwell equations are conformally invariant, since this is equivalent to
the intertwining property.

Let us be more explicit. The physically relevant representations T7 of the four-
dimensional conformal algebra su(2, 2) may be labelled by 7 = [n1, n2; d], where n1, n2
are non-negative integers fixing finite-dimensional irreducible representations of the
Lorentz subalgebra, (the dimension being (n1 + 1)(n2 + 1)), and d is the conformal
dimension (or energy). (In the literature these Lorentz representations are labelled
also by (j1, j2) = (n1/2, n2/2).) Then the intertwining properties of the operators in (7.6)
are given by:
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I+ : C+ 󳨀→ C0 , I+ ∘ T+ = T0 ∘ I+ , (7.9a)
I– : C– 󳨀→ C0 , I– ∘ T– = T0 ∘ I– , (7.9b)

where Ta = T7
a
, a = 0, +, –, Ca = C7

a
are the representation spaces, and the signatures

are given explicitly by:

7+ = [2, 0; 2] , 7– = [0, 2; 2] , 70 = [1, 1; 3] , (7.10)

as anticipated. Indeed, (n1, n2) = (1, 1) is the four-dimensional Lorentz repres-
entation (carried by J, above), and (n1, n2) = (2, 0), (0, 2) are the two conjugate
three-dimensional Lorentz representations (carried by F±k above), while the conformal
dimensions are the canonical dimensions of a current (d = 3), and of the Maxwell field
(d = 2). We see that the variables z, ̄z are related to the spin properties, and we shall
call them “spin variables”. More explicitly, a Lorentz spin-tensorG(z, ̄z) with signature
(n1, n2) is a polynomial in z, ̄z of order n1, n2, respectively.

Formulae (7.9) and (7.10) are part of an infinite hierarchy of couples of first-order
intertwiners given already in [235] for the Euclidean conformal group SU∗(4), and then
for the conformal group SU(2, 2) in [194, 503]. (Note that [235, 503] use a different
approach, while [194] already uses the essential features of [197] in the context of the
conformal group; see also Volume 1.)

Explicitly, instead of (7.9) and (7.10) we have [194]:

I+n : C+n 󳨀→ C0n , I+n ∘ T+n = T0n ∘ I+n , (7.11a)
I–n : C–n 󳨀→ C0n , I–n ∘ T–n = T0n ∘ I–n , (7.11b)

where Tan = T7
a
n , Can = C7

a
n , and the signatures are:

7+n = [n + 2, n; 2] , 7–n = [n, n + 2; 2] , 70n = [n + 1, n + 1; 3] , n ∈ ℤ+ , (7.12)

while instead of (7.5) we have:

I+nF
+
n (z, ̄z) = Jn(z, ̄z) , (7.13a)

I–n F
–
n (z, ̄z) = Jn(z, ̄z) , (7.13b)

where

I+n = n + 2
2
( ̄z𝜕+ + 𝜕v) – 1

2( ̄zz𝜕+ + z𝜕v + ̄z𝜕v̄ + 𝜕–)𝜕z , (7.14a)

I–n = n + 2
2
(z𝜕+ + 𝜕v̄) – 1

2( ̄zz𝜕+ + z𝜕v + ̄z𝜕v̄ + 𝜕–)𝜕 ̄z , (7.14b)

(n ∈ ℤ+), while F+n (z, ̄z), F–n (z, ̄z), Jn(z, ̄z), are polynomials in z, ̄z of degrees (n + 2, n),
(n, n + 2), (n + 1, n + 1), respectively, as explained above. If we want to use the notation
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with indices as in (7.1), then F+n (z, ̄z) and F–n (z, ̄z) correspond to F,-,!1,...,!n , which is
antisymmetric in the indices ,, -, symmetric in !1, . . . , !n, and traceless in every pair
of indices, while Jn(z, ̄z) corresponds to J,,!1,...,!n , which is symmetric and traceless in
every pair of indices. Note, however, that the analogues of (7.1) would be much more
complicated if one wants to write explicitly all components. The crucial advantage of
(7.13) is that the operators I±n are given just by a slight generalization of I

± = I±0 .

We shall call the hierarchy of equations (7.13) the Maxwell hierarchy. The
Maxwell equations are the zero member of this hierarchy.

To proceed further we rewrite (7.14) in the following form:

I+n = 1
2((n + 2)I1I2 – (n + 3)I2I1) , (7.15a)

I–n = 1
2((n + 2)I3I2 – (n + 3)I2I3) , (7.15b)

where

I1 ≡ 𝜕z , I2 ≡ ̄zz𝜕+ + z𝜕v + ̄z𝜕v̄ + 𝜕– , I3 ≡ 𝜕 ̄z. (7.16)

We note in passing that group-theoretically the operators Ia correspond to the three
simple roots of the root system of sl(4), while the operators I±n correspond to the two
nonsimple nonhighest roots [194, 197].

Remark 7.1. If we use induction from the ten-dimensional parabolic P1 = M1A1N1 (cf.
[232]), the variables there are x+, v, v̄, z, ̄z (from N1), y (fromM1). The relation between
the variables of the P0 (or P2) induction and P1 induction is:

x0+ = x1+ + y(z
1)2 , x0– = y , v0 = v1 + yz1 , z0 = z1

x1+ = x0+ – x
0
–(z

0)2 , y = x0– , v1 = v0 – x0–z
0 , z1 = z0.

From this change of variables follow:𝜕0+ = 𝜕1+ , 𝜕0v = 𝜕1v , 𝜕0– = 𝜕y – z1𝜕1v – ̄z1𝜕1v̄ – z ̄z𝜕1+𝜕0z = 𝜕1z – y ̄z1𝜕1+ – y𝜕1v , 𝜕0̄z = 𝜕1̄z – yz1𝜕1+ – y𝜕1v̄.
Correspondingly, the operators Ik from (7.16) in the P1 variables are:

I1 = 𝜕z – y ̄z𝜕+ – y𝜕v , I2 = 𝜕y , I3 = 𝜕 ̄z – yz𝜕+ – y𝜕v̄
where we have omitted the supscript 1. ◊



7.2 Quantum Minkowski Space–Time 331

This is the form - (7.15) that we generalize for the q-deformed case. In fact, we canwrite
at once the general form, which follows from the expressions for the singular vectors
corresponding to those nonsimple nonhighest roots given by (2.37) with u = 1, m = 1,
ni1 = 1, qi1 = 1:

qI
+
n = 1

2([n + 2]qIq1 Iq2 – [n + 3]qIq2 Iq1 ) , (7.17a)

qI
–
n = 1

2([n + 2]qIq3 Iq2 – [n + 3]qIq2 Iq3). (7.17b)

It is our task (using the previous sections) to make this form explicit by first generaliz-
ing the variables and then the functions and the operators.

7.2 Quantum Minkowski Space–Time

7.2.1 q-Minkowski Space–Time

The variables x±, v, v̄, z, ̄z have definite group-theoretical meaning, namely, they are
six local coordinates on the coset Y = SL(4)/B, where B is the Borel subgroup
of SL(4) consisting of all upper diagonal matrices. (Equally well one may take the
coset SL(4)/B–, where B– is the Borel subgroup of lower diagonal matrices.) Under
the natural conjugation (cf. also below), this is also a coset of the conformal group
SU(2, 2).

We know from Section 4.5 what are the properties of the noncommutative coordin-
ates on the SLq(4) coset. We make the following identification (compare with (6.275)):

x+ = w = Y41 , x– = u = Y32 (7.18)

v = x = Y31 , v̄ = y = Y42

z = . = Y21 , ̄z = ' = Y43

for the q-Minkowski space–time coordinates and for the spin coordinates, which we
denote as their classical counterparts. Thus, we obtain for the commutation rules of
the q-Minkowski space–time coordinates (cf. (6.258)):

x±v = q±1vx± , x±v̄ = q±1v̄x± ,

x+x– – x–x+ = +vv̄ , v̄v = vv̄. (7.19)
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It is easy to notice that these relations are as the GLq(2) commutation relations [462], if
we identify our coordinates with the standard a, b, c, d generators ofGLq(2) as follows:

M = (a b
c d
) = (x+ v

v̄ x–
) . (7.20)

The q-Minkowski length is defined as the GLq(2) q-determinant:ℓq ≐ detqM = ad – qbc = x+x– – qv̄v , (7.21)

and hence it commutes with the q-Minkowski coordinates. It has the correct classical
limit ℓq=1 = x20 – x⃗

2.
We know from (5.183) that for q phase (|q| = 1) the commutation relations (7.19) are

preserved by an antilinear anti-involution 9 acting as (cf. (5.183)):

9(x±) = x± , 9(v) = v̄ , (7.22)

from which follows also that 9(ℓq) = ℓq.
Remark 7.2. Note that relations (7.19) are different from the commutation relations
of q-Minkowski space–time (with q real) in [123, 455, 544], (cf. also [173, 174], and
references therein). Later, Majid [456] has shown that the latter q-Minkowski space
of [123, 455, 544] can be obtained by a quantum Wick rotation (twisting) from a
q-Euclidean space. The latter is also related to GLq(2), as our q-Minkowski space;
however, for q real and under a different anti-linear anti-involution: 9̃E(a) = d,
9̃E(b) = –q–1c; that is, for the matrix M (cf. (7.20)) this is the unitary ∗ while with
our conjugation (7.22)M is hermitian. ◊
The commutation rules of the spin variables ̄z, z between themselves, with the
q-Minkowski coordinates and with the q-Minkowski length are (cf. (6.258)):̄zz = z ̄z ,

x+z = q–1zx+ , x–z = qzx– – +v ,
vz = q–1zv , v̄z = qzv̄ – +x+ ,̄zx+ = qx+ ̄z , ̄zx– = q–1x– ̄z + +v̄ ,̄zv = q–1v ̄z + +x+ , ̄zv̄ = qv̄ ̄z ,
zℓq = ℓqz , ̄zℓq = ℓq ̄z. (7.23)

Certainly, the commutation relations (7.23) are also preserved (for q phase) by the con-
jugation 9 – supplementing (7.22) by 9(z) = ̄z (all follow from (5.183)). Thus, with this
conjugation Yq becomes a coset of SUq(2, 2).
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From (6.260) we know the normally ordered basis of the q-coset Yq considered as
an associative algebra:

>̂ijkℓmn = zivjxk–x
ℓ
+v̄

m ̄zn , i, j, k, ℓ,m, n ∈ ℤ+. (7.24)

Let us denote by Z , Z̄ , and Mq the associative algebras with unity generated by
z, ̄z and x±, v, v̄, respectively. These three algebras are subalgebras ofYq, andwe notice
the following structure of Yq:

Yq ≅ Z x⊂Mq x⊃ Z̄ , (7.25)

where A x⊂ B denotes the tensor product of A and Bwith A acting on B.

7.2.2 Multiparameter Quantum Minkowski Space–Time

In this subsection following [221], we shall present the multiparameter version of our
quantum Minkowski space–time. We start from the case n = 4 of the multiparameter
deformation GLq,q(n) of GL(n), which we discussed in Section 4.5. The flag manifold̃Yq,q = GLq,q(n)/B̃q,q(n) depends on the same number of parameters (n2 – n + 2)/2. For
n = 4 we pass from the variables Yij to the variables on the above coset in the manner
of (7.18), keeping the same notation as in the one-parameter case of Section 6.5 and
the previous subsection. Thus, we obtain the explicit multiparameter commutation
relations (instead of (7.19) and (7.23), + ≡ q – q–1):

x+v =
q23q34
q24

vx+ , v̄x+ =
q14

q12q24
x+v̄ , (7.26)

x–v =
q13

q12q23
vx– , v̄x– =

q13q34
q14

x–v̄ ,

v̄v = q13q34
q12q24

vv̄ ,

q q24
q23q34

x+x– =
q12q24
q q14

x–x+ + +vv̄ ,

̄zz = q13q24
q14q23

z ̄z , (7.27)̄zx+ = q13q34
q14

x+ ̄z , ̄zx– = q23q34
q2q24

x– ̄z + +v̄ ,̄zv̄ = q23q34
q24

v̄ ̄z , ̄zv = q13q34
q2q14

v ̄z + +x+ ,
x+z =

q14
q12q24

zx+ , x–z =
q2q13
q12q23

zx– – +v ,

vz = q13
q12q23

zv , v̄z =
q2q14
q12q24

zv̄ – +x+ .
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Thus, in (7.26) we have the expected seven-parameter quantum Minkowski space–
time.

We note that when all deformation parameter are phases; that is, |q| = 1, |qij| = 1,
and in addition hold the following relations:

q13 =
q12q24
q34

, q14 =
q12q224
q23q34

, (7.28)

then the commutation relations (7.26) and (7.27) are preserved by the antilinear anti-
involution 9 acting as in the previous subsection.

Further, we recall from Section 4.5.5 that the dual quantum algebra Uq,q(gl(n))
has the quantum algebra Uq,q(sl(n)) as a commutation subalgebra but not as a co-
subalgebra. In order to achieve the complete splitting of Uq,q(sl(n)) we have to impose
some relations between the parameters; thus, the genuine multiparameter deforma-
tion Uq,q(sl(n)) depends on (n2 – 3n + 4)/2 parameters. Using the same conditions we
also ensure that we can restrict from GLq,q(n) to SLq,q(n).

Thus, in the case of n = 4 for the genuine Uq,q(sl(4)) we have four parameters.
Explicitly, we achieve this by imposing that the parameters qi,i+1 are expressed through
the rest as:

q12 =
q3

q13q14
, q23 =

q4

q13q14q24
, q34 =

q3

q14q24
. (7.29)

Thus, the four-parameter quantum Minkowski space–time and the embedding
quantum flag manifold Yq,q are given by (7.26) and (7.27) with (7.29) enforced.

If we would like to enforce also the conjugation 9, then there are more relations
between the deformation parameters, namely, we get:

q12 = q23 = q34 =
q2

q14
, q13 = q24 = q , (7.30)

and all deformation parameter are phases.
Thus, in this case we have a two-parameter deformation and using the above

relations (7.26) and (7.27) simplify as follows:

x+v = p vx+ , v̄x+ = p–1 x+v̄ , (7.31)
x–v = p–1 vx– , v̄x– = p x–v̄ ,
v̄v = vv̄ ,
q
p
x+x– =

p
q
x–x+ + +vv̄ ,

̄zz = z ̄z , (7.32)̄zx+ = p x+ ̄z , ̄zx– = p
q2

x– ̄z + +v̄ ,
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̄zv̄ = p v̄ ̄z , ̄zv = p
q2

v ̄z + +x+ ,
x+z = p–1 zx+ , x–z =

q2

p
zx– – +v ,

vz = p–1 zv , v̄z = q2

p
zv̄ – +x+ ,

where p ≡ q3/q214.
7.3 q-Maxwell Equations Hierarchy

We return to the one-parameter setting of Section 7.2.1. We introduce now the repres-
entation spaces C7 , 7 = [n1, n2; d]. The elements of C7 , which we shall call (abusing
the notion) functions, are polynomials in z, ̄z of degrees n1, n2, respectively, and formal
power series in the q-Minkowski variables. (In the general Uq(sl(n)) situation the sig-
natures n1, n2 are complex numbers and the functions are formal power series in z, ̄z
too, cf. (5.38b).) Namely, these functions are given by:

>̂n1,n2 (Ȳ) = ∑
i,j,k,ℓ,m,n∈ℤ+
i≤n1, n≤n2

,n1,n2ijkℓmn>̂ijkℓmn , (7.33)

where Ȳ denotes the set of the six coordinates on Yq. Thus the analogues of F±n , Jn, cf.
(7.13), are:

qF
+
n = >̂n+2,n(Ȳ) , qF

–
n = >̂n,n+2(Ȳ) , qJn = >̂n+1,n+1(Ȳ). (7.34)

Using the above we now present explicitly a q version of the Maxwell hierarchy of
equations. We recall that the explicit form of the operators Ia in (7.16) is obtained by
the infinitesimal right action of the three simple root generators of sl(4) on the coset
Y (cf. (5.150)). Adapting this to our notation we have for the q-analogues of Ia (cf.
(6.276)):

qI1 = D̂zTz Tv T+ (T–Tv̄)
–1 (7.35a)

qI2 = (qM̂zD̂vT
2
– + D̂–T– +

+M̂zM̂ ̄zD̂+T– Tv̄ T
–1
v + q–1M̂ ̄zD̂ v̄ –

–+M̂vM̂ ̄zD̂–D̂+Tv̄)Tv̄T–1̄z (7.35b)

qI3 = D̂ ̄zT ̄z. (7.35c)

With this we have now the q-Maxwell hierarchy of equations – it remains just to sub-
stitute the operators of (7.35) in (7.17). In fact, we can also rewrite these in the q-analog
of (7.13). We have:
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qI
+
n = 1

2 ((q D̂v + M̂ ̄z D̂+ (T– Tv)
–1Tv̄) [n + 2 – Nz]q –

–q–n–2 (D̂– T– + q
–1M̂ ̄zD̂ v̄ –

–+ M̂v M̂ ̄z D̂– D̂+ Tv̄) D̂z) T+ T– Tv Tz T
–1
̄z (7.36a)

qI
–
n = 1

2 (D̂ v̄ + q M̂z D̂+ Tv̄ T– T
–1
v –

–q+ M̂v D̂– D̂+ Tv̄) Tv̄ [n + 2 – N ̄z]q –

– 1
2 q

n+3(D̂– + q M̂z D̂vT–) D̂ ̄z T– Tv̄. (7.36b)

Clearly, for q = 1 the operators in (7.35) and (7.36) coincide with (7.15) and (7.16),
respectively.

With this the final result for the q-Maxwell hierarchy of equations is (cf. (7.34)):

qI
+
n qF

+
n = qJn , (7.37a)

qI
–
n qF

–
n = qJn. (7.37b)

Remark 7.3. Note that our free q-Maxwell equations, obtained from (7.37) for n = 0,
and qJ0 = 0, are different from the free q-Maxwell equations of [472, 508]. The advant-
ages of our equations are (1) they have simple indexless form; (2) we have a whole
hierarchy of equations; (3) we have the full equations, and not only their free coun-
terparts; (4) our equations are q-conformal invariant, not only q-Lorentz [472], or
q-Poincaré [508], invariant. ◊
Formulae (7.13), (7.11), and (7.12) are part of a much more general classification scheme
(mentioned above, cf. [194, 198]) involving also other intertwining operators, and of
arbitrary order. A subset of this scheme are two infinite two-parameter families of rep-
resentations which are intertwined by the same operators (7.14) (cf. [213]). The latter
set was called generalized q-Maxwell hierarchy, the q-Maxwell hierarchy being just a
one-parameter subhierarchy. Explicitly, instead of (7.11), (7.12) we have:

I+n+1 ,n+2 : C
+
n+1 ,n

+
2
󳨀→ C0+n+1 ,n+2 ,

I+n+1 ,n+2 ∘ T+n+1 ,n+2 = T0+n+1 ,n+2 ∘ I+n+1 ,n+2 , (7.38a)

I–n–1 ,n–2 : C
–
n–1 ,n

–
2
󳨀→ C0–n–1 ,n–2 ,

I–n–1 ,n–2 ∘ T–n–1 ,n–2 = T0–n–1 ,n–2 ∘ I–n–1 ,n–2 , (7.38b)

where Tan±1 ,n±2 = T
7an±1 ,n

±
2 , Can±1 ,n±2 = C

7an±1 ,n
±
2 , a = ±, or a = 0±, and
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7+n+1 ,n+2 = [n+1 , n
+
2 ;
n+1 – n

+
2

2
+ 1] (7.39a)

70+n+1 ,n+2 = [n+1 – 1, n
+
2 + 1;

n+1 – n
+
2

2
+ 2], n+1 ∈ ℕ, n+2 ∈ ℤ+,

7–n–1 ,n–2 = [n–1 , n
–
2 ;
n–2 – n

–
1

2
+ 1] (7.39b)

70–n–1 ,n–2 = [n–1 + 1, n
–
2 – 1;

n–2 – n
–
1

2
+ 2], n–1 ∈ ℤ+, n

–
2 ∈ ℕ,

while instead of (7.13) in the q = 1 case and (7.37) in the q-deformed case, we have:

qI
+
n+1
F+n+1 ,n+2 (z, ̄z) = J+n+1 ,n+2 (z, ̄z), (7.40a)

qI
–
n–2
F–n–1 ,n–2 (z, ̄z) = J–n–1 ,n–2 (z, ̄z), (7.40b)

where qI+n+1 , qI
–
n–2

are given by (7.36) (or (7.14) for q = 1), while F±n±1 ,n±2
(z, ̄z), J±n±1 ,n±2 (z, ̄z) are

polynomials in z, ̄z of degrees (n±1 , n±2 ), (n±1 ∓ 1, n±2 ± 1), respectively.
The crucial featurewhich unifies these representations is the form of the operators

qI±n , which is not generalized anymore in equations (7.40).
We call the hierarchy of equations (7.40) the generalized q-Maxwell hierarchy.

The q-Maxwell hierarchy is obtained in the partial casewhen 70+n+1 ,n+2 = 70–n–1 ,n–2 = 70n which
fixes three of the four parameters: n+1 – 2 = n+2 = n–1 = n–2 – 2 = n.

Another one-parameter subhierarchy of the generalized q-Maxwell hierarchy
involves the two signatures of 7+n = [n + 2, n; 2], 7–n = [n, n + 2; 2], and in addition

700n = [n + 1, n + 1; 1] = {n + 2, –1 – n, n + 2} , n ∈ ℤ+ (7.41)

The intertwining relations are:

I+n–1 : C
00
n 󳨀→ C–n , I+n–1 ∘ T00n = T–n ∘ I+n–1 , (7.42a)

I–n–1 : C
00
n 󳨀→ C+n , I–n–1 ∘ T00n = T+n ∘ I–n–1 , (7.42b)

where T00n = T7
00
n , C00n = C7

00
n : Thus, instead of (7.13) in the q = 1 case and (7.37) in the

q-deformed case, we have:

qI
+
n–1qAn = qF

–
n , (7.43a)

qI
–
n–1qAn = qF

+
n , (7.43b)

whereqI±n are given by (7.36) (or (7.14) for q = 1), qAn has the signature 700n .
This hierarchy will be called the potential q-Maxwell hierarchy. The reason is

that the lowest member obtained for n = 0 and q = 1 is just:𝜕[,A-] = F,-. (7.44)
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Of course, as in the classical case these equations have auxiliary character w.r.t. (7.1).
One of the reasons for their introduction is to make transparent the gauge invariance
of the Maxwell equations. We recall that substituting (7.44) in (7.1b) gives an identity,
while from (7.1a) one gets: ◻A, – 𝜕,𝜕3A3 = J, (7.45a)◻ ≡ 𝜕3𝜕3 (7.45b)

Thus the eight equations (7.1) are reduced to the four equations (7.45). The lost
equations are actually traded for gauge symmetry:

A, 󳨃→ A󸀠, = A, + 𝜕,6 (7.46)

since the last substitution leave F,- and (7.45) unchanged. One uses (7.46) to simplify
(7.45) by setting: 𝜕3A3 = 0 (7.47)

This is called the Lorentz gauge condition, and it is equivalent to find suitable 6.
Indeed, if 𝜕3A3 ̸= 0, take 6 so that ◻6 = –𝜕3A3; then it follows that 𝜕3A󸀠3 = 0. Thus,
one may assume that (7.47) holds, and then from (7.45) follows:◻A, = J, . (7.48)

Further we note a special gauge symmetry now also of (7.47):

A, 󳨃→ A󸀠, = A, + 𝜕,60◻60 = 0 (7.49)

This may be used to get rid of one component of A,, if the same component of J, is
zero; for example, if J0 = 0, take 60 so that 𝜕060 = –A0, A󸀠0 = 0. Thus in this case we
have: ◻Ak = Jk , k = 1, 2, 3,A0 = J0 = 0 (7.50a)𝜕kAk = 0. (7.50b)

The last condition (7.50)b is called Coulomb gauge condition. This gauge also used
when 𝜕0A0 = 0.

Let us see how these things are related to representation theory. The fact that using
(7.44) Maxwell equations reduces to four equations is expressed group-theoretically
for the whole hierarchy by the fact that the two possible composition maps intertwin-
ing the “potential” representations 700n and “current” representations 70n (via 7+n or 7–n )
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coincide; that is,

qI
–
n ∘ qI

+
n–1 = qI

+
n ∘ qI

–
n–1 ≡ q◻̃n (7.51a)

q◻̃n : C00n 󳨀→ C0n , q◻̃n ∘ qT
00
n = qT

0
n ∘ q◻̃n. (7.51b)

and the equation is:

q◻̃n qAn = qI
–
n ∘ qI

+
n–1 qAn = qI

–
n qF

–
n =

= qI
+
n ∘ qI

–
n–1 qAn = qI

+
n qF

+
n =

= qJn. (7.52)

Further, as an example we consider the Maxwell case; that is, n = 0, setting also ◻̃q ≡q◻̃0 , A ≡ qA0 . After a short calculation we find first for q = 1:◻̃ A = ◻A – I2 (𝜕 ⋅ A) = J (7.53a)
(𝜕 ⋅ A) ≡ 1

2 (𝜕–A+ + 𝜕+A– – 𝜕vAv̄ – 𝜕v̄Av) = 𝜕,A, (7.53b)

Thus, also in this language the suitable gauge condition is the Lorentz one (7.47), while
for the elimination of one further degree of freedom here it is more convenient to set
A+ = 0 or A– = 0. This is called a light-front gauge condition.

In the q-deformed case we have instead of (7.53):◻̃q A = ◻q A – Iq2 (𝜕 ⋅ A)q = J (7.54a)◻q ≡ (D̂ v̄ D̂v – q D̂– D̂+ Tv Tv̄) Tv Tv̄ T+ T– (7.54b)

(𝜕 ⋅ A)q ≡ 1
2( q2 D̂– Tv T+ A+ + q D̂+ Tv̄ T+ A– –

–q3 D̂v T– Tv T+ Av̄ – D̂ v̄ T
–1
– Tv T+ Av +

+q+ M̂v D̂– D̂+ T
–1
– Tv̄ Tv T+ Av ). (7.54c)

Further we consider the free equations, that is, J = 0, in the q-Lorentz gauge:◻q A = 0 , (7.55a)
(𝜕 ⋅ A)q = 0 . (7.55b)

Since the first equation is valid component-wise, we can use its Av component to
simplify the gauge condition. Thus, finally we have:◻q A = (D̂ v̄ D̂v – q D̂– D̂+ Tv Tv̄) Tv Tv̄ T+ T– A = 0

2(𝜕 ⋅ A)q = q2 D̂– Tv T+ A+ + q D̂+ Tv̄ T+ A– –
– q3 D̂v T– Tv T+ Av̄ – D̂ v̄ T

–1
– T–1v T+ Av = 0. (7.56)



340 7 q-Maxwell Equations Hierarchies

7.4 q-d’Alembert Equations Hierarchy

Here we consider another one-parameter subhierarchy of the generalized q-Maxwell
hierarchy which is obtained from (7.39) for n+1 = n–2 = r ∈ ℕ, n–1 = n+2 = 0; that is,

7d+r = [r, 0; r
2
+ 1],

7d0+r = [r – 1, 1; r
2
+ 2], r ∈ ℕ (7.57a)

7d–r = [0, r; r
2
+ 1],

7d0–r = [1, r – 1; r
2
+ 2], r ∈ ℕ, (7.57b)

where the two conjugated equations follow from (7.40):

qI
+
r F

d+
r = Jd+r , (7.58a)

qI
–
r F

d–
r = Jd–r , (7.58b)

where qI±r is given by (7.36).
For theminimal possible value of the parameter r = 1, we obtain the two conjugate

q-Weyl equations.
The case r = 2 gives the q-Maxwell equations (note that Jd+2 = Jd–2 ). This is the only

intersection of the present hierarchy with the q-Maxwell hierarchy.
We call this hierarchy q-d’Alembert hierarchy following the classical case (cf. [215]

and Volume 1), due to the following. We consider the representations 7d±a for the
excluded above value r = 0, when they coincide. Thus, we set: 7d ≡ 7d±0 = [0, 0; 1],
Fd ≡ Fd±0 . Furthermore, the relevant equation is the q-d’Alembert equation [215]:◻q Fd = Jd (7.59)

where the signature of Jd is 7d0 = [0, 0; 3], and ◻q is as in (7.56).
Finally, we recall [215] that the solutions of the free equations (7.58) satisfy also

the q-d’Alembert equation.

7.4.1 Solutions of the q-d’Alembert Equation

Here and in the next Subsection we follow [226] to find solutions of the q-d’Alembert
equation (7.59) with trivial RHS: ◻q Fd = 0 . (7.60)

We recall that the elements of our representation spaces are formal power series in
the variables x±, v, v̄, z, ̄z of the coset Y . But here there is no dependence on the spin
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variables z, ̄z and our solutions will be power series in the q-Minkowski variables
x±, v, v̄:

>̂ = ∑
j,n,ℓ,m∈ℤ+

,jnℓm >̂jnℓm, >̂jnℓm = vj xn– x
ℓ
+ v̄

m. (7.61)

We substitute the above in ◻q >̂ = 0 to obtain:◻q >̂ = ∑
j,n,ℓ,m∈ℤ+

,jnℓm◻q >̂jnℓm = 0, (7.62a)

◻q >̂jnℓm = q1+n+2m+2j+ℓ[n]q[ℓ]q >̂j,n–1,ℓ–1,m –

–qn+j+ℓ+m[j]q[m]q >̂j–1,n,ℓ,m–1. (7.62b)

We first show two polynomial solutions (witha, b, c, d ∈ ℤ+):

>̂ =
na,b∑
n=0

qn(c+d+n)
(–a)qn (–b)

q
n

(c + 1)qn (d + 1)
q
n
vn+d xa–n– xb–n+ v̄c+n, (7.63)

where(!)qn = Aq(! + n)/Aq(!) is the q-Pochhammer symbol,

>̂a,b,c =
na,b∑
n=0

qn(c+n)
(–a)qn (–b)

q
n

(c + 1)qn [n]q!
vn xa–n– xb–n+ v̄c+n, (7.64)

where na,b = min(a, b).

7.4.2 q-Plane-Wave Solutions

Next we look for solutions of the q-d’Alembert equation in terms of a q-deformation of
the classical plane wave exp (k ⋅ x), where

(k ⋅ x) = k,x, = 1
2 (k–x+ + k+x– – kvv̄ – kv̄v), (7.65)

and (kv, k–, k+, kv̄) are related to the components k, of the four-momentum as the vari-
ables (v, x–, x+, v̄) are related to x, . Clearly, the natural q-deformation of the plane
wave is: (exp(k ⋅ x))q = ∞∑

s=0

1
[s]q!

fs(v, x–, x+, v̄), (7.66)

where fs is a homogeneous polynomial of degrees in both sets of variables
(kv, k–, k+, kv̄) and (v, x–, x+, v̄), such that (fs)|q=1 = (k ⋅ x)s. Thus, we set f0 = 1.
One may expect that fs for s > 1 would be equal or at least proportional
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to (f1)s, but it turns out that this is not the case. In order to proceed systematically, we
have to impose the conditions of q-Lorentz covariance and the q-d’Alembert equation.

The complexification of the q-Lorentz subalgebra of the q-conformal algebra is
generated by k±j , X

±
j , j = 1, 3. Using (6.263a,c) and (6.264a,c) it is easy to check that:

0(X±j ) Lq = 0, 󳨐⇒ 0(X±j ) (Lq)
s = 0, j = 1, 3. (7.67)

Since (k ⋅ x)s is a scalar as (Lq)s, then also the q-deformations fs should be scalars,
and thus also should obey (7.67). In order to implement this we suppose that the
momentum components are also noncommutative obeying the same rules (7.19) as
the q-Minkowski coordinates, and that they commute with the coordinates. Also the
ordering of the momentum basis will be the same for the coordinates. Taking all this
into account we can see that a natural expression for fs is:

fs = ∑
a,b,n ∈ℤ+

"sa,b,n
(–1)s–a–b

Aq(a – n + 1) Aq(b – n + 1) [n]q!
×

× ks–a–b+nv kb–n– ka–n+ knv̄ v
n xa–n– xb–n+ v̄s–a–b+n

Aq(s – a – b + n + 1)
, (7.68)

where we have introduced some factors that are obvious from the correspondence
with the case q = 1. (The expression in (7.68) does not involve terms that would
vanish for q = 1. Actually, we shall see that such expressions would lead to nonco-
variant momenta light cone.) In order to implement q-Lorentz covariance we impose
the conditions:

0(X±j ) fs = 0, j = 1, 3. (7.69)

For this calculation we suppose that the q-Lorentz action on the noncommutative
momenta is given by (6.79a,c), (6.263a,c), and (6.264a,c). We also have to use the
twisted derivation rule which here is:

0(X±j ) 8 ⋅ 8󸀠 = 0(X±j ) 8 ⋅ 0(k–1j ) 8󸀠 + 0(kj) 8 ⋅ 0(X±j ) 8󸀠, (7.70)

8 = ks–a–b+nv kb–n– ka–n+ knv̄ ,8
󸀠 = vn xa–n– xb–n+ v̄s–a–b+n .

The four conditions (7.69) bring eight relations between the coefficients" ; however,
only three are independent, namely, the relations:

"sa,b,n = q–s–2n+a+2b "sa,b–1,n, (7.71a)

"sa,b,n = qs–2n–2a+b "sa–1,b,n, (7.71b)

"sa,b,n = qs+4n–2a–2b–2 "sa,b,n–1, (7.71c)
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solving which we find the following solution:

"sa,b,n = qn(s–2a–2b+2n) + a(s–a–1) + b(–s+a+b+1) "s0,0,0, (7.72)

that is, for each s ≥ 1 only one constant remains to be fixed.
Next we impose the q-d’Alembert equation on fs:◻q fs = 0, (7.73)

which holds trivially for s = 0, 1. For s ≥ 2 we substitute (7.68) to obtain (for details see
[226]): ◻q fs = (q k– k+ – kv kv̄) ×× ∑

a,b,n ∈ℤ+

(–1)s–a–b "sa,b,n q2s+2n–a–b

Aq(a – n) Aq(b – n) Aq(s – a – b + n + 1) [n]q!
×× ks–a–b+nv kb–n–1– ka–n–1+ knv̄ >̂n,a–n–1,b–n–1,s–a–b+n =

= (k– k+ – q–1kv kv̄)
q2s "s0,0,0
"s–20,0,0

fs–2. (7.74)

If (7.73) holds then for every s ≥ 2 we obtain (as for q=1) the condition that the
momentum operators are on the q-Lorentz covariant q-light cone (cf. (7.21)):

L k
q = k–k+ – q

–1 kvkv̄ = 0. (7.75)

Now it remains only to fix the coefficient "s0,0,0. We note that for q=1 it holds:

(k ⋅ x)|k → x = (x ⋅ x) = L , (7.76)

and thus we shall impose the conditions:

(fs)|k → x = (Lq)
s. (7.77)

Next we note that:

(Lq)
s =

s∑
n=0

(–1)n (s
n
)
q
qn(n–s–1) vn xs–n– xs–n+ v̄n. (7.78)

A tedious calculation shows that:

(fs)|k → x = "s0,0,0 (Lq)
s

s∑
p=0

q(s–p)(p–1)+p

[p]q! [s – p]q!
, (7.79)
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and comparing (7.79) with (7.77) we finally obtain:("s0,0,0)–1 = s∑
p=0

q(s–p)(p–1)+p

[p]q! [s – p]q!
. (7.80)

Note that ("s0,0,0)–1 |q=1 = 2s/s!, as expected.
Finally, we note that our fs for s > 1 is not equal, and not even proportional, to

(f1)s. Actually, imposing the q-d’Alembert equation on (f1)s will bring a s-dependent
relation between the momenta, which is not q-Lorentz covariant. For instance, for s =
2 imposing: ◻q (f1)2 = 0 results in the following condition on the momenta: [2]q k–k+ =
(3 – q2) kv kv̄ instead of (7.75) (cf. more details in [226]).

Thus, though our q-plane wave has some properties analogous to the classical
one, it is not an exponent or q-exponent. Thus, it differs conceptually from the
classical plane wave and may serve as a regularization of the latter.

7.4.3 q-Plane-Wave Solutions for Non-Zero Spin

Here we follow [239] looking for solutions of the free equations (7.58).

qI
+
r >̃ = 0, (7.81a)

qI
–
r >̂ = 0. (7.81b)

We start with (7.81b). As we know from [215] since it depends only on one spin-variablēz that equation becomes a couple of equations:([r – N ̄z]qD̂+Tv̄T
–1
v – qr+1D̂vD̂ ̄zT–) T–Tv̄ >̂ = 0 , (7.82a)([r – N ̄z]qD̂ v̄ – q
r+1D̂–D̂ ̄zT

2
vT–) Tv̄ >̂ = 0 . (7.82b)

The spin dependence is encoded in the spin variable ̄z in which the solutions depend
polynomially of degree r ∈ ℕ. As it was shown in [215], if a function satisfies (7.82)
then it satisfies also the q-d’Alambert equation (7.60). Thus, it is justified to look for
solutions in terms of q-deformation of the plane wave:

êxpq(k ⋅ x) =
∞∑
s=0

1
[s]q!

hs , (7.83)

hs = "s ∑
a,b,n∈ℤ+

(–1)s–a–b qn(s–2a–2b+2n) + a(s–a–1) + b(–s+a+b+1) qPs(a,b)

Aq(a – n + 1)Aq(b – n + 1)Aq(s – a – b + n + 1)[n]q!
×× ks–a–b+nv kb–n– ka–n+ knv̄ v

nxa–n– xb–n+ v̄s–a–b+n , (7.84)("s)–1 =
s∑

p=0

q(s–p)(p–1)+p

[p]q! [s – p]q!
,
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This deformation of the plane wave generalizes the one from the previous subsection.
To obtain the latter one has to replace Ps(a, b) by 0. Each hs satisfies the q-d’Alembert
equation (7.60) on the momentum q-cone (7.75).

We look for the solutions of (7.82) in a form analogous to (7.83):

>̂ =
∞∑
s=0

1
[s]q!

>̂s . (7.85)

The solutions are constructed component-wise; that is, we solve (7.82) separately for
each >̂s and we find that

>̂s =
r∑

m=0
𝛾̂rsm ( –m∏

i=–r+1
(k+ – q

i–Askv ̄z)) ×
× ( 0∏

j=–m+1
(kv̄ – q

j–Ask– ̄z)) hs , (7.86a)

Ps(a, b) = Asa + Ps(b), (7.86b)

where 𝛾̂rsm are r + 1 independent constants, As is an arbitrary constant, and Ps(b) is an
arbitrary polynomial in b.

In order to be able to write the general solution of the system (7.82) in terms of the
deformed plane wave we have to suppose that the 𝛾̂rsm and As for different s coincide:𝛾̂rsm = 𝛾̂rm , As = A. Then we have:

>̂ =
r∑

m=0
𝛾̂rm ( –m∏

i=–r+1
(k+ – q

i–Akv ̄z)) ×
× ( 0∏

j=–m+1
(kv̄ – q

j–Ak– ̄z)) êxpq(k ⋅ x) . (7.87)

We pass now to equation (7.81a). As in the first case it produces a couple of equations:([r – Nz]qDv – q
rDzD–T–) Tv >̃ = 0 , (7.88a)([r – Nz]qD+T

–1
v̄ – qrDzDv̄T–Tv) T– >̃ = 0 . (7.88b)

As found in [247] for these equations we need to use a basis conjugate to the basis in
(7.61); that is,

>̃ = ∑
j,n,ℓ,m∈ℤ+

,jnℓm >̃jnℓm , (7.89)

>̃jnℓm = v̄m xℓ+ x
n
– v

j = 9(>̂jnℓm).
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We also recall that here the q-d’Alembert equation is slightly different [239]:(D̂– D̂+ – q D̂v D̂ v̄ Tv Tv̄) T– T+ >̃ = 0 (7.90)

though it coincides with (7.56) when q = 1.
Analogously to the first case we use the expansion

>̃ =
∞∑
s=0

1
[s]q!

>̃s , (7.91)

and we solve it again component-wise. Here we shall use another deformation of the
plane wave:

ẽxpq(k ⋅ x) =
∞∑
s=0

1
[s]q!

h̃s , (7.92)

h̃s = "̃s ∑
a,b,n

(–1)s–a–b qn(2a+2b–2n–s) + a(a–s–1) + b(s–a–b+1) qQs(a,b)

Aq(a – n + 1) Aq(b – n + 1) Aq(s – a – b + n + 1) [n]q!
×

× knv̄ ka–n+ kb–n– ks–a–b+nv v̄s–a–b+nxb–n+ xa–n– vn , (7.93)("̃s)–1 =
s∑

p=0

q(p–s)(p–1)+p

[p]q! [s – p]q!
,

where Qs(a, b) are arbitrary polynomials. The h̃s has the same properties as the hs,
but the conjugated basis is used; in particular, they satisfy the q-d’Alembert equation
(7.90) on themomentum q-cone (7.75). The solutions of (7.88) are polynomials of degree
r in the spin variable z. Explicitly they are given by:

>̃s =
r∑

m=0
𝛾̃rsm ( –m+1∏

i=–r+2
(k+ – q

i+Bskv̄z)) ×
× ( 1∏

j=–m+2
(kv – q

j+Bsk–z)) h̃s , (7.94a)

Qs(a, b) = Qs(a) + Bsb, (7.94b)

where 𝛾̃rsm are r+1 independent constants,Qs(a) is an arbitrary polynomial in a, and Bs
is an arbitrary constant. In order to be able to write the general solution of the system
(7.88) in terms of the deformed plane wave, we have to suppose that the 𝛾̃rsm and As for
different s coincide: 𝛾̃rsm = 𝛾̂rm and Bs = B. Then we have:
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>̃ =
r∑

m=0
𝛾̃rm ( –m+1∏

i=–r+2
(k+ – q

i+Bkv̄z)) ×
× ( 1∏

j=–m+2
(kv – q

j+Bk–z)) ẽxpq(k ⋅ x) . (7.95)

7.5 q-Plane-Wave Solutions of the Potential q-Maxwell Hierarchy

Here we use results of [240]. We mentioned that the q-d’Alembert hierarchy for r = 2
intersects with the q-Maxwell hierarchy for n = 0. Thus, we shall identify >̂, >̃ at r = 2
from the previous subsection with qF±0

>̂r=2 = qF
–
0 , >̃r=2 = qF

+
0 (7.96)

Accordingly, we would like to use the solutions for >̂, >̃ in equations (7.43):

qI
+
–1 qA0 = qF

–
0 = >̂r=2 , (7.97a)

qI
–
–1 qA0 = qF

+
0 = >̃r=2 . (7.97b)

We start with solving (7.97a) for qA0, with qF–0 = >̂ given by (7.87). We write:

qA
0 = ̄zzA+ + zAv + ̄zAv̄ + A– =

∞∑
s=o

1
[s]q!

qA
0
s h

–
s+1 (7.98)

A* = A*(k, x) =
∞∑
s=o

1
[s]q!

As*(k) h
–
s+1 , * = ±, v, v̄ . (7.99)

Substituting, we take into account that the action of qI+–1 converts h
–
s+1 into h

–
s , but this

requires P–s+1(a, b) = P–s (a, b) = P–(a, b) = Ca + Q(b) = Ca + Bb (in the last step we use
the fact that Q(b) has to be linear in b and any constant term would be absorbed in the
constant 𝛾̂). Then comparing the coefficients of 1, ̄z, ̄z2 we obtain, respectively:

(qs+2As–(k)kv̄ + q
–1–BAsv(k)k+) h

–
s =

= –2ds (𝛾̂s–0 k2+ + 𝛾̂s–1 k+kv̄ + 𝛾̂s–2 k2v̄) h
–
s ,

(qs+2+BAs–(k)k– – q
s+1+B+CAsv̄kv̄ – q

C–2As+(k)k+ + q
–1Asv(k)kv) h

–
s =

= –2ds [2]qq
–C(𝛾̂s–0 kvk+ + 𝛾̂s–1 kvkv̄ + 𝛾̂s–2 k–kv̄) h

–
s

(qs+1+BAsv̄(k)k– + q
–2As+(k)kv) h

–
s =

2ds q
–2C–1(𝛾̂s–0 k2v + 𝛾̂s–1 kvk– + 𝛾̂s–2 k2–) h

–
s (7.100)

ds ≡ "s/"s+1.
Note, however, that only two of these three equations are independent when they are
compatible (see below). Furthermore, we see that As*(k) should be linear in k and in
fact should be given as follows:
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As+(k) = +s+kv + -s+k– , As–(k) = +s–kv̄ + -
s
–k+ , (7.101)

Asv(k) = +svk+ + -svkv̄ , Asv̄(k) = +sv̄k– + -
s
v̄kv

where for the constants we have:

+sv = –2dsq
1+B𝛾̂s–0 , +s– = –2dsq

–s–2𝛾̂s–2 , (7.102)
-sv = –qs+4+B-s– – 2dsq

2+B𝛾̂s–1
+s+ = 2dsq

1–2C𝛾̂s–0 , +sv̄ = 2dsq
–2C–s–2–B𝛾̂s–2 ,

-s+ = –qs+4+B-sv̄ + 2dsq
2–2C𝛾̂s–1

C = –B ,

where the last condition arises from compatibility between the equations (7.100).
Now we substitute this result for qA0 in (7.97b). It turns out that we obtain a result

compatible with the general solution above only when B = C = 0. Thus, in fact qA0 is
given in terms of the original components fs+1 (cf. (7.84)). Furthermore, the action of
qI––1 converts fs+1 into h+s , with P

+
s (a, b) = –2b, Bs = 2 + s. The result is:

>̃s = ( qF
+
0)s = qI

–
–1 qA

0
s = (7.103)

= –qs+1
(-sv̄ + -s–)
2ds

(k+ – q
s+2zkv̄)(kv – q

s+3zk–) h
+
s ,

which is a special case of the general solution (7.94), with 𝛾̃2,s0 = 𝛾̃2,s2 = 0, 𝛾̃2,s1 =
–qs+1 (-sv̄ + -s–)/2ds. Thus, the resulting qF+0 is not given in terms of the q-plane wave
(only componentwise).

Let us now repeat the calculations in the other order, namely, we solve (7.97b) for
qA0 with qF+0 given by (7.94), but since we want this to be compatible with what we
obtained above we take: P+s (a, b) = –2b. We use again the decomposition (7.98) but
with fs+1 instead of hs+1. Substituting and comparing the coefficients of 1, z, z2, we
obtain, respectively:

(qs+1As–(k)kv + q
s+2Asv̄(k)k+) h

+
s =

= –2ds(𝛾̂s+0 k2v + 𝛾̂s+1 kvk+ + 𝛾̂s+2 k2+) h
+
s ,

(qsAs–(k)k– + q
s+1Asv̄(k)kv̄ – qA

s
+(k)k+ – q

–1Asv(k)kv) h
+
s =

= –2ds[2]q (𝛾̂s+0 kvk– + 𝛾̂s+1 kvkv̄ + 𝛾̂s+2 k+kv̄) h
+
s ,

(q–2As+(k)kv̄ + q
–3Asv(k)k–) h

+
s =

= 2ds (𝛾̂s+0 k2– + 𝛾̂s+1 k–kv̄ + 𝛾̂s+2 k2v̄) h
+
s . (7.104)

Now instead of (7.101) we have:

As+(k) = ,s+kv̄ + -s+k– , As–(k) = ,s–kv + -
s
–k+ , (7.105)

Asv(k) = ,svk– + -svkv̄ , Asv̄(k) = ,sv̄k+ + -
s
v̄kv,
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where from the constants ,s, -s only six can be determined (due to the gauge freedom).
Making some choice we find:

,s– = –2dsq
–s–1𝛾̂s+0 , ,sv̄ = –2dsq

–s–2𝛾̂s+2 ,
-sv̄ = –-s– – 2dsq

–s–2𝛾̂s+1 (7.106)
,sv = 2dsq

3 𝛾̂s+0 , ,s+ = 2dsq
2 𝛾̂s+2 ,

-s+ = –-sv + 2dsq
2 𝛾̂s+1 . (7.107)

Nowwe can substitute this result for qA0 in (7.97a). The action of qI+–1 converts fs+1 into
fs, and we obtain for the components:

F̂–s = –
(-svq–2 + -s–qs+2)

2ds
(k+ – q

–1kv ̄z)(kv̄ – k– ̄z) fs, (7.108)

which is consistent with the solution (7.86), with 𝛾̂2,s0 = 𝛾̂2,s2 = 0, 𝛾̂2,s1 = –(-svq–2 +
-s–qs+2)/2ds . Thus, the resulting qF–0 is not given in terms of the q-plane wave (only
componentwise).

Finally, we impose that we use the same qA0 for qF+0 = >̃r=2 and qF–0 = >̂r=2. Then
instead of (7.101) and (7.105) we have:

As+(k) = -s+k– , As–(k) = -s–k+ , Asv(k) = -svkv̄ , Asv̄(k) = -sv̄kv, (7.109)

where from the four constants in (7.109) only three can be determined since their sum
is zero:

-s+ + -
s
– + -

s
v + -

s
v̄ = 0 (7.110)

and using (7.102) and (7.106) we have:

-sv = –qs+4 -s– – 2dsq
2𝛾̂s–1 , -sv̄ = –-s– – 2dsq

–s–2𝛾̂s+1 ,
-s+ = qs+4 -s– + 2dsq

2 (𝛾̂s+1 + 𝛾̂s–1 ). (7.111)

The disappearance of the constants +s, ,s is consistent with 𝛾̂s±0 = 𝛾̂s±2 = 0. Substituting
(7.106) in (7.103) and (7.108) we obtain, respectively:

F̂+s = 𝛾̂s+1 q–1 (k+ – q
s+2zkv̄)(kv – q

s+3zk–) h
+
s , (7.112)

F̂–s = 𝛾̂s–1 (k+ – q
–1kv ̄z)(kv̄ – k– ̄z) fs. (7.113)

We stress that for each s there are only three independent constants: 𝛾̂s±1 , -s–, the latter
entering only the expressions for the q-potentials (7.109) and being a manifestation of
the gauge freedom. We can eliminate the A– components by setting -s– = 0 and/or the
A+ components by setting 𝛾̂s+1 = –𝛾̂s–1 – qs+2-s–/2ds.
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Finally we note that we can write qF–0 in terms of êxpq(k, x) but not qF+0 because of
the s dependence in the prefactors. If we use the basis (7.89) the roles of qF–0 and qF+0
would be exchanged.

If we want qF±0 on an equal footing then one should consider qF–0 on the basis
(7.61) and qF+0 on the basis (7.89). However, then one should use two different
q-potentials and furthermore should ensure that the two are not mixing because of
the equations (7.40); that is, the q-potential obtained from solving from one of the
equations (7.40) should give zero contribution after substitution in the other. This is
easy to ensure through the gauge-freedom constants in the q-potentials, for example,
setting -sv̄ + -s– = 0 we obtain that F̂+s = 0 in (7.103). Thus, the fields qF+0 and qF–0 may
be seen as living on different copies of q-Minkowski space–time, similarly to the two
four-dimensional sheets in the Connes–Lott model [153].

7.6 q-Plane-Wave Solutions of the Full q-Maxwell Equations

Here we use results from [237, 238]. First we shall use the basis (7.61). The general
solutions of (7.37) for n = 0 in the homogeneous case (J = 0) are:

F̂
h± ≐ (qF±0)J=0 =

∞∑
m,s=0

1
[s]q!

F̂
h±
ms(k) fs , (7.114)

F̂
h+
ms(k) =

m∑
i=0
( m–i∑

j=0
p̂ms1ij kivk

m–i–j
– kjv̄ (kv – q

s+6zk–)(kv – q
s+3zk–) +

+ p̂ms2i kivk
m–i
v̄ (kv – q

s+6zk–)(k+ – q
s+3zkv̄) + (7.115)

+
m–i∑
j=0

p̂ms3ij kivk
m–i–j
+ kjv̄ (k+ – q

s+6zkv̄)(k+ – q
s+3zkv̄) ) ,

F̂
h–
ms(k) =

m∑
i=0
( m–i∑

j=0
̂rms1ij kivk

m–i–j
– kjv̄ (kv̄ – q

–1 ̄zk–)(kv̄ – ̄zk–) +
+ ̂rms2i kivk

m–i
v̄ (k+ – q

–1 ̄zkv)(kv̄ – ̄zk–) + (7.116)

+
m–i∑
j=0

̂rms3ij kivk
m–i–j
+ kjv̄ (k+ – q

–1 ̄zkv)(k+ – ̄zkv) ) ,
where p̂msai(j) , ̂rmsai(j) are independent constants. The check that these are solutions is done
as in the previous sections. Actually, the solution for >̂r=2 given in (7.86) is obtained
here for m = 0. As for (7.86) going to (7.87) the solution (7.117) can be written in
terms of the deformed plane wave if we suppose that the ̂rmsai(j) for different s coincide:̂rmsai(j) = ̂rmai(j) . Then we have:
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F̂
h–

=
∞∑
m=0

F̂
h–
m (k) expq(k, x) , F̂

h–
m (k) = F̂

h–
ms(k) . (7.117)

Also as before the solution (7.115) cannot be written in terms of the same deformed
plane wave.

In the inhomogeneous case the solutions of (7.37) for n = 0 are:

qJ
0 = ̄zz ̂J+ + z ̂Jv + ̄z ̂Jv̄ + ̂J– , (7.118)̂J* =

∞∑
m,s=o

1
[s]q!

̂Jms* (k) fs–1 , * = ±, v, v̄ , (7.119)̂Jms+ (k) = –K̂
s
m(k) k– , (7.120)̂Jms– (k) = –q–s–2K̂

s
m(k) k+ ,̂Jmsv (k) = K̂

s
m(k) kv̄ ,̂Jmsv̄ (k) = q–s–2K̂

s
m(k) kv ,

K̂
s
m(k) ≐ 𝛾̂svkm+1v + 𝛾̂s–km+1– + 𝛾̂s+km+1+ + 𝛾̂sv̄km+1v̄ ,

qF
±
0 = F̂

±
+ F̂

h±
, (7.121)

F̂
±
=

∞∑
m,s=0

1
[s]q!

F̂
±
ms(k) fs , (7.122)

F̂
+
ms(k) = 2dsq

–s((q–s–5𝛾̂s–km– + z𝛾̂svkmv )(kv – qs+3zk–) +
+ (q–s–5𝛾̂sv̄kmv̄ + z𝛾̂s+km+ )(k+ – qs+3zkv̄)) ,

F̂
–
ms(k) = 2dsq

–2s–2((𝛾̂s–km– + q–2 ̄z𝛾̂sv̄kmv̄ )(kv̄ – ̄zk–) +
+ (𝛾̂svkmv + q–2 ̄z𝛾̂s+km+ )(k+ – ̄zkv)) ,

where ds = "s/"s+1. As in the homogeneous case we can make F̂
–
ms(k) independent of s

by choosing 𝛾̂s* ∼ q2s d–1s , but we cannot make F̂
+
ms(k) or ̂Jms* (k) independent of s.

Since we work with the full Maxwell equations, we have also to check the
q-deformation of the current conservation 𝜕-J- = 0:

I13 J = 0 , (7.123)
I13 = q3 [Nz – 1]q Tz d̂ ̄z d̂v Tv T– T+ + q d̂z Tz d̂ ̄z d̂– Tv T+ +

+q [Nz – 1]q Tz [N ̄z – 1]q d̂+ T+ Tv̄ +

+q–1 [N ̄z – 1]q d̂z Tz d̂v̄ Tv T
–1
– T+ –

–+ M̂v [N ̄z – 1]q d̂z Tz d̂– d̂+ Tv T
–1
– T+ Tv̄. (7.124)
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Substituting (7.118 and 7.119) in the above we get:

q Js+(k) k+ + J
s
v(k) kv + q

s+2 Jsv̄ kv̄ + q
s+1 Js–(k) k– = 0. (7.125)

The latter is fulfilled by the explicit expressions in (7.120), but we should note that
these expressions fulfil also the following splittings of (7.125):

q Js+(k) k+ + J
s
v(k) kv = 0 , q Jsv̄(k) kv̄ + J

s
–(k) k– = 0 , (7.126)

Js+(k) k+ + q
s+1 Jsv̄(k) kv̄ = 0 , Jsv(k) kv + q

s+1 Js–(k) k– = 0 .

Furthermore the expressions from (7.120) fulfil also:

q Js+(k) kv̄ + J
s
v(k) k– = 0 , q Jsv̄(k) k+ + J

s
–(k) kv = 0 , (7.127)

Js+(k) kv + q
s+1 Jsv̄(k) k– = 0 , Jsv(k) k+ + q

s+1 Js–(k) kv̄ = 0 .

Nowwe shall use the basis (7.89). Then solutions of (7.37) for n = 0 in the homogeneous
case (J = 0) are:

F̃h± ≐ (qF±0)J=0 =
∞∑

m,s=0

1
[s]q!

F̃h±ms(k) h̃s , (7.128)

F̃h+ms(k) =
m∑
i=0
( m–i∑

j=0
p̃ms1ij kiv̄k

m–i–j
– kjv (kv – zk–)(kv – qzk–) +

+ p̃ms2i kiv̄k
m–i
v (k+ – zkv̄)(kv – qzk–) + (7.129)

+
m–i∑
j=0

p̃ms3ij kiv̄k
m–i–j
+ kjv (k+ – zkv̄)(k+ – qzkv̄) ) ,

F̃h–ms(k) =
m∑
i=0
( m–i∑

j=0
trms1ij kiv̄k

m–i–j
– kjv (kv̄ – q

s+1 ̄zk–)(kv̄ – qs+2 ̄zk–) +
+ trms2i kivk

m–i
v̄ (kv̄ – q

s+1 ̄zk–)(k+ – qs+2 ̄zkv) + (7.130)

+
m–i∑
j=0

trms3ij kivk
m–i–j
+ kjv̄ (k+ – q

s+1 ̄zkv)(k+ – qs+2 ̄zkv) ),
where p̃msai(j) , tr

msa
i(j) are independent constants, Qs(a, b) = 0 in h̃s . (The solution for >̃r=2

given in (7.94) is obtained here for m = 0.) The solution (7.129) can be written in terms
of the deformed plane wave if we suppose that the p̃msai(j) for different s coincide: p̃msai(j) =
p̃mai(j) . Then we have:
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F̃h+ =
∞∑
m=0

F̃h+m (k) ẽxpq(k, x) , F̃h+m (k) = F̃h+ms(k) . (7.131)

In the inhomogeneous case the solutions of (7.37) for n = 0 are:

qJ
0 = ̄zz ̃J+ + z ̃Jv + ̄z ̃Jv̄ + ̃J– , (7.132)̃J* =

∞∑
m,s=o

1
[s]q!

̃Jms* (k) h̃s–1 , * = ±, v, v̄ , (7.133)̃Jms+ (k) = –qs+1K̃s
m(k) k– , (7.134)̃Jms– (k) = –q–1K̃s
m(k) k+ ,̃Jmsv (k) = K̃s

m(k) kv̄ ,̃Jmsv̄ (k) = qsK̃s
m(k) kv ,

K̃s
m(k) ≐ 𝛾̃svkm+1v + 𝛾̃s–km+1– + 𝛾̃s+km+1+ + 𝛾̃sv̄km+1v̄ ,

qF
±
0 = F̃± + F̃h± , (7.135)

F̃± =
∞∑

m,s=0

1
[s]q!

F̃±ms(k) h̃s , (7.136)

F̃+ms(k) = 2d̃sq
s–2((𝛾̃s–km– + q–1z𝛾̃svkmv )(kv – qzk–) +

+ (𝛾̃sv̄kmv̄ + q–1z𝛾̃s+km+ )(k+ – qzkv̄)) ,
F̃–ms(k) = 2d̃s((q–s–3𝛾̃s–km– + q ̄z𝛾̃sv̄kmv̄ )(kv̄ – qs+2 ̄zk–) +

+ (q–s–3𝛾̃svkmv + q ̄z𝛾̃s+km+ )(k+ – qs+2 ̄zkv)) ,
where d̃s = b̃s/b̃s+1 , Qs(a, b) = 0 in h̃s . We can make F̃+ms(k) independent of s by
choosing 𝛾̃s* ∼ q–s d̃–1s , but we cannot make F̃–ms(k) or ̃Jms* (k) independent of s.

Also here we shall check whether the q-deformation of the current conservation
(7.123) is fulfilled. The analog of (7.124) in the basis (7.89) is:

I13 = [Nz – 1]q D̂ ̄z T ̄z D̂v Tv̄ T+ T
–1
– + q D̂ ̄z T ̄z D̂z D̂– Tv̄ T+ +

+q [N ̄z – 1]q T ̄z [Nz – 1]q D̂+ T+ Tv +
+q2 [N ̄z – 1]q D̂z T ̄z D̂ v̄ Tv̄ T– T+ –

–+ q M̂v [N ̄z – 1]q D̂z T ̄z D̂– D̂+ T– T+. (7.137)
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Then the analog of (7.125) is:

Js+(k) k+ + q
s Jsv(k) kv + J

s
v̄ kv̄ + q

s Js–(k) k– = 0. (7.138)

The latter is fulfilled by the explicit expressions in (7.134), but we should note that
these expressions fulfil also the following splittings of (7.138):

Js+(k) k+ + q
s Jsv(k) kv = 0 , Jsv̄(k) kv̄ + q

s Js–(k) k– = 0 ,
Js+(k) k+ + J

s
v̄(k) kv̄ = 0 , Jsv(k) kv + J

s
–(k) k– = 0 . (7.139)

Furthermore the expressions from (7.134) fulfil also:

Js+(k) kv̄ + q
s Jsv(k) k– = 0 , Jsv̄(k) k+ + q

s Js–(k) kv = 0 ,
Js+(k) kv + J

s
v̄(k) k– = 0 , Jsv(k) k+ + J

s
–(k) kv̄ = 0 . (7.140)

Summarizing, we have given solutions of the full q-Maxwell equations in two conjug-
ated bases (7.61) and (7.89). The solutions of the homogeneous equations are alsomore
general than the solutions for >̂ and >̃ for general r. As before we see that the roles of
the solutions F+ and F– are exchanged in the two conjugated bases. We note also that
the current components are different: ̂Jms* ̸= ̃Jms* (for q ̸= 1, * ̸= v), and in both cases
they cannot be made independent of s. Thus, there is no advantage of choosing either
of the bases (7.61) or (7.89). It may be also possible to use both in a Connes-Lott type
model [153].

7.7 q-Weyl Gravity Equations Hierarchy

In this section we follow [229, 238]. Here we study another hierarchy which is given as
follows:

C+m↗ ↘
Chm CTm↘ ↗

C–m

(7.141)

wherem ∈ ℕ, and the corresponding signatures are:
7+m = [2m, 0; 2], 7–m = [0, 2m; 2], (7.142)
7hm = [m,m; 2 –m], 7Tm = [m,m; 2 +m].
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For future reference we also give the Dynkin labels 7 = {m1,m2,m3} of these represent-
ations:

7+m = {2m + 1, –m – 1, 1}, 7–m = {1, –m – 1, 2m + 1}, (7.143)
7hm = {m + 1, –1,m + 1}, 7Tm = {m + 1, –2m – 1,m + 1}.

The arrows on (7.141) represent invariant differential operators of orderm. It is a partial
case of the general conformal scheme parametrized by three natural numbers p, -, n
(cf. formula (6.170) and figure (6.171) of Volume 1), setting here: - = 1, p = n = m. This
hierarchy intersects with the Maxwell hierarchy for the lowest value m = 1. Here we
consider the linear Weyl gravity which is obtained form = 2.

7.7.1 Linear Conformal Gravity

We start with the q = 1 situation, and we first write the linear conformal gravity equa-
tions, or Weyl gravity equations in our indexless formulation, trading the indices for
two conjugate variables z, ̄z.

Weyl gravity is governed by the Weyl tensor C,-34, which is given in terms of the
Riemann curvature tensor R,-34 , Ricci curvature tensor R,- , scalar curvature R:

C,-34 = R,-34 – 1
2 (g,3R-4 + g-4R,3 – g,4R-3 – g-3R,4) +

1
6 (g,3g-4 – g,4g-3)R , (7.144)

where g,- is the metric tensor. Linear conformal gravity is obtained when the metric
tensor is written as: g,- = ',- + h,-, where ',- is the flat Minkowski metric, h,- are
small so that all quadratic and higher-order terms are neglected. In particular: R,-34 =
1
2 (𝜕,𝜕4h-3 + 𝜕-𝜕3h,4 – 𝜕,𝜕3h-4 – 𝜕-𝜕4h,3). The equations of linear conformal gravity are:𝜕-𝜕4C,-34 = T,3 , (7.145)

where T,- is the energy-momentum tensor. From the symmetry properties of the Weyl
tensor it follows that it has ten independent components. These may be chosen as
follows (introducing notation for future use):

C0 = C0123 , C1 = C2121 , C2 = C0202 , C3 = C3012 ,
C4 = C2021 , C5 = C1012 , C6 = C2023 ,
C7 = C3132 , C8 = C2123 , C9 = C1213 . (7.146)

Furthermore, the Weyl tensor transforms as the direct sum of two conjugate Lorentz
irreps, which we shall denote as C± (cf. (7.142) for m = 2). The tensors T,- and h,- are
symmetric and traceless with nine independent components.

Further, we shall use again the fact that a Lorentz irrep (spin-tensor) with sig-
nature (n1, n2) may be represented by a polynomial G(z, ̄z) in z, ̄z of order n1, n2,
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respectively. More explicitly, for the Weyl gravity representations mentioned above
we use:

C+(z) = z4C+4 + z
3C+3 + z

2C+2 + zC
+
1 + C

+
0 , (7.147)

C–( ̄z) = ̄z4C–4 + ̄z3C–3 + ̄z2C–2 + ̄zC–1 + C–0 ,
T(z, ̄z) = z2 ̄z2T󸀠22 + z2 ̄zT󸀠21 + z2T󸀠20+

+z ̄z2T󸀠12 + z ̄zT󸀠11 + zT󸀠10+
+ ̄z2T󸀠02 + ̄zT󸀠01 + T󸀠00 , (7.148)

h(z, ̄z) = z2 ̄z2h󸀠22 + z2 ̄zh󸀠21 + z2h󸀠20+
+z ̄z2h󸀠12 + z ̄zh󸀠11 + zh󸀠10+
+ ̄z2h󸀠02 + ̄zh󸀠01 + h󸀠00 , (7.149)

where the indices on the RHS are not Lorentz-covariance indices, they just indicate the
powers of z, ̄z. The components C±k are given in terms of the Weyl tensor components
as follows:

C+0 = C2 – 1
2C1 – C6 + i(C0 +

1
2C3 + C7)

C+1 = 2(C4 – C8 + i(C9 – C5))
C+2 = 3(C1 – iC3)
C+3 = 8(C4 + C8 + i(C9 + C5))
C+4 = C2 – 1

2C1 + C6 + i(C0 +
1
2C3 – C7)

C–0 = C2 – 1
2C1 – C6 – i(C0 +

1
2C3 + C7)

C–1 = 2(C4 – C8 – i(C9 – C5))
C–2 = 3(C1 + iC3)
C–3 = 2(C4 + C8 – i(C9 + C5))
C–4 = C2 – 1

2C1 + C6 – i(C0 +
1
2C3 – C7). (7.150)

while the components T󸀠ij are given in terms of T,- as follows:

T󸀠22 = T00 + 2T03 + T33
T󸀠11 = T00 – T33
T󸀠00 = T00 – 2T03 + T33
T󸀠21 = T01 + iT02 + T13 + iT23
T󸀠12 = T01 – iT02 + T13 – iT23
T󸀠10 = T01 + iT02 – T13 – iT23
T󸀠01 = T01 – iT02 – T13 + iT23
T󸀠20 = T11 + 2iT12 – T22
T󸀠02 = T11 – 2iT12 – T22 (7.151)

and similarly for h󸀠ij in terms of h,- .
In these terms all linear conformal Weyl gravity equations (7.145) (cf. also (7.141))

may be written in compact form as the following pair of equations:
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I+C+(z) = T(z, ̄z), I–C–( ̄z) = T(z, ̄z), (7.152)

where the operators I± are given as follows:

I+ = (z2 ̄z2𝜕2+ + z2𝜕2v + ̄z2𝜕2v̄ + 𝜕2–+
+2z2 ̄z𝜕v𝜕+ + 2z ̄z2𝜕+𝜕v̄ + 2z ̄z(𝜕–𝜕+ + 𝜕v𝜕v̄)+
+2 ̄z𝜕–𝜕v̄ + 2z𝜕v𝜕–)𝜕2z–
–6(z ̄z2𝜕2+ + z𝜕2v + 2z ̄z𝜕v𝜕+ + ̄z2𝜕+𝜕v̄+
+ ̄z(𝜕–𝜕+ + 𝜕v𝜕v̄) + 𝜕v𝜕–)𝜕z+
+12( ̄z2𝜕2+ + 𝜕2v + 2 ̄z𝜕v𝜕+) , (7.153)

I– = (z2 ̄z2𝜕2+ + z2𝜕2v + ̄z2𝜕2v̄ + 𝜕2–+
+2z2 ̄z𝜕v𝜕+ + 2z ̄z2𝜕+𝜕v̄ + 2z ̄z(𝜕–𝜕+ + 𝜕v𝜕v̄)+
+2 ̄z𝜕–𝜕v̄ + 2z𝜕v𝜕–)𝜕2̄z–
–6(z2 ̄z𝜕2+ + ̄z𝜕2v̄ + 2z ̄z𝜕+𝜕v̄ + z2𝜕v𝜕++
+z(𝜕–𝜕+ + 𝜕v𝜕v̄) + 𝜕–𝜕v̄)𝜕 ̄z+

+12(z2𝜕2+ + 𝜕2v̄ + 2z𝜕+𝜕v̄)
using the Minkowski conformal variables. We recall that in terms of these variables
the d’Alembert equation is: ◻ > = (𝜕–𝜕+ – 𝜕v 𝜕v̄) > = 0 . (7.154)

To make more transparent the origin of (7.152) and in the same time to derive the
quantum group deformation of (7.152) and (7.153) we first introduce the following
parameter-dependent operators:

I+n = 1
2(n(n – 1)I21 I22 – 2(n2 – 1)I1I22 I1 + n(n + 1)I22 I21), (7.155)

I–n = 1
2(n(n – 1)I23I22 – 2(n2 – 1)I3I22 I3 + n(n + 1)I22 I23),

where I1 = 𝜕z, I2 = ̄zz𝜕+ + z𝜕v + ̄z𝜕v̄ + 𝜕–, and I3 = 𝜕 ̄z are from (7.16). We recall that
group-theoretically the operators Ia correspond to the three simple roots of the root
system of sl(4), while the operators I±n correspond to the singular vectors for the two
nonsimple nonhighest roots. More precisely, the operator I+n is obtained from the sl(4)
formula for the singular vector given by (2.37) of weightm12!12 = 2!12. Analogously, the
operator I–n is obtained from the same formula for weightm23!23 = 2!23. The parameter
n = max(2j1, 2j2).
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It is easy to check that we have the following relation:

I± = I±4 , (7.156)

that is, (7.152) are written as:

I+4 C
+(z) = T(z, ̄z), I–4 C

–( ̄z) = T(z, ̄z). (7.157)

This is the form that is immediately generalizable to the q-deformed case in next
subsection.

Using the same operators we can write down the pair of equations which give the
Weyl tensor components in terms of the metric tensor:

I+2 h(z, ̄z) = C–( ̄z), I–2 h(z, ̄z) = C+(z). (7.158)

We stress again the advantage of the indexless formalism due to which two different
pairs of equations – (7.157) and (7.158) – may be written using the same parameter-
dependent operator expressions by just specializing the values of the parameter.

7.7.2 q-Plane-Wave Solutions of q-Weyl Gravity

We consider now the q-deformed setting supposing that q is not a nontrivial root of
unity.

Using theUq(sl(4)) formula for the singular vector given in (2.37), we obtain for the
q-analogue of (7.15):

qI
+
n = 1

2([n]q [n – 1]q qI
2
1 qI

2
2 – [2]q [n – 1]q [n + 1]q qI1 qI

2
2 qI1+

+[n]q [n + 1]q qI
2
2 qI

2
1), (7.159)

qI
–
n = 1

2([n]q [n – 1]q qI23 qI22 – [2]q [n – 1]q [n + 1]q qI3 qI22 qI3+
+[n]q [n + 1]q qI

2
2 qI

2
3),

where the q-deformed versions qIa of (7.16) are given in (7.35).
Then the q-Weyl gravity equations are (cf. (7.157)):

qI
+
4C

+(z) = T(z, ̄z), qI
–
4C

–( ̄z) = T(z, ̄z), (7.160)

while q-analogues of (7.158) are:

qI
+
2 h(z, ̄z) = C–( ̄z), qI

–
2 h(z, ̄z) = C+(z). (7.161)



7.7 q-Weyl Gravity Equations Hierarchy 359

For the solutions we shall use the basis (7.61). The solutions of the first equation in
(7.160) in the homogeneous case (T = 0) are:

qC
+
0 =

∞∑
s=0

1
[s]q!

Ĉ+s , (7.162)

Ĉ+s =
4∑

m=0
𝛾̂s+m ( –m+3∏

i=0
(k+ – q

i+Bs+s+4kvz)) ×
× ( 3∏

j=–m+4
(kv – q

j+Bs+s+4k–z)) ĥ+s , (7.163)

where h+s is hs with:

Ps(a, b) = P+s (a, b) ≡ Rs(a) + Bsb, (7.164)𝛾̂s+m ,Bs are arbitrary constants and Rs(a) is an arbitrary polynomial in a. In order to
be able to write the above solution in terms of the deformed plane wave, we have to
suppose that the 𝛾̂s+m ,Bs + s for different s coincide: 𝛾̂s+m = 𝛾̃+m , for example, we can
make the choice Bs = B󸀠 – s – 4. Then we have:

qC
+
0 =

4∑
m=0

𝛾̃+m ( –m+3∏
i=0

(k+ – q
i+B󸀠kv̄z)) ×

× ( 3∏
j=–m+4

(kv – q
j+B󸀠k–z)) êxp+q(k, x) , (7.165)

where êxp+q(k, x) is êxpq(k, x) with the choice (7.164).
The solutions of the second equation in (7.160) are:

qC
–
0 =

∞∑
s=0

1
[s]q!

Ĉ–s (7.166)

Ĉ–s =
4∑

m=0
𝛾̂s–m ( –m+2∏

i=–1
(k+ – q

i–Dskv ̄z)) ×
× ( 2∏

j=–m+3
(kv̄ – q

j–Dsk– ̄z)) h–s (7.167)

where h–s is hs with:

Ps(a, b) = P–s (a, b) ≡ Dsa + Qs(b), (7.168)
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𝛾̂s–m ,Ds are arbitrary constants andQs(b) is an arbitrary polynomial. In order to be able
to write this solution in terms of the deformed plane wave, we have to suppose that the𝛾̂s–m ,Ds for different s coincide: 𝛾̂s–m = 𝛾̂–m , Ds = D. Then we have:

qC
–
0 =

4∑
m=0

𝛾̂–m (–m+2∏
i=–1

(k+ – q
i–Dkv ̄z)) ×

× ( 2∏
j=–m+3

(kv̄ – q
j–Dk– ̄z)) êxp–q (k, x), (7.169)

where êxp–q (k, x) is êxpq(k, x) with the choice (7.168).
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for quantum KacŰMoody algebras and superalgebras,” in: Quantum Symmetries,
Proceedings, Workshop on Quantum Groups of the II Wigner Symposium (Goslar, July 1991),
eds. H.-D. Doebner and V.K. Dobrev (World Scientific, Singapore, 1993) pp. 336–351.

[386] S.M. Khoroshkin and V.N. Tolstoy, “The uniqueness theorem for the universal R-matrix,” Lett.
Math. Phys. 24 (1992) 231–244.

[387] M.R. Kibler, R.M. Asherova and Yu.F. Smirnov, “Some aspects of q and qp boson calculus,” in:
Proceedings Symmetries in Science VIII, ed. B. Gruber (Plenum Press, NY, 1995) pp. 241–254.

[388] Y. Kimura and Fan Qin, “Graded quiver varieties, quantum cluster algebras and dual canonical
basis,” Adv. Math. 262 (2014) 261–312.

[389] A.N. Kirillov and N.Yu. Reshetikhin, “Representations of the algebra Uq(sl(2)), q-orthogonal
polynomials and invariants of links,” in: New Developments in the Theory of Knots, ed. T.
Kohno, Adv. Ser. Math. Phys. vol. 11 (World Scientific, Singapore, 1990) pp. 202–256; “q-Weyl
group and multiplicative formula for universal R-matrices,” Commun. Math. Phys. 134 (1990)
421–431.

[390] R. Kirschner, “Integrable chains with Jordan-Schwinger representations,” J. Phys. Conf. Ser.
411 (2013) 012018.

[391] M. Klimek, “D=2 and D=4 realization of *-conformal algebra,” Czech. J. Phys. 46 (1996)
187–194; M. Klimek and J. Lukierski, “Kappa deformed realization of D=4 conformal algebra,”
Acta Phys. Polon. B26 (1995) 1209–1216.

[392] A.U. Klimyk and S. Pakuliak, “Infinite-dimensional representations of quantum algebras,” in:
Symmetries in Science VI, ed. B. Gruber (Plenum Press, 1993) pp. 389–414.

[393] A.U. Klimyk and K. Schmüdgen, Quantum Groups and Their Representations (Springer-Verlag,
Berlin, 1997).

[394] A.W. Knapp and G.J. Zuckerman, “Classification theorems for representations of semisimple
groups,” Lecture Notes in Math. 587 (Springer-Verlag, Berlin, 1977) 138–159; “Classification of
irreducible tempered representations of semisimple groups,” Ann. Math. 116 (1982) 389–501.

[395] V.G. Knizhnik and A.B. Zamolodchikov, “Current algebra and Wess–Zumino model in
two-dimensions,” Nucl. Phys. B247 (1984) 83–103.

[396] T.H. Koornwinder, “Orthogonal polynomials in connection with quantum groups,” in:
Orthogonal Polynomials: Theory and Practice, NATO ASI Series C, Vol. 294 (Kluwer Academic
Publishers, 1990) pp. 257–292.



380 Bibliography

[397] P. Kosinski, J. Lukierski and P. Maslanka, “Local D=4 field theory on kappa deformed
Minkowski space,” Phys. Rev. D62 (2000) 025004.

[398] P. Kosinski and M. Majewski, “The bicovariant differential calculus on the three-dimensional
kappa-Poincaré group,” Acta Phys. Polon. B27 (1996) 2137–2153.

[399] P. Kosinski, P. Maslanka, J. Lukierski and A. Sitarz, “Generalized kappa-deformations and
deformed relativistic scalar fields on noncommutative Minkowski space,” in: Proceedings
Conference “Topics in Mathematical Physics, General Relativity and Cosmology,” 2002,
Mexico City, eds. H. Garcia-Compean et al. (World Scientific, 2006) pp. 255–277.

[400] Y. Kosmann-Schwarzbach, “From ‘Quantum Groups’ to ‘Quasi-Quantum Groups’,” in:
Proceedings, International Symposium “Symmetries in Science V: Algebraic Structures, their
Representations, Realizations and Physical Applications” (Schloss Hofen, Vorarlberg, Austria,
30.7.-3.8.1990), eds. B. Gruber et al. (Plenum Press, New York, 1991) pp. 369–393.

[401] J. Kowalski-Glikman, “Testing dispersion relations of quantum Kappa-Poincare algebra on
cosmological ground,” Phys. Lett. B499 (2001) 1–8.

[402] C. Krishnan and E. di Napoli, “Can quantum de Sitter space have finite entropy?,” Class.
Quantum Grav. 24 (2007) 3457–3463.

[403] P.P. Kulish, “A two-parameter quantum group and a gauge transform” (in Russian), Zapiski
Nauch. Semin. LOMI 180 (1990) 89–93.

[404] P.P. Kulish and E.V. Damashinsky, “On the q oscillator and the quantum algebra SU(q)(1,1),” J.
Phys. A23 (1990) L415–L420.

[405] P.P. Kulish and N.Yu. Reshetikhin, “Quantum linear problem for the Sine-Gordon equation and
higher representation,” Zap. Nauch. Semin. LOMI 101 (1981) 101–110 (in Russian); English
translation: J. Soviet. Math. 23 (1983) 2435–2441.

[406] P.P. Kulish, N.Yu. Reshetikhin and E.K. Sklyanin, “Yang-Baxter equation and representation
theory. 1.” Lett. Math. Phys. 5 (1981) 393–403.

[407] P.P. Kulish and R. Sasaki, “Covariance properties of reflection equation algebras,” Prog. Theor.
Phys. 89 (1993) 741–762.

[408] P.P. Kulish and E.K. Sklyanin, “Quantum inverse scattering method and the Heisenberg
ferromagnet,” Phys. Lett. A70 (1979) 461–463.

[409] P.P. Kulish and E.K. Sklyanin, “On the solution of the Yang-Baxter equation,” J. Sov. Math. 19
(1982) 1596–1620 [Zap. Nauchn. Semin. 95 (1980) 129–160].

[410] P.P. Kulish and E.K. Sklyanin, “Quantum spectral transform method. Recent developments,”
Lect. Notes Phys. 151 (1982) 61–119.

[411] P.P. Kulish and E.K. Sklyanin, “The general Uq(sl(2)) invariant XXZ integrable quantum spin
chain,” J. Phys. A24 (1991) L435–L439.

[412] P.P. Kulish and E.K. Sklyanin, “Algebraic structures related to the reflection equations,” J.
Phys. A25 (1992) 5963–5976.
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