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edited volumes designed to inform research-based applications of educational measure-
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Foreword

It’s not fair! How many times have we heard (or said) these three words? During my
recent experience as co-chair of the committee to revise the AERA/APA/NCME Standards
for Educational and Psychological Testing, I heard this or related expressions many times.
As Dorans and Cook point out, in the Introduction to this volume, it is often easier to
identify something that is unfair than it is to define what we mean by fairness. The goal
of this volume is to provide information about fairness as it pertains to educational
assessment and measurement. Even in the narrower perspective of educational assessment,
there are many important topics and issues that relate to fairness.

First, fairness issues relate to how the assessment is designed, administered, and scored.
In addition, fairness issues are connected to how the test scores are interpreted. All of
these considerations are directly related to the validity of score interpretations. If the test
does not measure what it is intended to measure (by way of content coverage or content
balance as articulated in the test blueprint), then its scores will not provide a fair and
appropriate representation of the intended construct. If the test is created appropriately,
but the administration is flawed, then again, the scores from the test will not appropriately
measure what the test taker knows and is able to do.

Careful attention to test design and development, followed by sound test administration
procedures, will not ensure valid test scores if the scoring itself is flawed. It is essential
that appropriate and psychometrically sound scoring procedures are in place to produce
scores that will support the intended score interpretations. Finally, even when all of these
prior steps are carried out in a fair and appropriate manner, valid interpretations of test
scores are limited to the intended interpretations and uses of the scores. These topics
form the basis for the first section of the volume devoted to Ensuring Fairness in Test
Design, Construction, Administration, and Scoring.

Second, once the test is constructed using fairness principles, other threats to valid
score interpretations and use relate to the use of educational assessments to make
comparisons of test results under a variety of measurement conditions. Frequently,
assessment results obtained across different tests and different modes of administration
are compared. An important question is: does it matter whether the test is administered
on paper or delivered on a computer? Or, does the type of computer or device impact
the scores of the test taker? If so, then the mode of test delivery could possibly advantage
or disadvantage some test takers and will become a fairness issue.

In educational settings, it is often desirable to compare performance of students across
grades. If the testing system is not designed to support such interpretations, will fair
score interpretations result? How can tests be designed and delivered for special
populations, especially those with significant cognitive impairments for whom the intended
construct is difficult to assess? In our ever-increasing global environment, what issues
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need to be considered in order to support fair assessment of individuals with diverse
language backgrounds or administered in different languages? These are the topics that
are the focus of the second section of the volume, titled Assessing the Fairness of
Comparisons under Divergent Measurement Conditions.

The final section of the volume, Perspectives on Fair Assessment, contains a chapter
on fairness in the use of derived scores, a chapter on legal considerations for test fairness,
and a chapter on philosophical perspectives of fairness in educational assessment. These
three chapters lead the reader to broaden his or her perspective on fairness in educational
assessment by considering the many uses, and implications of the uses, of educational
test scores.

The authors who have contributed to Fairness in Educational Assessment and
Measurement are well-respected professionals in the field of educational measurement.
In addition to these highly-qualified authors of the individual chapters, each major section
of the volume ends with a commentary by another highly-respected professional in the
field. The commentaries following each section present the commentator’s thoughts about
the overall theme of the section and also provide a critical perspective on the individual
contributions to the section.

This volume on Fairness in Educational Assessment and Measurement, sponsored by
the National Council on Measurement in Education (NCME), provides a thorough and
comprehensive treatment of critical issues related to the topic. This volume presents
educational measurement professionals with details about features of educational testing
that support fair assessment practices and provide test users and policymakers with
needed information about how testing practices can lead to fair and appropriate test
score interpretations for their intended uses.

One of the NCME series on measurement in education, this volume is a valuable
resource that will provide guidance to all those who are interested in the development
of fair and valid interpretations of educational test scores.

Barbara Plake
1992 NCME President
2007 NCME Career Contributions Award Recipient
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1 Introduction

Neil J. Dorans and Linda L. Cook!

Introduction

Fairness, a concept familiar to most readers, can mean different things to different
people. The concept of fairness has a long history, with a definition that has evolved
over time. Legal prescriptions and proscriptions of fairness have also changed with time.
When Justice Potter Stewart first joined the Supreme Court in 1958, he said, “fairness
is what justice really is” (National Affairs: The Young Justice, 1958). Potter linked fairness
with justice. But what is fairness? It is probably easier to detect unfairness when we see
it than it is to define fairness.

From an historical perspective using a 21st century vantage point, several practices
that were accepted during the early part of the 20th century would be judged unfair by
present standards. At the start of the 20th century, colonialism, was rampant, a byproduct
of the imperialism of the late 19th century. In addition, at the start of the 20th century,
racism was legally sanctioned in many parts of the United States,” and women were not
allowed to vote in national elections or hold elective national office. The end of World
War II and the decades immediately following it saw the beginning of extensive
decolonization, the passage of the United Nations Declaration of Human Rights, and
the codification of laws and practices in the United States that led to equal rights and
equal protection for U.S. citizens.

Fairness touches many aspects of human existence. Young children recognize fair and
unfair play. Laws and regulations exist to ensure fair play in sports, fair trade in economics,
fair allocation of resources, fair access to education, housing, and employment.

This volume examines fairness in the context of educational assessment and
measurement. Our focus is primarily on educational assessment in the United States,
and it is written from that perspective. We begin by journeying back in time to the first
third of the 20th century.

A Testing Example from the Early 20th Century

Eugenics was a term attributed to the British polymath Sir Francis Galton, who, among
other things, made important contributions to psychometrics and statistics. Galton (1883),
who introduced the concepts of standard deviation and correlation to the field of statistics,
concluded in Inquiries into Human Faculty and Its Development that superior social
position was due to a superior genetic makeup, essentially a causal inference based on
analyses of observational data from a variety of biographical sources.

The social movement of eugenics played a significant role in the history and culture
of early 20th century United States and other countries. Eugenics was widely accepted.
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It was supported by the influential and respected, including British statesman Winston
Churchill, President Theodore Roosevelt, Margaret Sanger, proponent of birth control
rights for women, and playwright George Bernard Shaw, among many others (Kelves,
1985). Applied eugenic practices included genetic screening, forced birth control,
compulsory sterilization, forced abortions, marriage restrictions, and segregation. The
most infamous example of applied eugenics was engineered by Adolf Hitler, who cited
eugenic theories as a justification for Aryan superiority and the genocide of those he
considered to be defectives and racially inferior.

Toward the end of World War I, tests were developed to systematically and objectively
evaluate those recruited by the U.S. military. These tests were devised by the Committee
on the Classification of Personnel in the Army, established in 1917. Its membership
included the psychologists and early psychometricians E. L. Thorndike, Lewis Terman,
Robert Yerkes, L. L. Thurstone, and Truman Kelley. By the end of 1918, the Army had
tested over 1.7 million men using the “Alpha” and “Beta” Army tests.

The Army Alpha test measured verbal ability, numerical ability, ability to follow
directions, and knowledge of information, and was administered in English. Soldiers
who were illiterate or who were not sufficiently proficient in English would take the
Army Beta test. It was more complex to administer and score than the Army Alpha test.
The Army Beta test used demonstration charts and pantomime to convey instructions
to the persons being tested. The performance tasks on the Army Beta test used geometrical
designs, mutilated or incomplete pictures, e.g. a table with a leg missing, a baby carriage
with no handle, and other types of test questions that required different principles in its
construction and response evaluation than those used on the Army Alpha test.
Consequently, scores on the two tests did not measure the same thing and fair compar-
isons of the scores could not be made. For sample items from both tests, see http://official-
asvab.com/armysamples_coun.htm. Yoakum and Yerkes (1920) gave a detailed description
of both instruments.

Carl Brigham (1923) wrote a book based on the Army Alpha and Beta test data,
A Study of American Intelligence. Several of the tables in the book report results based
on a “combination scale” on which Alpha and Beta scores and Stanford Binet scores
were all expressed. Based on these results, he concluded that Blacks, Jews, Mediterraneans,
and Alpines were inherently intellectually inferior to Nordics.?

Table 33 of Brigham (1923) contains estimates of the proportions of the three types
of white “blood” in each European country. According to Table 35 of Brigham (1923),
from 1840 to 1890, immigrants of Nordic blood accounted for at least 40% of the
immigrants to the United States. Between 1890 and 1920, the Alpine race supplanted
the Nordic race. For those in the eugenics movement who were concerned about dilution
of the gene pool, the shift away from Nordics to other groups was a cause for alarm.

By today’s standards, Brigham’s book would be considered racist. In the 1920s, it was
widely, though not universally, accepted as an accurate representation (Cole and Zieky,
2001). During that time, Congress passed the Immigration Act of 1924, a federal law
that limited the annual number of immigrants who could be admitted from any country
to 2% of the number of people from that country who were already living in the United
States in 1890. The law restricted the flow of Southern and Eastern Europeans and
prohibited the immigration of Middle Easterners, East Asians, and Indians. The purpose
of the law was to preserve the homogeneity of the American people.

Brigham went on to develop the Scholastic Aptitude Test (SAT) for the College Board
in 1926. Based on his analyses of early SAT data, he concluded that test scores may not
be a function of unitary dimensions, and that they were influenced by cultural factors
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that were not rooted in genetics, such as familiarity with the language of the test. These
analyses are summarized in the book A Study of Error (Brigham, 1932).

Prior to publication of that book, Brigham (1930) wrote an article in Psychological
Review in which he recanted his earlier work. The abstract of that article states:

In the light of recent investigations showing that test scores may not represent unitary
things, the author criticizes attempts to establish racial differences and national
differences with existing tests, in which mixture of verbal, quantitative, and spatial
intelligence factors and dependence on vernacular destroy the significance of the
scores. The author includes his own comparative racial study in this criticism.

(p. 158)

One technical concern related to Brigham’s research was the comparability of scores
achieved on the Alpha and Beta versions of the Army test. A special sample of military
personnel was tested with both, and these data were used to put the Alpha and Beta on
a common seven-point scale (A, B, C+, C, C-, D, D-). Because these two tests were quite
different in terms of format and questions asked, and measured different constructs,
scores from these tests could not be treated as if they were interchangeable. When
interpreting the results of his research, Brigham (1923) had treated scale alignments of
the Army Alpha and Beta tests as if they produced interchangeable scores. By 1930, he
realized that was a mistake. He doubted whether the subcomponents of the Alpha test
measured a unitary construct and acknowledged the effects of culture, particularly
knowledge of the language of the test.

The Emergence of the Civil Rights Movement after World War 11

World War II changed much in American society, including race relations and the role
of women in the workforce. During World War II, President Franklin Roosevelt issued
an executive order in June 1941 in response to complaints about discrimination at home
against Black Americans, who constituted about 10% of the population. This order
directed that Black workers be accepted into job-training programs in defense plants,
and forbade discrimination by defense contractors. Still, the military remained segregated
until July 1948 when President Harry Truman issued an executive order ordering full
integration of the armed services. Full integration was not achieved until the end of the
Korean War.

Integration also occurred in the national pastime, baseball, after World War II. On
April 15, 1947, Jackie Robinson, a college graduate and military veteran who had been
groomed by Brooklyn Dodgers general manager Branch Rickey to break the color line
that kept gifted Black athletes from pursuing their living in baseball’s major leagues,
broke that barrier. Robinson encountered widespread racism, including legally sanctioned
segregation in the South, and vicious abuse including death threats simply because of
his race. Robinson maintained his composure and succeeded in breaking the color line,
a major symbolic step away from segregation.

During World War II, Robinson was arrested for failing to go to the back of an
unsegregated Army bus, as was required. He was court-martialed and eventually acquitted.
The mistreatment he experienced prepared him for the abuse that he would experience
integrating baseball.

A quiet seamstress, Rosa Parks, refused to go to the back of a bus in Montgomery,
Alabama, in 1955. Her stoic defiance of the law landed her in jail and is considered a
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pivotal moment in American history. In the first of his trilogy, America in the King
Years, Taylor Branch (1988) reports that the Montgomery boycott, organized by Martin
Luther King in response to Rosa Parks’ arrest, marked Martin Luther King’s emergence
as a leader of the Civil Rights movement. The nonviolent protest practiced by King and
his associates often met with resistance, and in some cases deadly force. Despite the
blood that was shed by some of its members, the Civil Rights movement persisted and
served as a catalyst for change in America in the 1960s. In 1964, King received the Nobel
Peace Prize in recognition of his leadership. Those interested in the Civil Rights movement
in the 1950s and 1960s should consult the three-volume work by Branch (1988, 1998,
2006).

The Zenith of the Civil Rights Movement and its Aftermath

The Civil Rights movement reached its peak in the mid-1960s, with the passage of the
Civil Rights Act of 1965, the Voting Rights Act of 1966, and the Civil Rights Act of 1968,
which was passed shortly after King’s assassination in Memphis, Tennessee. As
documented in the fourth volume of Robert Caro’s The Years of Lyndon Johnson (Caro,
2012), President Lyndon Johnson’s commitment to civil rights, his empathy for the poor,
and his political acumen helped convert the momentum created by the Civil Rights
movement into law.

While these laws made discrimination on the basis of color, creed, and gender illegal
and removed barriers to voting and access to housing, they did not address the long-
standing historical consequences of legal discrimination and slavery. In 1961, President
John Kennedy issued an executive order mandating that projects financed with federal
funds take what was called affirmative action to ensure that hiring and employment
practices are free of racial bias. Affirmative action was synonymous with anti-
discrimination. The meaning of affirmative action changed with executive orders issued
in 1965 by President Johnson that attempted to redress the consequences of past
discrimination. These efforts were later expanded by President Richard Nixon, during
his first term as president, with the Philadelphia Plan, which required government
contractors to hire minorities.

These attempts to remedy past discrimination met with much opposition, as noted
by Hartigan and Wigdor (1989), who summarize the arguments for and against the
practice of preferential treatment circa 1985. That volume examines a since-abandoned
experimental practice by the U.S. Employment Service of the Department of Labor that
represented an extreme form of affirmative action, namely the use of within-group
percentiles by race as measures of proficiency on the General Aptitude Test Battery. This
practice, which began during the early years of President Ronald Reagan’s administration,
was halted at the request of the U.S. Justice Department in 1986 on the grounds that it
was an unlawful violation of an applicant’s right to be free from racial discrimination,
a right guaranteed under the Civil Rights Act of 1965.

Within-group norming is still used today, albeit the norming is not conducted by
racial group. In 1997, the state of Texas, after other forms of affirmative action were
successfully challenged, passed a rule that guaranteed admissions, to any public university,
to students who had a high school GPA in the top 10% of their high school graduating
class. To date, this rule has not been successfully challenged. As discussed in the Zwick
and Dorans chapter in this volume, the National Merit Scholarship Program uses within-
group norming by state to identify semifinalists for their scholarship competition.
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To summarize, in the 1920s, there was a widespread use of intelligence tests that
were developed during World War I. Many users of these tests believed that the test
results were valid and buttressed eugenic claims, as illustrated in Chapters 4 and 5 of
Kelves (1985). By the early 1980s, concerns about the legacy of over two centuries of
racial discrimination had led to within-group norming. This use of test scores in itself
violated a law that grew out the Civil Rights movement of the mid-20th century.

The Civil Rights movement was in the vanguard of other rights movements, such as
women’s rights, the rights of Spanish-speaking and Asian minorities, and the rights
of individuals with disabilities. In time, test takers as a group were given the right to
see their scored exams and question the answer key. These other rights movements
followed the path that was forged by the travail of trailblazers of the Civil Rights move-
ment.

As indicated in this chapter, the definition of fairness varies over time. Segregation
gave way to integration, and affirmative action was instituted to address the consequences
of that formal discrimination, only to be challenged as discriminatory itself. We have
also shown how shifts in attitudes about testing reflect shifts in how society perceives
difference in test scores, their antecedents, and the consequence of their use.

This brief selective summary of the interplay between testing and society has
implications for the testing of today and tomorrow.* Comparisons are often made of
test takers who take tests under different conditions (perhaps even different languages).
There are social and political movements today that cite test scores to promote their
cause and that enjoy the support of many prominent people. For example, test scores
on measures of educational achievement are used to assess a teacher’s effectiveness. A
eugenicist from 100 years ago would probably scoff at this idea, stating that the students’
performance is more likely to be a function of their genes than the effectiveness of the
teacher. Test scores are cited by some as justifications for the superiority or inferiority
of certain groups. Test scores are viewed by others as reflections of sources of societal
injustices.

This Volume

Fairness is a major concern for society. As noted in the opening paragraph, it is probably
easier to detect unfairness than it is to define fairness. The preceding material on the
Civil Rights movement contained multiple examples of unfairness. This book focuses on
a restricted aspect of fairness, namely as it pertains to education assessment and
measurement. Some chapters try to identify practices and policies that lead to fair
measurement and assessment. Other chapters describe procedures for detecting unfairness.
As in the case of scientific theories, it is easier to devise procedures for detecting unfairness
than it is to ensure that the decisions made using test scores are fair.

This volume has three major parts. Each part contains multiple chapters authored by
experts, and concludes with a commentary by an expert who critiques and synthesizes
the chapters in the section. The three sections are: Ensuring Fairness in Test Design,
Construction, Administration and Scoring; Assessing the Fairness of Comparisons under
Divergent Measurement Conditions; and Perspectives on Fair Assessment. The final
chapter in the book is written by the editors. It discusses societal changes that have
occurred over the last half-century that may affect how the nature of fairness assessment
in the future.
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Notes

1. The views expressed are those of the authors and not necessarily those of the Educational
Testing Service.

2. Jim Crow laws, which were enacted in many southern states in the late 1800s, mandated the
segregation of public schools, public places, and public transportation, and the segregation of
restrooms, restaurants, and drinking fountains.

3. Ripley (1899), an American economist, divided Europeans into three main subcategories:
Teutonic or Nordic Alpine and Mediterranean. According to Ripley, the “Teutonic race” resided
in Scandinavia, north Germany, the Baltic states and East Prussia, north Poland, north Russia,
Britain, Ireland, and parts of Central Europe. The Alpine race was predominant in
Central/Southern/Eastern Europe and parts of Western/Central Asia. The Mediterranean race
was said to be prevalent in Southern Europe (including Southern France), Latin America, parts
of Eastern Europe (including Romania), North Africa, the Horn of Africa, Western Asia, Central
Asia and South Asia, and in certain parts of the British Isles and Germany.

4. This brief review of the 20th century is far from exhaustive. For a more extensive consideration
of this interplay between testing and society, consult Camilli (2006).
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Part I

Ensuring Fairness in

Test Design, Construction,
Administration, and
Scoring

Part 1 of the book contains chapters that examine existing strategies for designing,
developing, and administering fair assessments. It also includes chapters that describe
methods for detecting unfairness issues in scoring assessments and in the fair use of
scores. These unfairness detection methods are designed to be used where the conditions
of measurement permit direct comparisons of test takers.

In “Fairness in Test Design and Development,” Zieky treats fairness as an aspect of
validity in which an attempt is made to prevent sources of construct-irrelevant variance
from contributing to variation in test scores. He details the procedures used and decisions
to be made during test design, item writing, test assembly, and test review. Included is
a summary of fairness review guidelines. He also describes the rules used in item analysis,
test analysis, and scoring that help ensure fairness for various groups of test takers.

Wollack and Case, in their chapter “Maintaining Fairness through Test Admin-
istration,” describe administrative practices that have evolved to foster fairness and
ultimately score validity before, during, and after the administration of a test. Pre-admin-
istration considerations include establishing a comfortable and secure testing environment,
fair and efficient check-in procedures, and proper test preparation advice. During the
administration, important factors include proctoring, and ensuring security during testing
and during breaks. Post-administration activities include securing testing materials and
orderly dismissal of test takers.

Penfield, in “Fairness in Test Scoring,” focuses on the issue of fairness in the context
of tests that include traditional multiple-choice questions and questions that require
human rater scoring or automated machine (computer) scoring. The chapter provides
an overview on how to evaluate fairness in test scoring. The first part of the chapter is
concerned with the evaluation of differential item functioning (DIF) for objectively scored
multiple-choice items. The second part focuses on evaluating fairness for constructed-
response items that are scored by humans. The third part suggests ways to gather evidence
pertaining to the fairness of automated algorithms for scoring constructed responses.

In the chapter “Fairness in Score Interpretation,” Liu and Dorans examine the fairness
of test score interpretation from three perspectives: the degree to which scores on different
versions of the same test are related in the same way across subpopulations, the degree
to which test scores that purport to measure the same thing do in fact measure the same
thing in the same way across subpopulations, and the invariance of the prediction of
external criteria from test scores. The chapter discusses score equity assessment that uses
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the subpopulation invariance requirement of equating to assess whether equating
relationships among multiple measures hold up across subpopulations. Other topics
discussed in the chapter are factorial invariance, which refers to the degree to which the
factorial composition of a test is the same across different subpopulations, and differential
prediction, which refers to differences in predicted scores for different subpopulations.

The critique and synthesis by Sinharay concludes this section on fairness consid-
erations related to test scoring, score interpretation, and score use.



2 Fairness in Test Design and
Development

Michael ]. Zieky!

The purpose of this chapter is to describe how to design and develop fair tests. Because
the focus of the chapter is on fairness concerns, readers who are unfamiliar with the
general rudiments of test design and development would benefit from the overviews of
the process in such sources as Downing (2006), Kingston, Scheuring, and Kramer (2013),
or Schmeiser and Welch (2006).

Overview

The chapter begins with a brief discussion of some of the meanings of fairness in testing
and recommends that test designers and developers use a definition of fairness linked
to validity. Next, the chapter examines the sources of score variance and how they affect
fairness. The chapter makes the point that construct-relevant sources of score variance
allow valid and fair inferences about test takers. Construct-irrelevant sources of score
variance lead to unfair inferences if the irrelevant variance is associated with group
membership.

The chapter then discusses how to help ensure fairness in the major phases of the
assessment development process, including:

o designing tests;

« writing and reviewing items (with a discussion of fairness guidelines);
o assembling and reviewing tests;

o developing scoring rules; and

o analyzing items and tests.

In the discussion of each phase, the chapter describes the steps that should be taken
to decrease the likelihood that test scores will be affected by construct-irrelevant sources
of score variance associated with unfair group differences.

Meanings of Fairness

There are many definitions of fairness in testing, but there is no universally accepted
definition (American Educational Research Association, American Psychological
Association, & National Council on Measurement in Education, 2014, p. 49). Some of
the few areas of agreement and some of the many areas of disagreement about fairness
in testing are described below, and the view of fairness of most use to test developers is
explained. (For a discussion of the many different ways in which fairness has been
viewed, see Zwick and Dorans, this volume, Chapter 14.)
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Some Useful Vocabulary

The discussion of fairness in this chapter requires knowledge of the terms validity,
construct, and score variance.

«  Validity is the most comprehensive and important indicator of test quality. Messick
(1989, p. 13) defined validity as “an integrated evaluative judgment of the degree to
which empirical evidence and theoretical rationales support the adequacy and
appropriateness of inferences and actions based on test scores” (emphasis in original).
Kane (2013) focused his discussion of validity on the extent to which the claims
made about test takers on the basis of their scores are plausible and backed by logical
and empirical evidence. (For more information about validity, see Kane, 2006; Sireci
& Sukin, 2013.)

o A construct is the set of related knowledge, skills, or other attributes (KSAs) that a
test is intended to measure. Examples of constructs are agility, the manual skills
required in entry-level dentistry, anxiety, the knowledge taught in typical high school
chemistry classes, intelligence, introversion, logical reasoning, quantitative ability,
and reading comprehension. Any KSAs that are part of the construct to be measured
are referred to as construct-relevant. Any KSAs that are not part of the construct are
referred to as construct-irrelevant. For example, verbal ability is construct-irrelevant
in a mathematics test, but construct-relevant in a reading test.

o Score variance is a term for the differences among a set of scores. If all test takers
receive identical scores, the variance is zero. The further away the scores are from
the mean score, the greater the variance will be. (Knowledge of the statistical meaning
of variance is not required for this chapter.) A source or cause of score variance is
anything that affects differences among scores, such as a characteristic of the test
taker (e.g., good or poor reading comprehension), an aspect of the test (e.g., use of
constructed-response items or multiple-choice items), or a factor in the environment
(e.g., a quiet or a noisy testing site). A source of score variance may be either construct-
relevant or construct-irrelevant.

Impartiality

There is agreement that fairness requires treating all test takers respectfully and impartially
throughout the testing process. (See Wollack & Case, this volume, Chapter 3, for a discussion
of the administrative aspects of fairness in testing.) All test takers should be given an equal
chance for a validly interpreted test score, without regard to group membership. Providing
such a chance sometimes requires providing accommodations to “level the playing field”
for test takers with construct-irrelevant characteristics that could distort their test results.
For example, if vision is construct-irrelevant, test takers who are blind should have access
to an appropriate accommodation (e.g., voiced or Brailled testing materials). (See Cook
and Stone, this volume, Chapter 9, for a discussion of accommodations for test takers
with disabilities and test takers who are English language learners.?)

Group Score Differences

Many members of the general public believe that if a test is harder for members of group
X than for members of group Y, the test is unfair for members of group X. Psycho-
metricians, however, do not accept that definition. Score differences among groups of
test takers should not be overlooked, but the differences are not proof that the test is
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unfair. As Cole and Zieky have noted, “If the members of the measurement community
currently agree on any aspect of fairness, it is that score differences alone are not proof
of bias” (2001, p. 375).

Differences in Prediction and Selection

Psychometricians have published various definitions of fairness based on the results of
using tests to predict performance or on the outcomes of using test scores to make
admissions or hiring decisions. (For examples of such definitions of fairness, see, e.g.,
Cleary, 1968; Cole, 1973; Darlington, 1971; Linn, 1973; Liu & Dorans, this volume,
Chapter 5; Petersen & Novick, 1976; Thorndike, 1971.) Some of the definitions are
mutually contradictory. For example, Cleary (1968) accepts a test as fair if it neither
under-predicts nor over-predicts the criterion for any of the groups being compared.
According to Darlington (1971), however, fairness may involve over-prediction of criterion
scores for members of underrepresented groups to increase the selection of members of
such groups. In any case, the definitions of fairness based on prediction or selection are
useless for informing the process of test design and development because they apply only
to completed tests for which data on predicted criteria or on the outcomes of selection
have already been collected.

Fairness Based on Validity

As stated in the ETS Standards for Quality and Fairness (Education Testing Service, 2014,
p- 19), “The most useful definition of fairness for test developers is the extent to which
the inferences made on the basis of test scores are valid for different groups of test
takers.” Shepard (1987, p. 179) defined bias as “invalidity.” Because validity is so closely
associated with fairness, an increase in one will result in an increase in the other, and a
decrease in one will result in a decrease in the other.

Groups of Concern for Fairness

Though theoretically ideal to do so, it is literally impossible to consider fairness separately
for every group of test takers during the test design and development process. Therefore,
test developers concerned with fairness have generally focused on the groups that have
been, or are currently, the targets of discrimination. In the United States, that includes
groups such as women; people who are physically or mentally disabled; people who are
Asian, Black, Hispanic, or Native American; people who are gay or lesbian; people who
are poor; and people who are English language learners. Test developers in other countries
are likely to have differences in the groups of concern for fairness. For example, test
developers in Chile are not likely to consider people who speak Spanish rather than
English a group of particular concern for fairness.

Score Variance

The sources of the variance in scores determine whether or not the scores support valid
and fair inferences, actions, and claims. It has long been known that score variance can
be partitioned and classified in various ways (Cronbach, 1949). With respect to fairness,
it is possible to partition the total score variance into the variance that leads to appropriate
inferences about test takers (henceforth, construct-relevant or valid variance) and the
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variance that leads to inappropriate inferences about test takers (henceforth, construct-
irrelevant or invalid variance). Investigating the sources of score variance helps test
designers and developers decide on the actions to take to improve the fairness of tests
because a source of invalid variance that affects some group(s) more than others is a
cause of unfairness.

Lasting and General Sources

Score variance has many sources. Some sources of score variance are characteristic of
test takers for significant periods of time and will influence all forms of a test that they
take during that time. Such sources include the test taker’s:

»  construct-relevant KSAs;

o construct-irrelevant KSAs nevertheless required to answer items correctly;

» experience with and comfort in taking tests;

» physical abilities to perceive the test items and to register responses to the items;
o typical processing and response speeds;

« ability to concentrate for the amount of time required to complete the test; and
o general attitudes, feelings, beliefs, motivation, and interests.

Temporary and Specific Sources

Some sources of score variance are specific to a particular test administration date or
site, or to a particular test form such as the test taker’s:

« comfort with the conditions at the test administration site;

o reactions to disruptions during the test administration;

o  familiarity with the types of items (e.g., sentence completion, vocabulary in context)
used in the administered form of the test;

o  prior knowledge of specific stimuli or specific items in the administered form of the
test;

« anxiety, fatigue, frustration, anger, injury, upset, or illness at time of testing;

« temporary failure to recall a fact or a step in a procedure;

o careless errors in responding to an item;

o luck in getting a lenient or severe marker for a constructed-response item; and

o luck in guessing correctly or incorrectly on a multiple-choice item.

Valid Variance, Random Variance, and Unfair Variance

It is crucial for test developers and designers to remain aware of the relationships among
sources of score variance, validity, and fairness:

o The only sources of score variance that contribute positively to validity and fairness
are differences in the construct-relevant KSAs of the test takers.

o All other sources of score variance diminish validity, and may or may not diminish
fairness.

« Construct-irrelevant sources of score variance associated with group membership
diminish validity and also diminish fairness.
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«  Random sources of score variance (e.g., luck in guessing an answer) diminish validity,
but do not diminish fairness because the effects of random variation are necessarily
evenly distributed across groups.

(For a discussion of sources of construct-irrelevant variance, see Haladyna & Downing,
2004.)

The relationships among sources of variance, fairness, and validity are summarized
in Table 2.1.

Table 2.1 Relationships among Sources of Variance, Fairness, and Validity

Unfair Fair

Valid Construct-relevant variance

Invalid Construct-irrelevant variance related Randomly distributed construct-irrelevant
to group membership variance

As shown in Table 2.1, sources of construct-relevant variance are both valid and fair.
An invalid source of score variance may or may not be a source of unfairness depending
on whether it is randomly distributed across groups, or if it is correlated with group
membership. For example, some score variance in a constructed-response test scored by
human beings is caused by the severity or lenience of the scorer of a test taker’s response.
Good test scoring practices (briefly explained in a later section of this chapter) can reduce
the invalid variance, but are not likely to reduce it to zero. As long as the severity of
scorers is randomly distributed with respect to groups of test takers, the invalid variance
caused by differences in the severity of scorers is fair. If, however, one group of test
takers is more likely to be scored severely than is another group of test takers, the source
of invalid variance is also a source of unfair variance.

Goal of Test Designers and Developers

The primary goal of test designers and developers can be thought of as increasing the
proportion of desired, construct-relevant (valid and fair) score variance and decreasing
the proportion of undesired, construct-irrelevant (invalid and potentially unfair) score
variance. Note that increasing construct-relevant variance may sometimes increase the
mean score differences between groups. Score differences are, however, not an indicator
of unfairness. When construct-irrelevant score variance cannot be reduced to insignificant
amounts, fairness requires ensuring, to the extent possible, that the effects of the invalid
variance are randomly distributed among groups. The following discussions of the major
steps in the test design and development process describe how to help ensure that
undesired sources of score variance are minimized and are not unfairly associated with
group membership.

Fairness in Test Design

Every test is a compromise among competing demands. For example, the test length
selected by test designers is the result of the need to balance two desirable goals: the
greater reliability and enhanced content coverage of longer tests, and the lower costs and
reduced administration time of shorter tests. Choices made at the test design stage can
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influence how various sources of score variance will affect test scores. Test designers
strive to maximize the proportion of the score variance that leads to valid inferences
about test takers. Within that goal, it is important that fairness concerns be among the
demands attended to by test designers as they decide on the “best” compromises. For
example, if English language skills are not part of the KSAs to be measured, the decisions
about the appropriate balance between free-response and selected response items should
take into account the increased difficulty of free-response items for English language
learners and for test takers with language-related disabilities.

Choices among Valid Content

Valid variance is necessarily fair, but different content may be equally valid and yet have
dissimilar effects on group differences (Willingham & Cole, 1997). Every test is only a
sample from some universe of content to be measured. Except in trivial instances (e.g.,
decoding initial consonants), it is impossible to list all members of the universe and
systematically or randomly sample the content to be included in a particular form of a
test. Therefore, the exact content to be measured is almost always a matter of judgment.
Knowledge of resulting group score differences should enter into judgments about the
content to be selected, if validity can be maintained.

For example, there has long been evidence that female test takers tend to be less facile
at spatial visualization than are male test takers (Voyer, Voyer, & Bryden, 1995). If items
without a large spatial visualization component are judged to meet the purpose of the
test as well as items with such a component, then items that depend greatly on spatial
skills should be minimized in the test design.

Evidence-Centered Design

Evidence-centered design (ECD) is a family of modern test development practices based
on evidentiary reasoning. ECD includes procedures that help test designers decide what
to measure and how best to measure it. ECD also includes procedures that help test
developers link the claims to be made about test takers to the evidence revealed by their
performances on tasks in a test. An important means of increasing the validity and fair-
ness of a test is the meticulous avoidance of construct-irrelevant variance. Doing so
requires a clear definition of the construct and a clear definition of the intended population
of test takers, both of which ECD helps to provide. ECD helps test designers avoid invalid
and unfair sources of variance because ECD “ensures that the way in which evidence is
gathered and interpreted bears on the underlying knowledge and purposes the assessment
is intended to address” (Mislevy, Steinberg, & Almond, 1999, p. 1). Because ECD helps
to ensure the validity of the inferences made about test takers, it necessarily helps to
ensure fairness. (For more information about ECD, see Mislevy, Almond, & Lukas, 2003;
Mislevy & Riconscente, 2005.)

Universal Design

Concerns about test takers with disabilities should also affect the decisions made by test
designers. Universal design (UD) helps focus test designers’ efforts on fairness for people
with disabilities and results in better tests for all test takers (National Center on Educational
Outcomes, 2002; Thompson, Johnstone, & Thurlow, 2002). One of the goals of test
designers should be to measure the construct-relevant KSAs and not the irrelevant effects
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of a test taker’s disability. The principles of UD help test designers meet that goal. It is
necessary to be very clear about all of the KSAs required to take the test in its general
form and all of the KSAs the test is intended to measure. KSAs required to take the test
that are not the intended targets of measurement are potential sources of construct-
irrelevant, invalid variance. For example, if the ability to read a small font is required to
take the test, but is not construct-relevant, then the small font is a potential source of
invalid variance. If the invalid variance has unequal effects on the scores of people with
visual disabilities, it is unfair and should be eliminated to the extent possible by using
an easily legible font.

UD seeks to remove the irrelevant sources of variance that inordinately affect people
with disabilities by requiring that, for example:

o directions for taking the test are clear and concise;

o test book pages or computer displays are easily legible;

« maps, diagrams, or other visual materials are amenable to verbal descriptions or
tactile representations;

o items are amenable to accommodations such as large type or increased contrast;

o language in items is no more difficult than necessary; and

o people with disabilities are included in the pretest population.

Furthermore, unnecessary aspects of items that may be a barrier to people with
disabilities should be eliminated. For example, a mathematics item may require a graph,
but it may not be necessary for the graph to have multiple lines distinguished by differences
in color that are difficult for people with color-blindness to discern. (See Cook and Stone,
this volume, Chapter 9, for more information on fairness for special populations of test
takers.)

Fairness for English Language Learners

English language learners (ELLs) (or learners of the language of any test in which the
language is not construct-relevant) are not to be confused with test takers with disabilities,
but some of the actions taken in the service of UD (e.g., clear and concise directions)
will benefit test takers who are ELLs as well. Fairness for ELLs requires the determination
of whether English is merely an incidental means of conveying test content and directions
or whether knowledge of English is construct-relevant. If the use of English is merely
incidental, then simplified language, glossaries, and even translations are useful strategies
for reducing irrelevant and unfair variance. If, however, English is a construct-relevant
source of variance, then care must be taken to avoid reducing valid variance by the use
of such strategies. Even in seemingly English-incidental tests such as mathematics, English
may be construct-relevant if, for example, the claim about students is that they will
succeed in the next level mathematics course in an institution in which the language of
instruction is English. (For more information about testing ELLs, see Pitoniak et al.,
2009.)

Fairness Advisory Committee

It can be very helpful to have an advisory committee with a focus on fairness involved
in test design and in later stages of the test development process. Though they are not
likely to characterize their task in this way, the goal of the committee members is to
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point out construct-irrelevant sources of variance that may be associated with group
membership. Test designers have to satisfy multiple requirements simultaneously. The
use of a fairness advisory committee will help to ensure that fairness concerns are
appropriately taken into account as decisions are made about the content to be tested,
the types of items to use, the timing of the test, the administration and response modes,
and so forth.

Item Writing and Fairness Guidelines

It is essential that test developers clearly define what they mean by fairness in item content
and train item writers to generate items that meet the definition, before item writing
begins. Item writing is costly and time-consuming. It is counterproductive to write items
only to have them discarded because they have been judged to be unfair later in the
process.

Many test development organizations, publishers, and government agencies in the
United States have developed sets of rules for the generation of fair publications, including
tests. Titles generally include some combination of the words “Bias,” “Fairness,” and
“Sensitivity” with the words “Guidelines” or “Review.” For example, the American Psycho-
logical Association (2010, p. 71.) has “General Guidelines for Reducing Bias.” Data
Recognition Corporation (2003) has Fairness in Testing: Guidelines for Training Bias,
Fairness and Sensitivity Issues. Educational Testing Service (2015) has ETS Guidelines for
Fair Tests and Communications. The Smarter Balanced Assessment Consortium (2012)
has Bias and Sensitivity Guidelines.

Similarities among Guidelines

In addition to similarities in titles, the various documents tend to be extremely similar
in the topics they address and in the general thrust of their comments. The documents
vary most in level of detail, but actual disagreements are rare and tend to be in minor
details such as whether or not to use a hyphen in “African American.” In fact, the
documents overlap not only in the concepts covered, but also in the wording used to
express the concepts (Ravitch, 2003).

The rules for fairness described below are a summarized selection of the most important
content from the ETS Guidelines for Fair Tests and Communications (Educational Testing
Service, 2015, henceforth, the GFTC). The GFTC is employed in this chapter as the
exemplar for compilations of rules for achieving item fairness because the document is
representative of many other available versions of fairness guidelines. It has been in
widespread use with many highly visible tests designed for a wide range of test takers
since 1980, and has been periodically revised and expanded to comply with changing
views of fairness. Please see the GFTC for a more complete exposition of rules for fairness
in items and tests than is possible to include in this chapter. The document is available
at no charge from www.ets.org.

The rules for fairness in the GFTC are designed for use in the United States. The
general principles for fairness (e.g., Do not unnecessarily offend test takers.) apply
everywhere. Many of the specific rules, however, would have to be revised for use in
different countries. For example, what is considered offensive in Pakistan is not necessarily
offensive in Japan. (See Educational Testing Service, 2009a, for strategies for revising the
GFTC for use in other countries.)
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Purpose and Use of Guidelines

The primary purpose of applying rules for fairness is to avoid the use of items or stimuli
that may cause construct-irrelevant, unfair score variance. The rules are used by the item
writers and test assemblers who create the testing materials and by reviewers who strive
to ensure that the item writers and test assemblers produced materials in compliance
with the rules for fairness. Another important purpose for using guidelines is to help
people to agree on what is meant by fairness in test content and thereby reduce subjective,
often idiosyncratic, decisions about fairness by reviewers. The goal of using guidelines
is to measure the intended construct without group-related, construct-irrelevant barriers
such as:

o cognitive barriers caused by the measurement of irrelevant knowledge;

« affective barriers caused by the unnecessary elicitation of strong emotions; or

o physical barriers caused by the extraneous sensory and mobility requirements of the
testing situation.

Any content required for valid measurement is considered fair, even if it would be
prohibited by the guidelines if it were construct-irrelevant. For example, the topic of the
contamination of food with intestinal bacteria would be considered too disgusting and
offensive for inclusion in a reading comprehension test. The topic might be required
and, therefore, acceptable (construct-relevant and fair) in a test for restaurant inspectors,
however. The fact that any materials required for validity are allowed in tests refutes the
claims of some critics (see, e.g., Ravitch, 2003) that fairness review is a form of censorship.

Following are detailed rules designed to remove potential sources of group-related,
construct-irrelevant variance. People may disagree about some of the individual rules
(e.g., Is social dancing a topic to be avoided?), but the goal of measuring the intended
construct equally well for all relevant groups of test takers is straightforward and sensible.

Cognitive Sources of Construct-Irrelevant Variance

Cognitive sources of construct-irrelevant variance diminish fairness when both of the
following are true:

o Knowledge or skill not required for valid measurement is necessary to respond
correctly to an item.
o Groups differ in possession of that knowledge or skill.

Many items outside of pure mathematics require that some construct-irrelevant content
or context be used. For example, reading comprehension passages have to be about some
content, even though the construct is reading comprehension in general, not
comprehension of the particular content of a given reading passage. If the construct-
irrelevant content causes differences between groups, the content is a cognitive source
of unfair score variance.

Similarly, practical problems in mathematics have to be placed in some context. The
particular context of the problem (e.g., dividing a pizza equally among some children in
an item measuring knowledge of fractions) is construct-irrelevant. If solving the problem
in a particular context requires construct-irrelevant knowledge that differs between groups,
the context is a cognitive source of unfair score variance.
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For occupational licensing tests, any contexts likely to be encountered during entry-
level work on the job are acceptable. For most tests, however, it is difficult to distinguish
between the construct-irrelevant knowledge expected of all test takers that is “fair game”
for use in tests, and the construct-irrelevant knowledge that will unfairly disadvantage
some group(s) of test takers. For example, does a reading passage about life on a farm
unfairly disadvantage test takers who live in cities? Does a mathematics problem about
a subway schedule disadvantage test takers who live in rural areas? Is it fair to have a
reading passage about a footrace if some test takers with disabilities are unable to
participate in such races?

It is likely to be impossible to find materials with which all test takers are equally
familiar. For K-12 academic tests, one reasonable approach is to learn about typical school
curricula because the school environments of test takers in the United States tend to
differ less than their home environments. For example, by third grade, students have
very likely been exposed to the concept of boats while the students are in school, even
if they have never been on a boat. The problem of finding acceptable construct-irrelevant
contextual material is more difficult if students from many countries will be among the
test takers. A partial solution is to avoid construct-irrelevant content that is unique to
the United States. For example, avoid the use of American coins in a mathematics problem
unless knowledge of the coins is part of the construct.

With respect to the contents of reading comprehension passages, a common and very
important reason to read is to learn new concepts. It is, therefore, appropriate to include
novel concepts in reading comprehension passages as long as the information required
to answer the items correctly is included in the passage. The same rationale can be applied
to test takers with disabilities. For example, a test taker may be unable to participate in a
physical activity, but it is acceptable to include the activity in a reading passage as long as
the information required to answer the item is likely to have been taught in school or is
included in the passage. For some sensory disabilities, a concept is acceptable only with
the additional condition that it need not be obtained through personal experience. For
example, a test taker in tenth grade who is deaf may be expected to know what a siren is,
but it is not fair to expect the test taker to know what a siren sounds like.

Unnecessarily Difficult Language

A clear example of a cognitive source of construct-irrelevant variance is the use of
unnecessarily difficult language in test directions, items, or stimuli when language is not
the focus of measurement. The groups most likely to be affected are ELLs and people
with language-related disabilities. The rules for writing clearly, concisely, and at the
appropriate level of difficulty are beyond the scope of this chapter, but many reference
works are available, such as American Psychological Association (2010), Educational
Testing Service (2009b), and University of Chicago Press (2003). In applying this guideline,
it is important to distinguish between construct-irrelevant language and language that
is part of the construct being tested. While construct-irrelevant difficult language should
be avoided, construct-relevant language may be as difficult as is required for valid
measurement.

Construct-Irrelevant Specialized Knowledge

In addition to avoiding unnecessarily difficult language, it is necessary to avoid requiring
construct-irrelevant, unevenly distributed information to respond correctly to an item.
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Specialized aspects of certain topics are likely to be cognitive sources of construct-irrelevant
variance (see, e.g., O’Neill & McPeek, 1993).

Any aspect of the topics is perfectly acceptable when it is construct-relevant, and the
more common and familiar aspects of the topics are acceptable even when they are
construct-irrelevant. Even for adult test takers, however, the specialized, less familiar
aspects of the following topics should be avoided when they are construct-irrelevant:

o agriculture (e.g., plow is acceptable, thresher is not);

« finance (e.g., bank is acceptable, credit default swap is not);

o law (e.g., jury is acceptable, subpoena is not);

« machinery (e.g., spring is acceptable, cam is not);

« military topics (e.g., rifle is acceptable, RPG is not);

o politics (e.g., vote is acceptable, filibuster is not);

« religion (e.g., prayer is acceptable, chasuble is not);

o science (e.g., cell is acceptable, vacuole is not);

o sports (e.g., ball—the spherical object—is acceptable, ball—the umpire’s call—is
not);

o technology (e.g., computer is acceptable, JPEG is not);

o tools (e.g., hammer is acceptable, chuck is not); and

« vocabulary limited to a region of the county (e.g., bag is acceptable, poke is not).

If tests will be taken by people unfamiliar with U.S. culture, then do not require
construct-irrelevant knowledge of U.S. culture to answer items. For example, not all test
takers outside of the United States will know how Halloween is celebrated in the United
States.

Affective Sources of Construct-Irrelevant Variance

Construct-irrelevant test material that is likely to anger, annoy, distract, offend, insult,
or upset members of some group(s) of test takers is likely to be an unfair affective source
of construct-irrelevant variance. Such material should be avoided. It is also useful to
avoid construct-irrelevant material that is widely believed to be unfair or inappropriate,
whether it is or not, because such material will cause test takers, score users, educators,
policymakers, and others to mistrust the results of the test.

The dividing line between acceptable material and material that is an unacceptable
affective source of construct-irrelevant variance is vague and ill-defined. It depends greatly
on the age and sophistication of the test takers. Clearly, the strictest interpretation of
the rules is needed for primary and elementary school students, while a more liberal
interpretation of the guideline is acceptable for high school students and an even more
liberal interpretation is acceptable for adults. The dividing line also depends on local
customs and values. What is acceptable in one school district, state, or country may be
unacceptable elsewhere. Because the guideline applies only to unnecessary, construct-
irrelevant material, there is no loss of validity in avoiding material that is potentially
unacceptable in the most sensitive location in which the test will be used.

Topics That Are Best Avoided

Some topics have become so upsetting or controversial and inflammatory that it is best
to avoid them in test materials unless they are required for valid measurement:
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e abortion;

« abuse of people (particularly children) or animals;
« atrocities;

e contraception;

o deportation of immigrants;

« ethnic conflicts (current or recent);

o euthanasia;

» experimentation that is dangerous or painful;

o genocide;

e gun control;

 Kkilling animals for sport;

o occult topics such as ghosts, witches, Satanism, or vampires;
« political disputes (current or recent);

»  prayer in schools;

o  profanity;

o rape;

o sexual subject matter;

» suffering (graphic or extreme);

o suicide;
e terrorism; and
. torture.

The list of topics to be avoided is not complete because a well-publicized, shocking
event (e.g., the attacks on September 11, 2001) can raise sufficiently negative emotions
that it is best to avoid associated locations, situations, people, etc. on tests. Despite its
occurrence on the list above, any topic that is required to meet the purpose of the test
is construct-relevant and is, therefore, fair and acceptable. For example, ethnic conflicts
and religious disputes would be included in current events tests and suicide would be
included in tests for mental health workers.

Topics Requiring Care

There are other topics that require particular care to avoid potential affective sources of
construct-irrelevant variance. Again, any content is acceptable if it is required for valid
measurement, but even in those circumstances the topic should be presented in ways
that reduce the likelihood of eliciting strong, negative emotions in test takers:

o Advocacy. Test materials should not advocate for one side in disputed issues unless
required for valid measurement, as in measuring a test taker’s ability to evaluate an
argument. When advocacy is required for measurement purposes, fairness requires
the use of the least controversial issue that allows valid measurement.

o Death, disease, disasters. Except when necessary, avoid a focus on horrific details.
Graphic detail may be required, however, in a test for medical personnel, for example.

« Evolution. When required for valid measurement, as in a biology test, any aspect of
evolution is acceptable. When not required by the construct, it is best to avoid a
focus on evolution in test materials, particularly anything touching on the evolution
of human beings, such as similarities between human beings and other primates.

o Personal questions. Unless it is important for valid measurement, do not ask test
takers overly personal questions about themselves or family members regarding
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private issues such as criminal behavior, political activities, religious beliefs, or sexual
practices.

« Religion. Religion was previously cited as a likely cognitive source of construct-
irrelevant variance. It is also a common affective source of construct-irrelevant
variance. Some test takers may be strongly emotionally attached to one of the positions
in a religious dispute and may be upset by any perceived acceptance of the opposite
position. Anything even slightly negative or even slightly positive about religion in
general or about a specific religion is likely to anger some group of test takers.
Fairness requires being as objective, as factual, and as neutral as possible if religion
must be included on a test.

o Slavery. Any construct-relevant aspect of slavery is acceptable, as in an American
history test. Slavery may be mentioned but should not be the primary focus of
construct-irrelevant test materials. For example, a reading passage about Phillis
Wheatley may mention that she was a slave but should focus on her work as a poet
rather than on her life as a slave.

Terminology for Groups

Using an inappropriate label for a group can cause construct-irrelevant, group-related
variance. In general, the labels that group members prefer for themselves are most
appropriate. Care is necessary, however, because group members do not always agree
on the preferred term, and preferences change over time. When possible, group names
are to be used as adjectives rather than as nouns. For example, “Black people” is preferable
to “Blacks.” Insulting names for groups in test materials should be avoided unless required
for valid measurement. For example, test takers may be asked to evaluate historical
materials that contain terms currently considered insulting.
Acceptable and unacceptable terms for groups are listed below in Table 2.2.

Gender Issues

Except in literary or historical materials required for valid measurement, men and women
should be referred to in comparable ways. For example, if women are referred to by their
first names, men should be referred to the same way. If women are referred to
by family roles (e.g., wife), men should be referred to in a parallel way (e.g., husband).
If women are referred to by physical attributes, men should be referred to the same way.
Professions such as “teacher” or “nurse” include both males and females. For example,
“nurses and their spouses” is acceptable, but “nurses and their husbands” is not unless
the reference is to a particular group of nurses with husbands. Do not assume that spouses
are necessarily of opposite genders. Phrases such as “man-sized job” and “scream like a
girl” reinforce stereotypes and should not appear in test materials, except in literary or
historical materials.

Gender-specific labels for various roles are not appropriate. Gender-neutral terms are
preferable, as shown in Table 2.3.

The assumption that there are only two genders is not correct. Some particular group
may consist only of males and females, but it is wrong to assume that males plus females
include all human beings all of the time. There are people who identify themselves as
neither male nor female, as both male and female, or as male or female at different times.
This has implications for testing. For example, the question “If there are 9 male students
and 11 female students in a class, how many students are in the class?” cannot be answered
as written without assuming that there are only two genders.
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Table 2.2 Acceptable and Unacceptable Terms for Groups

Acceptable

Unacceptable

African American (no hyphen), Black
(uppercase B).

Asian American (no hyphen). More specific
terms such as “Chinese American” are
preferable when it is possible to be specific.

Bisexual, gay, lesbian, transgendered.
Sexual orientation.

Hispanic American, Latino or Latina
American. More specific terms such
as “Cuban American” are preferable
when it is possible to be specific.

Deaf or hard of hearing. Blind, visually
impaired. Put the person first and the
disability second as in “person who

is blind.”

Intellectual disability. Cognitive disability.

Neutral terms (has cancer, is paralyzed).

American Indian, Native American.
Names of specific nations or peoples
(e.g., Mohegan, Lakota).

Names of specific nations or peoples such
as Aleut, Inuit.

Refer to people by specific age ranges,
e.g., “People aged 65 and above.”

White, European American (to be parallel
with African American, Asian American,
etc.). Caucasian is still acceptable, but is
becoming less commonly used.

Negro, Colored (except in literary or historical
materials or in names of organizations).

Oriental to describe human beings (except in
historical or literary materials or in names of
organizations).

Homosexual (except in scientific contexts),
Queer (except in reference to academic theories
or studies). Sexual preference.

While Chicano or Chicana American is
accepted by some groups, it is rejected by
others. Therefore, it is preferable to use one
of the more accepted terms.

Deaf and dumb. Hearing impaired. The deaf,
the blind, etc. (except in historical or literary
materials or the names of institutions).

Retarded.

Excessively negative or excessively positive terms
(stricken with cancer, is physically challenged).

Squaw, Buck, Brave (as noun).

Eskimo.

Elderly, seniors.

Table 2.3 Gender-Specific and Gender-Neutral Terms

Acceptable Unacceptable, Except in Historical or Literary Material
Chair, leader Chairman
Firefighter Fireman

Human beings, people
Mail carrier

Sales representative
Insurance agent
Supervisor

Workers, personnel, labor

Man, mankind
Mailman
Salesman
Insurance man
Foreman

Manpower
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Additional Requirements for Children

Children are considered particularly vulnerable to affective sources of variance. Therefore,
many jurisdictions have imposed additional constraints for tests given to schoolchildren.
The additional requirements focus on topics that might be particularly upsetting for
children, or that might serve as models for inappropriate behavior in children, or that
might offend the moral standards that some groups in the jurisdiction expect of children.

If topics such as the following are construct relevant and cannot be avoided, use the
least upsetting, the least offensive, and the least controversial representation that will
meet the requirements of valid measurement. It is, however, best to avoid the following
topics in tests for children:

« animals, things or situations likely to frighten children (e.g., spiders, snakes, house
fires, abductions);

o body image problems (e.g., anorexia, disfigurement, obesity);

o cynicism about values believed to be important by groups within the jurisdiction
(e.g., democracy, faith, honesty, hard work, patriotism);

« family problems (e.g., domestic violence, divorce, eviction from home, parent’s loss
of job, sibling rivalry);

o inappropriate behavior (e.g., cheating, cutting school, doing dangerous things,
fighting, gambling, lying, running away from home, stealing);

o local controversies (e.g., in some jurisdictions environmental conflicts, such as coal
miners against environmentalists, are highly controversial);

« sexuality and associated topics (e.g., dating, pregnancy, social dancing [in some
jurisdictions]); and

« unhealthy activities (e.g., alcohol use, drug abuse, excessive junk food, tobacco use).

There can be a lag (sometimes a year or more) between the time test items are written
and the time the tests are administered. Biographical material about famous living
individuals (e.g., sports stars, entertainers) can cause problems because the individuals
may engage in highly publicized, inappropriate behaviors, such as drug abuse or domestic
violence. If they do so after the test has been assembled but before the test is administered,
the material about them may need to be removed from the test. Late changes to test
content are both expensive and prone to error so it is safest to avoid the construct-
irrelevant inclusion of famous living individuals in test materials.

Physical Sources of Construct-Irrelevant Variance

Some physical barriers in test items are required by the tested construct. For example,
an aspiring music teacher must be able to hear and correct a student’s errors, even
though the need to hear music is a barrier for test takers who are deaf. Such necessary
and construct-relevant barriers should be retained. An indicator that a physical barrier
is required is that no accommodation for a construct-related disability is possible that
allows measurement of the intended construct.

Some physical barriers in test items are very helpful in measuring the intended
construct, even though they are not required. For example, a test for aspiring teachers
may use videos to present realistic classroom situations. The visual stimuli are a barrier
for test takers who are blind, but the advantages of using such stimuli justify their use
for sighted test takers. Of course, appropriate accommodations are required for test takers
who are blind.



24 Michael ]. Zieky

Finally, there are physical barriers that are neither required for valid measurement
nor offer any major advantages over less problematic alternatives. Such barriers are to
be avoided because they are a needless physical source of construct-irrelevant variance.
Examples are:

» fonts that are unnecessarily small;

« novel fonts meant to be decorative or innovative rather than clear;

« novel response formats such as dragging and dropping words in a table when the
same construct could be measured by simpler items;

« poor contrast between figure and ground;

«  special symbols that could have been avoided;

o text printed vertically or on a slant;

» three-dimensional renditions used when the information could be presented in two
dimensions; and

 visual material used solely to make tests more interesting.

General Principles

No list of rules can cover every possible situation and there will probably be disagreements
about some of the rules. Furthermore, rules are likely to become obsolete. For example,
the use of “man” to refer to all human beings was a common and accepted practice not
very long ago. Therefore, when there are doubts about the fairness of an item, it is useful
to refer to some general principles for fairness that are universal and constant:

o Include whatever is necessary for valid measurement.

o Show respect for all test takers.

«  Give different groups of test takers an equal chance for a validly interpreted score.

o Avoid construct-irrelevant material that may lead people to believe that the test is
unfair or inappropriate.

Training Item Writers and Reviewers

The mere existence of rules for fairness in items is insufficient. Item writers and fairness
reviewers must learn to apply the guidelines appropriately. Effective training requires
several stages, and it is advantageous to train item writers and reviewers together because
every item writer is a potential reviewer, even though some reviewers may not be item
writers. The first task in the training is a discussion of the meanings of the rules for
fairness with clear examples of violations. The second stage of training involves discussions
of borderline materials that some people believe are acceptable and other people believe
are out of compliance with the guidelines. Consensus may or may not be reached. This
process may identify rules that are ambiguous or controversial and in need of
augmentation or revision. After item writers and reviewers have had the opportunity to
apply the rules for fairness for several months, it is helpful to have them gather periodically
in the ongoing third stage of training to discuss their experiences, to agree on solutions
to common problems, to resolve misunderstandings, and so forth. Because views of
fairness change (e.g., Negro was once the accepted term for a Black person), whatever
rules have been adopted should be reviewed and updated as necessary.
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Item Reviews

Even though item writers have been trained to follow the fairness guidelines that have
been adopted, it is necessary to have the items reviewed for fairness. There will certainly
be some disagreements between item writers and fairness reviewers. To avoid problems,
it is necessary to have documented procedures for the reviews such as the following:

o Item “owners” (not necessarily the item writer, but the person in charge of the item)
should not be able to choose the reviewers of their items. Assignment of reviewers
should be done by a third party. Ideally, the reviewer should have no vested interest
in the survival of the items, nor be supervised by the owner.

o The reviewer’s task is to evaluate the compliance of the item with the fairness
guidelines and to challenge an item that violates a guideline. It is not acceptable for
the reviewer simply to say an item is unfair. The reviewer must cite the guideline(s)
that the item violates and explain why the item is in violation. If there is a revision
that will make the item acceptable, the reviewer should suggest it.

o The owner of the item may agree or disagree with the fairness reviewer. If the owner
and reviewer agree, the owner revises or deletes the item. Revised items are re-
reviewed.

o If they disagree, the owner and reviewer discuss their differences. If agreement is
not reached, some resolution mechanism is invoked. For example, a small group of
experienced fairness reviewers could evaluate the item and reach a decision, or a
very experienced fairness reviewer could be appointed as the final arbiter.

Fairness in Test Assembly and Review

Assembly

The assembly of a test is based on detailed blueprints (test specifications) that define all
of the important characteristics the assembled test is supposed to have (e.g., the numbers
and types of items to be used in the test, the mix of KSAs to be measured in the test,
the desired statistical characteristics of the test, and the required representation of different
groups of people.) The primary task of the test assembler is to meet the test specifications
to the extent possible given the available pool of items. Often, compromises have to be
made because the pool of items is insufficient to meet all of the constraints in the test
specifications at the same time. Validity should be the primary driver of the decisions
that are made during test assembly. As long as validity can be maintained, however,
fairness concerns should be addressed during test assembly.

By selecting an item from the pool, the assembler is confirming the item writer’s and
the fairness reviewer’s judgments that the item is in compliance with the fairness guidelines.
In addition, the test assembler is responsible for the fairness of the mix of items in the
tests. This includes representing diversity and avoiding stereotypes.

Any test that mentions or shows people should, to the extent possible, reflect the
diversity of the test-taking population. The goal of representing diversity is to avoid
making test takers feel excluded and alienated, which could be an affective source of
construct-irrelevant score variance. Therefore, items that mention people should include
both men and women, members of demographic groups represented among the test
takers, and people with disabilities.
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The extent to which representation is possible depends on the type of test. In some
pure mathematics tests, for example, no people are mentioned at all. In some other tests,
such as military history, almost all of the people mentioned will be males because almost
all of the leaders in historical conflicts were males. In other types of tests, such as literature
and sociology, a greater percentage of the items are about people and more groups can
be represented. In any case, it is usually impossible to represent all of the different groups
in the test-taking population in any single test form. In a continuing testing program,
representation can be approached across forms.

In addition to representing various groups, the test assembler should avoid reinforcing
demeaning stereotypes. It is acceptable to include traditional group behaviors in test
materials as long as those behaviors are balanced by nontraditional activities. For example,
depicting a woman caring for children is acceptable as long as women are also depicted
in some nontraditional activity. Showing only traditional activities in a test form reinforces
stereotypes.

Review

Just as items are reviewed for fairness even though item writers have been trained to
apply the fairness guidelines, tests should be reviewed for fairness even though test
assemblers strive to follow the guidelines. In addition to checking each item for compliance
with the guidelines in operation, test fairness reviewers try to ensure that the test form
as a whole does not reinforce stereotypes and that the test form represents diversity
appropriately. The reviewer should also try to ensure that the directions for taking the
test are easy to read for the intended population of test takers, are complete, and are
unambiguous. Procedures for selecting test fairness reviewers and procedures for resolving
disputes between test assemblers and test fairness reviewers should be similar to the
procedures described above for item fairness reviewers.

Fairness in Scoring by Human Scorers

Scoring machines are not affected by any personal characteristics of the test takers.
Human scorers, however, may be affected by such characteristics. Therefore, if possible,
the scorers of responses should not know any of the personal characteristics of the test
takers. If video responses or observations of test takers are used, scorers should be trained
to ignore the construct-irrelevant personal characteristics of test takers. For example, if
accents are construct-irrelevant, examples of test takers with accents should appear in
the training, and scorers should be told that such construct-irrelevant characteristics
should not affect scores. Training scorers on the meanings of rubrics for assigning scores
is crucial. The characteristics of the response that should affect the scores, and those
aspects of the response that should be ignored are to be stressed in training. For example,
if the construct is subject-matter knowledge rather than writing skill, scorers should be
told to ignore errors in grammar.

When possible, more than one independent scorer should evaluate each response.
Significant discrepancies between the scores assigned by different scorers should be
adjudicated by using a third scorer. If some scorers seem to consistently favor or disfavor
members of certain groups, the apparent problem should be discussed privately with the
scorer. If the problem continues, the scorer should be retrained. If the retraining is
ineffective, the scorer should be disqualified. (See Penfield, this volume, Chapter 4, for
more information on fairness in scoring practices, and Pitoniak et al., 2009, for fairness
in scoring as it relates to ELLs.)
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Fairness in Item and Test Analysis

If sample sizes are sufficient, it can be instructive to perform separate item analyses for
different groups of test takers. For example, are Black test takers attracted to different
distracters in multiple-choice items than are White test takers? The problem with such
analyses is that construct-relevant (fair) differences between groups are confounded with
construct-irrelevant (unfair) differences. Therefore, a special type of item analysis, called
differential item functioning (DIF), which was designed to help investigate fairness issues,
should be used.

Differential Item Functioning

DIF is found when people in different groups perform differently on an item, even though
the people have been matched on some relevant criterion. The matching is almost always
based on test scores. For example, men with scores of X are matched with women who
received scores of X. Men with scores of X-1 are matched with women who received
scores of X-1, and so forth. Though they are not identical, the men and women who
received the same scores on a test are probably reasonably well matched in terms of the
KSAs that the test is measuring.

The differences between the matched groups in performance on the item are aggregated
across score levels. The greater the differences, the greater the absolute value of DIF
becomes. It has become the convention to assign negative values of DIF to items in which
the “focal group” (e.g., Asian American, Black, Female, Hispanic, or Native American
test takers) finds the item more difficult than the matched “reference group” (e.g., White
or male test takers). (For information on the statistical aspects of DIF, see Dorans, 1989;
Dorans & Holland, 1993; Penfield, this volume, Chapter 4.)

Inspections of patterns of DIF can lead to fairer tests. For example, in some focal
group of test takers, multiple-choice items with options printed side by side in a horizontal
line may tend to be more difficult than similar items with options printed in a column
(O’Neill & McPeek, 1993). Because there is no construct-relevant reason to favor items
with a horizontal layout, the horizontal layout may be an unfair source of construct-
irrelevant variance.

DIF is a signal that the item may be unfair, but DIF is not proof that the item is
unfair. The group differences may be construct-relevant. For example, vocabulary items
containing words with Latin roots may be easier for Hispanic test takers than for a
matched group of non-Hispanic test takers (Schmitt, Holland, & Dorans, 1993). That
does not mean it is unfair to include English words with Latin roots on a test. Also, the
same item may show DIF in one context, but not in another. For example, an algebra
item may show DIF in a math test that contains few algebra items, but not show DIF
in a math test that contains many algebra items, simply because the latter test will have
better matched the groups on knowledge of algebra.

Procedures for the use of DIF, such as those described below, help to ensure the
appropriate use of DIF (Zieky, 1993, 2011):

« Divide items into categories based on the absolute value of DIF: (A) insignificant
or small, (B) moderate, (C) large. The largest absolute value of DIF for any group
determines the category of the item.

o When DIF data are available for items in a pool, assemble the test with Group A
items to the extent possible.
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o If necessary to meet specifications, use Group B items.

« Do not use Group C items unless required to meet specifications and an independent
panel has said the item is fair.

o If an operational test must be assembled without DIF data, calculate DIF after test
administration, but before the scores are released.

« Have an independent panel review any items in Group C. Retain the item for scoring
only if the panel certifies the fairness of the item.

Test Analysis

A review of the characteristics of an entire test for different groups can be informative
about fairness, but not all differences between groups are easily interpreted. Some group
differences will likely be found in a fair test, particularly if the groups differ in variances
of scores as well as in means of scores.

Differences in Difficulty

As noted previously, differences in mean difficulty between groups do not indicate that
the test is unfair for the lower-scoring group. The difference is, however, a sign that
careful attention is needed to help ensure that construct-irrelevant sources of score
variance contributing to the difference have been eliminated to the extent possible.

If the mean scores differ, an inspection of the distributions of item difficulties across
groups will necessarily show some differences. It can, however, be informative to look
for patterns or consistencies among the items with the largest differences and among
the items with the smallest differences. Do items from a particular segment of the domain,
or items of a particular type, tend to cluster at either extreme? How do items with the
smallest differences differ from items with the largest differences? Items with large
differences between groups are not necessarily unfair unless construct-irrelevant
components can be identified. In fact, items with the highest item-test correlations will
tend to show the largest differences in difficulty, if there are real and construct-relevant
differences between groups.

Differences in Speededness

Unless the test is intended to measure rate of response, not completing the test is a source
of construct-irrelevant variance. If some groups are less likely to complete the test than
are other groups, it is possible that the timing of the test is a source of unfairness. The
reasonableness of the time limit should be investigated.

Differences in Reliability and in Other Correlations

Looking at differences among the reliabilities of a test for different groups can be
misleading because reliability is greatly affected by the group’s score variance. On a test
of any given quality, the calculated reliability will be higher for a group with higher score
variance than for a group with lower score variance. The fact that groups differ in
score variance does not make the test unfair. It is more instructive to compare the standard
errors of measurement across groups because those data are less affected by differences
in score variance.
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As is the case with reliability (which can be thought of as the correlation of a test
with itself), correlations of parts of the test with each other, or of the test scores with a
criterion depend greatly on the score variance of the group. All other things being equal,
groups with higher score variance will show higher correlations than will groups with
lower score variance. Therefore, differences in the correlations of scores with external
variables do not necessarily mean that a test is unfair. Differences in correlations among
parts of the test for different groups of test takers are worth investigating, however. For
example, a relatively high correlation between performance on word problems in
mathematics and performance on reading comprehension items for a group could signal
that verbal skills are affecting mathematics scores for that group.

In the case of predictive evidence of validity, comparing correlations is insufficient.
According to Cleary (1968), who proposed one of the first definitions of fairness in
assessment that was widely accepted by psychometricians, the slopes and intercepts of
the test-criterion regression lines should be investigated. Cleary considered a test used
for prediction to be fair if the same regression line fits the groups being compared (see
Liu and Dorans, this volume, Chapter 5).

Conclusion

Fairness in testing is not a matter of niceness, of sensitivity, or of political correctness.
It is a matter of validity. A fair test is one that is valid for different groups of test takers.
Of the many sources of score variance, only construct-relevant sources of variance enhance
validity. All other sources of variance weaken validity. If construct-irrelevant sources of
variance are correlated with group membership, they also weaken fairness.

Therefore, fairness in assessment is achieved by maximizing the proportion of the
score variance that is construct-relevant, and minimizing the proportion of the score
variance that is construct-irrelevant and associated with group membership. That is easy
to say and hard to do. It requires careful attention during test design, item writing, test
assembly, scoring, and analysis.

No matter how carefully those tasks are accomplished, fair and valid tests are likely
to have group score differences. Tests are constantly being attacked as unfair because of
group score differences, but those differences exist because social, economic, and
educational resources are far from equally distributed across groups in the United States
(Barton, 2003). There is no way to prove that a test is fair, but more care is taken to help
ensure the fairness of professionally developed tests than is taken with school grades,
teacher’s recommendations, supervisor’s ratings, or other methods commonly used to
evaluate human beings in academic or occupational settings. Without tests, group
differences in KSAs would still exist, but it would be easier to ignore them and impossible
to track progress toward the elimination of the differences. (For additional discussions
of fairness in testing, see Camilli, 2006; Cole & Moss, 1989; Zieky, 2006, 2013; and, of
course, the other chapters in this volume.)

Notes

1. The views expressed are those of the author and not necessarily those of the Educational
Testing Service.

2. References in this chapter to “English language learners” apply generally to learners of the
language of the test, as long as the language itself is not the focus of measurement.
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3 Maintaining Fairness through
Test Administration

James A. Wollack' and Susan M. Case?

When the lay public considers issues of fairness in testing, it is likely that its focus is
predominantly on matters other than test administration: test content, test format, test
use, test scoring, and test standards. The purpose of this chapter is not to disparage any
of the above, as all are of critical importance in ensuring test fairness. However, this
chapter will focus on test administration, and its significance in assuring that all examinees
are assessed under the same conditions. In particular, we will focus on maintaining
fairness throughout the administration of standardized achievement tests. Here, we
use the term “achievement tests” to be inclusive of standardized tests for educational
achievement and accountability, admissions, certification, and licensure, as well as content-
based employment tests. We also briefly discuss classroom testing, treating it as a special
case of standardized achievement testing in which some of the standardization and
security policies are relaxed. Although many of the concepts discussed throughout are
applicable to other genres of testing (e.g., psychological testing, performance testing,
etc.), the discussion here does not attempt to capture all the important nuances and
intricacies of those categories of testing.

The educational literature is replete with evidence that examinee behavior is influenced
by a wide number of environmental and administration factors, such as lighting, tempera-
ture, noise, timing, item layout, proximity to other examinees, and testing medium, not
to mention scoring considerations, such as penalties for guessing and ability to revisit
questions during computer-based testing (Haladyna & Downing, 2004; McCallin, 2006).
However, it should be noted that many examples of test administration incidents are
not documented in the literature, but are gleaned from the personal experiences of the
authors. Unless these factors are carefully controlled by the test developer so that, to as
large an extent as possible, all examinees are administered tests in the same way and
under the same circumstances, it is likely that the scores will mean different things for
different examinees and some examinees will be advantaged over others, thereby limiting
the utility of the scores. The process of unifying the various conditions under which
examinations are administered and scored is one important aspect of standardization.
Whenever an exam is administered for which the intent is to compare results from
examinees that may have completed the test at different times or in different settings,
standardization of test administration is essential. Absent standardization, even though
the individual test questions themselves may be identical or randomly equivalent across
examinees, individual differences between settings or between examinees will contribute
numerous sources of error to the data, potentially biasing test scores. It is for this reason
that McCallin (2006) argues that test administration is a key component in upholding
the validity of test score interpretations.

Although standardization is a huge element of test fairness, it is but one consideration.
Fair testing necessitates that administration conditions are comparable across examinees;
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however, the administration conditions must also be designed to promote valid
score inferences. One of the fundamental principles of fairness in testing is that each
examinee’s test score reflects the knowledge, skills, competencies, and abilities of
that examinee, and that examinee alone. Therefore, the administration conditions
must be set up so as to both prevent and deter answer copying/sharing, use of prohibited
materials, item theft, and other forms of cheating on tests. Conditions must also be
designed to be harmonious with any data analytic and investigative approaches that may
be used by the testing company to detect cheating after the fact.

Similarly, test instructions must be written to be clear and precise so that the testing
company, test administrators, proctors, and examinees are united in a common
understanding (and implementation) of the administration procedures. The instructions
should begin by defining the exact purposes of the assessment and include a listing of
the administration rules that must be followed to achieve that aim (Clemans, 1971).
These rules include scripted language to be read by administrators at specified times,
explicit instructions for examinees about permitted and prohibited materials and
behaviors, directions about exam handling, room setup, rules for proctoring, how to
respond to a host of unusual situations, and how to report irregularities. Collectively,
these rules should be included in an administrator’s manual and associated materials
(e.g., proctor manual, test accommodations manual, etc.), which is made available to the
administrators several months prior to exam delivery so that they may familiarize
themselves with protocol and hire and train proctors and other staff accordingly.

One of the most significant changes in the newly revised Standards for Educational
and Psychological Testing (American Educational Research Association, American
Psychological Association, & National Council on Measurement in Education,
2014) is the treatment of fairness (Plake & Wise, 2014). The revised Standards elevate
fairness to a foundational issue in testing, and the fairness theme runs throughout the
standards and commentaries within each of the chapters. In light of the increased emphasis
on fairness, it should not be surprising that test administration receives considerably
more attention in the revised Standards than it did in previous editions. The Standards
are clear that “[t]hose responsible for testing should adhere to standardized test
administration, scoring, and security protocols so that test scores will reflect the
construct(s) being assessed and will not be unduly influenced by idiosyncrasies in
the testing process” (p. 65); however, the Standards broaden the responsibilities of test
administrators to ensure that test administration procedures and processes are “fair to
all examinees” (p. 83) and that all examinees receive “comparable treatment” (Standard
3.4, p. 65).

It is important to understand that being considerate of examinees and fair to examinees
are not necessarily equivalent concepts. Fair relates to equal treatment of all examinees,
remaining consistent with the law and program policies, and maintaining the integrity
of test scores. Therefore, while individual programs may consider, for example, admitting
examinees who fail to provide adequate documentation or allowing examinees to continue
testing after being observed using their cell phones during a break (asking proctors to
file an irregularity report and attempting to reconcile the details after the fact), it is our
opinion that it would be equally fair to disallow such individuals to test, provided that
approach is taken uniformly across all test administrations for that program. Therefore,
our focus in writing this chapter will be on maintaining standardization, protecting the
integrity of the test scores, and ensuring the comparable treatment of all examinees.
Organizationally, we will address the administration concerns prior to, during, and
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following the examination so as to best ensure that examinees are treated fairly throughout
the entire testing process and the validity of the intended test score interpretations is
preserved.

Maintaining Fairness Prior to the Exam

From a test administration perspective, the time during which an examinee sits for the
exam itself is fairly short. Similarly, the post-test administration effort, while important,
tends to be quite brief. Overwhelmingly, the most time-consuming and arguably the
most important administration tasks occur before the exam is administered. Obviously,
it is during this pre-administration time that the administrator’s manual is developed,
but this is also the time for preparing the room and examinees for the test and for
training the testing staff. In this section, we will discuss the physical considerations for
exam day, the check-in process, and the importance of being faithful to your stated
policies. Although proctor training must occur prior to the exam, the topic of proctoring
will be discussed in the next section on maintaining fairness during the exam.

Test Site Considerations

An important element in fairness is that the testing environment should be conducive
to the examinees demonstrating their best work. As a result, it is important to minimize
distractions and the extent to which construct-irrelevant factors play a role. With that
in mind, the testing environment should be as comfortable as possible. The testing room
should be well-lit throughout. Rooms should be selected that allow for both air
conditioning and heat, so that the room temperature is not at the mercy of Mother
Nature. Testing facilities should have as few windows as possible, because rooms with
windows tend to be noisier (especially if a window should be open) and less standardized
with respect to light, pose greater opportunities for distraction, and present greater
opportunities for examinees to communicate with individuals outside the testing facility.
Rooms should be as quiet as possible. If testing staff learn of an event overlapping a
scheduled test administration that is likely to be noisy and cause examinees to become
distracted (e.g., building or road construction, nearby sporting events, etc.), the site
coordinator should attempt to identify an alternate site that will be more ideally suited
for testing.

It is also important to consider the seat and desk configuration in a testing space. For
a paper-based exam, seating examinees at tables or counters with freely moving and
adjustable chairs provides maximum flexibility with respect to construct irrelevant
variables such as an examinee’s handedness, height, and weight, thereby allowing all
examinees to be comfortable. When using a lecture style room with fixed seating
and individual seat desks, it is important to make sure that the seat desks are large
enough for the examinees’ test materials. In a classroom testing environment, where
students are often seated at movable desks, desks should be spread out as much as much
as possible to add greater space between desks—both side-to-side and front-to-back—
while still leaving room at the front and back for the test administrators. Desks should
be aligned so that each desk is directly behind the one in front of it. This will make it
harder for students to copy off the person in the row ahead, and will make it easier for
the proctor to identify any students who shift their desks to achieve a more advantageous
viewing angle.
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Check every testing room and the seating configuration with an eye to potential
cheating. Ensure that the proctors have clear vision to each examinee; avoid rooms
with pillars and other obstructions that affect the line of sight. All examinees should be
facing the same direction, and with enough space between them so that neighboring
examinees cannot see one another’s work. To the extent possible, avoid any testing room
with tiered seating; examinees can see the work of other examinees many rows in front
of them. If tiered seating rooms cannot be avoided, every other row should be left vacant
and examinees should be seated every other seat. For flat floor sites, if more than one
examinee is seated at a single table, most testing programs suggest using tables that are
at least 8 feet wide, as 6 foot tables do not allow sufficient space between examinees.
Prior to test administration, to explore possible security vulnerabilities, evaluate the
adequacy of the site using mock test materials and staff of a similar age to the examinees
(younger examinees often have better eyesight than older staff!). Regardless of the
configuration, ensure that examinees are far enough apart that they cannot look at each
other’s papers.

For computer-based exams, examinees should be seated at workstations with adjustable
chairs, thereby allowing examinees greater control over their comfort level. Workstations
should be arranged to facilitate proctor site lines so that examinees may be carefully and
inconspicuously monitored by proctors. Workstations should be sufficiently well spaced
to allow examinees to enter and exit their workstations and to allow proctors/
administrators to move about the room as needed without disturbing other examinees.
Partitions should be used between workstations unless the physical arrangement of
computers prevents examinees from seeing other testers’ monitors. Also, video cameras
should be positioned to capture the entire examinee (face, hands, and body) and the
keyboard. These video materials should be checked in advance to ensure that they are
of sufficient quality to be useful.

It is the responsibility of the test site to ensure that the computer facilities meet the
program specifications with regard to both the equipment and the examinee seat
requirements. Computer equipment that does not meet the minimum requirements could
result in graphics being displayed incorrectly, slow item loading times, poor Internet
connectivity, or unreliable or reduced functionality, any one of which is likely to increase
the amount of construct-irrelevant variance in an examinee’s score. Pilot testing of sample
test material should be undertaken to ensure that all systems are compatible, particularly
if there have been any recent software or hardware updates.

Testing sites must also be selected and designed to be accessible by examinees with
disabilities (Americans with Disabilities Act (ADA) of 1990). Depending on the nature
of examinees’ disabilities and accommodations, it is often necessary for them to have
more space, fully adjustable chairs/tables, and assistive technology. For these reasons,
examinees with disabilities are often tested in a separate, private or semiprivate space,
removed from other examinees. Of course, these spaces need to be adequately proctored
as well. Administration of exams for examinees with disabilities is of critical importance.
Although there is much to be said on this subject, a detailed discussion of the Americans
with Disabilities Act and its implications for maintaining fairness in test administration
is beyond the scope of this chapter. The interested reader is referred to Cook and Stone
(this volume, Chapter 9) and Thurlow, Thompson, and Lazarus (2006).

Testing facilities should be equipped with break areas and bathrooms that are large
enough to accommodate the volume of test takers, in light of scheduled break times.
Both should ideally be located within a restricted access part of the testing site to ensure
that examinees are not interacting with individuals outside the testing center. Procedures
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should limit the number of examinees using each facility so there is no opportunity
for examinees to interact with each other during testing time, or to switch seats upon
returning to the testing site. Bathrooms are a common place for examinees to hide un-
authorized testing materials to access during the test. Therefore, bathrooms should always
be carefully inspected (including waste receptacles, toilet paper rolls, paper towel
dispensers, toilet tanks, and ceiling tiles) prior to testing for signs of tampering or
unauthorized resources. If break or restroom areas are located outside the testing facility
and are also accessible to the public, both should be monitored by testing personnel
whenever they are in use.

While many of the check-in and security protocols are more rigorous for standardized
testing than for classroom testing, the notion of treating examinees fairly and providing
them with equal opportunities to demonstrate their standing on the measured construct
remains. While teachers often do not need to concern themselves with standardization
across classes, ensuring a quiet, comfortable testing environment remains critical. Yet
this can be a challenge, especially in older, overcrowded schools. One advantage the
schools have that many standardized testing programs do not is the opportunity to easily
reschedule testing. If the room conditions on the day of an exam are particularly ill-
suited for testing (e.g., it is 100 degrees outside and the room has no air conditioning),
unless the conditions are unlikely to improve any time soon, the teacher would be wise
to consider postponing the exam to give examinees a better opportunity to focus on
their work and receive a score representative of their skill level.

Storage of Test Material

A huge security issue involved with testing facilities is that test administrators receive
testing-related materials in advance of the exam. Many of these materials are secure (e.g.,
test booklets, answer sheets, passwords, etc.) and the integrity of test scores would be
jeopardized if they were accessed by examinees before or after the exam. Consequently,
secure testing materials should be received as close to the test date (or opening of the
testing window) as possible, without risking not having the materials on time. All such
materials must be kept in a private, dedicated, locked, access-controlled room. Access
to the room should be limited to a small number of individuals, each of whom has
received security training and has signed a legal agreement with the test provider
preventing disclosure. Entry into the test storage area and chain of custody of materials
should be logged.

Here again, it is important to emphasize that most of these procedures to prevent
unauthorized access prior to a test are equally applicable for classroom testing situations.
Often, one of the simplest ways for students to cheat is to steal a copy of the test from an
unsuspecting teacher. Teachers should never leave copies of exams in places where students
have easy access. Exams should remain in locked cabinets or in the teacher’s possession
at all times prior to the exam. If copies of the exam are on the classroom computer, that
computer should be locked and/or the relevant files should be password-protected.

Check-In Process and Staffing the Exam

The check-in process is the primary means by which we ensure that tests are delivered
only to individuals who are authorized to sit for the exam. For purposes of this chapter,
we distinguish between two types of unauthorized examinees. Proxy test takers are
impersonators or individuals who assume the identity of an authorized examinee for
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purposes of taking a test. Ineligible candidates are individuals who may represent as
themselves, but do not meet the eligibility requirements. Detecting proxy test takers
during the exam can be quite challenging and is nearly impossible following the exam.
Ineligible candidates are relatively easy to identify following the exam. However, most
of the reasons that an ineligible candidate would want to take an exam relate to serious
test security issues (e.g., item memorization or theft of an exam book), so every effort
should be made to identify such examinees prior to testing and prevent them from sitting
for the exam. Although the check-in process can often be cumbersome, especially for a
paper-and-pencil test where many hundreds of examinees may be testing at the same
time, it is critically important that it be handled well.

For paper-based programs, all examinees are usually checked in prior the start of the
exam. However, for many computer-based programs, testing is continuous and examinees
from different programs may be testing simultaneously. Therefore, the check-in area
should be located outside the testing room so that newly arriving examinees can be
checked in and have their questions answered without disturbing those in the middle of
their testing sessions.

To ensure an efficient and thorough check-in and test administration process, it is
important that ample, well-trained administration staff be on-site. All staff should be
properly trained and vetted prior to test day. The test administrator should verify that
the testing staff do not have a personal relationship with any of the examinees. This
includes conducting background checks to identify and avoid potential security concerns
or conflicts of interest, as well as obtaining signed nondisclosure agreements from all
personnel with access to secure testing materials. Collect contact information from each
potential proctor to facilitate communication, especially during last-minute emergencies
regarding any changes in venue, timing, or even cancellation (e.g., weather emergency
or power outage).

It is poor practice for individuals involved in test preparation to also be involved in
test delivery (of those same tests), because such a conflict of interest increases the likelihood
of proctor misconduct. The one exception to this rule might be classroom testing, where
instructors are the test publishers, but are not stakeholders in the traditional sense.
However, with K-12 accountability testing, students’ test scores are used to determine
whether the students were adequately trained. Hence, although it is very common for
teachers to administer tests to their own students, schools should make every effort to
shuffle school personnel on testing days so that teachers are not administering tests to
their own students.

A protocol must be developed for every situation that can be imagined that threatens
the standardization protocol. Each proctor needs to be able to call for help and reach
the chief proctor as needed. If a proctor must leave the assigned station, someone else
must be available to step in. Staff must be available for medical emergencies as well as
for a security breach situation. And of course, if someone gets pulled away, there need
to be other proctors available to step in.

The number of staff assisting with check-in and proctoring should be proportional
to the number of examinees testing. Staffing guidelines will often be addressed in the
administrator’s manual and may vary depending on the complexity of the program, but
the test site should be staffed with enough people to comfortably complete the check-in
for all examinees and get all examinees seated in the testing room within a reasonable
amount of time, and to monitor examinees as the exam is administered. It is important
to have enough staff available for any unexpected issues that arise, such as dealing with
potentially unauthorized examinees, without delaying the start of the exam. Acceptable
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proctor-to-examinee ratios vary program by program, but it has been recommended
that paper-based administrations should have a chief proctor or site supervisor plus at
least one additional proctor for every 25 examinees, (Association of Test Publishers/
National College Testing Association, 2015; Scicchitano & Meade, 2013). While no similar
ratio for computer-based testing exists at present, it is commonly held that proctor-
examinee ratios should be smaller for computer-based tests, and smaller still for exams
that are remotely proctored (i.e., when proctors are not on-site with examinees, but
monitor the administration through live video streaming) (Association of Test
Publishers/National College Testing Association, 2015). Additional proctors may be
required for separate testing rooms and to monitor bathrooms and break areas. Some
programs also hire police and EMTs to assist as needed.

One of the primary goals of the check-in process is to make certain that the test is
administered only to authorized individuals. To verify the authenticity and legitimacy
of the examinees, each examinee should be asked to present at least one form of
government-issued picture identification and documentation from the testing company
authorizing them to test at that time and location (e.g., an admission ticket), and should
be asked to sign their names on the roster. Testing personnel must carefully inspect the
photo identification, comparing the written information with that on the admission
ticket, the signature with the one provided on the roster, and the likeness of the photo
and the individual appearing to test. If signature or photos were collected during the
registration process or from prior testing experiences, it is important to compare against
that information as well. Should any name or address discrepancies arise, administrators
should follow the program protocol, as outlined in the administrator’s manual.

In the event that a test administrator suspects the examinee appearing to test may be
a proxy tester, a second administrator, preferably the site supervisor, should be consulted.
If the testing personnel remain unable to confidently authenticate the examinee, either
because of poor photo quality, dramatic changes in physical appearance relative to photo
(e.g., aging, weight loss/gain, facial hair), or seemingly a different individual than in the
picture, unless the guidelines for the specific program allow testing (and reporting on an
irregularity report), the individual should not be allowed to test at that time.

With devices designed to collect biometric data becoming much smaller, less expensive,
and more reliable, an increasing number of testing programs also collect biometric
information from examinees. Biometric data are ideally suited for establishing that the
examinee who registered and was authorized to test is the same examinee appearing to
test. This process is most effective if biometric data are also captured during the registration
process and test-day biometrics are cross-checked against the registration data prior to
examinees being admitted.

In admitting and checking in examinees, testing personnel must be cognizant and
respectful of attire or devices for religious, medical, or disability-related purposes. The
National College Testing Association has developed an excellent, publicly available webinar
that both introduces the types of clothing or devices that one might encounter, and how
to protect the security of the test while honoring examinees’ religious and legal rights
(Mitchell, Ben-Dov, Mirdamadi, Dufty, & Keyser, 2013).

Several religions require men and women to wear head coverings in public. Such
coverings should be visually inspected by testing personnel, but unless there is
observational evidence to suggest an actual test security violation (e.g., concealed
communication devices, notes, etc.), such clothing should not be hand inspected nor
removed for inspection, and examinees may proceed to wear them during the examination.
In the event that they do need to be removed for inspection purposes, it is important
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that the examinee remove them, and that the inspection be done in a private room and
by a staff member of the same sex as the examinee. Under no circumstances should
examinees be allowed to wear face veils during either the identification check or testing,
and the headgear should be pulled to the hairline and situated to expose as much of the
face as possible. For tests requiring that the examinee be photographed during check-
in, all examinees who will wear headgear during the exam must be photographed in the
headgear. Examinees not wanting to be photographed should not be permitted to test
unless they possess approved documentation from the testing company exempting them
from this requirement (Mitchell et al., 2013).

Similarly, testing staff should visually inspect medical or assistive technologies (e.g.,
cochlear implants/hearing aids, insulin pumps, prosthesis) for evidence of test security
violations. If staff are uncertain about the legitimacy of a device, they may ask examinees
if it is needed for a medical condition and to explain the purpose it fulfills. They may
also photograph the device and submit it to the testing program for potential follow-up.
Devices with Internet, recording, or image capture capabilities should not be permitted
during testing. If staff believe the device in question may be used to capture and/or
transmit testing information during the exam, they should contact the testing agency
prior to admitting the examinee (Mitchell et al., 2013).

Another important function of the check-in process is to limit the materials brought
into the testing room to only those authorized by the testing entity. This is not only to
prevent examinees from illegally accessing information during the test, but also to preclude
them from removing secure testing information from the site. Examinees should be given
access to a secure locker for their excess belongings. If no lockers are available, examinees
should be advised to leave belongings elsewhere. For a paper-based exam, it may be
permissible to leave belongings in a bag, provided that bag is inspected during check-in
and remains sealed and on the floor throughout the exam. Examinees should be informed
that testing staff will report to the testing company any incidents in which prohibited
materials are discovered after being admitted, and that any such materials will be assumed
to be intended for fraudulent purposes, even if such behavior is not directly observed.
Examinees should be asked to turn their pockets inside out to show that they are empty,
prior to being admitted to the testing room.

Protocols must outline what is and is not permitted in the exam room. For paper-
based exams, examinees are generally permitted to bring number two pencils, but use
of other materials such as pens, erasers, highlighters, earplugs, and calculators vary by
program. For computer-based tests and even some paper-based tests, examinees are
often not allowed to bring anything of their own into the testing environment, except
their photo ID and admission ticket. Some programs provide a whiteboard and dry erase
markers for use during the test. If scratch paper is allowed, such paper should be issued
by the test administrator, numbered and labeled for identification purposes, and collected
and accounted for at the end of the exam. Examinees should not be allowed to bring
into the testing room bags/backpacks/purses, clothing that interferes with testing
personnel’s ability to proctor (e.g., sunglasses, hoodies, hats), or food/drink, etc. Devices
used for communication or data storage (e.g., phones, pagers, headsets, voice recorders)
and prohibited resource material should not be allowed in the testing facility so as to
prevent examinees from accessing them during breaks. In the event that an examinee
does bring a phone, it should be turned off before storing it in the locker. Examinees
should be told that if testing staff learn of a device that is turned on (as could happen
if a phone rings from inside someone’s locker during the exam), it will be reported to
the testing company and the examinee’s test scores may be canceled.
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The check-in stations should be at the entrance gate to the exam room for a
paper-based exam, and as mentioned earlier, should be outside the testing room for
a computer-based exam. Examinees should be checked in one at a time, after which they
should immediately be directed to take their assigned seats. No one should be permitted
access to the exam room without first passing through check-in, and any checked-in
examinees who leave the exam room must both formally check out and pass through
check-in again, prior to re-entry. If, prior to the administration, there is concern for the
safety of proctors and examinees, off-duty police or security personnel may be hired.

For programs that allow examinees to switch test sites or test sections, in the event
that a test site is over capacity, examinees should be admitted in priority order. Top
priority should be given to those examinees for whom the information on their admission
ticket matches exactly the test site and test sections they wish to take. Students registered
for the correct site but wishing to change or add test sections should be admitted next,
and the lowest priority should be given to individuals who are registered for a different
test site.

It is important that examinees not be permitted to select their own seats, as this may
thwart opportunities for examinees to collaborate or to situate themselves near pre-
planted materials or with good sight lines to examinees of their choosing. This is true
even for computer-based testing programs, where examinees in a testing site are often
starting at different times or completing different exams. If a seating chart is not supplied
by the test publisher, the test administrator should randomly (i.e., not alphabetically or
in order of registering for the test) assign examinees to seats and develop a seating chart
that he or she can submit when materials are returned. The seating chart should indicate
which examinees are seated in each seat, as well as the location of any doors, pillars/
obstructions, and other things of interest in the room. An accurate, complete, carefully
drawn seating chart provides a critically important piece of information in misconduct
investigations (Harris & Schoenig, 2013).

Once examinees are seated for a paper-based exam, examination materials should be
distributed. For a paper-based test, it is customary that the program provides detailed
directions on how exams are to be distributed. Exams should always be distributed to
examinees individually from the top of the pile to preserve the randomization and
serialization of test forms. This ensures that alternate forms are spiraled throughout the
room in an optimal and standardized way, thereby preventing some examinees from
accidentally having the same test form as a neighboring examinee and providing another
means to verify an examinee’s test form in the event of a misconduct investigation. It is
imperative that extra test booklets not be left unattended at a front desk or on an examinee
desk at any point during the test administration.

For a computer-based exam, administrators should help examinees to access the
specific exam for which they are authorized, should ask the examinee to enter his or
her assigned login credentials, and should input the administrator login credentials to
launch the exam. Testing personnel should never give the administrator login or password
to a testing examinee and should not allow examinees to share passwords with one
another.

Managing Examinee Expectations

It is well recognized that examinees are entitled to receive information from the testing
company detailing the purpose of the exam, the constructs being measured, and the
specific content being assessed. It is common to share with examinees a test blueprint,
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a description of the various item types (including directions for each section), sample
questions/practice exam, and a study guide. By having this information up front, examinees
can take the steps necessary to prepare themselves for doing their best.

Although it is less often discussed, examinees are also entitled to receive informa-
tion detailing the administration conditions for the test. Basic administration information,
such as eligibility criteria, timing, item review opportunities, prohibited attire/materials,
specialized scoring instructions (such as corrections for guessing, score expiration dates,
etc.), mechanics of score reporting, delivery medium, testing dates/windows/locations,
retest rules, etc. should be posted on the test’s website and freely and widely shared with
potential examinees.

For computer-based exams, one must also be concerned about examinees’ familiarity
with both the hardware and software required for the exam. Examinees taking computer-
based exams should have an opportunity to try out the test delivery software in advance
of the exam. Any functionality that will exist during the live exam, such as item navigation,
online calculators, font enlargement, requesting scheduled or unscheduled breaks, and
submitting answers, should be available for practice. Also, it is important that schools
delivering computer-based exams provide all students with opportunities to familiarize
themselves with the basics of operating a computer, so as to ensure that test scores are
not contaminated by one’s computer proficiency. This is particularly important with
innovative item types (many of which will be utilized by the Smarter Balanced and
PARCC consortia) that require users to do more than simply select a multiple-choice
option (Parshall, Spray, Kalohn, & Davey, 2002; Perlman, Berger, & Tyler, 1993).

At the point that an examinee first registers for an exam and indicates his or her
intention to sit for the exam, the testing program should require the individual to sign
an Examinee Agreement. The Examinee Agreement is a legal document that informs the
examinee of the terms and conditions under which the exam is to be taken, and the
policies and procedures that will be used by the testing company in the face of a potential
security breach. This document should describe in detail the program’s misconduct
process, including the types of activities/behaviors that are prohibited (before, during,
and after the exam), the process by which it will be determined whether the program
should take action against the examinee, possible sanctions (including score cancelation,
restrictions on future testing opportunities, and legal action) should examinees engage
in fraudulent activity, and the appeals process. All examinees should be required to sign
the Examinee Agreement prior to being authorized to test. It is increasingly common
for testing programs to remind examinees of the terms of the Examinee Agreement
immediately before (and sometimes immediately following) the exam so as to ensure
that examinees clearly and unambiguously understand their responsibilities and the
consequences for violating them. Some programs require that examinees sign an
abbreviated agreement highlighted on the front cover of the test book, or to indicate
agreement on the first screen in a computer-based exam.

Sanctioning examinees is a very serious step and often results in litigation. The U.S.
Courts have generally ruled in favor of testing companies provided they can demonstrate:
(a) that the examinees were thoroughly informed of the program’s policies and procedures
surrounding issues that compromise test score integrity; and (b) that the program’s
policies and procedures were followed in good faith (Semko & Hunt, 2013). Consequently,
it is critically important that when incidents arise, everyone representing the testing
company (which includes test administrators and proctors) adhere strictly to company
policy, as stated in the Examinee Agreement. Harris and Schoenig (2013) provide an
excellent overview of the fairness considerations facing testing companies throughout
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an entire misconduct investigation. It should be obvious that avoiding issues through
careful proctoring is more cost-efficient than relying on legal measures after test
administration.

Maintaining Fairness during the Exam

The administration of a high-stakes exam is unquestionably a stressful environment for
everyone involved. Examinees’ anxiety results from the fact that exams often serve as
gatekeepers for examinees to achieve their professional goals. But the stress is compounded
by the sensitivity of dealing with potential security issues, the lack of confidentiality and
privacy associated with multiple examinees testing simultaneously, and the time constraints
under which exams are administered. Hence, critical decisions must be made very quickly.
For this reason, testing staff must be thoroughly trained. Too often, this training focuses
only on routine issues, such as how to get the exam started and proctoring throughout
the exam. Obviously, these skills will serve them well the majority of the time. However,
unless testing staff are also well trained to deal with the exceptions, the pressures of the
moment are likely to result in those situations being mishandled and the fairness of the
exam becoming compromised.

Basic Administration

The idea behind standardization is that exam administrations should be as similar as
possible for all examinees, no matter the location or individuals involved. This is generally
easier to do in computer-based testing because such tests are more self-contained than
are paper-based tests. That is, with computer-based tests, no materials need to be
distributed or collected, examinees are often responsible for reading their own instructions,
software manages the timing and access to different sections, examinees submit their
own exams, etc. Paper-based testing requires that these same processes be managed by
test administrators, so careful rules must be established so that all examinees are treated
equitably, regardless of where they test and who administers the exam.

For a group-administered paper-and-pencil test, the testing room door should be
closed promptly at the scheduled start time. An examinee may continue to be seated up
until the exam itself begins, provided it can be done without interruption to other
examinees and enough time remains for the individual to receive the instructions and
ask questions. Exam directions should be read verbatim, as described in the administrator’s
manual. Administrators should not paraphrase or abbreviate the instructions. If there
are questions relating to the directions, the relevant sections may be reread, but directions
should not be interpreted for examinees. This latter point is true whether the exam is
paper-and-pencil or computer-administered.

If an exam consists of separate sections and the administrator’s manual specifies a
required order of administration, the sections must be administered in that order. The
proctors should ensure that examinees do not begin any separately timed section of the
test until after directions have been read and the administrator has indicated that they
may begin that section. When time expires, administrators should instruct all examinees
that the exam is over and that they must stop working immediately. Examinees who
continue to mark bubbles should be reminded to put down their pencils. If they continue
to work beyond the time limit, it should be reported in an irregularity report.

Testing personnel should never provide feedback on specific test questions, such as
interpreting the question, helping eliminate alternatives, or suggesting that examinees
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check their work. During the exam, proctors are not allowed to point out to examinees
that they skipped questions or to encourage them to guess, even if the test instructions
encourage guessing. This point applies to all testing programs, but is particularly relevant
for school-based accountability testing where the test administrator often: (a) is an
educator involved in the delivery of the curriculum (i.e., is an individual who is likely
to know the answers); and (b) has a conflict of interest in that he or she is one of the
primary stakeholders of the exam results. Furthermore, research suggests that educators
do not have a clear understanding of the types of help, either prior to a test or during
a test, that are acceptable and the types that are prohibited because they give those
students an unfair advantage over others who do not receive those same aids (Amrein-
Beardsley, Berliner, & Rideau, 2010). The interested reader is referred to NCME (2012)
for more information on best test preparation and administration practices for K-12
accountability exams.

If examinees have a problem with a specific test question, they should be encouraged
to file a report at the conclusion of the exam. If an examinee informs the proctor
that he or she made a mistake on the answer sheet by filling bubbles in the wrong section
of the answer sheet, inadvertently skipped a test question, or otherwise filled bubbles in
the wrong place, the proctor should follow the procedures that are in place (e.g., collecting
the existing answer sheet and issuing a new answer sheet for the remainder of the test).
The proctor should complete an incident report fully explaining what occurred so that
the testing agency can follow the procedures in place for scoring the test.

In classroom testing situations (not including accountability testing, which should
strictly adhere to the standardization guidelines), it is understood that teachers: (a) are
less rigorous with regard to the crafting of test directions and test items; and (b) are the
authoritative source with respect to the construct definition and the intended interpretation
of items. Hence, it may be necessary and appropriate for them to allow individual students
to ask questions of clarification during the exam. However, instructors must be very
careful that their responses only serve to clarify what the question is asking, but do not
offer information that can be used by the student to answer the question. In addition,
if an instructor is amenable to answering clarifying questions during the exam, an
important fairness consideration is that all students have equal access to the instructor
during the exam. This is particularly relevant for students with disabilities. Often, the
nature of an accommodation makes it difficult or impossible to provide it during the
regular class period (e.g., extended time, distraction-reduced space, etc.). Especially
considering that examinees with disabilities may be at increased risk for having clarifying
questions, they should not be required to vacate their right to access a teacher during
an exam in order to receive their accommodations. Similarly, students who were absent
during an exam and require a makeup should be allowed an opportunity to ask questions.
If it is not possible for the instructor to supervise the entire exam, thereby allowing just-
in-time feedback, at a minimum, a plan should be put in place for the instructor to check
in with the student once or twice during the exam.

Monitoring Examinees for Possible Cheating

For most testing programs, the vast majority of examinees will not attempt to cheat
during the test. Although examinees should be presumed honest until evidence suggests
otherwise, the job of the proctor is to view everything out of the ordinary with some
suspicion.
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Proctoring is the first line of defense against the use of prohibited resources, heat-of-
the-moment cheating, such as answer copying, and many forms of item/test theft.
Proctoring involves actively monitoring examinees throughout the test administration
for purposes of ensuring compliance with program policies and standardization pro-
cedures, and preventing, detecting, and documenting potential security violations. Active
monitoring is much more than simply doing the rounds and waiting for an alarm to
sound when an examinee attempts to cheat. Today’s test cheaters are an extraordinarily
clever and technologically savvy bunch, in some cases brazenly hiding their cheating gear
in plain sight, yet in ways that are virtually undetectable. Video cameras, Internet browsers,
and Bluetooth headsets may be disguised as jewelry, woven into clothing, or worn as
glasses. Frequently, the actual devices themselves will either not be visible to proctors or
they will be so cleverly disguised that recognition is very challenging (Wollack, 2014).
Consequently, detecting when they are being used requires the ability to recognize
significant departures from expected examinee behavior.

Typical examinee behavior involves focused attention on the computer screen or test
booklet and answer sheet. Examinees should be sitting in a comfortable position, either
for reading a computer screen or for marking an answer sheet. Except for the occasional
stretch, cough, itch, or yawn, examinees should be expected to sit fairly still.

Consequently, proctors should be on the lookout for deviations from this pattern.
Because examinees should be focused on their exam/answer sheet or computer
screen/keyboard/mouse, those frequently attending to extraneous stimuli should be
monitored closely, especially if their attention is repeatedly drawn to the same extraneous
stimulus. Examples of especially suspicious activities include examinees looking at parts
of their bodies (or clothing), other examinees (or their papers), or an object on their
desk. It is also suspicious for examinees to be staring at proctors or unusually attentive
to the location of various proctors about the room.

Examinees should be sitting still and not fidgeting or sitting in awkward positions.
Both could suggest that the examinee is trying to subtly and discretely access unauthorized
resources (including a neighbor’s exam) or hide any such resources he or she may have.
Examinees covering their eyes, ears, or mouths for extended periods should be watched
closely for indications that they are sending or receiving information during the test.
Examinees sitting very close to their keyboards or exams or who are bent down over
their desks may well be attempting to conceal something. This is especially true in a
computer-based testing environment, where video cameras are often placed overhead
and directed down onto examinees’ computers. Examinees with unauthorized materials
will often attempt to use their bodies to shield the cameras from getting a good view.

Another example of unusual behavior is examinees who spend an inordinate amount
of time engaged in non-test-taking behaviors, examples of which are taking repeated
breaks or approaching proctors to ask questions or complain about different issues.
Examinees taking breaks may use that opportunity to access information or contact
individuals outside the testing room. They may also use it as an opportunity to change
places with a proxy examinee. Examinees who interact frequently with proctors may be
using that as an excuse to interact with another testing examinee or to look at answers
from several other examinees as they walk by. Also, proctors must be on alert for the
possibility that the interaction is an attempt to divert their attention from another examinee
(a co-conspirator) who is engaged in fraudulent behavior.

In the face of suspicious activity, the proctor should not give the examinee the benefit
of the doubt, but should take some action. Within the context of a remote proctoring
situation, where the proctor may unobtrusively interact with the examinee without
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disturbing others, it is common practice to intervene immediately with a quick reminder
to the examinee about appropriate exam behavior. Alternatively, the proctor may ask
the examinee to shift positions or move the camera to improve the viewing angle. In a
more traditional exam environment, it is important to corroborate previous observations
and form a professional opinion about whether the observed behavior constitutes a
security risk. The easiest way to do this is to observe the behavior over an extended
period to see if it persists. To the extent possible, behavior should also be observed from
multiple vantage points. This is particularly helpful if one believes that the examinee
may be concealing something. If the anomalous behavior continues, the proctor should
ask a second proctor to monitor the examinee, as well. If two experienced proctors
concur that the behavior is suspicious and constitutes a potential security violation, it is
a safe bet that the testing program is going to regard it as worthy of further investigation.

In some cases, it may be that the best way to view a suspicious behavior is on video
camera. Video cameras have the advantages of providing viewing angles that are often
not available to proctors, enabling covert and inconspicuous monitoring, and allowing
post hoc review of the exact behaviors that struck proctors as potentially suspicious.
Proctoring through video camera is usually an option for computer-based testing, because
most computer-based testing programs require that the exams be video recorded.
Videotaping of paper-and-pencil administrations is less common because examinees
often test in large groups; however, video cameras can still be quite useful provided they
are of sufficiently high resolution and have pan and zoom functionality.

In other cases, the best way to view the suspicious behavior is during a walk-through.
Walk-throughs allow the proctors to get close to testing examinees to more closely inspect
their workstations. In computer-based testing, where proctors are usually stationed in
an adjoining room and viewing through an observation window, walk-throughs should
be conducted approximately once every 10-15 minutes (Association of Test Publishers/
National College Testing Association, 2015; Scicchitano & Meade, 2013). However,
examinees, especially those who are engaged in fraudulent behaviors that could be observed
by a proctor, are often keenly aware of proctors’ locations, so may well not repeat the
behavior when a proctor is approaching. Consequently, the primary role of the proctor
at the front of the room or the one who passes by examinees during the test is to serve
as a deterrent, a constant reminder to the examinees that they are being actively monitored.
It is often the proctors in the back of the room who cannot be easily accounted for by
examinees, who are best able to observe examinees cheating. When testing personnel
believe that an examinee is cheating, it may be useful to work with other proctors to set
up a trap, wherein one proctor close to and in plain view of the examinee situates him
or herself with his or her back to the examinee, creating a false sense of security for the
examinee. Meanwhile, one or two proctors from behind with different viewing angles
monitor the examinee’s behavior.

After proctors become sufficiently confident that the examinee is engaged in unusual
behavior, the challenge is to determine how best to respond. Some programs recommend
intervening immediately to confiscate materials, remind examinees to keep their eyes on
their own exams, or to reseat one or both examinees. Others propose intervening, but
waiting to do so at a scheduled break when it would be less disruptive to all examinees.
Others still ask that testing personnel simply continue to monitor the activities. The
administrator’s manuals should be very clear with regard to how testing staff should
address these situations. Testing personnel should always follow the protocol specified
for each program to ensure that all examinees suspected of engaging in a particular form
of misconduct are treated equally. However, regardless of the steps specified by the testing
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program, it is a good idea to document exactly what was observed, by whom, and when.
These incident reports should be detailed and contain as many facts as possible, noting,
for example, the time of observation, notes of the item numbers the examinee is working
on, and anything else the proctor believes is relevant. Proctor reports will often serve as
the trigger for, and potentially the center of, a more thorough investigation, so should
give as complete a picture of the circumstances as possible. Proctor training should focus
on good and bad examples of incident reports.

Generally speaking, best practice is to allow behaviors to continue provided they are
not disruptive to other examinees and do not involve possible capture or transmission
of test content. Most programs do not intervene when it is believed that examinees are
working together or that one examinee may be copying from another. Examinees copying
from one another will produce an unusual number of answer matches that can be detected
through statistical analysis after the exam; interrupting the behavior may mute the
magnitude of the effect, thereby making statistical corroboration more challenging.

When it is believed that the person may be using written materials expressly prohibited
by the program, most programs ask that the examinee be approached privately during
a break and asked to turn pockets inside out. It if is believed that the material is hidden
elsewhere in an examinee’s clothing, you may ask the examinee to remove and submit
outerwear for inspection. Any materials that are found should be confiscated and
submitted to the testing company along with an irregularity report.

Possession of electronic devices must be handled differently because many can be
used to both capture and transmit test content during the exam. Not only may stolen
test questions cost the testing program tens if not hundreds of thousands of dollars to
replace, but they also have high potential to produce spuriously inflated scores for many
future examinees. If a proctor sees a device on an examinee’s person, but does not believe
that the device is being used (e.g., a cell phone in a pocket), at the program’s discretion,
the proctor may wait until a break to approach the examinee. However, if the examinee
is observed accessing the device during the test, the proctor should immediately approach
the examinee and confiscate the device. The proctor should ask the examinee to consent
to an inspection of the phone. During the inspection, the proctor should look for evidence
of phone, text, or email messages sent or received during the exam, as well as any pictures
of testing content that may have been taken. Following the incident, a detailed report of
what transpired should be filed with the testing company (Carson, 2011). In the event
that testing staff are dealing with a security incident for which the administrator’s manual
does not provide sufficient guidance, the test administrator should contact the testing
program immediately (during the exam administration) for further instructions. If at
any point an examinee becomes aggressive and the testing personnel feel that anyone’s
personal safety is in jeopardy, they should immediately call the police. Similarly, the test
administrator should contact the police if the testing personnel are confident that an
examinee is possessing prohibited items that were used to capture test content (e.g., a
cell phone), but he or she refuses to turn over the items or allow a suspicious item or
article of clothing to be inspected (Schoenig, 2014). Every effort must be made to ensure
that the examinee does not leave the test site with stolen test content.

Scheduled and Unscheduled Breaks

Most standardized exams that are longer than a couple of hours build in scheduled
breaks for examinees to allow them to re-energize and increase the likelihood that their
test performance reflects their best efforts.
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Breaks are intended for examinees to use the bathrooms, eat/drink, take medicine,
rest, and get their minds ready for the next section of the test. However, test administrators
(and testing programs) should realize that breaks also provide an opportunity for potential
misconduct. Breaks provide greater opportunities for examinees to communicate with
each other or with individuals outside the testing environment. Breaks provide examinees
with opportunities to access their belongings, possibly including prohibited items. Breaks
also provide an opportunity for examinees to change places with each other. And breaks
may even provide opportunities for unauthorized individuals (e.g., an educator) to access
others’ exams and tamper with their answers.

The severity of these different types of concerns varies depending on the break policy
of the program. The most secure break policies allow breaks only in between sections,
so that examinees may not return to the same set of items after break. This type of a
policy would also safeguard against potential test tampering by an educator. Other
programs, however, allow examinees to take breaks at their leisure, but provide a fixed
amount of break time, after which any additional breaks will count against their actual
testing time. Most programs inform examinees that unusually long or frequent breaks
may result in the filing of an irregularity report.

Because breaks present increased security risks, they must be carefully administered
by testing personnel. Prior to a break, examinees must either turn in their exam materials
to the test administrator or log out of their workstations (or set them to the break screen).
Many programs ask examinees to present photo ID, sign out in a logbook, and/or submit
to biometric testing prior to being allowed to leave on break. Examinees should not be
allowed to leave the immediate vicinity of the testing room during break and should be
monitored closely to ensure that they do not access cell phones, study materials, or discuss
test content with other examinees during this time. Proctors should also pay close attention
to the examinees as they check out to go on break, in case an examinee decides to switch
places with another similar-looking individual. When biometrics are not used, the testing
program is reliant on the proctor’s attentiveness to prevent a proxy examinee from
testing in the stead of an authorized examinee. Ideally, the check-in/check-out area should
be monitored by video so that the legitimacy of changes in examinee attire/appearance
during breaks may be verified.

At the end of breaks, examinees must repeat the check-in process, and should be
advised of such prior to taking breaks, and encouraged to budget their time accordingly.
To re-enter the testing room, examinees should be reminded to return any disallowed
items still in their possession to their lockers and asked to turn their pockets inside out.
Examinees should also re-authenticate, including signing the examinee log, showing
picture ID, and submitting to any biometric testing required by the program. Programs
that routinely use metal-detection wands upon check-in will likely repeat that procedure
for examinees returning from breaks. The same level of attention that went into initially
authenticating examinees and verifying that prohibited materials were not brought into
the testing room should be repeated every time upon re-entry.

These authors strongly discourage allowing breaks during classroom testing. A school
is not a sufficiently controlled assessment environment and too few testing staff are
available to monitor break behavior. Therefore, it is impossible to safeguard against a
student using the break to visit their locker to look up information in their textbook or
on their cell phone. Students should be notified the day before the exam that no breaks
will be allowed and encouraged to use the restroom during the change of classes. In the
event that they forget or were unable, they should be given an opportunity to go at the
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very beginning of class before receiving a copy of the exam. It should be understood that
any time they spend on break will count against their total testing time.

Dealing with Emergencies and Unforeseen Situations

By definition, unforeseen situations happen rarely, but when they do, it is important that
testing personnel be prepared and understand how to proceed. As with handling suspected
cheating, guidelines for handling these situations should be addressed in the
administrator’s manual. Best practice suggests that when dealing with an emergency
situation, such as a fire alarm or bomb threat, the top priority is the lives and safety of
the examinees and testing personnel. Securing testing materials is important, but not at
the risk of anyone’s life. If time does not allow for test booklets to be collected or for
workstations to be locked, ask that examinees simply leave their materials in place, remind
them that they are not to discuss the test with other examinees, and escort them out of
the building. In dealing with an evacuation situation for which it is practical to collect
test materials (e.g., an extended power outage, a tornado warning, etc.), examinees
should be instructed to lock their workstations or place their testing materials inside
their test booklets and hand them to a proctor as they exit the building.

Testing personnel should monitor the exits to ensure that examinees are not removing
any testing materials from the room. The testing room should be locked after the last
person has left.

Unusual distractions, such as high construction noise, a flickering light, a disruptive
examinee, or a temperamental computer, may also present problems for some examinees.
If it is possible to adequately address the concern by reseating affected examinees (possibly
in another room, if adequate staff are available), waiting a short while until the distraction
passes, or offering the examinees earplugs (if allowed), that option should be explored
first. In the event that the distraction persists and the examinees are either unable to
complete the test or unable to do their best work, the administrator should collect the
names and examinee numbers, if available, for all affected examinees and submit the list
to the testing program, along with an irregularity report that documents the event and
when it occurred.

In responding to unusual situations, the principle of maintaining standardization
should be kept in mind. It arises in situations where an emergency affects only some of
the examinees, and in these situations, some procedures are better than others. For
example, if there is a power outage, and those seated near the windows can continue to
see well enough to work, it is better to direct all examinees to stop working and close
their test books in order to treat everyone in the same way. On the other hand, in a large
testing center where a disruption occurs because of the illness of a single examinee, it
simply might not be practical to halt the exam for everyone. In this situation, the problem
should be handled as quickly and expeditiously as possible and an incident report should
be written to document what occurred. Of course, the seating plan will document where
examinees are seated relative to where the incident occurred.

Maintaining Fairness Following the Exam

Compared to the responsibilities prior to and during the test, the administra-
tion responsibilities at the end of the test are relatively straightforward. Still, ends of
tests can be rather chaotic, with examinees racing to get out of the testing facility.
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But important work remains for the test administrators, who must collect and account
for all test materials and prepare them to be returned to the testing vendor for scoring
and reporting.

Check-Out Procedures

For most individually administered tests, examinees may leave as soon as they are finished
testing. For group-administered tests, procedures vary. Some allow test takers to leave
when they complete the exam, perhaps until the last 10 or 15 minutes of testing time.
Others require that all individuals must remain in their seats until time has expired. In
all cases, however, examinees must be formally checked out by testing staft.

For paper-based exams that allow examinees to leave when they are finished,
as examinees leave, they turn in their exam materials, which are placed in numerical
order. Examinees remaining at the end of the exam should remain in their seats until
materials are collected from each individual. Most programs require that exams be
collected individually from the examinees to avoid having their exams handled by other
test takers. Examinees should leave the testing room single file through a single exit, with
proctors stationed on either side of the exit to make sure that examinees are not removing
any test materials from the room.

For a computer-based exam, the process is much simpler. Test administrators should
make sure that before examinees leave their workstations, they submit their scores and
log out of the system. For programs for which examinees automatically receive test scores
upon submission, the proctors should not help examinees to interpret those scores.
Administrators should collect all whiteboards, and should collect and count any scratch
paper that may have been issued. When all materials are accounted for, the examinees
may leave the testing facility.

Irregularity Reports

Proctors need to complete an irregularity report for every unexpected incident, especially
those where the security of the test may have been compromised. It is not necessary for
the proctor to have proof that the test was compromised in order to file a report, just a
strong professional judgment that it was at risk of being compromised. It is the
responsibility of the testing program to follow up on all such incident reports and to
make a determination of which reports warrant further action.

An incident or irregularity report must be as detailed as possible with respect to the
specific behavior and the circumstances under which it occurred. What exactly was
observed? Where was the examinee seated? What other individuals may have been
involved, either actively (as co-conspirators) or passively (as potential source examinees)?
At what time did the event occur and for how long did it continue? Who observed the
behavior and from what vantage point? If the proctor interacted with the examinee as
a result of the incident, that encounter must also be described fully. What was said?
When did it happen? Were any prohibited materials actually found and taken? Although
most programs perform some data forensics following the exam to identify cheating,
many programs will not pursue alleged misconduct unless suspicious behavior was
observed during the exam. Therefore, it is very important that proctor reports be a
thorough and accurate accounting of the anomalous activity during an exam. How to
complete an appropriate irregularity report should be a focus of proctor training.
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Irregularity reports, however, are not only used to report potential security violations.
Other deviations from the standardized conditions should be reported also. This includes
examinees who get sick, examinees who are disruptive, power outages, network failures
that caused disruption during testing or the inability to complete the test or submit
scores, defective test materials, timing errors, misplaced answers, and emergency situations
such as a fire alarm or bomb threat. The testing program will then use the information
in the irregularity report to determine, for example, whether affected examinees should
have their tests scored or be given a free retest.

Returning Materials

For paper-based programs, following the administration, testing materials must be
packaged for shipping to the designated scanning/scoring vendor. Prior to assembling,
answer sheets and test booklets should be checked against master rosters to ensure that
both were collected for each examinee. Take special care not to miss test materials in
alternate testing rooms used for examinees being tested under special accommodations.

If the program utilizes a testing window rather than fixed-date testing, as do most
accountability testing programs, all materials should be returned to the secured storage
area for test materials. Because storing completed answer sheets on premises constitutes
a significant security risk, if it is not possible to return completed materials daily, as
exams are completed, the likelihood of tampering with answer sheets can be reduced by
packaging completed sheets in stamped security envelopes or boxed in ways that tampering
would be evident (e.g., requiring cutting across a seal).

Testing materials should always be returned as quickly as is feasible. If it is practical
to bring them to the shipping facility the same day as the test, that is ideal, provided the
tests will then be shipped that same day. If the packages arrive at the shipping facility
too late to send that same day, it is preferable to keep them in a locked, secured area
within the testing facility until the next day when shipping is available.

Very often, the scanning/scoring vendor is different than the testing company
from whom tests were sent to the testing site; therefore, it is important to use supplied
shipping labels so tests are sent to the correct place. It is also important to use only
approved shipping vendors to ensure that appropriate security and tracking procedures
are in place.

Conclusion

The intersection of test administration and fairness is given much attention in the
Standards for Educational and Psychological Testing (AERA et al., 2014). Chapter 6 of
the Standards is specifically focused on test administration (among other topics), and
highlights the importance of following standardization procedures (Standard 6.1),
maintaining a comfortable environment with minimal distractions (Standard 6.4),
eliminating opportunities for examinees to cheat (Standard 6.6), protecting the security
of testing materials (Standard 6.7), and documenting departures from standardization
procedures (Standard 6.3). Furthermore, Chapter 4 (“Test Design and Development”),
Chapter 7 (“Supporting Documentation for Tests”), Chapter 8 (“The Rights and
Responsibilities of Test Takers”), Chapter 10 (“Psychological Testing and Assessment”),
and Chapter 12 (“Educational Testing and Assessment”) all include specific standards
that relate to test administration and its role in the testing process.
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Chapter 3 of the Standards (AERA et al., 2014) discusses the issue of fairness in
testing. While most of the 20 Standards identified in this chapter relate to aspects of test
construction, building a validity argument, offering accommodations to remove construct-
irrelevant variance, test score interpretation, appropriate score use, or instrument selection,
it is clear that fairness extends also to the test administration phase of testing. Standard
3.4 makes this explicit in saying that “test takers should receive comparable treatment
during the test administration and scoring process” (p. 65). Also, the prologue for Chapter
3 expands on this notion to discuss the importance of standardization of both tests and
administration conditions, to ensure that the contexts in which examinees attempt to
demonstrate their mastery of the measured constructs are comparable. Failure to consider
and level the playing field across the full range of administration conditions, according
to the Standards, could “inadvertently influence the performance of some test takers
relative to others” (p. 51), thereby compromising the validity of the test score
interpretations for all examinees.

At the same time, it is important for all involved in testing to recognize that while
the purpose of standardization is to level the playing field for all examinees, there are
special cases in which deviating from the standardization procedures for specific examinees
may actually enhance the meaningfulness or interpretability of those individuals’ test
scores (AERA et al., 2014). The most typical examples in which this might be true are
students with disabilities (including temporary disabilities which may not be covered by
the ADA [1990]) and English language learners; however, in unique circumstances, other
factors, such as an examinee’s cultural background, socioeconomic status, or age, may
necessitate some departure from the standardization procedures (p. 51). Still, except in
classroom testing situations where the teacher is both the test developer and test
administrator, the test administrator is obligated to follow the program’s guidelines
regarding accommodation or modification (keeping in mind that in the case of
accountability testing, the test publisher often relegates that responsibility back to the
schools).

Despite the increased emphasis on administration in the revised Standards (AERA et
al., 2014), the topic of day-of-test administration garnered relatively little attention.
However, it is important to recall that the short window in which the examinees are
actually engaged with the test itself must also be very carefully controlled and examinees
must be placed into a situation that allows the test to do what it was developed to do.

Test administration is a much more sophisticated process than just reading scripts
and watching examinees take tests. It is a vital element of the testing process and valid
score inferences depend on testing programs knowing that tests were administered to
authorized examinees only and in environments that are comparable, disallow use of
prohibited resources, and afford all examinees an opportunity to accurately demonstrate
their talents.

Notes

1. The views expressed are those of the author and not necessarily those of the University of
Wisconsin-Madison.

2. The views expressed are those of the author and not necessarily those of the National Conference
of Bar Examiners.
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4 Fairness in Test Scoring

Randall D. Penfield!

Introduction

To introduce the topic of this chapter, let us consider a test developed with the goal of
measuring writing proficiency. Ultimately, the test will be used to produce test scores
reflecting each examinee’s level of writing proficiency, and to do so the test must elicit
examinee responses to generate evidence of writing proficiency. To this end, the test
developer is faced with a decision concerning the type of items or tasks to be used to
elicit examinee responses. The test developer may opt to use multiple-choice (MC) items.
Although cost-effective and efficient, MC items are indirect measures of writing proficiency
and may not yield inferences about an examinee’s writing skills that rise to the same
level of validity as those offered by more authentic writing tasks. To overcome limitations
of MC items, the test developer may choose to employ constructed-response (CR) items
consisting of a series of prompts used to elicit written responses from examinees, and
have human-raters score the written responses using scoring rubrics. The resulting test
may be comprised entirely of CR items or a combination of CR and MC items. While
the CR item format offers a much more authentic assessment context, human-rater
scoring suffers from several drawbacks, including inconsistency (e.g., due to rater
severity/leniency, fatigue, etc.) and a high expense due to the time and resources required
to train raters and conduct the scoring process (see Zhang, 2013). The test developer
can avoid the drawbacks of human-rater scoring by using CR items that are scored by
a computer-automated scoring engine (referred to as automated scoring hereafter), which
applies a set of predefined decision rules to assign a score to a CR item based on particular
features of the examinee’s response. Automated scoring has the advantageous properties
of being perfectly consistent across examinees and being highly efficient from a resource
perspective, but these scores may yield biased estimates of scores assigned by human
raters.

Regardless of the approach used to elicit and score examinee responses, a test score
reflecting writing proficiency must be computed for each examinee. The test score is
generated by aggregating available evidence of writing proficiency garnered from the
scored elements of the examinee’s response to the items of the test, what is referred to
as the evidence accumulation process (Mislevy & Haertel, 2006). The nature of scored
elements used in the evidence accumulation process varies depending on the type of item
used to elicit responses (MC vs. CR) and the approach used to score the responses (human
rater vs. automated). If the test of writing proficiency is comprised entirely of MC items,
then each item is associated with a single dichotomously scored element (correct or
incorrect), and the scored elements used in the evidence accumulation process comprise
the resulting pattern of dichotomously scored responses. If the test of writing proficiency
includes CR items that are scored by multiple human raters, then each rater’s score of
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an examinee’s response to each CR item serves as a scored element in the evidence
accumulation process. In this context, evidence of writing proficiency is accumu-
lated across the multiple raters’ scores of the examinee’s response to each CR item as
well as across the CR items of the test. If our test of writing proficiency involves automated
scoring based on a series of features of the examinee’s response, then each scored feature
used in assigning the automated score to a CR item serves as a scored element, and the
evidence accumulation process occurs across the scored features of each CR item as well
as across the CR items of the test. Lastly, it is possible for the test to include a combination
of MC items and CR items scored by either human raters or an automated scoring engine,
and the resulting scored elements used in the evidence accumulation process correspond
to the scored elements associated with each item format.

The example of the test of writing proficiency described above sets the stage for the
specific topic of fairness addressed in this chapter; namely, fairness in test scoring. Because
the test score is based on an accumulation of evidence across the scored elements of the
examinee’s response, an argument for fairness of test scores can be developed from the
evaluation of construct-irrelevant factors associated with the individual scored elements
used in generating the test score; evidence that each scored element is free of construct-
irrelevant factors provides a compelling argument that the resulting test score is free of
construct-irrelevant factors. But, how should the test developer evaluate the presence
of construct-irrelevant factors of each scored element used in arriving at the test score?
The answer to this question resides in two issues associated with the scored elements of
an examinee’s response to the items of a test. The first issue concerns whether each scored
element holds the same meaning with respect to the proficiency measured by the test
regardless of the examinee’s standing on key background variables such as race, ethnicity,
gender, linguistic background, and disability status. This issue is addressed using the
frameworks of differential item functioning, differential step functioning, and differential
feature functioning as described throughout this chapter. A second issue pertains to the
consistency of multiple independent scorings of each examinee’s response, and whether
the consistency of the assigned scores is sufficiently high for all examinees, regardless of
the examinee’s standing on key background variables.

The goal of this chapter is to provide an accessible overview of methods used to
evaluate potential violations of fairness associated with the individual scored elements
used in generating test scores. To this end, this chapter organizes the description of
relevant methods according to the three types of item scores introduced in the example
of the test of writing proficiency described in the beginning of the chapter: (a) automated
scores of MC items; (b) human-rater scores of CR items; and (c) automated scores of
CR items.

Multiple-Choice Items

Responses to MC items are scored dichotomously as correct (Y = 1) or incorrect (Y =
0), and these scored responses serve as the scored elements in the evidence accumulation
process used to generate the test score. Machine scoring of MC items is perfectly consistent,
and thus the issue of score consistency is of little concern to fairness of test scores
generated from MC items. Rather, the primary consideration for fairness in the scored
responses to MC items is whether the scored outcome of an MC item holds the same
meaning with respect to the proficiency being measured by the test across examinee
subgroups. This consideration is evaluated using the framework of differential item
functioning (DIF).
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The Concept of DIF for MC Items

In the creation of any test, the test developer aspires to create items for which examinee
responses are determined by the proficiency intended to be measured by the test and
not construct-irrelevant factors. If the correct response to an item is dependent not only
on the intended proficiency, but also on a construct-irrelevant factor, then examinees
with the same level of the proficiency may obtain different scores on the item depending
on their respective level of the construct-irrelevant factor. This leads to the undesirable
situation of the scored response generating different evidence of examinee proficiency
depending on the examinee’s standing on the construct-irrelevant factor. For example,
if a correct response to an MC item intending to measure knowledge of proper grammar
usage in a written passage is determined by not only knowledge of the relevant grammar,
but also knowledge of the content of the passage (the construct-irrelevant factor), then
the meaning of a correct response with respect to knowledge of proper grammar may
differ across examinees having different levels of familiarity with the passage content;
for examinees lacking familiarity with the passage content, an incorrect response may
not be reflective of a lack of knowledge of proper grammar.

One way to evaluate whether the response to an MC item is dependent upon one or
more construct-irrelevant factors is to compare the chance of success on the item for
examinees having the same level of proficiency, but belonging to different subgroups
that vary with respect to their standing on the relevant construct-irrelevant factor (e.g.,
subgroups defined by examinee background variables such as gender, race, ethnicity,
linguistic and cultural backgrounds, disability status, or socioeconomic status). If
examinees having the same proficiency, but belonging to different subgroups, have a
different chance of success on the item, then there is evidence that success on the item
is dependent upon construct-irrelevant factors that are inducing a disadvantage for one
of the subgroups. The presence of such subgroup differences indicates that the item is
functioning differently for different subgroups, and DIF is said to exist.

A visual representation of DIF for an MC item is shown in Figure 4.1a. This figure
portrays the proportion of examinees having a correct response for two examinee
subgroups at each level of total test score, which is a proxy for proficiency. By convention,
the two subgroups shown in Figure 4.1a are referred to as the reference subgroup
(solid line, n = 500) and focal subgroup (dashed line, n = 500). In this figure, we see a
consistent between-subgroup difference in rate of success at each level of total test score,
thus reflecting the presence of DIF; examinees in the reference subgroup tend to have a
higher rate of success than focal subgroup examinees with the same test score.

The use of DIF evaluations in test development has served a foundational role in
establishing psychometrically defensible claims that test scores are free of bias (Angoft,
1993; Phillips & Camara, 2006; Zieky, 2011), and it remains a key approach used to
identify items containing content that limits the opportunity for particular examinee
subgroups to demonstrate their standing on the proficiency being measured (AERA,
APA, & NCME, 2014; O’Neill & McPeek, 1993). Numerous DIF evaluation methods are
available, and a detailed description of all such methods is beyond the scope of this
chapter. In this section, I provide an overview of DIF methodology pertaining to MC
items. Because MC items are usually scored dichotomously, this overview is also relevant
for dichotomously scored responses to CR items. Readers seeking additional descriptions
of DIF methods for MC items are referred to Camilli (2006), Clauser and Mazor (1998),
Holland and Wainer (1993), Mapuranga, Dorans, and Middleton (2008), Osterlind and
Everson (2009), and Penfield and Camilli (2007).
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Figure 4.1a DIF in a Dichotomously Scored Item

Considerations for Conducting DIF Analyses for MC Items

A critical component to implementing DIF analyses yielding accurate and useful results
for informing decisions of fairness is ensuring that the data hold necessary proper-
ties required for the methodology being implemented. These properties pertain to the
quantity and quality of data used in the statistical estimation of DIF effects, and also the
manner in which the DIF effects are interpreted to inform the potential of bias.
A summary of these properties is presented below.

Stratifying Variable

Many DIF methodologies are based on first stratifying examinees according to an observed
measure of proficiency, and then directly evaluating between-subgroup differences in
item performance within each stratum of proficiency. A commonly adopted stratifying
variable is the summated test score, which is the approach depicted in Figure 4.1a.
However, other approaches for defining the stratifying variable are available, and the
form of the stratifying variable adopted for a DIF analysis will depend on the specific
context of the test under investigation. For simplicity, the variable used to stratify
examinees on proficiency will be denoted here by S. Regardless of the approach used
to define S, it is important that S holds the following properties to ensure that it gen-
erates a valid matching of examinees on proficiency. First, S must have a high degree of
reliability to ensure proper matching of examinees, and the reliability of S should be
reported with the results of the DIF analysis. Second, S must have an appropriately high
number of strata to allow effective differentiation of examinees having different levels
of proficiency.
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Sample Size

DIF analyses are based on evaluating between-subgroup differences in item performance
at each level of S, and thus sample sizes must be large enough to ensure that within each
subgroup there are enough examinees to accommodate this comparison. In many
instances, subgroups comprise less-represented examinee populations, creating an obstacle
for achieving the needed sample size. DIF methodologies vary with respect to sample
size requirements, and thus no single sample size guideline exists. However, even for the
least sample-size-intensive DIF methods, a minimum of several hundred examinees per
subgroup typically is required to attain an appropriate degree of stability.

Impact

Impact refers to the between-subgroup difference in mean proficiency. A large degree
of impact can lead to bias in DIF effect estimation, and this bias increases as the reliability
of § decreases. As a result, it is important to evaluate the mean proficiency (e.g., mean
value of §) for each subgroup, and document the observed impact when reporting the
results of DIF analyses. The smaller the average impact on S, the more likely it is that
alternative DIF methods will agree with each other.

Evaluating DIF Effects

In evaluating DIF effects, it is important to consider the magnitude of the DIF effect size
in coordination with a statistical significance test of the absence of DIF. While all
investigations of DIF should consider both of these evaluative approaches, the magnitude
of the DIF effect plays an especially important role in classifying the severity of the DIF
effect because it is the magnitude of the DIF effect that informs the extent to which the
observed effect presents a meaningful threat to fairness. As a result, all evaluations of
DIF should include a statistical test of DIF as well as a measure of the DIF effect magnitude
that is easily interpretable according to well-understood criteria.

Interpreting the Cause of DIF

If a substantial DIF effect is observed, it is important to review the item content to
identify the factor responsible for the DIF effect. It is only when the causal factor has
been identified and deemed to be construct-irrelevant that the DIF effect reflects a bias
in the assessment (for a broader discussion, see Angoff, 1993; Penfield and Camilli,
2007). Ideally, hypotheses about the sources of DIF will be assessed via experiments such
as that described in Schmitt, Holland, and Dorans (1993).

DIF Methods for MC Items

Perhaps the most intuitive approach to evaluating DIF in an MC item is to consider the
between-subgroup difference in the observed proportion of responses to the item that
are correct at each stratum of S, and then aggregate these stratum-level differences across
all strata of S. This is the approach taken by the standardized p-difference index (SPD)
(Dorans & Kulick, 1986):

SPD = ESWS (}A)RS _ﬁps)

> W

(1)
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where P, — P_ represents the difference in proportion correct between the reference
subgroup (R) and the focal subgroup (F) at stratum S. The weight assigned to each
stratum, Wy, is typically the number of focal subgroup members in the stratum. The
value of SPD provides an index of the magnitude of the DIF effect; |SPD| < .05 reflects
a negligible DIF effect, items with 0.05 < |SPD| < 0.10 should be inspected to ensure
possible construct-irrelevant factors are not overlooked, and items with [SPD| > 0.10
should receive careful examination for the presence of construct-irrelevant factors (Dorans
& Holland, 1993, pp. 49-50). The value of SPD for the data illustrated in Figure 4.1a is
SPD = 0.21, reflecting an item that should be carefully reviewed to identify potential
construct-irrelevant factors.

An alternative approach for evaluating DIF in an MC item is based on the concept
of the odds ratio. Rather than quantifying the between-subgroup dlfference in item success
at each stratum of S using the observed proportion correct (i.e., P, - P, in Equation 1),
the odd ratio approach quantifies the between-subgroup difference in item success at
each stratum of S using the ratio of the odds of correct response of the reference subgroup
over that of the focal subgroup. The odds ratio observed at stratum S can be computed
using the simplified form of:

0, = A5Ds | P
BS CS

where Ay and By represent the frequency of correct and incorrect responses for refer-
ence subgroup members at S, respectively, and C; and Dy represent the frequency of
correct and incorrect responses for focal subgroup members at S, respectively. The
outcome Og = 1 reflects no between-subgroup difference in item success, the outcome
Og > 1 reflects a relatively higher success for the reference subgroup, and the out-
come Oy < 1 reflects a relatively higher success for the focal subgroup.

An index of DIF can be obtained using a weighted average of the obtained values of
Oq across all strata of S. This is the approach taken by Mantel and Haenszel’s (1959)
common log-odds ratio estimator, which computes a weighted average of the Oy values
transformed to the logit scale using:

i oin Ewo | o
EW

where the weight assigned at a given level of S is W= BCg/ (A5 + Bg + Cg + D). Values
of A, are symmetric about zero, such that A, =0 reﬂects no DIF, )\ > 0 reflects DIF
favormg the reference subgroup, and A, < 0 reﬂects DIF favoring the focal subgroup.
The null hypothesis of no DIF can be tested using either a z-test or a chi-square test of
conditional independence (Dorans & Holland, 1993; Penfield & Camilli, 2007). Applying
A,,, to the data shown in Figure 4.1a, we find A, = 1.09 with an estimated standard
error of 0.15, and the null hypothesis of no DIF is re)ected.

The evaluation of DIF using statistical tests of significance is highly dependent on
sample size; with a large enough sample size, even near-zero DIF effects are likely to be
statistically significant despite minimal practical implication. As a result, interpretations
of DIF should give ample consideration to the magnitude of the DIF effect (e.g., as
estimated by A ). The question to be asked, then, is how should A, be interpreted with
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respect to DIF magnitude? There is no universally accepted set of values of A, that
delineate small, moderate, and large values of DIF effect, and the severity assigned to a
particular magnitude of A, will depend on the specific context of the assessment. I offer
here a heuristic that may prove useful in interpreting the magnitude of the DIF effect:
|A,,.| < 0.3 reflects a small DIF effect, 0.3 > |A,,, | < 0.6 reflects a moderate DIF effect, and
|A,,.| = 0.6 reflects a large DIF effect. Using this heuristic, the magnitude of the DIF effect
depicted in the data of Figure 4.1a (A,,, = 1.09) is interpreted as being large.

The value of A, also plays an instrumental role in an ETS test assembly decision
rule designed to guard against the presence of potentially biased items. In their seminal
application of the Mantel-Haenszel procedure to the evaluation of DIF, Holland
and Thayer (1988) proposed the transformation of XMH from a logit scale to the more
meaningful delta scale using MH D-DIF = -2.35 x A,,. Using the MH D-DIF trans-
formation, items are classified into one of three categories (labeled A, B, and C) accord-
ing to the following rules: Category A if either MH D-DIF is not significantly different
from zero or |MH D-DIF| < 1.0; Category C if [MH D-DIF| is significantly greater
than 1.0 and |[MH D-DIF| = 1.5; and Category B otherwise (Zieky, 1993). Items classi-
fied as Category C are flagged for removal from the item pool, items classified as Category
B are flagged for potential revision or removal, and items classified as Category A are
retained in the item pool. Applying this classification scheme to the data shown in
Figure 4.1a leads to |MH D-DIF| = 2.56, which is significantly greater than 1.0, and
thus the item is classified as Category C and would be flagged for removal from the
item bank.

Test developers employing an item response theory (IRT) framework (de Ayala, 2009)
can evaluate DIF directly through between-subgroup differences in the IRT model
parameters for each item. Most commonly, DIF is evaluated with respect to between-
subgroup differences in the item difficulty parameter and/or the item discrimination
parameter. The magnitude of DIF can be quantified by the size of the between-subgroup
differences. A statistical test of the equality of item parameters for examinee subgroups
can be accomplished through either a chi-square test or a likelihood ratio test, as described
by Penfield and Camilli (2007) and Thissen, Steinberg, and Wainer (1993). While IRT
approaches have the advantage of providing a model-based method for evaluating DIF,
they come with several notable drawbacks. First, the interpretation of the magnitude of
the DIF effect in an IRT context is dependent on the scale of measurement used for the
IRT calibration, making decisions of DIF effect magnitude ambiguous. Second, sample
size requirements for implementing IRT models can be relatively large, which poses a
particular obstacle to evaluating DIF with examinee subgroups that do not have large
sizes (e.g., race/ethnicity, exceptionality status, accommodation status). Third, IRT
approaches require good fit to the IRT model being used for the analysis.

Which DIF approach is most appropriate will depend on the specific context of the
assessment. SPD and A, have several notable advantages: (a) lack of any requirement
of fit to a particular IRT model; (b) independence of the DIF effect magnitude from the
scale used to measure proficiency; (c) relatively simple estimation procedures; and (d)
applicability with relatively small sample sizes compared to those required by some IRT
models. A potential limitation of both SPD and A, is their insensitivity to changes in
the sign of the between-subgroup difference in performance across level of S; both can
yield a negligible DIF effect estimate despite large between-subgroup differences that
favor different subgroups at different levels of S. This restricts the interpretation of SPD
and A, to reflect the overall advantage of the reference subgroup over that of the focal
subgroup across the proficiency continuum.
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Human Scored Constructed Responses

When human raters are used to score examinee responses to CR items, the potential for
rater inconsistency often necessitates having two or more raters score each response to
arrive at an adequately reliable and valid interpretation of examinee performance. Ideally,
each examinee response is associated with multiple scores, and each score is a unique
scored element used in the evidence accumulation process to arrive at the examinee’s
test score. In this context, the corresponding evidence accumulation process has two
levels: (a) item-level accumulation; and (b) test-level accumulation. The item-level
accumulation involves aggregating the multiple rater scores of an examinee’s response
to a given item into a single overall item score. Examples of item-level accumulation
include summing or averaging the rater scores assigned to an examinee’s response. Of
critical importance in this stage of evidence accumulation is that the rater scores be based
on the same decision rules and not be impacted by construct-irrelevant factors, which
can be evaluated through the consistency of the rater scores. The test-level accumulation
involves aggregating across the overall item scores (obtained from the item-level
accumulation phase) to arrive at the test score. Examples of test-level accumulation
include computing the summated test score or obtaining an IRT-based estimate of
proficiency. As was the case for tests comprised of MC items, a critical concern in the
test-level evidence accumulation process is that the overall item scores hold the same
meaning with respect to level of proficiency regardless of subgroup membership, which
is evaluated using DIF.

This section describes methods used to evaluate rater consistency and DIF in the
context of human-rater scoring of CR items. Because CR items are commonly scored
according to rubric specifications having more than two score levels, the scored outcomes
are typically polytomous in nature. As a result, this section describes relevant procedures
and methods in the context of polytomously scored responses. However, all methods
described here can be specialized to the case of dichotomously scored responses.

Rater Consistency

Human-rater scores are based on judgment guided by a series of established scoring
decision rules. When the scoring rules are relatively complex, as would be the case in
scoring an essay or a complex performance task, the human judgment underlying
the scoring process may lead to inconsistency in rater scores. Rater inconsistency
has myriad causes, including context effects, rater fatigue, halo effects, rater attention to
irrelevant features, and rater leniency/severity (see Bridgeman, 2013; Lane & Stone, 2006;
Ramineni, Trapani, Williamson, Davey, & Bridgeman, 2012; Wolfe, 2004). Regardless
of the cause, a sizable inconsistency between raters’ scores can impact the quality of
the estimate of proficiency, and thus steps must be taken to ensure that potentially
impactful inconsistencies are identified and addressed. To guard against the adverse
effects of rater inconsistency when scoring CR items, the final score assigned to an
examinee’s response can be based on an aggregate of two or more independent scorings
(Young, So, & Ockey, 2013).

Evaluating rater consistency should be conducted at the level of each examinee and
the level of particular groups of examinees. Examinee-level consistency addresses whether
the raters’ scores of a particular examinee’s response are adequately consistent. If the
scores assigned to a particular examinee’s response are not adequately consistent, then
there is evidence that the raters employed different decision rules, which may reflect
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the presence of construct-irrelevant factors in the scores assigned by one or more of
the raters. Group-level consistency addresses whether rater consistency holds for one
or more groups of examinees. A lack of adequate rater consistency for an examinee group
indicates the presence of a systematic impact of construct-irrelevant factors on the scoring
of the entire group. Not only is it important to evaluate rater consistency for the entire
examinee group, but it is also important to demonstrate adequate rater consistency for
particular examinee subgroups defined by key background variables such as gender,
race/ethnicity, language background, and the like. Methods for evaluating examinee-level
consistency and group-level consistency are described below.

Examinee-Level Consistency

To describe the process of evaluating examinee-level consistency, let us consider the
situation in which an examinee’s response to a CR item is scored by two human raters,
where the resulting scores are denoted by Y, and Y,. The difference between the two
scores assigned to the same examinee response is symbolized here by A = Y, - Y,. The
outcome of A = 0 corresponds to perfect rater agreement for that particular scored
response, providing evidence that the raters are using the same decision rules free of
influences of construct-irrelevant factors. In contrast, the outcome of A # 0 indicates a
lack of agreement between the two raters, suggesting the possibility of construct-irrelevant
factors in Y, and/or Y,. As A increases in magnitude, there is increasing evidence that
construct-irrelevant factors impacted the scoring of the examinee’s response.

Given the complex judgments required of human raters in scoring CR items, non-
systematic differences between Y, and Y, are expected to arise, reflecting expected
measurement error in the scoring process. As a result, some level of deviation of A from
zero is typically permissible. However, there reaches a point at which the magnitude of
A is so large that it suggests the presence of systematic differences in the scoring process
used to generate Y, and Y. It follows that a threshold must be established specifying the
largest permissible magnitude of A. This threshold is referred to as the adjudication
threshold. Any instance of A exceeding the adjudication threshold triggers additional
action to ensure that the final score assigned to the examinee is robust to the impacts
of rater inconsistency. The approach described above for the situation of two human-
rater scores (Y, and Y,) can be extended to other contexts involving more than two
scores, in which case A would be computed for each pair of scores and compared to the
adjudication threshold in the same fashion described above.

The value set as the adjudication threshold will be dependent on the specific context
of the assessment and the particular scale of Y. When the scale of Y consists of a moderate
number of integer score levels (e.g., five score levels of Y =0, 1, 2, 3, 4), then a commonly
employed adjudication threshold is 1, such that any instance of A > 1 will trigger additional
action to resolve the discrepancy between Y, and Y, (Williamson, Xi, & Breyer, 2012).
When the scale of Y has a high number or score levels, or includes decimals (e.g., 0.5
increments), then an adjudication threshold will need to be established that considers
the specific properties of the scale of Y. Regardless of the particular scale of Y, the
adjudication threshold should be clearly documented by the test developer.

A value of A exceeding the adjudication threshold triggers a resolution process, which
typically involves obtaining an additional human-rater score. The specific approach for
resolving the discrepant scores using the additional rating may vary depending on the
context of the assessment. In general, however, the most reliable approach to obtain the
overall item score is to use an aggregate of all available ratings.
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Group-Level Consistency

While evaluating the examinee-level consistency is a critical component of ensuring
fairness in the scores assigned to individual examinees, it is also important to demonstrate
adequate rater consistency for the scores assigned to responses of each CR item across
examinee groups. This applies both to the total examinee group and also each examinee
subgroup defined by key background variables.

Several approaches can be used to evaluate rater consistency for an examinee group.
One approach is to apply the Pearson product-moment correlation coefficient (r) to the
situation of double-scored responses. The value of r estimates the linear relationship
between Y, and Y,, and the criterion of r = .70 is commonly adopted as the lower bound
of acceptability in high-stakes assessment contexts (Williamson et al., 2012). In practice,
it is recommended that r be computed for: (a) either the total examinee group, or a sample
that is representative of the total examinee group, to ensure that adequate consistency
exists across the overall examinee population; and (b) each relevant examinee subgroup.

A second approach, which directly addresses the agreement of Y, and Y,, is the
quadratic-weighted kappa index (k,) (Fleiss & Cohen, 1973). The value of k,, ranges from
0 to 1, such that k,, = 1 represents perfect agreement and k,, = 0 represents independence
of Y| and Y,. The advantage of k,, over r is that k,, reflects the actual agreement of Y,
and Y,, rather than just the linear relationship between Y, and Y,. To calculate k,, let
us denote the possible values of Y, by i and the possible values of Y, by j, such that i
and j can assume integer values 0, 1, 2, ..., m. Then, we can consider each possible
combination of Y; = i and Y, = j and denote the frequency that a given combination is
observed in the sample by O;. We can also consider the number of occurrences of a
particular combination Y, = i and Y, = j that would be expected if Y, and Y, were
independent (i.e., no relationship between Y, and Y,), and denote this expected number
of occurrences by E;, whereby E; = (frequency of Y, = i) x (frequency of Y, = j) / n,
where n is the total group size. Using this notation, k,, is given by:?
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The name of quadratic-weighed kappa stems from the use of the squared difference
between i and j as the weight applied to each value of O, and E; in Equation 4. Notice
that the term (i - j) shown in Equation 4 corresponds to A, and thus as the observed
values of A approach zero, k,, will approach 1. The lower bound of acceptability of k,,
in high-stakes assessment contexts is commonly set to .70 (Williamson et al., 2012). As
described above for r, it is recommended that k,, be computed for a sample that is
representative of the total examinee group as well as for relevant examinee subgroups.

Two Definitions of DIF for Polytomously Scored Items

The item-level phase of evidence accumulation across multiple ratings of an examinee’s
response to CR items results in a single overall score for each item. Armed with the
overall item score, it is germane to evaluate DIF for each item. Recall that scores to CR
items are commonly polytomous, with potential outcomes denoted here by the ordered
values Y =0, 1, ..., m. Due to the multiple score levels of polytomously scored items,
there are two different definitions of DIF that are adopted in practice, referred to here
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as net DIF and global DIF (Penfield, 2010). Net DIF pertains to the between-subgroup
differences in success on the item aggregated across all levels of Y. The condition of no
net DIF holds if individuals having the same level of proficiency, but belonging to different
subgroups, have the same expected score (i.e., mean score) on Y. An example of net DIF
is presented in Figure 4.1b, which plots the mean of a polytomously scored item at each
stratum of S for a reference subgroup (solid line, n = 1,500) and a focal subgroup (dashed
line, n = 1,500). We see that at many levels of S, the mean score on Y is slightly higher
for the reference subgroup than for the focal subgroup, reflecting a net DIF effect.

In contrast to net DIF, which aggregates between-subgroup differences across all levels
of Y to arrive at an overall “net” effect, global DIF addresses whether between-subgroup
differences exist in the chance of successfully advancing to each possible level of Y. A useful
framework for evaluating global DIF is that of differential step functioning (DSF) (Penfield,
2007a; Penfield, Gattamorta, & Childs, 2009). To describe DSF, let us conceptualize the
levels of Y as being the result of a series of transitions, or steps, to successively higher score
levels. For example, a polytomously scored item having four score levels (Y = 0, 1, 2, 3)
will have three steps: the first step corresponds to the transition from Y =0 to Y > 1, the
second step corresponds to the transition from Y < 2 to Y 2 2, and the third step corresponds
to the transition from Y < 3 to Y = 3. A between-subgroup difference in the chance of
success on a particular step, after conditioning on proficiency, reflects the presence of a
DSF effect for that step. If DSF exists for any one of the steps underlying Y, then global
DIF is said to exist for that item. An example of DSF and global DIF is shown in Figure
4.1c for the same data upon which Figure 4.1b is based. Figure 4.1c presents the proportion
of reference (solid line) and focal (dashed line) subgroup examinees successfully transi-
tioning at each of the three steps underlying Y. The first two steps demonstrate no notable
DSF effect. The third step, however, has a large DSF effect favoring the reference subgroup
indicating a problem with the transition to the highest score category of Y. The comparison
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Figure 4.1b Net DIF in a Polytomously Scored Item
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Figure 4.1c DSF Effects for a Polytomously Scored Item

of Figures 4.1b and 4.1c provides a useful comparison of net and global DIF; we see that
the net DIF effect shown in Figure 4.1b is a result of a large DSF effect associated with the
third step, thus reflecting the presence of a construct-irrelevant factor associated with
achieving the score level Y = 3.

An important distinction between net DIF and global DIF is that it is possible to have
negligible net DIF despite sizable between-subgroup differences associated with the chance
of successfully achieving one or more levels of Y. In this manner, the absence of global
DIF is a more rigorous standard of fairness to meet than the absence of net DIF. A
second distinction between net DIF and global DIF is that the study of global DIF can
provide a more detailed understanding of which score levels are responsible for a DIF
effect. For example, Figure 4.1b presents an example of net DIF favoring the reference
subgroup, but based on this information alone we cannot determine which levels of Y
are implicated in this DIF effect. Was the relative advantage for the reference subgroup
occurring for all levels of Y, or just an isolated level? The evaluation of global DIF can
inform which score levels are responsible for a particular DIF effect, as demonstrated by
the sizable DSF effect of the third step shown in Figure 4.1c.

Whether it is appropriate to collect net DIF or global DIF evidence of fairness will
depend on the context of the assessment under investigation and the importance placed
on ensuring the absence of differential difficulty across all steps underlying Y. A hybrid
approach also may be valuable in some contexts, whereby net DIF is selected as the
standard of fairness to be adopted, and any substantial net DIF effects are accompanied
by a DSF analysis to inform which score levels are responsible for the net DIF.

Considerations for Conducting DIF Analyses for CR Items

As was the case for DIF analyses of MC items, there are several important considerations
for conducting DIF analyses for CR items. All of the considerations for conducting DIF
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analyses described for MC items apply to the evaluation of DIF for CR items. In addition,
several other considerations are relevant for CR items.

Stratifying Variable

When the stratifying variable (S) is based on CR items, several issues are important to
consider. First, if S is based on overall item scores assigned by human raters, the reliability
of S will be dependent on the degree of rater consistency. As a result, it is important to
evaluate consistency of rater scores (i.e., evaluated using r and k, as described previously
in this chapter) and to ensure that the consistency is adequate. Second, in the case of
mixed-format tests containing MC and CR items, the method used to generate S should
be given careful consideration due to the potential multidimensionality that exists between
these two item formats. For example, S can be computed as the summated score of only
the MC items, the summated score of only the CR items, the summated score across
MC and CR items, or using the bivariate distribution of summated scores for MC and
CR items individually (Moses, Liu, Tan, Deng, & Dorans, 2013). Although there is no
single approach for computing S that is universally most appropriate, using S computed
as the summated score across all MC and CR items may lead to the most stable DIF
results (Moses et al., 2013) and thus serves as a prudent strategy for practitioners. In all
cases, a rationale should be provided supporting the approach taken to generate the most
appropriate stratifying variable within the particular context of the assessment.

Sample Size

Sample size requirements will vary depending on the methodology used to evaluate
DIF in CR items. As was the case for MC items, sample size requirements will be higher
for IRT-based methods than for observed score methods (e.g., SMD and odds ratio
methods). Furthermore, if the DIF analysis involves the evaluation of global DIF, then
it is important to have a sufficient sample size to ensure responses across all levels of Y
within most strata of S so that each DSF effect associated with Y can be estimated with
adequate stability. This may necessitate larger sample sizes than what would be required
for an evaluation of net DIF.

Evaluating Net DIF in Polytomously Scored Items

Among the most straightforward approaches for evaluating net DIF is the standardized
mean difference index (SMD) (Dorans & Schmitt, 1991), which considers the between-
subgroup differences in the mean of Y at each level of S (Y, - Y,), and then aggregates
across all levels of S to arrive at a final estimate of the net DIF effect. The specific equation
used for SMD is identical to that of the SPD index shown in Equation 1, with the excep-
tion that Y, - Y is substituted for P, - P, .. Formulas for an estimated standard error
of SMD and associated test statistic are provided by Zwick and Thayer (1996). Classifying
the SMD effect size is complicated because its value is dependent on the scale of Y. One
approach for controlling for the scale of Y in interpreting the magnitude of SMD is to
consider the ratio of SMD over the standard deviation of Y, and then to classify the net
DIF effect as negligible if the absolute value of the ratio is less than 0.17, and large if the
absolute value of the ratio reaches 0.25 (see Zwick, Ye, & Isham, 2014). Applying SMD
to the data shown in Figure 4.1b yields SMD = 0.14 and the ratio of SMD/s(Y) = 0.15,
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which reflects a negligible net DIF effect. It should be noted that the approach of using
SMD/s(Y) has the disadvantage of yielding an interpretation of the DIF effect magnitude
that is dependent on the standard deviation of Y, such that items with a larger standard
deviation will have a smaller DIF effect despite having a larger effect on between-subgroup
differences on the total test score. As a result, the use of the aforementioned approach
for classifying the magnitude of SMD should be used with caution.

An alternative approach for evaluating net DIF is to treat each step underlying Y as
a dichotomous event having outcomes of success and non-success (much like a
dichotomous item), obtain the odds ratio associated with the between-subgroup difference
in success at each step for each level of S, and then obtain a weighted average of all such
odds ratios across all steps and all levels of S using a formula that is similar to Equation
3 for A,,,. The resulting index of net DIF is the Liu-Agresti cumulative common log-
odds ratio (Liu & Agresti, 1996; Penfield & Algina, 2003), denoted by A, ,. Details of an
associated test of the null hypothesis of no net DIF are provided by Penfield and Algina
(2003). The primary advantage of A, is that it yields a log-odds ratio index that can be
interpreted in an equivalent manner as A, used for MC items, regardless of the number
of score levels of Y (Penfield, 2007b). The heuristic described previously for interpreting
the magnitude of A, as small, moderate, or large may be applied equally to A, ,, such
that the DIF effect of polytomously scored items is small for |A,,| < 0.3, moderate for
0.3 > |A,| < 0.6, and large for |A,,| > 0.6. For the example shown in Figure 4.1b, A,, =
0.41, which would be classified as a moderate DIF effect magnitude.

Net DIF can also be evaluated within an IRT framework. Widely adopted polytomous
IRT models assign a difficulty parameter to each step underlying the scored outcome
variable Y (Penfield, 2014). Net DIF can be evaluated through aggregating the between-
subgroup differences in the difficulty parameter across all steps, and if the aggregated
between-subgroup difference in difficulty is zero, then no net DIF exists. Approaches to
conducting the aggregation consider the sum of the between-subgroup differences in the
difficulty parameter across all steps (Cohen, Kim, & Baker, 1993; Penfield, 2010) or the
average between-subgroup difference in the difficulty of the steps, which is the approach
taken by the Winsteps program (Linacre, 2014).

Which net DIF approach is best? There is no single answer to this question. If the
assessment is being calibrated in an IRT framework, then it may be desirable to conduct
relevant DIF analyses under the same IRT framework. However, as was the case for
evaluating DIF in MC items, IRT approaches for evaluating net DIF have several obstacles,
including requiring relatively large sample sizes, requiring good fit to the IRT model
being employed, and the ambiguity in interpreting the magnitude of the obtained net
DIF effect. In contrast, the SMD and A,, approaches to evaluating net DIF have the
potential advantages of having less reliance on large subgroup sizes and providing an
easily interpretable DIF effect size.

Evaluating Global DIF in Polytomously Scored Items

Although the formal distinction between net and global DIF is a relatively new
advancement in measurement, several methods have been described for evaluating global
DIF. One method is the generalized Mantel-Haenszel statistic (GMH) (Somes, 1986),
which has been applied to the evaluation of DIF in polytomous items by Zwick, Donoghue,
and Grima (1993). The GMH statistic offers a chi-square test of the null hypothesis of
no global DIF. However, it does not provide a measure of global DIF effect magnitude
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and offers no information concerning which score levels are implicated in the global
DIF effect. As a result, the GMH statistic may be of limited practical use in evaluating
the overall severity and causes of the global DIF effect.

An alternative approach for evaluating global DIF has been described by Penfield
(2010), whereby the DSF effect of each step underlying Y is estimated individually, and
then the conclusion of global DIF is based on the pattern of DSF effects across the steps.
Because each step corresponds to a dichotomous event of success or non-success at that
step, each step can be treated as a dichotomous item and an odds ratio estimate of
the DSF effect for each step can be obtained by applying A, to each step (see Penfield,
2007a, 2010 for details). The magnitude of A, for each step can be interpreted according
to the guidelines described previously for A, in the context of MC items. For example,
a polytomous item having three steps will have a separate DSF effect estimate for each
step, denoted by A D> A,.» and A, .. Inferences of global DIF are based on the profile
of A, ;> A, and A, ;. The null hypothesis of no global DIF is rejected if any one of
the three DSF effect estimates is significantly different from zero (Penfield, 2010). Applying
this approach to the data used in Figure 4.1c, we have Ay = 0.00 (p > .05), A, = 0.09
(p>.05),and A, , = 1.28 (p < .01). This profile indicates a large and statistically significant
DSF effect for the third step, and we conclude that global DIF exists and is associated
with a construct-irrelevant factor associated with the transition to Y = 3.

The evaluation of global DIF in polytomously scored items can also be conducted
through consideration of the between-subgroup differences in the step-level difficulty
parameters underlying the IRT model (see Penfield, 2014). A statistical test of the null
hypothesis of no between-subgroup difference in step-level difficulty parameter across
all steps underlying Y can be conducted using a likelihood ratio test (Kim & Cohen,
1998). The particular pattern of the between-subgroup differences in step-level difficulty
parameters can provide valuable information concerning the cause of the DIF in the
item, but the interpretation of the between-subgroup differences in the step-level difficulty
parameters will be tied to the scale associated with the IRT analysis, which presents the
same ambiguity of interpretation of DIF effects that has been discussed in relation to
IRT approaches for evaluating DIF in MC items. As a result, evaluating global DIF
through the pattern of odds ratio DSF effect estimates may hold greater practical utility
in applied testing contexts.

Automated Scored Constructed Responses

Let us now turn our attention to the context of the automated scoring of complex
performance tasks. Automated scores are generated by a computer algorithm involving
a series of decision rules based on features of the examinee’s response. In many instances,
the automated scoring algorithm is intended to mirror the scoring processes followed
by trained human raters (Williamson, Bejar, & Hone, 1999), and thus the features used
by the scoring algorithm are aligned with those features used by human raters in assign-
ing scores. In this context, each feature of the examinee’s response involved in assigning
an automated score serves as a scored element used in arriving at the examinee’s test
score.

As was the case for human-rater scored CR items, the evidence accumulation process
of automated scoring of CR items consists of two levels: an item-level accumulation and
a test-level accumulation. The item-level accumulation involves the aggregation of evidence
across the scored features of the examinee’s response for a CR item to arrive at an overall
item score. In the context of automated scoring, the item-level evidence accumulation
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process corresponds to the automated scoring algorithm used to assign the overall item
score. An example of item-level accumulation is the use of a linear regression model to
assign an automated score for a written essay response, whereby the model generates a
predicted human-rater score from a series of features of the examinee response (e.g.,
grammatical structure, word usage, lexile complexity of words used, writing mechanics).
An important consideration for the item-level accumulation process of automated scoring
is whether each scored feature of the examinee’s response is free of construct-irrelevant
factors, which is evaluated using the framework of differential feature functioning. The
test-level evidence accumulation process mirrors that described previously for tests
comprised of MC items and human-rater scored CR items, and involves the aggregation
of overall item scores (obtained from the item-level accumulation phase) to arrive at the
test score. This level of evidence accumulation has two concerns for fairness that are
similar to those addressed for human-rater scores of CR items: (a) that the item-level
automated scores are consistent with scores assigned by trained human raters, and that
this consistency is held equally for relevant examinee subgroups; and (b) that the item-
level scores hold the same meaning with respect to the level of proficiency measured by
the test regardless of subgroup membership, as evaluated using DIF. This section describes
methods used to evaluate these aspects of fairness in automated scoring.

Differential Feature Functioning

As described above, the automated scoring of a CR item often involves multiple scored
features of the examinee’s response. These scored features serve as the scored elements
implemented in the item-level evidence accumulation process (i.e., the automated scoring
algorithm) that generates the overall item score. Because each scored feature of the
examinee response is used in the item-level evidence accumulation process, it is important
that each scored feature holds the same meaning with respect to the proficiency measured
by the item across examinee subgroups. If success on a particular feature is determined
by a construct-irrelevant factor, then the meaning of the scored feature with respect to
the intended proficiency may depend on the examinee’s standing on the construct-
irrelevant factor. As an example, consider the automated scoring of a writing task, for
which one of the features used by the scoring algorithm is the number of words contained
in the examinee’s response. If different regions (e.g., England, United States, Canada,
etc.) tend to construct written English using differential economy of words, then the
number of words may not be equivalently related to writing proficiency for all examinees;
a particular word count may be associated with high writing proficiency for one region
but not for another region. In this instance, economy of word usage in written English
is a construct-irrelevant factor that can lead to a disadvantage in the automated scoring
for particular subgroups of examinees.

The presence of construct-irrelevant factors associated with individual features of the
examinee’s response used in automated scoring can be evaluated by extending the
framework of DIF to the context of individual features, which is referred to here as
differential feature functioning (DFF). In this context, DFF is evaluated by comparing
the level of success on a given feature for examinees having the same overall item score,
but belonging to different subgroups. If a between-subgroup difference in success on the
feature exists (conditional on the overall item score), then DFF is said to exist. For clarity,
note that the stratifying variable (S) in the evaluation of DFF is the overall item score
(i.e., the score on the item associated with the feature being evaluated), rather than a
test-level score. Because S is defined as the overall item score, the evaluation of DFF
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should be reserved for instances where there are multiple features used in generating the
automated score.

In many instances, features of the examinee response are scored according to ordinal
categories, in which case DFF can be evaluated using the DIF methodology described
previously in this chapter. Features scored dichotomously (e.g., success vs. failure, yes
vs. no, etc.) can be evaluated for DFF by applying the DIF methodology described for
MC items. Features scored polytomously (e.g., not present, partially present, completely
present) can be evaluated for DFF using DIF methodologies associated with net or global
DIF described for human-rater scored CR items. In other instances, however, features
are more continuous in nature (e.g., number of words in a writing passage). In these
instances, the evaluation of DFF would be most practically evaluated using the SMD
index of net DIF.

Differential Item Functioning

A fundamental component of evaluating whether the test-level evidence accumulation
process leads to test scores having the same meaning for different examinee subgroups
is demonstrating that each item score used in the test-level accumulation process is free
of construct-irrelevant factors. As was the case for MC items and human-rater scored
CR items, the presence of construct-irrelevant factors in the automated item score can
be identified through an analysis of DIF. The evaluation of DIF for automated scored
items follows the same procedures as outlined previously in this chapter. DIF in
dichotomous automated scored items is evaluated using identical methodology, con-
siderations, and interpretations as described for MC items. Similarly, DIF in polytomous
automated scored items is evaluated using identical methodology, considerations, and
interpretations as described for human-rater scored CR items.

When a substantial DIF effect is observed for an automated scored item, it may prove
fruitful to conduct a DFF analysis for the item to shed light on which feature(s) of the
scored responses are responsible for the DIF effect. In this way, evaluations of DFF can
be used in conjunction with other forms of evidence of fairness to develop a comprehensive
understanding of the potential effects that construct-irrelevant factors are having on the
resulting test scores.

Consistency of Automated and Human-Rater Scores

In addition to the analysis of DIF, another important consideration for evaluating fairness
is whether the automated item scores used in the test-level evidence accumulation process
are consistent with corresponding human-rater scores, and whether this consistency holds
equally across examinee subgroups. Methods for evaluating whether automated scores
are consistent with corresponding human-rater scores are described below.

Difference Methods

Let us consider a situation for which a particular CR item is assigned an automated score
(denoted by Y,) and a human-rater score (denoted by Y};) for each examinee in the
sample. The difference between Y, and Yy, for a given examinee is symbolized here by
A =Y, - Y,;. One approach for evaluating the consistency of Y, and Y, is to consider
the mean value of A (denoted by A) for the total examinee group and also for each
relevant examinee subgroup. One approach for interpreting the magnitude of A is to
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consider the value of A in relation to the scale of Y to determine whether the use of Y,
is expected to lead to a different raw score than the use of Y,. Under this approach, a
useful criterion is |A| > 0.5, as any item meeting this criterion is expected to yield an
automated score that differs from that of a human-rater score by at least one point on
the scale of Y.

An alternative approach for evaluating the magnitude of A is to control for the scale
of Y to account for differences in the scale of Y across different items (e.g., 0 to 2 for
one item, but 0 to 5 for another item). This can be accomplished using the effect size
index:

ES= a , (5)
s(Yy,)

where s(Y};) represents the standard deviation of Y, for the group in question. The value
of ES reflects the mean difference between Y, and Y}, in standard deviation units; a
value of ES = 0.2 indicates that Y, is, on average, 0.2 standard deviation units higher
than Y. A threshold of |[ES| = 0.10 is proposed here as a criterion for flagging values
of A as being unacceptably large. This criterion is consistent with criteria applied by
previous research evaluating the consistency of automated and human scores (Ramineni
et al., 2012).

While A and ES inform whether the values of A tend to systematically differ from
zero for a particular examinee group, it does not provide information about whether any
observed difference of A from zero is statistically significant. To accomplish this, a single-
sample t-test can be applied, whereby the relevant ¢ statistic is computed using:

t=i_, (6)
®
]

where n is the number of examinees in the group of interest and s(A) is the standard
deviation of the n values of A for the group. The value of ¢ follows a t distribution with
n-1 degrees of freedom. Any group for which |[ES| > 0.10 and ¢ is significant at p < .05
should be flagged for review of potential construct-irrelevant factors in the automated
scoring algorithm. To ensure that Y, does not manifest a systematic difference from Yy,
for particular examinee subgroups, the evaluation of A and/or ES in coordination with
the t-test should be conducted for the overall examinee group as well as all relevant
examinee subgroups.

An obstacle to the use of the t-test to evaluate differences between Y, and Yy is the
relatively large sample size required to achieve a desirable level of power in detecting a
mean value of A in the population that deviates from zero. Assuming a Type I error rate
of .05 and a true population mean value of A equaling 0.10, the t-test will be powered
at .8 or higher for sample sizes of approximately 800 or greater. Similarly, assuming a
Type I error rate of .05 and a true population mean value of A equaling 0.20, the t-test
will be powered at .8 for sample sizes of approximately 200. As a result, the ¢-test is
expected to be effective in identifying true differences between Y, and Y, that are
meaningfully large only when a large group size is available. Absent large group sizes,
interpretations of the magnitude of the difference between Y, and Y, should place
emphasis on the effect sizes of A and ES.
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Agreement Methods

Whereas the evaluation of A informs the average difference between Y, and Y, for a
given examinee group, it does not directly address how well automated scores agree with
human-rater scores. The condition of A = 0 for a given examinee group does not imply
a strong relationship or high level of agreement between Y, and Y, for that group; it is
possible for A = 0 despite there being large deviations between Y, and Y, that sum to
zero. As a result, a complement to the evaluation of A is a quantification of the relation-
ship between Y, and Y. Two approaches that serve this purpose are the Pearson product-
moment correlation (r) and the quadratic-weighted kappa (k,,), which were previously
described in the context of human-rater consistency. Extending the calculation of r and
k, to the current context involves the use of Y, and Y}, in place of Y; and Y,, and the
resulting values of r and k,, are interpreted using the same criteria for the consistency
of human-rater scores (i.e., lower bounds of acceptability of .70). To ensure that there
is adequate consistency of Y, and Y}, across all relevant examinee groups, the values of
r and k,, should be computed for the total examinee group as well as each examinee
subgroup defined according to key background variables. Any group for which r < .70
or k, < .70 should be flagged for additional consideration.

Concluding Remarks

This chapter has provided an overview of methods used to evaluate the presence of
construct-irrelevant factors implicated in the scored elements of examinee responses used
in the calculation of test scores. Ensuring that test scores are free of construct-irrelevant
factors is conducted by evaluating the consistency of scored elements used in assigning
overall item scores and evaluating the differential functioning (DIF, DSF, and DFF) of
the scored elements involved in generating test scores. By its very nature, this chapter
is not intended to provide a detailed description of available methods. Readers seeking
more detailed accounts of methods used to evaluate score consistency, DIF, and DSF
are referred to other relevant resources cited throughout the chapter. To the best of my
knowledge, the concept of DFF has not previously been documented in a published
resource, and thus no other resources are cited on this topic. Naturally, this suggests
DFF as an area ripe for further investigation and use in practical testing contexts.

Notes

1. The views expressed are those of the author and not necessarily those of The University of
North Carolina at Greensboro.

2. The form of the quadratic-weighted kappa (k,) shown in Equation 4 is consistent with that
cited in Fleiss and Cohen (1973). Other expressions for weighted kappa coefficients exist
(e.g., Cohen, 1968), and these forms are algebraically equivalent to the form shown in
Equation 4.
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5 Fairness in Score Interpretation

Jinghua Liu' and Neil ]. Dorans?

In the preceding chapter, Penfield described a variety of approaches to assessing the
fairness of scoring responses to test questions. This chapter, “Fairness in Score Inter-
pretation,” focuses on the end product of the scoring process—the scores reported to
the test takers. We assume that a total score has been produced. We consider three aspects
of assessing the fairness of interpretations attached to that score. These three aspects are
manifestations of a fundamental fairness question: Can scores from different versions of
the same test be interpreted as and used as if they are interchangeable? One way to
answer this question is to check whether the linking relationships among allegedly
interchangeable scores are invariant across subpopulations of test takers (e.g., females
and males). A second aspect to check is whether the test editions measure what they
purport to measure in the same way across different groups. Finally, the third aspect to
examine is whether the test scores serve their primary purpose in the same way across
different subgroups. Technical terms that have been applied to the assessment of fairness
in these three types of score interpretations are: (1) score equity assessment (Dorans,
2004; Dorans & Liu, 2009), which is used to assess linking invariance; (2) factorial
invariance (Millsap and Meredith, 2007), which is used to examine measurement invari-
ance; and (3) differential prediction (Petersen & Novick, 1976) to examine prediction
invariance.

As noted by Dorans (2004), differential item functioning (DIF), score equity assess-
ment (SEA), and differential prediction are three facets of fairness assessment that
assess some type of subpopulation invariance. Differential item functioning asks whether
an item is measuring what it purports to measure in much the same way across import-
ant subpopulations given the same level of proficiency. For many DIF methods, null
DIF can be expressed as:

E(U|X,G=1)=E(U|X,G=2)=...E(U|X,G) (1)

where U is the item score, often scored 0/1, X is the matching variable, typically total
score for observed score DIF methods, G is the group membership, and E denotes the
expectation operator.

Score equity assessment (SEA) examines whether the score-linking function in the
total group is invariant across important subpopulations to assess the degree of score
interchangeability. Equating functions, to the extent possible, should be subpopulation-
invariant (Dorans & Holland, 2000; Holland & Dorans, 2006). That is, they should not
be strongly influenced by the subpopulation of examinees on which they are computed:

L(Y < X|X,G=1)=L(Y < X|X,G=2)=...L(Y < X|X,G = g) @)
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where G is an index for subgroup, and L(Y< X |X, G=g) represents a linking function
that maps scores from X to Y for subgroup g.

Differential prediction analyses examine whether the same prediction models hold
across different groups. Petersen and Novick (1976) examined several fair selection
models, including the Regression Model (Cleary, 1968), the Constant Ratio Model
(Thorndike, 1971), the Conditional Probability Model (Cole, 1973), and the Constant
Probability Model (Linn, 1973). In essence, the Regression Model, which is a differential
prediction model, examines whether the regression of the criterion onto the predictor
is invariant across subpopulations. That is:

R(Z|X,G=1)=R(Z|X,G=2)=...R(Z|X,G=¢g) ©)

where R is the symbol for the regression function used to predict Z, the criterion
score, from X, the matrix of the predictor scores. G is a variable indicating group
membership.

Concerns about factorial invariance (FI) studies have been around since the early days
of factor analysis. The factor model can be viewed as a regression model in which the
dependent variables are observed scores on tests (or items) and the predictor variables
are unobserved scores on underlying factors. Hence, one way of describing factorial
invariance is as:

F(X|T,G=1)=F(X|T,G=2)=...F(X|T,G=g) (4)

where F is the symbol for the function used to predict X, observed test scores, from T,
the latent variables presumed to be measured by X, and G is a variable indicating group
membership. F is typically a linear factor analysis model for test scores, and a multivariate
item response theory model for item scores.

An important thing to notice is that all these methods share a similar form, namely
the invariance of a prediction, scaling, or measurement model over subpopulations. As
noted earlier, DIF was described in the preceding chapter. Here, we focus on linking
invariance, measurement invariance, and prediction invariance in that order. More time
is devoted to linking invariance because, unlike measurement invariance and prediction
invariance, it is easier to assess in practice.

Linking Invariance Assessed by Score Equity Assessment

Testing programs often produce multiple versions of the same test. Even with the most
detailed test blueprint, variation in test difficulty is bound to occur. Test score linking
is a statistical process that attempts to produce scores considered comparable enough
across test forms to be used interchangeably. Score equating is the most rigorous
form of score linking. There are five requirements that must be met to achieve equated
scores (Dorans & Holland, 2000). Holland and Dorans (2006) reported these require-
ments:

(a) The equal construct requirement: The tests should measure the same constructs.

(b) The equal reliability requirement: The tests should have the same reliability.

(c) The symmetry requirement: The equating function for equating the scores of Y
to those of X should be the inverse of the equating function for equating the
scores of X to those of Y.
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(d) The equity requirement: It should be a matter of indifference to an examinee
to be tested by either one of two tests that have been equated.

(e) The population invariance requirement: The choice of (sub)population used to
estimate the equating function between the scores of tests X and Y should not
matter—that is, the equating function used to link the scores of X and Y should
be population invariant.

Requirement (c) eliminates regression, which regresses scores to the mean, as an
equating procedure. Requirement (d) suggests that once two test forms have been equated,
it should not matter to a test taker which form of the test is administered in that his or
her expected score should be the same on the two equated forms. The equity requirement,
while of theoretical importance, is virtually impossible to observe in practice because
individuals are differentially exposed to opportunities to learn specific test content. Most
test takers would prefer a test composed of familiar content to one composed of unfamiliar
content. Hence, the balancing of test content is essential to any effort to achieve the
matter of indifference called for by requirement (d). Requirement (a) is difficult to assess
because of data collection limitations, which will be discussed in the section on factorial
invariance.

If the equal construct (a) and the equity requirement (d) hold, it follows that equal
reliability (b) and the subpopulation invariance requirement (e) will hold. If equal reliability
(b) does not hold, equity is violated. When tests X and Y measure different constructs,
subpopulation invariance will not hold. This is most evident and easily understood in
studies that have examined the differences of ACT-SAT concordances for males and
females (e.g., Liu, Dorans, & Moses, 2010). The composite ACT score is one part math
and three parts non-math, while the two-component SAT composite is equal parts math
and non-math.

Requirement (b) is a falsifiable consequence of requirement (d). If equity holds in
some population P, then the tests to be linked have to be equally reliable in any
subpopulation of P. Requirement (e) is a falsifiable consequence of requirement (a). If
the tests to be linked measure different constructs, then subpopulation invariance will
not be achieved. If the observable consequences (b) and (e) fail to hold, then score
interchangeability cannot be achieved. Ideally, scores from two tests that are equated
should measure the same construct and be equally reliable in the target population that
the test is designed for and in each subpopulation of that population.

Strict interchangeability of scores is an ideal, like Newton’s laws of motion. Friction
exists, though, and hence what is put in motion does not stay in motion. Likewise, the
construction of essentially parallel test forms, while a goal, is rarely achieved. In addition,
the specification of a target population is rarely achieved in practice. We return to the
practical challenges that need to be addressed when checking for subpopulation sensitivity
in the final section of this chapter.

Subgroup Equating

Score equating functions should be subpopulation-invariant. Dorans (2004) introduced
the practice of assessing the invariance of subpopulations or SEA as a form of fairness
analysis. SEA has been used to assess the subpopulation invariance of linking functions
in several settings (Dorans & Liu, 2009; Liu, Cahn, & Dorans, 2006; Liu & Dorans, 2012;
Liu & Walker, 2007).
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Each equating between a new form X and an old form Y has two components: a raw-
to-raw equating function and a raw-to-scale scaling function. The first step is to obtain a
raw-to-raw equating function, y = e(x), that transforms X-raw-score to Y-raw-score. This
equating function can be obtained from any of a variety of equating methods, such as
those described in Holland and Dorans (2006) and Kolen and Brennan (2014). The second
step is to convert the equated raw score of X to the reporting scale of Y, through a scaling
function s(y) that maps the raw scores of Y to the scale. The first step of raw-to-raw
equating function and the second step of raw-to-scale scaling function are combined
to convert the raw scores of X onto the reporting scale of Y. The composite function,
s(x) = s(y) ° e(x), is called the score conversion function for X (Holland & Dorans, 2006).

The subpopulation invariance usually refers to the raw-to-raw equating function.
However, the reported or the scaled scores are the final scores that test users get,
and most users are familiar with and can easily interpret scaled score values. Hence,
subpopulation invariance is often evaluated in the scaled score units, which are the
concatenated result of the raw-to-raw equating and the raw-to-scale scaling functions.

In a subpopulation linking invariance analysis, in addition to producing a linking
function for the total group, linking functions are produced for each subpopulation of
interest as well. The subgroup linking results are compared to the total group linking
results at each score point, and the differences are evaluated. Let the total population P
be composed of a set of subpopulations, P,. Equating and scaling are usually conducted
in the total group to produce a total group score conversion function s,(x). There are
separate score conversion functions, s, (x) for each subpopulation.

Difference Plots of Conversions

A plot of the differences across score levels between the subgroup conversion and the
total group conversion, s, (x) - s,(x), is the most direct means of assessing population
invariance for each subpopulation. At each score point level, the subgroup conversion
can be compared to the total-group conversion.

Dorans and Holland (2000) suggested examining the subpopulation linking functions
versus the total population linking function. Brennan (2007) argued that the differences
of linking functions should be examined between pairs of subpopulations (e.g., males
versus females). For treatments of the methods proposed by Brennan and his colleagues,
see Huggins and Penfield (2012) and Kolen and Brennan (2014).

While the direct subgroup comparison avoids the overlap inherent in a subgroup to
total comparison and follows the precedent set in DIF analyses of comparing focal and
reference groups, it does not address the practical question of whether the total group
linking is a satisfactory surrogate for the subgroup conversion. In practice, it is unlikely
that one will apply the male-linking function to female examinees, or vice versa, or apply
either subgroup-linking function to the total group.

Difference That Matters (DTM)

To evaluate the relative magnitude of a difference in score conversions, we use the
difference that may cause practical consequences as a criterion, which we have called
the difference that matters (DTM). Liu and Dorans (2013) recount the history of the
DTM and some of the controversies surrounding its use. Eventually, the DTM evolved
to be defined as half of a reported score unit, which can be viewed as an indifference
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threshold because any difference less than that would probably be reported as the same
score. Any differences less than the DTM are considered not big enough to warrant
concerns because they are less than half of a score reporting unit.

Percentage Indexes

Two percentage indices can be calculated: the percentage of raw scores for which the
total and subpopulation raw-to-scale unrounded conversions differed by more than the
DTM, and the percentage of examinees for which these unrounded conversions created
scaled scores that differed by more than the DTM. These two indices provide straight-
forward insights into lack of invariance as a percentage of score range and a percentage
of test takers.

Equatability Indices

Dorans and Holland (2000) suggested using the standardized root mean square difference
(RMSD) to quantify the differences between the subpopulation-linking functions and
the total-population-linking functions at a given score value. They also suggested using
the root expected mean square difference (REMSD) to summarize overall differences
between the linking functions. These formulas are adapted to comparisons of raw-to-
scale functions.

Root Mean Square Difference (RMSD)

At each raw score level x, the RMSD is defined as:

RMSD,,, =\V/Ew‘g [spg (x)—sp(x)]z (5)
g
where
Ng
Wg =W

denotes the relative proportion of examinees from total population P that are in P, so
that

Ewg =1.
g

This means that in addition to the groups of interest, analyses need to include an “Other”
group, composed of any test taker not in one of the groups of interest. As indicated in
Dorans and Liu (2009), the “Other” group might be negligible for some partitions of the
total population, e.g., gender, and substantial for others such as ethnic and racial group
partitions.

Root Expected Mean Square Difference (REMSD)

To obtain a single number summarizing the values of RMSD(x), Dorans and Holland
(2000) introduced a summary measure by averaging over the distribution of X in P: the
REMSD. The analogue for raw-to-scale scaling functions is:
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REMSD=\/EP{Ewg[ng(x)—sP(x)]z}=\/EngP{[ng(x)—sP(x)]z}, ©
g 4

where E, . . . denotes averaging over the distribution of raw scores on X in population P.

Root Expected Square Difference (RESD)

The value of REMSD could be misleadingly small in a situation where the domi-
nant subpopulation (in terms of size) shows little linking dependency, whereas other
smaller subpopulations suggest large subgroup-linking sensitivity (Yang, 2004). In order
to evaluate how close the gth subpopulation’s raw-to-scale function is to the full population
raw-to-scale function, Yang (2004) and Dorans and Liu (2007) also computed the root
expected square difference (RESD) statistic, which is:

RESD(g) =\/ Ef [SP (x)=sp x)] (7)

Let’s briefly summarize the indexes discussed above. RMSD,, provides an average
across groups at each score level. The REMSD is the average of RMSD,,, across score
levels. There is only one RMSD,, across different partitions of P. In contrast, RESD,
provides an average across score levels for each group. There is a RESD,, for each
subgroup.

Averages and Differences in Averages

In addition to these indices, the average scores that are obtained from use of the total
group conversion, the average scores that would have been obtained from use of the
subgroup conversion, as well as the difference in these average scores, can be calculated:

Mean diffy, = 3 fi[s5, (¥)=5,(x)] (8)

Mean diff weights by the relative frequency of new form raw scores, f,,, in subpopula-
tion g.

To illustrate the use of equatability indexes, we cite some of the findings from Dorans
and Liu (2009). Figure 5.1 is what the authors call the “best case” among the set of SEA
analyses they conducted. In this case, one SAT math form was equated to another SAT
math form. The top panel in Figure 5.1 contains difference plots for the linking based
on male-only and female-only conversions relative to the total group conversion. Both
difference curves hug the no difference line, suggesting that each gender-specific
conversion was very similar to the total group conversion. The lower panel contains the
equatability indexes, RMSD and REMSD. The solid curve in the lower panel is the RMSD
as a function of score level, the dashed horizontal line is the REMSD value, and the solid
horizontal lines in both panels denote the DTM of 5. Both the RMSD curve and the
RMSD line are very close to zero. Clearly, the subgroup conversions work in much the
same way as the total group conversion.

Liu and Dorans (2013) describe conditions under which linking invariance is likely
to hold. The test blueprint should be well specified from both the content and statistical
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Figure 5.1 Tllustration of Conversion Difference Curves, Root Mean Square Difference (RMSD),
and Root Expected Mean Square Difference (REMSD) in a SEA Study

Note: DTM = difference that matters, F-T = female-total, M-T = male-total

perspectives. Vague specifications invite potential invariance problems. Having explicit
test specifications is not enough. It is important to monitor how well the blueprints are
followed during the test assembly. The different test editions should be administered
under the same or similar conditions in terms of test delivery modes, test timing, and
other testing conditions. The score equating design should be sound and data collection
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should involve large samples that are representative of the target population and
subpopulations. If an equivalent groups equating design is employed, it is important to
administer test forms to large equivalent groups of test takers. If anchor scores are used,
they should be reliable and representative of scores on the tests to be equated. The two
samples taking the new form and the old form should be similar enough to ensure sound
equatings.

Using SEA as a Quality Control Check for Fairness

When a testing program builds multiple forms to a static set of specifications, the hope
is that linkings between scores on these forms qualify as equatings. Dorans and Liu
(2009) recommended use of SEA as a quality control check, much like DIF is used at
the item level, to check whether in fact test assembly and equating practices are producing
sufficiently interchangeable test scores. They argued that SEA analysis focuses directly
on the end product of the test development and scoring process—the scores to be
reported—and therefore should play a central role in ensuring the quality of test scores.
For those interested in seeing how SEA works in practice, Dorans and Liu (2009) contains
the results of a year’s worth of SEA analyses on gender and ethnic or racial groups
conducted on the SAT.

If SEA analysis indicates that the linkings over time are not invariant across
subpopulations and the linking differences are large enough to have a practical impact
on scores, then due diligence suggests further investigation. Liu and Dorans (2013)
recommended that the test assembly, test administration, and statistical analysis processes
should be scrutinized for possible explanations. They listed a number of questions
that should be asked of the assembly, administration, and analysis processes. Among
these were: Are the test blueprints adequately precise? Have there been changes in the
measurement of the construct or the construct itself? Were there alterations in the test
assembly process? Have test administration conditions changed? Have the equating
processes been carried out properly? Has the composition of the test-taking population
changed in non-trivial ways? For example, for a test given in English, has the test-taking
population changed over time with respect to its composition of English native speakers
and English as a Second Language speakers?

Measurement Invariance Assessed by Checking Factorial
Invariance

Measurement invariance refers to the degree to which an instrument measures an entity
in the same way across different subpopulations. It is closely related to the same construct
requirement of score equating, as well as the equity requirement. As such, it is not as
easy to assess as subpopulation invariance or equal reliability because it involves
unobservable variables.

Measurement invariance presumes some type of measurement model, such as a factor
model or an item response model. The same construct is one of the foundational score-
equating requirements. Constructs are unobservable and measurement models typically
relate an observable (test or item score) to a latent unobservable. Hence, measurement
invariance, with its emphasis on latent constructs, seems to be appropriate for assessing
the same construct requirement of score equating. Differential item functioning pro-
cedures that assume a measurement model are best thought of as measurement invariance
procedures, while those that use only observed scores are best thought of as prediction-
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invariance models. Both types are discussed in Penfield (this volume, Chapter 4). Here,
we only consider the measurement invariance approach referred to as factorial invariance
(FI). These procedures assume that a linear factor analysis model adequately describes
the relationships among test scores.

Millsap and Meredith (2007) reviewed factorial invariance from a variety of theoretical
perspectives, and segmented the study of factorial invariance into three periods. The first
period dealt with the impact of selection on factor structure in selected groups. The
second period focused on strategies for detecting lack of invariance. The third period
utilized confirmatory factor analysis techniques to study invariance across groups.
Procedures developed in this period can be applied to the assessment of measurement
invariance.

As stated earlier, factorial invariance® holds across subpopulations when the regression
of observed scores (X) onto latent variables (T) holds across all g. That is:

F(X|T,G=1)=F(X|T,G=2)=...F(X|T,G=¢g)
Typically, this regression is presumed to be linear:
x=b +A t+d, )

where x is an n-by-1 vector of observed scores on tests that is expressed as a function
of scores on m latent variables (t), A, is an n-by-m matrix of the regression weights for
predicting x from t, b, contains the » intercepts, and d, represents the unique portion
(measurement error and specificity) in the test scores x.

The following covariance structure can be derived from this model:

C.=ACA +D_ (10)

where the n-by-n C_, and the m-by-m C,, are covariance matrices among the observed
scores and the latent variables, respectively, and D, is a diagonal matrix of unique
variances, d,..

In addition, there is a mean structure represented by:

E(x)=b +A E(t) (11)

where E(x) is the n-by-1 vector of observed means, and E(t) is the m-by-1 vector of
latent variable means. Note the unique scores or errors of prediction are independent
of each other and of the latent variables, T.

The strictest form of factorial invariance is called strict factorial invariance (Meredith,
1993). Here, the regressions are invariant across subgroups. In particular, the slopes:

A, =A,=..=A, (12)
and intercepts:
b,=b,=...=b (13)

x2 xg

are equal in all subgroups g. In addition, the unique variances are presumed to be the
same across groups:
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Dxxl =Dxx2 ="'=Dxxg (14)

In practice, this strictest from of invariance is rarely met. What can be done when
the inevitable occurs and strict factorial invariance is not achieved? Weaker forms of
invariance are examined. In particular, a weaker form of factorial invariance called strong
factorial variance (Meredith, 1993) is assumed to hold in which the tests have the same
regressions on the underlying factors (slopes and intercept) across subpopulations, but
the tests are measured with different error variances in the different subpopulations.
Here, Equation 14 is relaxed but Equations 12 and 13 still hold. This is analogous to
tests that measure the same constructs with variable precision.

Weak factorial invariance (Widaman & Reise, 1997) or metric invariance (Thurstone,
1947) allows the intercept to vary as well across groups. Here, Equation 12 is assumed
to hold but both Equations 13 and 14 are relaxed.

The last type of factorial invariance is configural invariance (Thurstone, 1947). This
approach presumes that the same simple structure (patterns of zeros and nonzeros) in
A, holds across all subgroups.

Table 5.1 summarizes the four types of invariance, pictorially, in terms of their restric-
tion on the regression weight matrices (A,), the vectors of intercepts (b,), and the vectors
that contain the diagonal elements of D, namely the d,,. Note that for strict invariance,
the subscript g is absent from all elements of these matrices. For strong invariance, the
group subscript is introduced to the elements of the unique variances. For weak invariance,
group dependency is allowed for the intercept vectors. For configural invariance, the only
elements that are invariant across groups are the locations of zeros in the A matrix.

Differences in the strength of invariance are related to fairness issues about what the
test scores measure. Strict factorial invariance holds if the parallel tests remain parallel
across all subpopulations of interest (Rock, 1982). This is analogous to meeting both the
population invariance and equity requirements of test score equating. Strong factorial
invariance implies test scores that are predicted by the same constructs in the same way
(common weight matrices), but with variable residual variances across subgroups. These
differences in the variances of residuals are associated with differences in reliability of
measurement or with differences in the variability in the reliable but specific variances
of the test scores. These are what Lord and Novick (1968) called tau-equivalent scores.
Though it is impossible to tease out these two influences, it seems plausible to presume
that the source of the difference lies in the reliable specific variance, which might or
might not be construct-irrelevant. Either way, there may be fairness concerns. Weak
factorial invariance is associated with what Lord and Novick called essentially tau-
equivalent scores. Configural invariance is weaker than weak invariance. If it is all that
can be achieved, much work is needed before one should be comfortable inferring that
the set of tests in X measure the same thing in the same way across subpopulations.

As noted by Dorans and Lawrence (1987, 1999), and verified by Dorans, Lin, Wang,
and Yao (2014), the answer to questions about the dimensionality of test and item data
depends on which question is asked of which data. Item-level analyses, either with MIRT
models (Reckase, 2009) or with differential item functioning techniques (see Penfield,
this volume, Chapter 4), do not answer questions about dimensionality at the test score
level. Nor do the item parcel procedures advocated by Dorans and Lawrence, which
focus on subtests. In fact, the assessment of measurement invariance across subgroups
is difficult to examine at the test score level because it requires that test takers have scores
from multiple test editions. Test takers who do take multiple versions of a test tend to
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Table 5.1 Four Types of Factorial Invariance

1. Strict factorial invariance—A,, b,, and d__ are invariant across subgroups

AX hx dXX
a, 0 b, dy
a 0 b, dy
ay; 0 by ds;
0 Ay b, dy
0 s, by dss
0 Ay bs dgs

2. Strong factorial invariance—A, and b, are invariant across subgroups

A, b, d,,
a, 0 b, 11g
a 0 b, d22g
a; 0 b, d33g
0 Ay b, d44g
0 asy by dSSg
0 753 bs d66g

3. Weak factorial invariance—A, is invariant across subgroups

AX bX dXX
anp 0 by g
ay 0 b 2 d22g
a0 bsg g
0 Ay b4g d44g
0 as, b5 g d55g
0 e b6g déﬁg

4. Configural invariance—locations of zero and nonzero elements in A, are same across subgroups

A, b, d,,
a, 0 b, g d g
ay, 0 th d22g
az, 0 bsg d33g
0 a42g h4g d44g
0 Asyq ng dSSg
0 Aerg h6g d66g

take different sets of items. In addition, they tend to be a self-selected group. As a
consequence, measurement invariance at the test score level may be difficult to assess in
practice.

Prediction Invariance Assessed by Differential Prediction Analysis

For reasons cited in Dorans (2004), the 1970s witnessed the beginning of a series of
differential validity and differential prediction studies. Differential validity refers to the
differences in the correlation coefficient between predictors and criterion for different
subgroups of test takers (e.g., males and females), whereas differential prediction refers
to the differences in the regression lines using predictors to predict a criterion for different
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subgroups of test takers. Differential validity and differential prediction are related but
not identical. Differential prediction analyses are preferred to differential validity studies
because differences in predictor or criterion variability can produce differential validity
even when the prediction model is fair (Linn, 1975).

Many of the methods proposed in the 1970s focused on fairness of selection across
subgroups. Assuming that a cut score is used to select students, a simplification that
rarely holds in admissions practice, there are four possible outcomes to consider, as
illustrated in Table 5.2. An applicant is either accepted or rejected on the basis of a
selection rule (based on test scores). An applicant would either succeed or fail on the
outcome variable the selection rule is supposed to predict. As shown in Table 5.2, the
four regions are:

o Region I rejected but would have succeeded;

o Region II: accepted and succeeds;

o Region IIT: rejected and would have failed; and
o Region IV: accepted but fails.

Regions I and III can never be observed if the candidate is rejected; they can be
observable if the “rejected” applicants are accepted. Regions II and IV can be observed.
The following discussion of selection models will be based on these four regions.

In a review article, Petersen and Novick (1976) evaluated models for fair selection.
Some models define fairness in terms of meeting some criterion of group equity. These
included the Constant Ratio Model (Thorndike, 1971), the Equal Probability Model (Linn,
1973), and the Conditional Probability Model (Cole, 1973). All of these models collapse
the variable used for selection (e.g. test score) into a binary variable, select vs. reject. In
contrast, the Regression Model (Cleary, 1968) looked at success or failure in terms of all
levels of the test score.

The Constant Ratio Model

Thorndike (1971) suggested that a selection is fair if the ratio of those accepted to those
who reach the successful criterion performance is constant across subgroups. In other
words, a selection is fair if the ratio of (I + IV) / (I + II) is constant across different
subgroups. Note that while IT and IV are observable, the proportion of those who are
rejected but would have succeeded (I) is never observed. The Constant Ratio Model is
not testable using empirical data.

Table 5.2 Selection: Four Possible Outcomes for Group Parity Models

Predictor: Test Score

Rejected Accepted
Succeed I Rejected but would II: Accepted and succeeds
Criterion have succeeded
Perf
eriormance Fail III: Rejected but IV: Accepted but fails

would have failed

Note: Bold font (IT and IV) indicates an observed cell; italics (I and IIT) indicate an unobserved cell.
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The Conditional Probability Model

Cole (1973) proposed a selection model considering only successful people as measured
by criterion performance. That is, a selection is fair if people who could succeed have
the same probability of being selected regardless of subgroup membership, or equivalently
if the ratio of Il / (I + II) is constant across subgroups. Because this model is based on
the conditional probability of being selected given satisfactory criterion performance,
this model is referred to as the Conditional Probability Model. Like the model proposed
by Thorndike, this model requires the missing data from Region I.

The Equal Probability Model

An alternative model states that a selection procedure is fair if all applicants who are
selected have the same success rate, regardless of subgroup membership (Linn, 1973).
In other words, the ratio of I / (IT + IV) should be invariant across different subgroups.
This model is referred to as the Equal Probability Model. This model is testable because
both II and IV are observable.

Petersen and Novick demonstrated that the three group parity models, the Constant
Ratio, the Equal Probability, and the Conditional Probability Models, are mutually
contradictory. They lead to different cut scores except in the case where the correlation
between the selection variable and the criterion variable is one. As noted, two models
need missing data, namely the Constant Ratio and the Conditional Probability Models.
In addition, Petersen and Novick (1976) noted that the Constant Ratio, the Equal
Probability, and the Conditional Probability Models only focus on the positive aspects
of the 2-by-2 table (success and selection). If one focused on the negative aspects (failure
and rejection), then each cut score based on converses of each model (e.g., a converse
Equal Probability Model would focus on probability of failure given rejection), would
lead to cut scores that differed from the model that focuses on the positive aspect. Given
these contradictions, the authors concluded that “the concepts of culture-fairness and
group parity are neither useful nor tenable, and the models spawned from them should
not enjoy institutional endorsement” (Petersen & Novick, 1976, p. 28).

Table 5.3 summarizes the three group parity models and their logical converses. The
only one that could be computed in practice is the equal probability model.

The Regression Model
The group parity models contradicted each other and their converses in large part because

they focused on the 2-by-2 decision table to define fair selection. As noted earlier the

Table 5.3 Group Parity Models and their Converses

Models Focus on Selection Converses Focus on Rejection
and Success and Failure
Constant Ratio / Converse IT+1IV)/ (I +1) (I+ 1) / (I + 1IV)
Conditional Probability / In / I+ 1I) (I / (I + 1IV)
Converse
Equal Probability / Converse Im / (I1 + 1IvV) In / (I + 111

Note: Bold font (II and IV) indicates an observed cell; italics (I and III) indicate an unobserved cell.
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Figure 5.2 Tllustration of the Regression Model: Regression Lines are Invariant across Subgroups

regression model proposed by Cleary was shown by Petersen and Novick to be logically
consistent with its converse. The regression of a criterion score, namely its expected
value given the predicted score was defined in Equation 3. For example, X may include
test scores and high school grade point averages and Y might be a grade from a college
course or averaged across several courses. We can use this regression to estimate
future performance when we only have the scores on the selection test. If people’s actual
performance turns out to be higher than that predicted by the test scores, then the test
is under-predicting; if people’s actual performance is lower than the predicted score,
then the test is over-predicting. Systematic under-prediction will disadvantage a subgroup
of applicants, whereas systematic over-prediction will advantage them.

Cleary (1968) defined a test as being biased if the criterion score predicted from the
common regression line is not consistent for members of subgroups. Figure 5.2 presents
a hypothetical situation in which the regression lines for predicting grade point average
from a test score (or a composite of predictors) are identical in both subgroups. In this
case, the use of common regression based on total group is considered fair, according
to Cleary’s theory.

However, if the regression relationship differs across Group A and Group B, as
illustrated in Figure 5.3, then the use of the common regression line will advantage some
individuals but disadvantage others. For example, test takers in Group A will be under-
predicted by 0.25 grade-point-average (GPA) units when the common regression line
(the middle line) is used instead of the Group A regression line. On the other hand, test
takers in Group B will be over-predicted by 0.25 GPA units when the common regression
line is used instead of the lower Group B regression line. The selection will be considered
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unfair if the common regression is used, according to Cleary’s definition. Fairness of
predicted criterion scores could be achieved, though, if separate regression lines are used,
but this would constitute differential treatment by subgroup, which might be viewed as
unfair. The preferred approach would be to find other or additional predictors that exhibit
little differential prediction, which is not an easy task to accomplish, as will be discussed
in the following section.

The Regression Model is consistent with its converse in that it can deal with both
outcomes of the selection process (success or failure). It is also very straightforward to
calculate. It is the most widely used selection model, and it has been used in many
empirical studies, such as those reported in Young (2001).

For fair prediction to hold, the particular regression model must be the appropriate
model for that criterion. Otherwise, misspecification of the model can give the appearance
of statistical bias. The particular regression model is appropriate if X contains all the
predictors needed to predict Z and the functional form used to combine the predictors
is the correct one. For example, grades in college are often predicted from high school
grades and test scores, and in some cases, other variables. If high school grades or test
scores are dropped as predictors, it is highly unlikely that the regression of college grades
onto the remaining predictors will be invariant. In addition to identification of the
proper predictors and functional form, the reliability of the criterion itself plays a role.
As Linn and Werts (1971) demonstrated in a brief classic on test fairness, replacing a
reliable predictor with a less reliable version can result in a lack of invariance of prediction
equations in a setting where invariance existed with the more reliable predictor. Linn

Constant Difference in Prediction
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Figure 5.3 Illustration of the Regression Model: Regression Lines are Different across Subgroups
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(1976), in his discussion of the Petersen and Novick analyses, noted that the quest to
achieve fair prediction is hampered by the fact that the criterion in many studies may
itself be unfairly measured.

Even when the correct equation is correctly specified in the full population, infallible
predictors are used, and the criterion is measured well, invariance may not hold in
subpopulations because of selection effects. Linn (1983) described this effect when he
talked about predictive bias as an artifact of selection procedures. Linn used a simple
case to illustrate his point. He posited that a single predictor X and linear model were
needed to predict Y in the full population P. Samples drawn from P depend on a selection
variable S that might depend on X in a linear way. Errors in the prediction of Y from X
and S from X were also linearly related. Linn then showed that the sample R(Y|X, G)
equaled the population R(Y|X) if the correlation between X and S were zero, or if errors
in prediction of Y|X and U|X were uncorrelated. In other words, the slope of the
relationship for predicting S from X must be zero or Y and S must be independent given
X.

Achieving subpopulation invariance of regressions is difficult because of selection
effects, misspecification errors, predictor reliability and criterion issues. Any attempt to
assess whether a prediction equation is invariant across subpopulations such as males
and females must keep these confounding influences in mind.

To complicate validity assessment even more, there are as many external criteria as
there are uses of a score. Each use implies a criterion against which the test’s effectiveness
can be assessed. Haertel and Ho (this volume, Chapter 12) delve into other matters of
score use, including what happens when scores are used for purposes other than what
the test was designed to serve.

Discussion

In this chapter, we assume that a score has been produced and the fairness of score
interpretations is of interest. We have not attempted to be exhaustive with respect to
evaluating the pros and cons of different prediction methods, linking methods, or factor
analysis methods. Our focus has been on the types of invariances that can and should
be assessed.

The fairness of score interpretations across subpopulations was examined in three
different ways. Score equity assessment focuses on linking invariance: Is the score linking
relationship between tests that purport to measure the same thing defined in a population
of test takers invariant across important subgroups, e.g., males and females? Measurement
invariance, which was described in the context of factor analysis in this chapter, evaluates
whether the prediction of observed test scores from unobservable latent variables is
invariant across subgroups. In other words: Does the test measure whatever it measures
in the same way across subgroups? Finally, differential prediction assesses the invariance
of a particular score use: Is the prediction of a score on an external criterion from observed
test scores and other observed variables invariant across subgroups?

As illustrated above, the notion of subpopulation invariance is central to all these
analyses, as it is with DIF analysis. The three approaches described in this chapter, unlike
DIF, examine invariance at the test score level. They differ among themselves with
respect to whether invariance is related to internal validity or external validity.
Measurement invariance of test scores assesses internal validity at the test score level.
SEA also examines internal validity at the test score level. Differential prediction evaluates
the external validity of a test score, often in conjunction with other predictors.
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The measurement invariance assessed by factorial invariance at the test score level
requires multiple editions of the test while the internal validity assessed by SEA focuses
on the linking relationship between two versions of the same test. These different
approaches cannot be substituted for one another. They are both important to assess.

The ease with which these different types of invariance can be assessed varies.
Measurement invariance studies of test scores tend to avoid the nuisance variables
associated with the binary nature of item scores. They require the use of a model relating
test score data to the latent variables. As such, they are subject to misspecification errors
that could result in a lack of invariance due to choice of model. Latent variables do not
have an existence of their own. As noted by Thurstone (1947) and others, they depend
on the observables, namely how they are constructed, the other items or tests with which
they are administered, and the groups to whom they are administered.

Differential prediction analysis requires the collection of additional data (e.g., GPA)
other than test scores, and is subject to the various problems described by Linn in the
1970s and 1980s. Achieving subpopulation invariance of regressions is difficult because
of selection effects, misspecification errors, predictor reliability, and criterion issues. Any
attempt to assess whether a prediction equation is invariant across subpopulations such
as males and females must keep these confounding influences in mind.

Although differential prediction studies are fraught with potential problems, they are
very important to attempt because they are directly germane to primary score usage, e.g.,
prediction of a criterion such as grades in college. Measurement invariance assessment,
even with its dependency on choice of model and the differences associated with the
level of analysis (item score vs. test score), should be investigated whenever possible.
Results should not be over interpreted, however, as they depend on the particular items
and tests administered; the constructs these methods reveal depend on how the sample
of items and test takers were selected.

Score equity assessment is relatively easy to conduct. Score equity assessment, like
DIF, is straightforward given the correct data collection design and sufficient data to
conduct score linkings in subgroups. While a single group taking both tests is preferable,
large equivalent groups taking either test is often adequate. It should become standard
practice in the manner in which DIF has. Its results can provide clear indications for
a testing program as to whether or not test score linkings are invariant across important
subgroups, and whether or not these differences are large enough to have practical
impact on the scores of test takers from different groups. The subgroups that can be
studied depend on circumstances such as research interest, volume, and how the data
are collected. The studied subgroups can be based on gender, geographic regions, English
First Language and English Not First Language, ethnicity, and so on. We expect that
most testing programs should be able to examine invariances across gender (Dorans &
Liu, 2009).

A class of challenges to assessing subpopulation invariance pertains to the definition
of the target population for a testing program, and a delineation of the important
subpopulations. The target population is defined as the group for whom the test is
designed. Members of the target population are a subset of the test-taking population,
the people who actually take the test. Typically, the non-target portion of the test-taking
population is small in nature. For example, college-bound juniors and seniors compose
the SAT” target population. A small group of individuals in junior high school also take
the test, although they are not part of the target population.

Testing programs that engage in due diligence will define their target populations.
Given that the test-taking population will invariably include test takers who are not part
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of the target population, it is essential that steps be taken to ensure that these test takers
do not adversely affect the integrity of psychometric analyses (Sinharay, Dorans, & Liang,
2011).

The non-target part of the population may include test takers who are not proficient
enough in the language of the test. This is especially the case when insufficient language
proficiency serves as a source of construct irrelevant variance, as is likely to be the case
on tests that assess mathematical proficiency. Inclusion of these test takers in subpopulation
invariance analyses, whether it is checking linking invariance, prediction invariance, or
measurement invariance would allow insufficient language proficiency to complicate the
analysis.

Integration has made certain subpopulation analyses harder to do. For example,
intermarriage has become more commonplace in American society, which has led to
more test takers of multiple races or ethnic background. This in turn has complicated
invariance analyses. Studies based on gender are less likely to be affected by societal
changes, but that may change in the future as well. Each testing program should examine
its target population and enumerate important subgroups, such as males and females,
for which enough data exist to conduct invariance analyses. Even though invariance
analyses have become more difficult to conduct due to the heterogeneity of test taking
populations, the need to ensure fair measurement and fair inferences remains salient.

In closing, fairness in score interpretation has multiple facets. Claims about fairness
require validation: at the item level as well as at the score level; from the measurement
perspective as well as from the score use perspective. To the extent applicable, testing
professionals should perform due diligence to examine measurement invariance and
differential predication analysis, albeit the invariances might be difficult to achieve in
practice. Score equity assessment can be incorporated into testing programs to assess
score interchangeability claims.

Notes

1. The views expressed are those of the author and not necessarily those of the Secondary School
Admissions Test Board.

2. The views expressed are those of the author and not necessarily those of the Educational
Testing Service.

3. This discussion of factorial invariance deals with factorial invariance of test scores, not item
scores. Item score invariance is evaluated via DIF procedures or the invariance of parameters
of item response models. The focus here is on test scores.
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6 Commentary on Ensuring
Fairness in Test Design,
Construction, Administration,
and Scoring

Sandip Sinharay!

Introduction

Fairness is concerned with protecting test takers and test users in all aspects of testing.
Fairness is a fundamental validity issue and requires attention throughout all stages of
test development and use (American Educational Research Association, American
Psychological Association, & National Council on Measurement in Education, 2014, p.
49). In the recently revised Standards for Educational and Psychological Testing (AERA
et al., 2014), the third chapter is devoted solely to “fairness in testing.” In that chapter,
all the Standards except for Standard 3.0 (which is an overarching standard meant to
convey the central intent or primary focus of the chapter) are separated into four thematic
clusters. The first cluster is on test design, development, administration, and scoring
procedures that minimize barriers to valid score interpretations for the widest possible
range of individuals and relevant subgroups, and the second cluster is on validity of test
score interpretations for intended uses for the intended examinee population. The four
chapters, respectively, by Zieky, Wollack and Case, Penfield, and Liu and Dorans, are
intended to address these two clusters of the fairness standards. The chapter by Zieky is
on fairness in test design and development, the chapter by Wollack and Case is on fairness
in test administration, and the remaining two chapters (by Penfield & Liu and Dorans)
are on fairness in test scoring and interpretation.

The four chapters also address the requirement in the guidelines for quality control
in scoring, test analysis, and reporting of test scores, published by the International Test
Commission (2014, p. 196) that standardization and accuracy are essential in all stages
of testing, beginning with test development and test administration, right through to
scoring, test analysis, score interpretation, and score reporting.

In the next four sections, brief descriptions and comments are provided on each of
the four chapters. The final section includes some additional comments.

The Chapter by Zieky on Fairness in Test Design and
Development

A Brief Description of the Chapter

After providing an overview of the chapter, Zieky (this volume, Chapter 2) described
the different meanings of “fairness” that are in existence. For example, the meaning could
be any one among;:
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o treating all test takers respectfully and impartially throughout the testing process;

« no difference on average between groups of test takers (a meaning that the
psychometricians do not accept, according to Zieky);

« no difference in prediction and selection of groups of test takers; and

o Dbeing valid for different groups of test takers in the intended population for the test
(a meaning stated in the ETS Guidelines for Fairness Review of Assessments)
(Educational Testing Service, 2009, p. 2).

Zieky recommended that test designers and developers use the last definition of fairness.
Zieky then described two major sources of score variance:

+ lasting and general sources such as construct-relevant knowledge, skills, or other
attributes (KSAs), construct-irrelevant KSAs required to perform well in tests,
experience with tests, and response speeds; and

o temporary, random, and specific sources such as comfort with the conditions at the
test administration site, familiarity with the test items, prior knowledge of specific
items, and luck in guessing an answer.

He then stated that:

« construct-relevant sources of score variance contribute positively to validity and
fairness;

« all other sources of score variance diminish validity, and may or may not diminish
fairness;

« construct-irrelevant sources of score variance associated with group membership
diminish validity and also diminish fairness; and

« random sources of score variance (such as luck in guessing an answer) diminish
validity but do not diminish fairness.

Zieky then reminded that the primary goal of the test designers and developers is to
increase the proportion of desired, construct-relevant (valid and fair) score variance and
to decrease the proportion of other kinds of score variance.

In the section on ensuring fairness during test design, Zieky stressed the importance
of attending to fairness concerns while designing the test. He noted how evidence-centered
design (e.g., Mislevy, Steinberg, & Almond, 1999) may be used as a tool that helps test
designers avoid invalid and unfair sources of variance and also noted how application
of universal design (e.g., Thompson, Johnstone, & Thurlow, 2002) might be used to
ensure fairness for all test takers including those with disabilities who should receive
special attention during the test design process. In tests given in English, Zieky
recommended reducing irrelevant and unfair variance for English language learners
(ELLs) using strategies such as simplified language when knowledge of English is construct-
irrelevant. An advisory committee with a focus on fairness in test design and later stages
of test development is also recommended.

In the section “Item Writing and Fairness Guidelines,” Zieky recommended the item
writers to follow a set of guidelines for the generation of fair tests and describes several
existing guidelines. Zieky then described several guidelines for fairness that are a
“summarized selection of the most important content from the ETS Guidelines for Fair
Tests and Communications (Educational Testing Service, 2015)” and are designed to
remove potential sources of group-related, construct-irrelevant variance. The guidelines
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relate to: (i) unnecessarily difficult language; (ii) construct-irrelevant specialized
knowledge; (iii) construct-irrelevant test material that is likely to anger, annoy, offend,
or upset members of some groups of test takers; (iv) topics that are best avoided (such
as atrocities, ethnic conflicts, and suffering); (v) terminology for groups; (vi) gender
issues; and (vii) children, etc. The general principles underlying these guidelines are to:
(i) include whatever is necessary for valid measurement; (ii) show respect for all test
takers; (iii) give different groups of test takers an equal chance for a validly interpreted
score; and (iv) avoid construct-irrelevant material that may lead people to believe that
the test is unfair or inappropriate.

Zieky then described how to ensure fairness in other major phases of the assessment
development process including training item writers and reviewers, item reviews, test
assembly and test review, scoring by human scorers, and item and test analysis. For each
phase, he described the steps that should be taken to reduce the likelihood of construct-
irrelevant sources of score variance.

Zieky concluded with the reminders that regardless of the extent of care about fairness,
tests are likely to have group score differences and that there is no way to prove that a
test is fair, but care should be taken to ensure the fairness of tests.

Comments

Zieky stated (this volume, Chapter 2) that for test developers and designers, the most
useful definition of fairness is based on validity. However, I think that the definition of
fairness based on validity is useful not only to test developers and designers, but to others
(such as test users) as well. The Standards for Educational and Psychological Testing
(AERA etal., 2014) describes several meanings of fairness, which are mostly in agreement
with those of Zieky. While the Standards do not explicitly endorse a meaning in general,
from the statement of the “overarching” Standard 3.0, it seems that by fairness, the
Standards mean minimization of construct-irrelevant variance and promotion of valid
score interpretations for the intended uses for all examinees in the extended population.
It is interesting that while the 2014 version of the ETS Standards for Quality and Fairness
(Educational Testing Service, 2014, p. 19) also mentions, like Zieky, that “The most
useful definition of fairness for test developers is the extent to which the inferences made
on the basis of test scores are valid for different groups of test takers,” the previous
version (Educational Testing Service, 2002) mentioned that “For the purposes of this
chapter, fairness requires treating people with impartiality regardless of personal
characteristics such as gender, race, ethnicity, or disability that are not relevant to their
interaction with ETS.? With respect to assessments, fairness requires that construct-
irrelevant personal characteristics of test takers have no appreciable effect on test results
or their interpretation.”

In his conclusion, Zieky stated that fairness in assessment is achieved by maximizing
the proportion of the score variance that is construct-relevant, and minimizing the
proportion of the score variance that is construct-irrelevant and associated with group
membership. I think that this statement is a little incomplete because of the lack of a
complete specification of the term “maximizing”: maximizing over what and according
to whom? While “maximizing” refers to the proportion of the score variance that is
construct-relevant approaching very close to 1, a test-score user (such as a university
admissions official) would probably prefer “very close to 1” to be something like 0.99
while the testing company might be able to achieve, for example, 0.90. I would prefer a
statement such as “the fairness in an assessment is the extent to which the proportion
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of the score variance that is construct-relevant is close to 1.” I also think that the other
concluding statement of Zieky that “No matter how carefully those tasks are accomplished,
fair and valid tests are likely to have group score differences” connotes that if the tasks
are accomplished carefully, then the test would be fair and valid; I would prefer a state-
ment such as “No matter how carefully those tasks are accomplished, there is no guarantee
that the corresponding test would be fair and valid.” In fact, it is because of this precise
reason that testing companies (such as ETS, where all the above-mentioned tasks are
accomplished carefully most of the time) include procedures such as DIF analysis to
search for evidence of unfairness* and that Liu and Dorans (this volume, Chapter 5)
recommended the testing programs to use score equity assessment on a routine basis.

The Chapter by Wollack and Case on Fairness Regarding Test
Administration

A Brief Description of the Chapter

Wollack and Case (this volume, Chapter 3) focused on test administration and its
significance in assuring that all examinees are assessed under the same conditions in the
context of standardized achievement tests, which include standardized tests for educational
achievement and accountability, admissions, certification, and licensure, as well as content-
based employment tests. They also briefly considered classroom testing. In the introduction
of the chapter, they made the important points that: (i) one aspect of the “standardization”
of standardized tests is the process of unifying the various conditions (such as lighting,
temperature, and noise in the test administration site) under which examinations are
administered and scored; (ii) test administration is a key component in upholding the
validity of test score interpretations; (iii) administration conditions must be set up to
prevent and deter all forms of cheating on tests; and (iv) test instructions, which should
include a listing of the administration rules, must be clear and precise so that the testing
company, test administrators, proctors, and examinees have a common understanding
of the administration procedures, and mentioned the requirement in the Standards for
Educational and Psychological Testing (AERA et al., 2014) that “those responsible for
testing should adhere to standardized test administration, scoring, and security protocols
so that test scores will reflect the constructs being assessed and will not be unduly
influenced by idiosyncrasies in the testing process.” Wollack and Case then listed in
much detail several practical matters that should be attended to prior to, during, and
following the examination so as to best ensure that examinees are treated fairly throughout
the entire testing process and the validity of the intended test score interpretations is
preserved.

The considerations prior to the examination include:

o the printing of the test administrator’s manual;
o test site considerations to make the testing environment conducive to the examinees
demonstrating their best work; examples of such consideration are:

- testing room should be well lit;

- rooms should allow for both air conditioning and heat;

- rooms should be as quiet as possible;

- testing rooms and seating configurations should not allow the examinees to see
other examinees’ work;
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- for computer-based tests, the computer equipment should meet the minimum
requirements with respect to factors such as functionality and internet
connectivity;

- testing sites should be easily accessible by examinees with disabilities.

« considerations on storage of test material to prevent access of the materials by
examinees before or after the examination;

o considerations on the check-in process and staffing to ensure that the tests are
delivered only to the individuals who are authorized to take the examination and
that the examinees cannot bring materials that would help them to perform any
fraudulent activities;

« considerations on managing examinee expectations; examples of such considerations
are:

- examinees should receive information from the testing company on the purpose
of the test, the constructs being measured, the content being assessed, sample
questions, etc.;

- examinees should receive information on the administration conditions for the
test such as timing, prohibited attire/material, and delivery medium;

- during registration, the examinees should be asked to sign an examinee agreement
that should describe the test’s misconduct process.

The considerations during the examination include:

« training of the proctors, especially on how to handle test security issues;
o considerations on basic administration such as:

— instructions on the test should be read verbatim from the administrator’s manual;

- examinees should not begin a section until after they have been told that they
can begin the section and should stop as soon as they are instructed to stop;

- testing personnel should not provide feedback to the examinees on specific test
questions.

o monitoring the examinees for possible cheating, including:

- actively monitoring examinees throughout the test administration;
- taking some action in the face of suspicious activity.

o  considerations on scheduled and unscheduled breaks, including:

- ensure that examinees do not switch places with another similar-looking
individual;
- ensure that after a break, the examinees do not work on items that they are not
supposed to work on.
o considerations on emergencies and unforeseen situations.

Considerations after the examination include:

«  considerations on check-out procedures;

o completion of irregularity reports for each unexpected incident, especially related
to test security; and

o considerations on returning materials.
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Wollack and Case concluded their chapter by reminding the readers that test
administration is a vital element of the testing process and valid score inferences depend
on ensuring that tests were administered to authorized examinees only and in environ-
ments that are comparable, so that all examinees have an opportunity to accurately
demonstrate their talents.

Comments

The extensive set of recommendations in Wollack and Case describe steps that should
be taken to ensure and maintain a fair testing environment. The list of considerations
prior to testing on testing sites did not include at least the following two that I thought
are important: (i) the testing site should be convenient with respect to transportation;
and (ii) drinking water and food should be easily available at or close to the testing site.
The chapter involved very little advice with respect to empirical analyses that could be
used to address the effects of the inevitable situations where things don’t go as planned.
For example, the material on how to prevent fraudulent activities could have been
augmented with material such as those covered in Kingston and Clark (2014) and
McClintock (2015) on how one can investigate if examinees or the classroom teachers
were involved in any fraudulent activities. In addition, some material could have been
included on how the test administrators can assess whether the inadvertent exposure of
an item or several items (e.g., Zhang, 2014) may have resulted in some examinees receiving
an unfair advantage. Finally, analyses in Sinharay et al. (2014) and Sinharay, Wan, Choi,
and Kim (2015) on how one can assess the effects on fairness if computer disruptions
occurred is another example of empirical analyses that could augment the many preventive
steps mentioned by Wollack and Case.

The Chapter by Penfield on Fairness in Test Scoring

A Brief Description of the Chapter

Penfield (this volume, Chapter 4) posited that an argument for fairness of test scores
can be developed from the evaluation of construct-irrelevant factors associated with the
individual scored responses used in generating the test score. This evaluation of construct-
irrelevant factors can include at least two steps:

o evaluating if each scored element holds the same meaning with respect to the
proficiency measured by the test regardless of the examinee’s standing on key
background variables such as gender, race, ethnicity, and disability status; differential
item functioning (DIF), differential step functioning (DSF) and differential feature
functioning can be used in this step; and

« evaluating if consistency of the multiple independent scores assigned to the same
response is sufficiently high regardless of the examinee’s background variables.

Penfield organized the relevant methods to evaluate potential violations of fairness
associated with individual scored responses into three sections according to three types
of item scores that are usually in existence in educational assessments: (i) automated
scores of multiple-choice (MC) items; (ii) human rater scores of constructed response
(CR) items; and (iii) automated scores of CR items.
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In the section on automated scores of multiple-choice (MC) items, after defining the
concept of DIF and providing a visual representation of DIF for such scores, Penfield
listed the following issues that should be kept in mind while implementing DIF analysis:
(i) the stratifying variable that forms the basis of matching in DIF analysis; (ii) the sample
size requirements for DIF analysis; (iii) impact or group difference; (iv) consideration
of the effect size of DIF along with statistical significance of DIF; and (v) the need to
review the items to identify the factor responsible for the DIF. Penfield then described
the following methods for assessing DIF for MC items: standardized p-difference method
(Dorans & Kulick, 1986), the Mantel-Haenszel DIF method (e.g., Holland & Thayer,
1988), and mentioned the item-response-theory-based chi-square and likelihood ratio
tests (Thissen, Steinberg, & Wainer, 1993).

In the section on human-scored CR items, Penfield first focused on rater consistency
that can be examined at the level of the individual examinees or at the level of groups
of examinees. Examination of consistency at the level of the individual examinees involves
adjudication procedure in the case of too much discrepancy between multiple scores on
the same response. Examination of consistency at the level of groups of examinees involves
computation of rater consistency measures such as correlation coefficient and weighted
kappa for a group of examinees. After the accumulation of multiple scores on each
response to a single overall score, DIF analysis should be performed with the overall
scores. For CR items, which are usually polytomous, one could think of net DIF and
global DIF; net DIF addresses whether examinees with the same level of proficiency but
belonging to different subgroups receive the same average score on the item, whereas
global DIF addresses whether examinees with the same level of proficiency but belonging
to different subgroups have the same chance of advancing to each possible level of scores
on the item. Penfield then listed several issues that should be kept in mind while
implementing DIF analysis for human-rated polytomous items. Methods for assessing
net DIF, such as the standardized mean difference index (Dorans & Schmitt, 1991) and
the Liu-Agresti cumulative common log-odds ratio method (e.g., Penfield & Algina, 2003)
are discussed next. Methods for assessing global DIF, such as the generalized Mantel-
Haenszel approach (Zwick, Donoghue, & Grima, 1993) and the differential step
functioning approach (e.g., Penfield, 2007), are discussed next.

In the section on automated-scored CR items, for which an automated scoring
algorithm assigns an overall item score based on several scored features on the item,
Penfield suggested the use of differential feature functioning analysis to ensure that each
scored feature of the examinee’s response is free of construct-irrelevant factors. Differential
feature functioning (DFF) is evaluated by comparing the level of success on a given
feature for examinees with the same overall item score but belonging to different
subgroups. Penfield then recommended DFF analysis for automated-scored CR items
using the same methods used for MC items or human-scored CR items. Penfield then
discussed two sets of methods for evaluating whether automated scores are consistent
with the corresponding human scores: difference methods and agreement methods.

Penfield concluded with a recommendation for further research on differential feature
functioning.

Comments

While there is an abundance of articles on DIF-related topics, those articles mostly do
not include much discussion specific on automatically-scored CR items—so the readers
should find those areas of Penfield’s chapter quite useful.
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The chapter would have been enhanced with discussions (or at least a mention) of:

o how the Golden Rule Insurance Company settlement impelled the development of
the DIF procedures;

+ the other existing DIF detection methods such as those based on logistic regression
(e.g., Swaminathan & Rogers, 1990), the exact Mantel-Haenszel procedure (Parshall
& Miller, 1995), the Bayesian DIF procedure (e.g., Zwick, Thayer, & Lewis, 1999),
the IRT-based methods based on the area between item response functions (e.g.,
Raju, 1988), and the SIBTEST procedure (Shealy & Stout, 1993) and its extension
to polytomous items (Chang, Mazzeo, & Roussos, 1996);

« the concept of uniform DIF and non-uniform DIF® (e.g., Swaminathan & Rogers,
1990);

+ factors that have been found to have caused DIF (e.g., Schmitt, Curley, Bleistein, &
Dorans, 1988; Schmitt, Holland, & Dorans, 1993); and

» the multidimensionality hypothesis of DIF (e.g., Ackerman, 1992; Hunter, 1975).

The Chapter by Liu and Dorans on Fairness in Test Score
Interpretation

A Brief Description of the Chapter

While Penfield considered fairness of the individual scored responses (or item-level
scores), Liu and Dorans (this volume, Chapter 5) assumed that the individual responses
have already been accumulated to produce the scores of the examinees. They attempt to
answer the overarching question, “Can scores from different versions of the same test
be interpreted as and used as if they are interchangeable?” (p. 2) by focusing on the
following three aspects of fairness of interpretations attached to those scores:

»  whether the linking relationships among interchangeable scores are invariant across
examinee subgroups (subpopulation invariance);

o whether the test editions measure what they purport to measure in the same way
across different subgroups (measurement invariance); and

o whether the test scores serve their primary purpose in the same way across different
subgroups (prediction invariance).

The three aspects are addressed by using, respectively, score equity assessment (e.g.,
Dorans, 2004), factorial invariance analysis (e.g., Meredith, 1993), and differential
prediction analysis (Petersen & Novick, 1976).

In the section on assessment of subpopulation invariance by performing score equity
assessment, Liu and Dorans stated the five requirements of equating from Holland
and Dorans (2006). The fifth requirement of population invariance is examined by
score equity assessment. Liu and Dorans then described the methods for performing
a score equity assessment, or an assessment of whether the equating functions are
subpopulation-invariant. Mathematically, a score equity assessment is performed by
examining if the subgroup-specific equating function is different from the equating function
for the other subgroups and that for all the examinees. Score equity assessment can be
performed using a graphical plot. To interpret the differences between equating functions
for different groups, a difference that is larger than the difference that matters (DTM)
criterion (e.g., Liu & Dorans, 2013) can be considered to be too large. To augment the
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graphical plots, one can compute the percentage of raw scores for which the total and
subgroup-specific raw-to-scale conversion differed by more than the DTM and the
percentage of examinees for which these conversions created scaled scores that differed
by more than the DTM. Score equity assessment can also be performed by computing
several equatability indices such as root mean square difference, root expected mean square
difference, root expected square difference, average scores, and differences in average
scores. Liu and Dorans illustrated the indices using a real data example from Dorans and
Liu (2009). Then, Liu and Dorans described conditions under which linking invariance
is likely to hold and recommended the use of score equity assessment as a quality control
check for ensuring fairness in operational assessments, in much the same way DIF analysis
is used at the item level. If score equity analysis reveals a lack of subpopulation invariance,
Liu and Dorans recommended further investigation of the test assembly, test administration,
and statistical analysis procedures for possible explanations.

In the section on assessment of measurement invariance by checking factorial
invariance, Liu and Dorans employed the common linear factor analysis model (where
a score is expressed as the sum of a linear combination of several latent variables and
an error term) to explain the concepts of strict factorial invariance, strong factorial
invariance, weak factorial invariance, and configural invariance, four successively weaker
versions of invariance. Liu and Dorans noted that measurement invariance is not as easy
to assess as, for example, subpopulation invariance, because the former involves latent/
unobservable variables.

In the section on assessment of prediction invariance by performing differential
prediction analysis, Liu and Dorans discussed the following four major types of models
that are typically used in differential prediction analysis: constant ratio model (Thorndike,
1971), equal probability model (Linn, 1973), conditional probability model (Cole, 1973),
and the regression model (Cleary, 1968). Among these, the first three collapse the response
variable (usually referred to as the “selection variable” in the context of such studies) to
a binary variable (accept or reject).

Liu and Dorans concluded their chapter with the note that the concept of subpopulation
invariance is central to the three types of analyses they focused on and they recommended
that score equity assessment be incorporated into testing programs to assess fairness
and that testing professionals should perform due diligence to examine measurement
invariance and differential prediction analysis.

Comments

The chapter would have been more interesting with numerical examples, preferably from
the same testing program. I would have liked examples of tests for which score equity
assessment revealed a lack of population invariance, a subsequent scrutiny of the test
assembly, test administration, and statistical analysis procedures revealed a problem, and
fixing of the problem led to population invariance in the future. Such examples would
convince testing programs to implement score equity assessment as a part of their
routine statistical procedures. If such examples are lacking, then, there is probably room
for further research in the same manner Schmitt et al. (1988) performed research on
DIF. Clear recommendations on what subpopulations should be considered would have
helped readers. It seems that Liu and Dorans referred to subpopulations based on gender,
ethnicity, and race in the least. But what about subgroups based on language, disability
status, and mode of administration (paper-and-pencil or computer)? Should one perform
a score equity analysis based on those factors as well?°
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Final Comments

The four chapters in this section, while addressing fairness in test design, construction,
administration, and scoring, involve a variety of checks, some of which involve empirical
data and some others that do not. While the checks and considerations (not involving
empirical data) in the chapters by Zieky and Wollack and Case represent the best-case
scenarios, there is always some room for some error to creep in during test design,
construction, administration, and scoring. That is where the methods (involving empirical
data) described in the chapters of Penfield (on fairness in test scoring) and Liu and
Dorans (on fairness in score interpretation) are important as further checks on fairness.
An interesting connection between the two latter chapters is that a lack of fairness in
test scoring may amplify into a lack of fairness in score interpretation. Liu and Dorans
(2013) recommended that if a lack of population invariance (that is, a form of lack of
fairness in score interpretation) is found, one should examine DIF results; certain types
of items favor or disfavor certain groups (that is, a form of lack of fairness in test scoring),
even though the DIF for all items may be small, and Huggins (2014) used a simulation
study to illustrate that when anchor item DIF varies across forms in a differential manner
across subpopulations, population invariance of equating can be compromised.

The procedures described in these four chapters are readily applied to traditional
testing scenarios where different versions of a test are developed from the same blueprint
and administered with the intention of their scores being used interchangeably. The
principles of fair design, construction, and administration are also pertinent to the areas
of vertical scaling, test adaptation, and test accommodations, which are addressed in the
next section of this book. The quantitative methods that assess fairness empirically may
be appropriate, with appropriate caveats as noted by Thissen (this volume, Chapter 11),
for these less straightforward fairness issues. Regardless of whether the procedures for
ensuring and assessing fairness use empirical data or not, and whether they are completely
or only partially appropriate in different settings, it is absolutely important for those in
the measurement field to have a solid understanding of the material covered in these
four chapters.

Notes
1. The views expressed are those of the author and not necessarily those of Pacific Metrics
Corporation.

2. A meaning that is somewhat retained in the second sentence of the purpose (“ETS will treat

people comparably and fairly regardless of differences in characteristics that are not relevant

to the intended use of the product or service”) of the 2014 ETS Standards.

Zieky admits a few lines later that “There is no way to prove that a test is fair.”

4. Testing companies often find DIF on a few items (for examples of DIF found in operational
tests, see, e.g., Schmitt, Curley, Bleistein, & Dorans, 1988).

5. In interpreting DIF in various instances, Penfield only considered what is referred to as the
“uniform DIF.”

6. There are separate chapters in this book that cover subpopulations based on language (Chapter
10), mode of administration (Chapter 7), and disability status (Chapter 9).
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Part 11

Assessing the Fairness
of Comparisons under
Divergent Measurement
Conditions

Part II of this book addresses how to assess the fairness of comparisons of test scores
that are obtained via different assessments that are used for comparable purposes. Chapters
in this part of the volume address issues for tests that differ primarily with respect to
blueprint, those that differ with respect to how they are administered, those that differ
with respect to target population, and those whose test takers speak different languages.

In her chapter, Pommerich examines “The Fairness of Comparing Test Scores across
Different Tests or Modes of Administration.” Scores across tests of similar content that
are developed by competing test publishers in different ways for similar purposes are
often compared. Users often compare scores across the same test that is given under
different modes of administration. In addition, this chapter discusses the fairness of
comparisons that result from the application of statistical methods to link scores across
different tests or modes. Linking frameworks are reviewed, with a focus on the relevance
of concordance and calibration to the scenarios of interest, and fairness issues pertaining
to comparing linked scores under various conditions are elaborated upon.

Castellano and Kolen, in their chapter, address the fairness issues associated with
“Comparing Tests across Grade Levels” to assess how well students are progressing over
time. Three general approaches are considered: (1) changes in proficiency levels; (2)
statistical models that include value-added models and student growth percentiles; and
(3) vertical scales. Example testing programs are described that use each of these
approaches. The focus of the chapter is on validation of each approach for students from
various populations and students with special needs. The chapter concludes with a research
agenda for fairness in comparing test scores across grade levels.

This part of the volume includes a chapter on fairness considerations for the design,
development, and administration of tests given to members of relevant subgroups in the
testing population, such as individuals with disabilities and individuals from diverse
linguistic and cultural backgrounds. Stone and Cook, in “Testing Individuals in Special
Populations,” describe the fairness implications of changes in testing design, construction,
and administration that are made to accommodate test takers with special needs. Two
major classes of test takers are considered. There are those who require accommodation
due to a disability, such as a visual impairment, that prevents them from taking tests
under standard conditions. The other class includes individuals whose insufficient
proficiency in the language of the test makes it difficult for them to demonstrate their
level of competency in the skills or abilities measured by the test.
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Sireci, Rios and Powers in the next chapter, “Comparing Scores from Tests
Administered in Different Languages,” examine the fairness of efforts to assess test takers
who take tests in different languages. To create these tests, translations are often employed
or versions of the tests are built in different languages to what are deemed to be the
same set of specifications. These approaches require assumptions that entail validity issues
regarding comparability of score interpretation across different language versions of an
assessment. The chapter reviews these issues and research that has investigated: (a) linking
different language versions of an assessment; (b) evaluating the psychometric properties
of dual-language versions of an assessment; and (c) evaluating the psychometric properties
of alternate-language versions of an assessment. Recommendations are provided for
further research and practices that promote fairness in cross-lingual assessment.

In the last chapter of this section, Thissen critiques and synthesizes the three chapters
dealing with assessing fairness in settings in which measurement conditions are divergent.



7 The Fairness of Comparing Test
Scores across Different Tests or
Modes of Administration

Mary Pommerich'!

Introduction

There is often a desire among test users to compare scores across tests of similar content
that are developed by competing test publishers for similar purposes. In cases where
appropriate data are available, statistical methods can be applied to link scores across
the different tests, facilitating the comparison of scores. College admissions is one realm
where this practice occurs regularly. Given that different tests have different characteristics,
the question arises as to whether it is fair to compare scores that have been linked across
different tests. A different, yet related, concern arises when users wish to compare scores
across the same test that is given under different modes of administration. Under this
scenario, the test publisher might apply statistical methods to link scores across the
different modes of administration, facilitating the comparison of scores. A testing program
converting from paper-and-pencil to computer administration is one realm where this
practice can occur. Given that the test differs in terms of how it is administered, the
question arises as to whether it is fair to compare scores across the different modes of
administration.

Fairness in testing has been addressed extensively in the measurement literature.
However, the scope of the discussion typically focuses on a single test and does not
include the contexts described here. Although practitioners have argued that it is the use
of a test (or test scores) rather than the test itself that is fair (Camilli, 1993, 2006;
Darlington, 1971; Thorndike, 1971), fair use of linked scores is usually not considered
outside of the context of alternate forms of the same test.? Linked scores are scores that
have been statistically linked so as to enable identification of concordant or comparable
scores across tests or modes of interest. While sources of mode effects and the
comparability of scores across administration modes are fairness concerns that have been
investigated thoroughly in the measurement literature, comparability studies tend to
focus on comparing scores across modes of administration rather than the fairness of
comparing scores across modes of administration.> A subtle distinction perhaps, but
important. Fairness may be implicitly assumed where score comparability is deemed to
hold or scores have been linked across modes, but is that really the case? Considering
score comparability from a fairness perspective may change how results are viewed.
Likewise, while the limitations of linking scores across distinct tests have been addressed
to some degree in the measurement literature (e.g., Dorans, Pommerich, & Holland,
2007; Feuer, Holland, Green, Bertenthal, & Hemphill, 1999; Pommerich & Dorans,
2004), the fairness of comparing scores that have been linked across different tests has
not been a focus of the linkage literature.* This may be because fairness is a complex
concept with social implications that make it difficult to address.
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Although it may appear that comparing scores across different modes of administration
and comparing scores across different tests are fundamentally different issues, there are
some important commonalities to the two scenarios pertaining to score linking. First,
the same statistical methods are often used across the two scenarios to link the scores
to be compared. Second, linked scores may be substituted for actual scores on the test/mode
not taken, and used to make decisions. Third, users may be inclined to treat linked scores
as if they can be used interchangeably across tests/modes when such an interpretation
may not be warranted. If this is the case, the use of linked scores can result in decisions
that differentially impact individuals and/or groups. As Feuer et al. (1999) noted, test-
based decisions involve error, and linkage can add to that error. Making decisions based
on scores that have been linked across different administration modes or different tests
creates possibilities for unfairness above and beyond that associated with making decisions
based on scores from a single test or mode. Hence, it makes sense to discuss these two
scenarios together.

This chapter focuses on two primary questions:

o Is it fair to compare scores that have been linked across different modes of
administration?
o Is it fair to compare scores that have been linked across different tests?

First, a fairness overview is given and related to the context of interest. Next, a linking
overview is given and likewise related to the context of interest. Specific fairness issues
pertaining to comparing linked scores across different modes of administration and
comparing linked scores across different tests are then elaborated upon.

Fairness Overview

In considering fairness issues associated with using linked scores, it appears essential to
start with a working definition of fairness, to provide a setting for the discussion
to follow. Defining fairness is a tricky problem, however, as there is no definition that
is generally accepted by all (Cole & Zieky, 2001; Zieky, 2006). What constitutes fairness
can be viewed as a social question (Willingham & Cole, 1997) with judgments of fair-
ness driven by values that are likely to differ across people (Sawyer, Cole, & Cole, 1976).
Darlington (1971) concluded that the term “fair” carries various connotations that
generally conflict with each other and that no single test is likely to meet all the
requirements needed for a fair test. The Standards for Educational and Psychological
Testing similarly state that the term fairness has no single technical meaning and outline
four general views of fairness: as equitable treatment in the testing process, as lack of
bias, as access to the construct(s) measured, and as validity of individual test score
interpretations for the intended uses (AERA et al., 2014).

In spite of the elusiveness of the concept of fairness, a couple of general fairness
perspectives do stand out in the literature as being relevant to the current context. The
first perspective suggests that fairness is a property of test use rather than the test itself
(Camilli, 1993, 2006), and that a test may be fair for some uses but not others (Darlington,
1971; Thorndike, 1971). Although this perspective is not presented in terms of validity,
test use is inherently associated with validity (Kane, 2013). The second perspective
explicitly argues that the most meaningful definition of fairness is based on validity,
because anything that lowers the validity of a test for a group reduces the fairness of the
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test (Zieky, 2006). More specifically, fairness is defined as comparable validity for
individuals and groups at each assessment stage (Willingham & Cole, 1997; Xi, 2010).
This perspective is related to the test use perspective in that, if score-based inferences
are not equally valid for all relevant groups, decisions derived from those score infer-
ences will not be fair (Langenfeld, 1997). Unfortunately, tying fairness to validity does
not appear to provide a means for establishing a generally accepted definition of fairness—
because validity is a matter of degree that may be interpreted differently based on personal
values, fairness remains a matter of degree too (Cole & Zieky, 2001).

Different Modes Example

Both of the perspectives addressed above are relevant to the questions at hand. The issue
lies with using linked scores in place of actual scores to make decisions about examinees.
Consider the case where a test that has historically been administered via paper-and-
pencil (P&P) has been converted to a computerized administration. This scenario is
depicted in the left side of Figure 7.1. The test has likely been studied extensively with
regard to validity for the P&P mode but not for the computer mode, and decision/selection
criteria for test users will likely have been established based on the P&P test. Thus, fairness
in terms of decision/selection outcomes will likely have been evaluated within the context
of P&P administration. Green (1984, p. 77) stated the concern well for this type of
scenario: “When a conventional test is transferred to the computer, it brings its validity
with it. At least, we hope it does.”

If scores from a computer administration have been linked to scores from a P&P
administration to identify “comparable” or “concordant” score points across the two modes,
decisions for examinees that take the test via computer will be based on concordant P&P
scores rather than actual P&P scores. Note that comparable scores are not the same as
interchangeable scores (to be addressed in more detail in the linking overview). Inter-
changeable scores are the ideal outcome of a linkage, while comparable scores imply a lower
level of association (i.e., the linked scores can be compared across modes but not treated
interchangeably). Interchangeable scores are expected when scores are equated across
alternate forms of a test meeting certain prerequisites, but not necessarily when scores are
linked across alternate modes of administration. Alternately, it might not be necessary to
link scores across modes if evidence suggests they can be treated interchangeably without
adjustment. Drasgow and Chuah (2005) advised that if a computerized administration does
not yield scores that are equivalent to scores from a P&P administration, the test must be
revalidated for the computer mode. Likewise, testing programs that choose not to revalidate
should show strong evidence that scores are equivalent across modes.

The term score equivalence has been used to signify different things in the mode effects
literature. The American Psychological Association (1986) stated that scores across modes
of administration may be considered equivalent when score distributions are approximately
the same across modes and individuals are rank ordered in approximately the same way.
Elsewhere, the term score equivalence has been used to describe a situation where score
distributions are approximately the same (e.g., Lottridge, Nicewander, Schulz, & Mitzel,
2008). In an attempt to clarify the terminology, the term distributional equivalence
will be used here to describe the situation where score distributions are the same
across two modes. It is generally expected that distributional equivalence should hold
when comparing scores across modes (e.g., Kolen, 1999; Lottridge et al., 2008; Wang &
Kolen, 2001).
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Beyond distributional equivalence, researchers have suggested the need for construct
equivalence across modes (e.g., Eignor, 2007; Kolen, 1999; Lottridge et al., 2008; Sawaki,
2001), such that the construct being measured across the two modes is equivalent. The
presence of distributional equivalence and construct equivalence would be consistent
with the APA (1986) definition of score equivalence (i.e., similar rank ordering of scores
across modes is evidence of construct equivalence). However, the APA definition of score
equivalence is less rigorous than that for the classical test theory definition of parallel
tests, where equal correlations with criterion variables would also be needed for scores
to be treated interchangeably across tests or modes (Bugbee, 1996). In the case of non-
parallel tests, equal predictions of external criteria would not be attained because
reliabilities are unequal (Neuman & Baydoun, 1998).

Hence, some researchers have suggested the need for predictive equivalence across
modes (e.g., Bugbee, 1996; Neuman & Baydoun, 1998; Wolfe, Moreno, & Segall, 1997),
such that external criteria are predicted equivalently, while others have suggested the
need for correlational equivalence across modes (Bugbee, 1996; Kolen, 1999; Zitny, Halama,
Jelinek, & Kveton, 2012), such that scores correlate equivalently with external criteria.
The comparable validity perspective of fairness espoused by Cole and Zieky (2001) and
Xi (2010) suggests that distributional equivalence, construct equivalence, and predictive
equivalence® might all be needed to be truly fair when comparing scores across different
modes of administration.

Different Tests Example

The case where scores have been linked across two distinct tests presents a similar concern
to the different modes example, in that each test has likely been validated extensively
for the particular uses that are specific to them (such as making selection decisions), but
the use of linked scores as a substitute for actual scores has likely never been validated.
Take the realm of college admissions. ACT and/or SAT scores are used by many post-
secondary institutions in their admissions process. Although the market is changing, the
ACT has generally been more popular in the central United States, while the SAT has
been more popular along the east and west coasts. Hence, schools are likely to set their
selection criteria on the basis of the test that is dominant in their region. Because many
schools now accept ACT or SAT scores, there is a desire for a linkage between scores
on the two tests to ensure that comparable decisions are made regardless of the type of
test scores submitted. (Alternatively, schools may choose to evaluate validity, fairness,
and selection criteria for each test and maintain separate systems.) An institution that
relies on a linkage may develop its own, or use one that has been provided by the test
developers (e.g. Dorans, Lyu, Pommerich, & Houston, 1997).

Consider the scenario where a school that has historically used SAT scores in the
admissions process (i.e., evaluated validity and fairness and set selection criteria based
on the SAT) now also accepts ACT scores and uses a linkage to facilitate the decision-
making process. This scenario is depicted in the right side of Figure 7.1. In this case,
ACT scores would be linked to SAT scores and individuals submitting ACT scores would
be assigned concordant SAT scores, and decisions would be made based on the concordant
SAT scores rather than actual SAT scores. In this scenario, distributional equivalence is
likely to hold across the two tests, but construct equivalence and predictive equivalence
might not. This raises questions about the inherent fairness of comparing scores that
have been linked across different tests.
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Validity and fairness have Validity and fairness have
been evaluated and selection been evaluated and selection
criteria established based on criteria established based on
the P&P version the SAT

l l

Individual takes a Individual takes
computerized the ACT
version

! l

Individual is assigned Individual is assigned
a concordant P&P a concordant SAT
score on the basis of a score on the basis of a
linkage between P&P linkage between ACT
and computer scores and SAT scores

! !

Decision is made on Decision is made on
the basis of the the basis of the
concordant P&P score concordant SAT score
(as opposed to an (as opposed to an
actual P&P score) actual SAT score)

Figure 7.1 Linkage Scenarios for a School that has Historically Used P&P Scores to Make
Decisions (Left) and for a School that has Historically Used SAT Scores to Make
Decisions (Right)

Fairness to Individuals versus Fairness to Groups

In attempting to define fairness in the current context, it is important to make distinctions
between fairness to individuals and fairness to groups because both outcomes might
not be equally attainable. Thorndike (1971) demonstrated that there can be a trade-off
between the two outcomes when making selection decisions (i.e., actions that are fair to
individuals might be unfair to groups, and vice versa). Sawyer et al. (1976) framed this
distinction in terms of maximization of success (based on individual parity) versus
maximization of opportunity (based on group parity) and noted that the two concepts
are often at odds, even though both are based on notions of individual merit. They also
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noted that concerns about fairness (at that time) tended to require that selection be based
on the merits of individuals without regard to their group membership. Those concerns
may have shifted over time, as more recently Cole and Zieky (2001) bemoaned the fact
that the study of individual differences has been overshadowed by the study of group
differences. They noted that there is more individual variation of scores within groups
than variation between groups, and suggested that all concerns of fairness for groups be
applied to the issue of individual differences.

More recently, Camilli (2006) considered the differences between individual and group
interpretations of fairness and concluded that the question of whether individuals are
disadvantaged is not the same as the question of whether a group is disadvantaged,
because the group question makes the assumption that individuals within each group
are similar for the purpose of comparison. A related issue had been raised earlier by
Breland and Ironson (1976), namely that the classification of individuals into groups is
not necessarily readily achieved. Thus, fairness to individuals and fairness to groups are
somewhat contrasting outcomes that might need to be considered separately.

Summary

In light of the above discussion, it appears that fairness is a rather nebulous concept,
and that establishing a working definition of fairness in the current context is not an
easy task! It does seem clear, however, that there is a relationship between fairness,
validity, and score comparability. The mode effects literature suggests three desirable
properties of fairness that would ideally be established when comparing scores that have
been linked across modes of administration or different tests:

1. distributional equivalence (e.g., the score distributions are the same for the linked
scores);

2. construct equivalence (e.g., the tests or modes measure the same construct to the
same degree);

3. predictive equivalence (e.g., the tests or modes have the same predictive relationship
with a criterion measure).

The predictive equivalence requirement is particularly pertinent from a fairness perspective
because historically, a regression model approach has been widely used to evaluate fairness
in selection (Cleary, 1968; Petersen & Novick, 1976), essentially examining whether the
regression of the criterion onto the predictor space is invariant across groups (Dorans,
2004b).

Relatedly, an empirical measure of construct equivalence is whether the linking
relationship is invariant across groups (Dorans & Holland, 2000). When invariance does
not hold for a linking, the question arises as to whether you would make the same
decisions using a linkage based on the total group versus using group specific linkages.
Note that this is a different sort of concern regarding fairness to groups than expressed
in the fairness literature, which has focused on differences in proportions selected across
groups (e.g., Hartigan & Wigdor, 1989). Misclassification of individuals is also a concern
when using linked scores to make decisions.

Linking Overview

Before proceeding with a more detailed discussion of the two scenarios of interest,
comparing scores that have been linked across different modes of administration and



Different Tests or Administration Modes 117

comparing scores that have been linked across different tests, it is helpful to provide
some background on linking and define some of the relevant terms that are being used.
Linking frameworks have been discussed in a variety of sources, including Flanagan
(1951), Angoft (1971), Mislevy (1992), Linn (1993), Feuer et al. (1999), Dorans (2004a),
and Kolen and Brennan (2014). Kolen (2004) compared and contrasted the various
linking frameworks that have been defined. More recently, Holland (2007) and Holland
and Dorans (2006) presented a linking framework that builds on the preceding
frameworks; this chapter utilizes their framework and terminology.

For two forms (or modes of administration, or tests), a link between their scores is a
transformation from a score on one to a score on the other. Linking is the means by
which that transformation is obtained. Two categories of linking methods are germane
in the current context: scale aligning and equating. Scale aligning has the goal of comparable
scores, while equating has the more stringent goal of interchangeable scores: in the words
of Dorans (2013), comparable scores are a necessary but not sufficient condition for
producing interchangeable scores. Comparable scores have historically been defined as
scores from tests with different psychological functions that are scaled to have the same
distributions with respect to a particular group of examinees, with comparability assured
only for that specific group taking the tests under specific conditions (Angoff, 1971).°
Interchangeable scores are expected to have the same meaning across the two forms
(or modes of administration, or tests), and so can be treated interchangeably. The
equipercentile function is commonly employed in both scale aligning and equating.
The equipercentile function links a score on Test X to the corresponding score on Test
Y that has the same percentile in a target population. If the influence of the target
population is small (i.e., the same results are likely to be obtained regardless of the
population used to compute the linking function), the results are said to be population
invariant (Dorans & Holland, 2000) and the linked scores are considered to be
interchangeable. If there is a non-negligible influence for the target population, the
linked scores are said to be comparable but not interchangeable.

A hallmark of equating is the rigorous requirements placed on forms/modes/tests to
be linked. Dorans and Holland (2000) identified five requirements for a linking to be
an equating: the tests should measure the same constructs (Equal Constructs Requirement)
and have the same reliability (Equal Reliability Requirement), the function for linking
the scores of Test Y to those of Test X should be the inverse of the function for link-
ing the scores of Test X to those of Test Y (Symmetry Requirement), it should be a
matter of indifference to an examinee to be tested by either one of the two tests that
have been linked (Equity Requirement), and the choice of (sub)population used to estimate
the linking function between the scores of Tests X and Y should not matter (Population
Invariance Requirement). Additional requirements have been suggested by Kolen
and Brennan (2014). The rigor of equating comes not from the statistical procedures
applied to link the scores, but from the way the tests are constructed, namely to the
same specifications (Mislevy, 1992), and from careful design of equating studies. This
rigor is needed to ensure fair treatment of examinees, through the achievement of inter-
changeable scores.

Within the scale-aligning category of linking, there are two types of scaling that are
pertinent to our fairness discussion: concordance and calibration. These and other types
of scaling are delineated in Holland (2007) and Holland and Dorans (2006). The term
concordance is assigned to a linking between forms/modes/tests that measure similar
constructs at a similar level of reliability, while the term calibration’ is assigned to a
linking between forms/modes/tests that measure similar constructs but at a dissimilar
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level of reliability. Concordance also assumes similar difficulty and similar populations
across the tests being linked. Dorans et al. (1997) labeled their linkage between ACT and
SAT I scores as a concordance. Eignor (2007) labeled linkages between P&P and computer
adaptive test (CAT) scores as a calibration because the Equity Requirement of equating
is not met, but suggested that linkages between P&P and computer-based test (CBT)
scores (i.e., scores from a linear administration of a P&P test on computer) could be
labeled an equating. Eignor also noted that calibrated scores are often treated as though
they are interchangeable and questioned the appropriateness of doing so, and that
concorded scores cannot be treated as interchangeable. This is in contrast with equating,
which is intended to produce interchangeable scores because of its stringent requirements.
These distinctions will be discussed in more detail later.

Practitioners may have differing viewpoints on what label to apply to a linkage and
its outcome. For example, based on considerations of population invariance, Dorans and
Holland (2000) and Dorans (2004a) suggested that a linkage (concordance) between
ACT and SAT I math scores might yield nearly interchangeable scores, even though a
commonly stated equating requirement was not met (i.e., the tests are built to different
specifications). Contrary to Eignor’s (2007) viewpoint, Schaeffer, Steffen, Golub-Smith,
Mills, and Durso (1995) reported that they expected that GRE CAT scores would be
interchangeable with scores earned on the P&P and CBT versions. Hence, we shouldn’t
assume that scores are or are not interchangeable on the basis of whether or not a linkage
scenario meets all of the requirements viewed as necessary to be considered an equating.
Proper interpretation of a linkage outcome (i.e., whether the linked scores are best
viewed as comparable versus interchangeable) can depend on a number of factors,
including linking methodology, design of the linking study, characteristics of the groups
and tests being linked, and how linkage results will be used. There are some tools that
can be used to evaluate the feasibility of treating linked scores as interchangeable, to be
discussed later. When linked scores are comparable (i.e., score distributions are aligned)
but not interchangeable across different tests or modes of administration, there is a
potential for unfairness to individuals or groups because assigned scores, score meanings,
and decisions made from these scores could vary depending upon which test or mode
is taken, or which group an examinee belongs to.

Fairness Properties Revisited

With this in mind, it is helpful to tie the discussion of comparable scores and inter-
changeable scores back to the desirable fairness properties outlined earlier. Interchangeable
scores as defined within an equating context (i.e., with regard to the equating requirements
delineated by Dorans & Holland, 2000) appear to encompass the fairness properties of
distributional equivalence, construct equivalence, and predictive equivalence, whereas
comparable scores encompass distributional equivalence only. Hanson, Harris,
Pommerich, Sconing, and Yi (2001) warned that it is possible to develop a link function
that results in almost perfect comparability of distributions in one population, no matter
how incomparable the two scores are for individuals. Eignor (2007) made a similar
distinction between equivalent scores and scores that are equivalent in appearances only,
noting that sets of scores that are identical in appearance share the same means, variances,
and distributions of scores, but the scores themselves do not convey the same meaning.
For these types of reasons, Lottridge et al. (2008) addressed the need to consider both
distributional and construct equivalence when evaluating comparability across P&P and
computerized tests. Dorans (2004b) suggested that three aspects of fairness should be
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addressed by testing programs: population invariance in linking functions, differential
item functioning, and differential prediction. This supports the notion that distributional
equivalence, construct equivalence, and predictive equivalence are all needed for optimal
fairness when comparing scores that have been linked across different modes or tests.

More Fairness Considerations for Comparing Test Scores
across Different Modes

Now that sufficient background information has been provided for the context of interest
(fairness issues with regard to using linked scores), the issue of comparing scores across
different modes of administration can be discussed in more detail. Fairness is a concern
when there are two modes of administration that are in concurrent use, or when there
is a single mode of administration in use (such as computer) but scores are compared
with scores from a prior mode of administration (such as P&P). Within the realm of
computer administration, distinctions also need to be made for the administration
algorithm (linear versus adaptive), and the delivery method (Internet versus local). Using
the acronyms introduced earlier, CBT corresponds to a linear administration while CAT
corresponds to an adaptive administration. Under linear administration, a fixed-form
test is administered in a non-adaptive manner. Under adaptive administration, the test
is tailored to each examinee, with items selected to adapt to the examinee’s estimated
ability. Under Internet delivery, the test is delivered over the Internet. Under local delivery,
the test is delivered over a local network or on a personal computer. Concerns specific
to Internet delivery will be considered later.

Extensive research has been conducted comparing performance across computer and
P&P modes of administration. Wang, Jiao, Young, Brooks, and Olson (2008) noted that
there were over 300 mode of administration effects (mode effects) studies conducted in
25 years, spanning the realms of intelligence, aptitude, ability, vocational interest,
personality, and achievement tests. That number is likely to have increased in the interim.
It is not the intent of this chapter to summarize all of the mode effects literature; readers
are referred to Blazer (2010), Lottridge et al. (2008), Texas Education Agency (2008),
and Paek (2005) for some recent, thorough reviews of mode effects research and findings
in the realm of educational testing. In addition, it is not the intent of this chapter to
address how to evaluate score comparability across modes of administration; readers are
referred to sources such as Kolen (1999), Wang and Kolen (2001), Eignor (2007), Lottridge
etal. (2008), Texas Educational Agency (2008), Karkee, Kim, and Fatica (2010), Schroeders
and Wilhelm (2011), Chua (2012), Randall, Sireci, Li, and Kaira (2012), and Mroch, Li,
and Thompson (2015) for various discussions about how to collect data and evaluate
score comparability.

Mode Effects Research

In general, the reviews of the mode effects literature suggest that scores tend to be
comparable across P&P and computer administrations more often than not. Paek
(2005) asserted that sufficient evidence exists to conclude that computer administration
does not significantly affect student performance, with the exception of tests containing
lengthy reading passages. Blazer (2010) noted that there are very few differences in test
scores for multiple choice tests across computer and P&P administrations, but cautioned
that examinees’ demographic characteristics and computer skills, computer and test
characteristics, item type, and content area could all affect comparability. The Texas
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Education Agency (2008) raised the question of whether enough evidence has been
collected to determine that mode effects studies are no longer needed, but concluded
that states need to assess their own situation and weigh the costs and risks of conducting/
not conducting comparability studies. Recent meta-analyses of math tests (Wang, Jiao,
Young, Brooks, & Olson, 2007) and reading tests (Wang et al., 2008) support the notion
that comparability is more likely to be found than not, as did earlier meta-analyses
(Bergstrom, 1992; Mead & Drasgow, 1993).

Although the overall trend may favor comparability, findings for specific tests may
vary on an individual basis. Researchers have identified a number of concerns that
need to be considered when comparing scores from P&P administration to computer
administration. Kolen (1999) discussed a number of potential threats to score com-
parability across modes, including differences in test questions, differences in scoring,
differences in operational testing conditions, differences in examinee groups, and violations
of statistical assumptions for establishing comparability. Huff and Sireci (2001) elaborated
on a number of potential threats to validity in computerized testing, including construct
underrepresentation, construct-irrelevant variance, improper estimates of examinee scores,
and unintended consequences. These concerns should not be ignored, as threats to score
comparability and validity are also threats to fairness. Threats to score comparability
could be addressed by linking scores across modes, but as discussed previously, that
wouldn’t necessarily ensure interchangeable scores.

In particular, differential access to computers is a notable fairness concern associated
with mode of administration, related to socioeconomic status. If there is an advantage
for taking a test on the computer rather than via P&P administration, then those examinees
with less access to computers (and hence, potentially less familiarity with computers)
could be disadvantaged. Concerns about a digital divide have been commonly raised,
recently with regard to access to the Internet (Bartram, 2006). The U.S. Census Bureau
(2014) reported that in 2012, 78.9% of all U.S. households had a computer at home, with
94.8% of those households using the computer to access the Internet, while overall, 74.8%
of all U.S. households had Internet use at home. These computer/Internet usage statistics
suggest that access issues are less of a concern now than in the past when computers
and the Internet were more of a novelty, but that there still could be a digital divide that
could threaten the fairness of comparing scores across modes of administration, especially
for individuals with a lower socioeconomic status.

Linkage Issues

If a testing program conducts mode effects studies and finds that scores are not comparable
across differing modes of administration, two approaches are commonly chosen. The
first approach is to make iterative changes to the computer interface or administration
in an attempt to eliminate mode effects. An iterative approach to computer interface
development was demonstrated by Mazzeo, Druesne, Raffeld, Checketts, and Muhlstein
(1991) and Pommerich (2004). The second approach is to link scores across the modes
of administrations so that they can be compared. Eignor (2007) described in-depth ways
one might design linking studies to relate scores across computer and P&P admin-
istrations, taking into consideration adaptive versus linear algorithms (i.e., CBT vs. CAT).
Interchangeability of scores was a central concern in his discussion, particularly with
regard to linkages between CAT and P&P scores. Rudner (2010) discussed a linkage study
intended to equate CAT and P&P scores on the GMAT (i.e., yield interchangeable scores)
and concluded that the CAT-based scaled scores were not truly equivalent to the P&P
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scores even though the CAT scores were forced to the P&P scale. His experience
demonstrates that merely conducting a linkage between scores across modes does not
ensure that the desired outcome will be obtained and highlights the importance of
evaluating the quality of a linkage, as recommended in Pommerich, Hanson, Harris,
and Sconing (2004). When analyses suggest that linked scores are comparable but
not interchangeable, then fairness is more likely to be a concern for reasons discussed
earlier.

If a testing program chooses not to conduct mode effects studies or score linkages
and compares scores across modes anyway, this would be similar to a presumed linking
scenario, to borrow the terminology of Dorans and Middleton (2012). In a presumed
linking scenario, comparisons of scores are made even though there is no evidence to
support making them. There are some obvious fairness concerns in such a situation, as
the degree of comparability in scores would be unknown, and individuals or groups
could be negatively impacted by the fact that scores from one mode might not have the
same value or meaning as scores from the other mode. In such a situation, Dorans and
Middleton (2012) would recommend evaluating invariance relationships across the modes
of administration to provide support for such a practice.

If mode effects studies are conducted and show evidence of no mode effects, testing
programs may choose not to link scores across modes of administration. This is different
from the presumed linking scenario, as there is evidence to support the decision not to
link scores. Attention must still be paid, however, as to whether scores can be treated
interchangeably across modes or not. Likewise, any time a linkage is conducted, there
are fairness issues if comparable scores are treated as if they are interchangeable when
they are not. If the name is any indication, comparability studies might be content to
obtain comparable scores across linked modes, even though interchangeable scores would
be fairer.

As discussed earlier, demonstrating distributional equivalence is sufficient evidence
for comparable scores, but not necessarily for interchangeable scores. Lottridge et al.
(2008) discussed the importance of evaluating construct equivalence in mode effects
studies, how one might address comparability using a hypothesis-testing approach in a
construct validation framework, and highlighted a number of mode effects studies that
looked at various aspects of construct equivalence. Demonstrating construct equivalence
as well as distributional equivalence of linked scores would be more in line with establishing
interchangeable scores rather than merely comparable scores. On the other end of the
spectrum, Winter (2010) asked the question of how comparable is comparable enough,
and concluded that it depends on how the scores will be interpreted and used. She
presented a continuum of score comparability that showed less score comparability
required for pass/fail scores and achievement level scores than for scale scores and raw
scores. Mroch et al. (2015) similarly suggested that score comparability is on a continuum
between interchangeable and incomparable, where the required level of comparability is
tied to how scores will be interpreted for a particular use. An evaluation of score com-
parability with regard to usage can be found in Kapoor and Welch (2011), who addressed
the impact of mode of administration on proficiency classifications.

CAT Considerations

In considering the trend across mode effects studies favoring conclusions of com-
parability, there is one caveat that should probably be made. Namely, much of the research
may have focused on CBT administration, which is a more straightforward (and more
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common) means of administration than CAT. Recall Eignor’s (2007) suggestion that
linkages between P&P and CBT scores could be labeled an equating, indicating an
expectation of interchangeable scores across the two modes. In contrast, a number of
researchers have expressed serious concerns about the interchangeability of CAT and
P&P scores (Eignor, 2007; Kolen, 1999; Wang & Kolen, 2001; Wang & Shin, 2010). Other
researchers have expressed related concerns pertaining to the impact of item calibra-
tion medium (P&P or computer) on CAT scores (Choi & Tinkler, 2002; Pommerich,
2007a).

The primary concern for comparing scores that have been linked across CAT and
P&P administration modes focuses on the Equity Requirement of equating and the fact
that it is not likely to hold, given that CAT differs substantially from P&P in terms of
items administered, administration conditions, and scoring methods. In particular, the
Equity Requirement will not hold if tests have different conditional standard errors of
measurement across CAT and P&P administrations. Equipercentile methods can readily
be applied to link scores across the administration modes; however, the scores can still
differ in their conditional precision across modes. Hence, some would say that CAT
scores cannot be treated interchangeably with P&P scores because they differ in their
statistical specifications (e.g., Eignor, 2007). The same argument could be applied to
linkages between CAT scores and scores from a linear CBT.

Kolen (1999) also warned that sufficient differences could exist between CAT and
P&P tests, such that the construct measured could be affected and various subgroups
might favor one mode over the other. If examinee preferences do exist across adminis-
tration modes for an operational test, that would be a fairness concern. Because of the
inherent differences between CAT and P&P administration, Wang and Kolen (2001)
recommended that comparability be carefully established and evaluated. The thorough
research and evaluation conducted by the ASVAB testing program prior to implementing
CAT administration (Sands, Waters, & McBride, 1997) represents an example of the
level of consideration that might be needed to alleviate fairness concerns, especially if
CAT and P&P scores are to be used interchangeably.

Alternate Takes on Mode of Administration

There are a couple of variations on mode of administration that should be considered
also with regard to score comparability. The first variation pertains to Internet delivery
of computerized tests. The comparability between P&P and Internet administrations has
not received a lot of attention in the realm of mode effects (Baumer, Roded, & Gafni,
2009; Naglieri et al., 2004). The second variation pertains to the use of unproctored
Internet administration.

Internet Delivery

A notable concern associated with Internet delivery (also referred to as online testing)
is that equipment and/or configurations can vary across administration locations, resulting
in a loss of standardization (Bennett, 2003; Bridgeman, Lennon, & Jackenthal, 2003).
Dorans (2012) raised fairness concerns associated with a loss of standardization in testing
due to the increased use of technology. Naglieri et al. (2004) advised that the effects of
mode of administration and the delivery method should both be studied to ensure the
appropriate use of tests on the Internet. If a testing program utilizes Internet delivery of
a computerized test in conjunction with local delivery or P&P administration, but doesn’t
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study its impact (or link scores) across the different modes/delivery approaches, this
invokes the fairness concerns discussed earlier for a presumed linking scenario.

Bennett (2003) highlighted a critical concern about Internet delivery of tests, discussing
ways in which the Internet connection could cause item presentation to vary across
equipment, focusing on possible sources of delays in the administration of items.
Significant delays and/or problems in Internet delivery of several statewide assessments
made the national news in the spring of 2013. In Minnesota, examinees experienced
computer slowdowns, freezes, and other problems. In Indiana, some examinees were
locked out of the testing website during their exams, while others were unable to log
into their exams at all. In Kentucky, school districts reported slow and dropped Internet
connections, resulting in the temporary suspension of online testing. In Oklahoma, servers
crashed, preventing examinees from completing their tests. In prior years, similar problems
were noted with online testing in Wyoming, Virginia, and Texas. Wyoming’s experience
caused the state to abandon online testing and revert back to P&P administration. Across
all of these states, the frequency and magnitude of the problems observed suggested that
the vendors providing Internet delivery were not prepared to handle the kinds of demands
that statewide administration placed on the test delivery system.

Clearly, the types of problems that can occur with Internet delivery of statewide
assessments are a major threat to validity and raise many fairness concerns. Validity
questions include whether construct-irrelevant variance is introduced for examinees with
disrupted sessions. Namely, is the test measuring the same construct across examinees
that are and are not affected by Internet delivery problems? Fairness questions include
whether all students are equitably treated in the testing process (AERA et al., 2014) and
whether scores are interchangeable across disrupted and non-disrupted sessions. Analyses
conducted by independent parties for Minnesota and Indiana in 2013 concluded that
the Internet delivery problems did not affect performance. In Indiana, this conclusion
was drawn on the basis of the fact that examinees that were interrupted had gains across
years as high as examinees that were not disrupted (Stokes, 2013). While this may be
true for the group of interrupted students as a whole, there are likely to have been
individuals that did not experience gains across years as a result of the disruption. Given
the high-stakes nature of the assessments, there was also likely a negative psychological
impact experienced by examinees whose sessions were disrupted.

Unproctored Administration

A relatively new approach to test administration that has been broached primarily
for use in employment testing is unproctored Internet administration (Tippins, 2009;
Tippins et al., 2006). Under this approach, examinees first take an unproctored test via
the Internet and then take a shorter, proctored test to verify that their unproctored scores
represent their abilities. Such an approach would allow greater flexibility about where
initial testing takes place and could reduce costs, but also introduces a number of fairness
concerns. Clearly, cheating would be a key concern with unproctored administration.
Cizek (1999) stated that nearly every research report on cheating has concluded that
cheating is rampant. However, Drasgow, Nye, Guo, and Tay (2009) noted some recent
studies that indicated that cheating on unproctored tests may not be as widespread as
thought for some types of tests. Verification testing is intended to detect cheaters, but
if large numbers of examinees do cheat on the unproctored version, validity of the
unproctored form is threatened, and there might be little cost savings to using unproctored
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assessment. Loss of standardization due to the variation in equipment is also a potential
concern in this scenario, as discussed earlier with regard to Internet delivery. Likewise,
there would be concerns about the comparability of scores across unproctored and
proctored settings. The concerns about a presumed linking scenario discussed previously
would be relevant here too.

Future Considerations

In the future, we could see technology utilized in testing in ways that could result in an
even greater loss of standardization. Pommerich (2012) noted that items and test
characteristics can vary across examinees when CAT administration is used, equipment
can vary across examinees when Internet delivery is used (i.e., if a testing program uses
readily available equipment), and environment can vary across examinees when
unproctored administration is used (i.e., if examinees test in their own home). It is
possible that we could reach the point where no two examinees take a test under the
same conditions. Given the prolific use of smartphones (and more recently, tablets), the
profession will likely need to adapt to new ways of presenting and responding to tests
that have not yet been extensively studied. Who knows what else the future may hold
that could introduce even greater change into how people take tests—examinees taking
tests while riding in self-driving cars or drones, using in-vehicle communication systems,
perhaps? Dorans (2012) expressed a concern that the measurement profession has “lost
sight of the essential need for controlled conditions of measurement” and gave examples
associated with technology-driven assessment. His examples emphasize the importance
of taking active steps to address the limitations of technology-based assessment and
adapt our practices to compensate for them (Pommerich, 2012). Any changes to mode
of administration should raise fairness concerns along the lines discussed in this chapter,
until sufficient research has been conducted to alleviate them.

More Fairness Considerations for Comparing Test Scores
across Different Tests

The issue of comparing scores across different tests is a more extreme scenario than
comparing scores across different modes of administration for the same test. Under this
scenario, scores from two distinct tests that are built to different specifications and
administered to different populations are compared. It is more extreme than comparing
scores across different modes of administration because the two tests are typically separate
entities that are developed independently by different parties. These tests are likely not
developed with any intention of linking scores across the two tests. Further, the linkages
are typically conducted using a convenience sample of examinees that have taken both
tests rather than based on a formal data collection design. If linked scores are used in
place of actual scores to make decisions (Figure 7.1), this is a specialized type of test use
that is probably not validated, and the test that is used to assign a concordant score is
only indirectly being used for its intended purpose.

The discussion in this section focuses on a concordance situation, where the tests measure
similar constructs, have similar levels of reliability and difficulty, and are administered to a
similar population, and focuses on the equipercentile method as the means of linking scores.
Concordances between scores from two college admissions exams, ACT and SAT, will be
used as an example throughout the discussion to provide a familiar context from which to
address fairness issues. The discussion here does not consider a presumed linking scenario
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(Dorans & Middleton, 2012), as simple comparisons of ACT and SAT percentiles will lead
to incorrect inferences about the relative performance of examinees on the ACT and SAT,
due to population differences (Dorans & Petersen, 2010).

A limitation of concordances is that they don’t typically result in scores that can be
used interchangeably (with possible exceptions, such as noted by Dorans, 2004a and
Dorans & Holland, 2000, discussed earlier). Unfortunately, evidence suggests that users
are inclined to treat concordant ACT-SAT scores as if they are interchangeable or as
predictions of scores on the test not taken. Thus, by virtue of making concordance results
available, we create the potential for misuse and misinterpretation of those results, which
raises concerns about fair treatment where concordant scores are used to assist in making
selection decisions. Lindquist (1964) argued against creating ACT-SAT concordances
because of concerns about misuse and misinterpretation; these concerns have not been
alleviated over time. Pommerich et al. (2004) demonstrated that using equipercentile
results for different purposes from which they are intended could give very misleading
results for some examinees. They cautioned that if equipercentile-based concordant scores
are used as a prediction of an individual’s score (a misuse), the consequences should be
considered, since the concordant scores will deviate to some degree from what the actual
scores would be. Equipercentile-based linkages will be fair to the group used to conduct
the linkage, in that equal percentages from the group will be selected using either test
at concordant score points, but they will not necessarily be fair to individuals or specific
subgroups, or to the larger population in which they will be applied (i.e., examinees
taking the ACT or the SAT, but not both).

Brennan (2007) maintained that arguing against using comparable scores as if they
were interchangeable might be a lost cause, but that cautioning users about potential
errors in doing so is both necessary and possible. This is a call for disclosure that brings
to mind Cole and Zieky’s (2001) fairness recommendation that the measurement
community take a greater leadership role in educating the public about potential
misinterpretations of group differences (not pertaining to concordances) by addressing
them directly in test materials and public discussions. They noted that the new faces of
fairness require measurement professionals to react more directly and forcefully against
instances of test misuse. The importance of disclosure or public education in a concordance
scenario should not be underestimated. Pommerich (2007b) proposed five goals to strive
for when conducting concordance. The goals, labeled the FRANK goals, are modified
here to represent all linkage scenarios:

Flexibility in linking practices;

Responsibility in creating and disseminating linkage results;
Awareness of the limitations of linkages;

Notification as to proper interpretation and use of results;
Knowledge of users and their practices.

AR

In devising her FRANK acronym, Pommerich inadvertently channeled the thinking of
Cronbach (1980), as cited in Linn (1984, p. 45), who stated that “the more we learn, and
the franker we are with ourselves and our clientele, the more valid the use of tests will
become.” Full disclosure will allow test users to make informed choices about how to
use concordance results and to better understand what impact their use may have on
fairness.

On the other hand, Sawyer (2007) expressed a more realistic® viewpoint about the use
of ACT-SAT concordances, stating that there is a sense among users that in the big
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scheme of things, ACT-SAT concordance tables are probably good enough for the uses
they are put to. In some regards, he may be right, as concordant scores are not likely to
be the only basis for an admissions decision. In addition, testing standards and guidelines
indicate that some responsibility for proper interpretation and use of concordance results
should lie with test users, not just test developers (AERA et al., 2014; Joint Committee
on Testing Practices, 2004; NCME Ad Hoc Committee on the Development of a Code
of Ethics, 1995). Feuer et al. (1999) stated that policymakers and educators must take
responsibility for determining the degree to which they can tolerate imprecision in linking.
This might be a bit of a catch-22, however, as many users might be unaware of the
inherent problems with a linkage (i.e., lack of precision, lack of interchangeable scores)
and fail to grasp the implications for decisions that are made on the basis of that linkage.
Thus, the onus of disclosure and education appears to fall back onto the test developer
or whoever conducts the linkage that is provided to users.

In Sawyer’s (2007) perspective, a more pressing concern is that users might think that
concordance between any two tests is unproblematic. Pommerich (2007b) noted that
situations where concordance is not appropriate might be less apparent than situations
where equating is not appropriate. Dorans (2004a) and Dorans and Walker (2007)
proposed an index of reduction in uncertainty (RiU) to help decide whether to utilize
concordance or prediction methods to link two sets of scores, and concluded that a
correlation coefficient of 0.866 is needed between the scores on the two tests to reduce
the uncertainty of knowing a person’s score on one test by at least 50%, given the score
on the other test. By this standard, concordance is not viewed as appropriate for tests
where the correlation falls below 0.866. Fairness is already a concern for a concordance
situation, and it becomes a greater concern when concordances are conducted between
tests that do not correlate at that high level.

Assessing the Interchangeability of Linked Scores

Consistency rates (i.e. the percent of consistent classifications using concordant versus
actual scores) provide evidence of the degree of misclassification that might be expected
by using concordant scores in place of actual scores and serve as a means of approximating
the departure from equity (Hanson et al., 2001). Pommerich et al. (2004) demonstrated
how the disparity between actual and equipercentile concordant scores for examinees
taking both the ACT and SAT I increased as the correlation between linked test scores
decreased. They cautioned that although the equipercentile method will yield score
points that result in the same percentages being selected on either test, the same indi-
viduals will not necessarily be selected. When two tests being linked are highly cor-
related, the consequences of using equipercentile results at an individual level should
not be too severe. However, as the relationship between the two tests decreases and
the consistency of classification based on concordant and actual scores lessens, it might
be meaningless to use equipercentile concordances even at a group level, as intended
(i.e., to set equivalent cutscores). Practically speaking, there may be little point to selecting
equivalent proportions across the two groups if individuals would be classified differently
by the two measures.

Population invariance of linking functions is another means by which to evaluate
whether fairness is likely to be a concern for score linkages. When population invariance
does not hold, linked scores are comparable but not interchangeable, and attempts to
use scores interchangeably could result in unfair treatment of some examinees or groups.
Recently, assessment of the invariance of linkings across important subpopulations® has
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received considerable attention in the measurement literature as a tool to assess the degree
of interchangeability of scores (e.g., Dorans, 2004¢c; von Davier & Liu, 2008). Huggins
and Penfield (2012) noted that the criteria of population invariance in linking functions
(also referred to as score equity assessment) is becoming well-established as a necessary
condition for fairness in tests that employ any form of linking. Score equity assessment
was introduced and placed in a fairness context in Dorans (2004b) as a means to assess
the fairness of a “test score exchange process” (Dorans & Liu, 2009). Violations of
population invariance are a threat to test fairness because examinees from different groups
that have the same score on one test will have different linked scores on the corresponding
test, resulting in potential disadvantages for some group members (Huggins & Penfield,
2012). Dorans (2004b) recommended that score equity assessment be routinely addressed
as a fairness consideration,'® along with differential item functioning and differential
prediction. The instability of linkages over time is another form of lack of invariance
(Thissen, 2007) with implications for fairness too. If the test-taking populations change
over time, a given concordance relationship may no longer hold. To ensure stability over
time, linkages should be updated frequently.!!

Recent applications of score equity assessment focused on score linkages across
variations of the same test (e.g., Liu, Cahn, & Dorans, 2006; Liu & Dorans, 2013). The
same approach can be applied to scores linked across different modes of administration
for the same test or to scores linked across distinct tests. For example, Liu, Dorans, and
Moses (2010) used score equity assessment to evaluate the population sensitivity of the
most recent ACT-SAT concordances. The expectation that concordances are unlikely to
be population invariant (Dorans & Petersen, 2010) was upheld for some groups/
concordances that demonstrated a “substantial degree” of subgroup sensitivity. Other
groups/concordances showed results that were essentially invariant. Likewise, Yin,
Brennan, and Kolen (2004) evaluated invariance of concordances between ACT and
Iowa Tests of Educational Development scores and found population invariance was
upheld for some tests/linking methods, but not others. Dorans and Holland (2000)
recommended creating different concordances for important subgroups when concord-
ance results deviate considerably from invariance. However, the use of different con-
cordances across different gender/ethnic groups, although intended to be fair, could be
viewed as unfair by an undiscerning public, because it means that scores would be treated
differently across groups (Dorans, 2004a). While the measurement community may not
agree as to what can be done about lack of invariance in a concordance situation, we
would all benefit from a public discussion (i.e., full disclosure) of the issues and the
implications for common uses of the concordances.

Concluding Comments

Fairness proponents advocate promoting fairness at all stages of assessment from
conception through score usage (Cole & Zieky, 2001; Downing & Haladyna, 1996;
Kunnan, 2000; Willingham & Cole, 1997; Zieky, 2006). If linked scores are to be used
to make decisions about examinees, then that type of usage should ideally be accounted
for in fairness planning and evaluation. Xi (2010) demonstrated how a fairness argument
might be built and substantiated in the context of a validity argument. Her fairness
argument included a series of rebuttals that might “challenge the comparability of scores,
score interpretations, score-based decisions and consequences for sub-groups” on the
TOEFL iBT. She noted that to substantiate the argument, evidence has to be obtained
that supports the comparability of the score-based interpretations and uses for relevant
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groups. It appears that the question of whether it is fair to compare scores that have
been linked across different modes of administration could be readily incorporated into
a fairness argument such as this for a specific test of interest.

Ideally, the question of whether it is fair to compare scores that have been linked
across different tests would also be incorporated into a fairness argument (most likely
pertaining to the utilization of test scores), but this is a more awkward proposition given
that a test is usually developed and evaluated as an autonomous unit and fairness is
usually addressed with regard to a single test. This brings us back to the question raised
earlier of whose responsibility it is for the proper interpretation and use of linkage
results, especially when the linkage involves two distinct tests. Although test users have
a number of responsibilities pertaining to test score use (AERA et al., 2014; Joint
Committee on Testing Practices, 2004; NCME Ad Hoc Committee on the Development
of a Code of Ethics, 1995), it might seem logical to expect that if a test developer creates
a linkage between scores on their test and an external test and disseminates that linkage
to users, then the test developer should explicitly account for that type of usage in a
fairness argument or framework. Conversely, if a user develops a linkage between two
distinct tests independent of the test developers, then the responsibility of the fairness
argument should, in theory, lie with the user. Unfortunately, test developers are not likely
to develop a fairness argument for comparing scores that have been linked across different
tests because it involves a test that falls outside of their scope of control and because
aspects of the fairness argument (i.e., establishing predictive equivalence) would require
the involvement of test users.

At the heart of the matter when using a score linkage to make decisions is the
interchangeability of the linked scores (or lack of interchangeability of scores). In terms
of the fairness properties outlined earlier, interchangeable scores imply distributional
equivalence, construct equivalence, and predictive equivalence, while comparable scores
imply distributional equivalence only. Fairness will always be threatened to some degree
if analyses suggest linked scores are comparable but not interchangeable, but scores are
used interchangeably anyway. However, in any linkage, even an equating, scores are not
likely to be perfectly interchangeable. Liu and Walker (2007) maintained that the issue
should be one of degree, namely whether requirements are met sufficiently such that
scores can be treated as interchangeable, within a reasonable amount of error. Some
tools were discussed earlier to evaluate whether scores can reasonably be treated as
interchangeable.

If linking conditions are such that interchangeable or nearly interchangeable scores
are not possible, it should be asked whether inappropriate or unfair decisions could
be made or whether inappropriate or unfair conclusions could be drawn as a result. If
the answer is yes, then the linkage might not be defensible. A conservative approach
in such a case would be to maintain separate score scales for the two tests (or modes)
in question, but that might not be palatable to policymakers. If it is necessary to report
the linkage results, then it is of utmost importance to fully disclose all linkage details
and educate users on proper and improper usage of the linked scores. Knowledge of user
practices is helpful to the degree that consequences of misuse and/or misclassification
can be taken into consideration when providing guidance. The amount of error in linked
scores should be reported and explicitly discussed so that users can make an informed
decision on whether and how to use the linkage results. In sum, test developers should
be FRANK when conducting and reporting the results of a linkage, to better facilitate
fair test score use.
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If this chapter has made anything clear, it is that defining what is and what is not a
fair use of linked test scores is likely to remain a somewhat arbitrary question that is
specific to the test(s) at hand. The test characteristics, test administration/delivery
conditions, testing population(s), examinee characteristics, linkage conditions, linkage
quality, how the linked scores are used, and value judgments of test users will all play a
role in determining fairness. As such, the answer to the questions of whether it is fair
to compare scores that have been linked across different modes of administration and
whether it is fair to compare scores that have been linked across different tests can
probably be answered no more definitively than “it depends.” What can be stated
definitively, however, is that future fairness discussions and evaluations should be
broadened to include the types of test score usage addressed here.

Notes

1. The views expressed are those of the author and not necessarily those of the Department of
Defense or the United States Government.

2. The Standards for Educational and Psychological Testing (American Educational Research
Association, American Psychological Association, & National Council on Measurement in
Education, 2014) address broader types of linked scores in a chapter on scales, scores, norms,
cut scores, and score linking, but not from a context of fairness. The chapter on fairness in
testing raises the issue of score comparability pertaining to test accommodations, adaptations,
and modifications, but makes no mention of the fairness of comparing test scores across
different tests or modes of administration.

3. One exception is Willingham and Cole (1997), who addressed computer-based testing from a
fairness perspective in their seminal book on gender fairness.

4. One exception is Dorans (2004a, 2012), who raised some specific fairness concerns associated
with linkages between ACT and SAT scores.

5. Predictive equivalence is called for here instead of correlational equivalence, consistent with
Dorans’ (2004b) notion that differential prediction studies are preferential to differential validity
(i.e. differential test/criterion correlation) studies.

6. Holland and Dorans (2006) stated a preference for the term “comparable scales” over
“comparable scores” to make it clear that it is the score distributions that have been made
comparable, not the scores (N. Dorans, personal communication, October 17, 2014). Because
the focus here is on scores and score usage, the term comparable scores will be used rather
than comparable scales.

7. The meaning assigned here to the term calibration is not to be confused with other meanings
that have historically been applied, including vertical scaling and estimating item response
theory item parameters to be on a common scale (Holland, 2007; Kolen & Brennan, 2014). In
the latter case, a variation such as scalibration might be more appropriate in the context of
linking, since a scaling component is often required to ensure that the calibrated parameters
are on the desired scale.

8. Realistic in that institutions are not inclined to validate and use ACT and SAT scores separately,
even when advised to do so if feasible (R. Sawyer, personal communication, August 4, 2014).

9. Concerns about the classification of individuals into groups (addressed earlier) are relevant
here.

10. An SAS macro to compute systemized score equity assessment is presented in Moses, Liu, and
Dorans (2010).

11 Linkages between ACT and SAT scores were conducted in 2010, 1997, 1991, and earlier. The
current ACT-SAT concordances will need to be updated once again, following substantial
changes to the SAT projected for 2016. The need for updated concordances highlights another
problem with linkages between different tests; namely, every time a content or scoring change
is made to one of the tests, the linkage needs to be updated. The upside, however, is that the
instability of linkages over time is less likely to be a concern the more frequently a linkage is
updated.
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8 Comparing Test Scores across
Grade Levels

Katherine E. Castellano! and
Michael J. Kolen?

Introduction

Educational policies and initiatives, such as the Race to the Top Grant program (United
States Department of Education, 2009) and the Elementary and Secondary Education
Act (ESEA) Flexibility waivers (United States Department of Education, 2012), increas-
ingly require comparisons of student test scores across grade levels to inform classifications
of student progress, teacher/leader effectiveness, and school accountability. In response,
state testing programs have developed sophisticated longitudinal student databases
and chosen specific measures that use longitudinal student test score data for each of
their intended uses. However, while a few studies and programs (e.g., Buzick & Laitusis,
2010; Colorado Department of Education, 2013b; Lakin & Young, 2013) have investi-
gated some fairness considerations for particular subgroups, comprehensive collections
of supportive evidence are rarely reported that validate the uses of the chosen measures
or demonstrate that the measures can support their prescribed interpretations for all
relevant student groups. For test scores from a given grade-level, content area assess-
ment at a single point in time, there are established procedures for investigating fairness
considerations, such as fairness reviews of the items, differential item functioning (DIF)
studies, differential prediction, and assessment of a common factor structure across groups
(e.g., Buzick, 2013). However, no clear procedures have been established for investigating
fairness considerations for measures comparing test scores across multiple time points.

We argue that providing evidence of fairness for relevant subgroups for each grade-
level, content area assessment of interest is not sufficient for establishing fairness for the
same relevant subgroups when comparing test scores across those grade levels.
Accordingly, Standard 3.15 in the Standards for Educational and Psychological Testing
(the Standards) (American Educational Research Association, American Psychological
Association, & National Council on Measurement in Education, 2014) also pertains to
cross-grade comparisons: “Test developers and publishers who claim that a test can be
used with examinees from specific subgroups are responsible for providing the necessary
information to support appropriate test score interpretations for their intended uses for
individuals from these subgroups” (p. 70).

In this case, we are not concerned with “a test,” but several tests that are used in
the cross-grade comparison measure of interest. As testing programs often report aggre-
gated cross-grade comparison measures, such as mean Student Growth Percentiles by
relevant subgroups, including gender and race/ethnicity, Standard 3.17 is also pertinent:

When aggregate scores are publicly reported for relevant subgroups—for example,
males and females, individuals of differing socioeconomic status, individuals differing
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by race/ethnicity . ..—test users are responsible for providing evidence of com-
parability and for including cautionary statements whenever credible research or
theory indicates that test scores may not have comparable meaning across these
subgroups.

(p- 71)

Establishing fairness, such as comparability of the measure across time for relevant
subgroups, requires additional considerations than those at a given time point as there
are more “moving parts,” including a shift in time and test content. The shift in time
could produce shifts in test administration conditions and shifts within individual students
in terms of not only their mastery of the construct, but also their individual characteristics
or classifications (e.g., changes in gifted status, free-reduced-price lunch status, and
maturity) that might not be a component of the intended construct but affect performance
on the assessments. These shifts add complexity to evaluating fairness considerations as
it may be difficult, for instance, to isolate any differences among subgroup cross-grade
performance to psychometric inadequacies in the measure versus real differences in
subgroup performance on the desired construct(s) across grade levels. Thus, generally,
threats to validity with respect to scores measured at multiple time points are magnified
relative to a single time point and additional fairness considerations can arise.

In this chapter, we highlight some key considerations when evaluating fairness related
to measures comparing test scores across multiple grade levels for individual students
from different subgroups and aggregated subgroup performance. We pose critical
questions to guide this process and provide some examples for each measure of interest,
but we do not purport to have all the answers. Rather, this chapter encourages further
discussions and research to help establish clearer guidelines for testing programs to use
and follow when collecting fairness evidence for their cross-grade comparison measures.

Key Definitions

Before positing fairness considerations, we define key terms or concepts integral to this
chapter. First, “comparisons of test scores across grade levels” certainly corresponds to
“student achievement growth” measures, but given that “growth” can take on various
meanings depending on the context and purpose (Castellano & Ho, 2013a), we use the
phrase “comparisons of test scores across grade levels” to clarify our use and employ a
definition that applies to all the measures of interest.

Second, like Castellano and Ho (2013a), we define “model” loosely to refer not only
to a statistical model but also to the entire “collection of definitions, calculations, or rules
that summarizes student performance over two or more time points and supports
interpretations about students, their classrooms, their educators, or their schools” (p. 16).
We use “measure” to refer to the specific statistic used to describe student or sub-
group cross-grade performance. For instance, the student-level measure in the gain score
model is the gain or difference score, and an aggregated measure may be the average
gain score.

Third, we focus on fairness issues related to the use of cross-grade comparison measures
for comparisons of test scores of individual students or aggregated students over grade
levels. We do not consider other uses for the cross-grade comparison measures, such as
for evaluating educator effectiveness. See Haertel and Ho (this volume, Chapter 12) for
a detailed discussion of fairness considerations when using student test scores to evaluate
educator effectiveness. We highlight considerations for males and females in evaluating
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fairness for each of our cross-grade comparison measures. Gender subgroups have the
advantage of large sample sizes for each subgroup, unlike for some special populations
such as students with disabilities, making empirical analyses feasible without any needed
considerations of small sample issues. However, our focus on gender subgroups does
not mean that we are downplaying fairness considerations for other groups. Rather, we
maintain that fairness should be evaluated for all groups in the target population for the
tests of interest.

Fourth, we understand that various stakeholders and parties are involved in defining
the purpose of comparisons of student scores across grade levels and in selecting the
corresponding measure(s), as well as establishing any cut points or rules for interpreting
the measure(s). Accordingly, we use the term “testing program,” or simply “program,”
to encapsulate all entities involved in this process. These may include, for example, a
state department of education, its constituents, such as principals, teachers, and parents,
and its testing company vendor.

Considerations for All Measures of Interest

In this chapter, we consider three general approaches—using vertical scales (e.g., a gain
score or trajectory model), conditional status or normative growth models (e.g., the
Student Growth Percentile model), and comparing performance levels across grades
(e.g., a value table model)—to compare test scores across multiple grade levels and time
points, which differ by the type of test scores they use, the test scale assumptions they
make, and the intended interpretations. Accordingly, we discuss particular considerations
for each of these approaches one by one in subsequent subsections.

We first discuss some fairness considerations that pertain to all three approaches.
Kolen (2006) asserts the quality of linking different assessments is affected by three
key features of the test administrations: “test content,” “conditions of measurement,”
and “examinee population.” He indicates that these three key features work together to
define the construct that is actually measured by the test, which we refer to as the
“construct actually measured.” The construct actually measured can be compared to
the “desired construct” of the test developers, which Haertel and Ho (this volume, Chapter
12) refer to as the “developer construct.” At a given point in time, test content, conditions
of measurement, and examinee population together influence the construct actually
measured. The construct actually measured by a particular grade-level, content area
assessment can be compared for congruence with the developer construct for various
examinee subgroups, and the degree of congruence can be considered in validating the
assessment.

The three test administration features are also applicable in defining the “construct
actually measured over time” versus the “desired construct over time” (or “desired cross-
grade construct”) and thus aid in evaluating the use of cross-grade comparison measures.
In some cases, testing programs use grade-level assessments to measure cross-grade
performance even if they did not explicitly develop the assessments so that they are
aligned with the desired construct over time. In such instances, Haertel and Ho (this
volume, Chapter 12) refer to the desired cross-grade construct as an “application construct”
instead of a “developer construct” because the use of the test scores for cross-grade or
“growth” comparisons is post hoc rather than incorporated into the development of the
test by the test developers. They focus on the importance of validating any application
constructs that may arise given post hoc uses of test scores.
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Ideally, if programs are interested in making cross-grade comparisons, they would
define their desired cross-grade construct a priori and develop the corresponding grade-
level assessments in alignment with this construct. However, many possible scenarios
may exist in which the development of the tests aligns in part, whole, or not at all with
the desired cross-grade construct. For instance, programs may define a desired cross-
grade construct in the early stages of test development, but then alignment to desired
within-grade constructs may take priority, resulting in the tests only being partially
developed to the desired cross-grade construct. In other cases, the desired cross-grade
construct may never be explicitly defined even when test scores are used for making
cross-grade comparisons and thus the program is trying to make inferences to a
desired cross-grade construct that is only implicitly defined.

Throughout this chapter, we highlight the importance of anticipating cross-grade
performance goals of test scores during the early stages of test development. In the
remainder of this section, we discuss the three key test administration features that define
the construct actually measured over time with the desired construct over time. We also
provide an example that illustrates how considerations for fairness in measuring cross-
grade performance can conflict with considerations for construct validity, and may result
in programs having to weigh these competing priorities in test development or consider
the use of a different set of tests for the purposes of assessing within-grade and cross-
grade performance.

To aid in making fair cross-grade comparisons, some key test content considerations
are:

(a) Over what content is cross-grade performance being defined?
(b) To what extent is the intended content across grades comparably assessed for all
relevant subgroups?

The first critical question prompts testing programs to consider first what inter-
pretations they want their cross-grade performance measure to afford. Clear definitions
of the knowledge, skills, and abilities over which the program wants to be able to make
statements of student change or progress—be it absolute or normative—pushes the
discussion of cross-grade performance into the early stages of test development instead
of choosing a measure post hoc to apply to tests that may or may not afford the desired
interpretations. Such discussions can inform the selection of adjacent-grade common
items if building a vertical scale and in defining performance level descriptors, which is
particularly critical for comparison of performance level approaches. Clear definitions
of the content over which the program is interested in making cross-grade performance
inferences can also be important for conditional status models; that is, when the content
is defined as following a developmental continuum, conditional status measures can
afford student growth or progress inferences instead of only relative performance
inferences.

This deliberate reflection over what content the program is interested in making
cross-grade comparisons of student performance is also essential for being able to address
the second question regarding the extent that the intended content across grades is
comparably assessed for relevant subgroups. As with fairness content reviews for a given
content area test, testing programs could conduct fairness reviews looking at content
changes from one grade level to the next with a consideration of how such changes might
differentially affect males and females (and other relevant subgroups) and if those changes
align with the desired cross-grade construct.
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For instance, suppose that in reviewing the content of eighth and ninth grade state
mathematics tests, reviewers found that the ninth grade mathematics test emphasized
applied word problems more than the eighth grade test, which may, for instance, involve
inclusion of more constructed response items. The program may then observe in the
data that females tend to perform better than males on the ninth grade test due to females
generally having higher verbal ability. This change in mathematics content may align
with the differences in desired within-grade constructs for grades 8 and 9.

However, this shift in content emphasis may result in fairness considerations when
gauging cross-grade performance. In this scenario, the ninth grade assessment has two
dimensions of content, albeit highly correlated, with one dimension reflecting high-
verbal-demand mathematics content and the other low- to moderate-verbal-demand
mathematics content. There is a gender difference on the first dimension but not the
second. We are then comparing a single score that is a mixture of these two dimensions
in ninth grade to a single score in eighth grade for each student that only reflects the
low- to moderate-verbal-demand mathematics content. Thus, it might be argued that it
is unfair to make this comparison across gender groups as by making the ninth grade
test require higher verbal skills, the playing field is no longer level when comparing
eighth grade to ninth grade scores for males and females. From a fairness perspective in
making cross-grade performance inferences, using tests that only cover the intersection
of material from the adjacent grades might be better substantiated, but from a (within-
grade) construct validity perspective, a program would want to cover the content in the
eighth grade and ninth grade tests fully as opposed to intentionally underrepresenting
either content. In this scenario, we find that goals for construct representation and fairness
in cross-grade comparisons might be in conflict.

This conflict arises in part because of a possible misalignment between the desired
construct for each grade-level assessment and the desired cross-grade construct. Such a
conflict might be addressed by developing separate assessments for the purpose of
adequately covering each of these constructs. Alternatively, it suggests an empirical
check for fairness in using cross-grade performance measures. If a program finds large
differences in cross-grade performance between subgroups, such as males and females,
it could re-estimate each subgroup’s cross-grade performance using only the intersection
of content across the grades of interest to determine if the difference is due to a differ-
ence in a rate of mastery of the intended content across grade levels or to differential
performance on non-overlapping content. Consideration of the test content can potentially
help explain observed differences between groups for any of the approaches of interest,
but the implications may differ by approach. We thus return to this illustrative subgroup-
by-content-interaction example in each of the subsequent sections.

Evaluating the extent to which content is assessed comparably across subgroups
(question (b)) relates to how the assessed content for relevant subgroups is aligned to
the desired cross-grade construct. To address this question fully, we need to consider all
three test features—content, measurement conditions, and examinee population—which
we do at the end of this section.

Another threat to accurate assessment across grades for relevant subgroups is shifts
in the conditions of measurement. The following questions are thus useful to consider:

(a) Under what conditions should student test scores not be compared across time?

(b) To what extent do assignment rules and protocols for accommodations change across
time, and do these changes affect score comparability in general or differentially by
relevant subgroup?
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Question (a) is a general question that should be one of the first questions posed to
help guide inclusion and exclusion rules when estimating cross-grade comparison
measures. With regard to question (b), consider, for instance, that the program changes
the test timing accommodations assigned to students with attention deficit disorders
from Time 1 to Time 2 so that the allotted extra time is more consistent with research
on the amount of extra time such students need on a test. If a larger proportion of males
in the student population are diagnosed with attention deficit disorders than the
proportion of females, the change in testing conditions will have a higher relative impact
on males than females.

Programs should evaluate how any changes in measurement conditions affect test
scores and review the proportion of each relevant subgroup affected. Such evidence could
be useful in explaining any differences found in subgroup performance. For instance, if
the difference in the male and female mean gain scores (or Student Growth Percentiles
for fourth grade mathematics given third grades scores) is consistent every year, but this
difference changes substantially the year a change in time accommodations is imple-
mented, then the accommodation change could be the reason for that performance
change. Such a change is perhaps indicative of the program obtaining a more accurate
assessment of the proficiency of students with attention deficit disorders, which affects
the male mean more than the female mean.

If the program does observe a sudden change in the difference in average cross-grade
performance measures, to investigate further, the program could look at the aggregated
cross-grade comparison measure for male and female students who do not have attention
deficit disorders and were not affected by the accommodation change. If those means
are comparable, the accommodation change would explain the observed difference in
male and female performance.

Just as defining the intended content and conditions of measurement over which a
program wants to make cross-grade performance inferences is critical, so is defining the
intended examinee population, making the following questions relevant:

(a) Who is the intended examinee population for the cross-grade comparisons?

(b) To what extent is the intended examinee population represented the same in the
actual test taker sample in each grade? Does a particular subgroup’s representation
change over time?

Question (a) prompts the testing program to define clearly the intended population
of students for whom they want to make cross-grade comparisons. Question (b) prompts
an empirical analysis of the test taker sample to confirm whether the test takers represent
the intended population and to take note of any demographic shifts in the test taker
population over time that may then help in explaining any subgroup differences found
on the cross-grade performance measure.

For instance, cross-grade comparison measures require at least two years of consecutive
test score data, so differential missingness or longitudinal “matched” data rates can affect
aggregate summaries of student cross-grade performance, as Lakin and Young (2013)
discuss for English language learners. Here, suppose males have a lower match rate than
females for data over Times 1 and 2, then when summarizing male and female cross-
grade performance with the average gain score, Student Growth Percentile, or transition
values, the male average may not adequately summarize the performance of males over
time. This concern is particularly an issue if the students who are missing data at either
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Time 1 or Time 2 are distinct from those students who do have complete data, which
is generally the case. That is, migrant or economically disadvantaged students may be
more likely to have missing data and tend to have lower achievement scores and different
patterns (or trajectories) in change in performance over time than their affluent peers.
Thus, it is important for programs to clearly define their intended population when
making cross-grade comparisons and empirically verify the extent that the actual sample
of students with available data matches this intended population. Any mismatch could
help explain differences found in subgroup performance and should be documented.

Taken together, test content, conditions of measurement, and examinee population
over multiple grades determine the construct that is actually measured versus the desired
construct across those grade levels. To address the second test content question we posed
regarding the extent the intended content across grades is comparably assessed for relevant
subgroups, we recommend using targeted statistical analyses as is typically done for a
given grade. We propose some possible methods that serve as starting points for
establishing such procedures.

One such analysis involves comparing the factor structure across subgroups, such as
males and females, over the current and prior grades of interest for the cohort of interest.
More specifically, the program could compare the factor structures at Time 1, say for
eighth grade, for males and females and then do the same at Time 2 for ninth grade.
Subsequently, the program could compare changes across the genders in the factor
structures from Time 1 to Time 2 and consider whether these changes are consistent
with the desired cross-grade construct. See Liu and Dorans (this volume, Chapter 5) for
further discussion of factor invariance studies.

A second method might be an application of DIF procedures to multiple grades. For
instance, conduct DIF analyses by matching students on prior year scores and then
investigating DIF for each individual item on the current year test across gender and
other relevant subgroups. That is, compare the regressions for males and females of item
scores from Time 2 on total score for Time 1. As with traditional DIF analyses, any
flagged items need to be reviewed by content experts to determine whether the differences
in regressions for males and females were due to differences in item functioning that
was not expected given hypothesized differences for males and females in performance
on the desired cross-grade construct. See Penfield (this volume, Chapter 4) for a more
detailed consideration of DIF procedures.

Yet, a third procedure might involve investigating differential prediction, which Liu
and Dorans (this volume, Chapter 5) discuss in detail. Such analyses involve determining
the extent that regressions of current total scores on prior total scores are the same for
males and females (as well as other relevant subgroups). Again, if any differential prediction
is found, we would need judgmental follow-up analyses to determine why. Such
determinations may be difficult to make, but we are arguing that careful deliberations
that we are accustomed to making for a given grade-level test are exactly what are needed
for evaluating fairness of cross-grade performance measures.

In the following sections, we consider three general cross-grade comparison approaches
—using vertical scales, conditional status models, and comparing performance levels
across grades—in more detail in their respective sections. We only briefly discuss
comparing performance levels given this approach is not as widely used or considered
for use as approaches that take advantage of vertical scales or model conditional status.
We first describe each approach and then discuss additional fairness considerations in
using the approach to describe cross-grade performance for relevant subgroups.
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Vertical Scaling and Comparing Test Scores across Grade
Levels

Vertical scaling (Kolen, 2006; Kolen & Brennan, 2014) involves placing scores on tests
that are intended to assess a similar construct, but that differ in difficulty, on a common
score scale. Vertical scaling has been used with elementary achievement test batteries
such as the Iowa Tests of Basic Skills (ITBS) (Hoover, Dunbar, & Frisbie, 2003) and in
state-based NCLB educational achievement batteries. More recently, the Partnership for
Assessment of Readiness for College and Careers (2014) and Smarter Balanced Assessment
Consortium (2014) assessment consortia are developing vertical scales for their assessments
that are aligned to the Common Core State Standards (Council of Chief State School
Officers & National Governors Association, 2014). Scores on vertically scaled tests typically
are intended to be compared to one another. For example, consider a student who takes
a vertically scaled test in a particular achievement area in grades 3 and 4. The difference
between scores for this student in the two years is often interpreted as a measure of the
amount the student has learned from third grade to fourth grade. The magnitude of this
score change may also be compared with that of another student to compare the amount
of learning from third grade to fourth grade for these two students.

The development of a vertical scale requires that: (a) tests at different grade levels are
on a developmental continuum; and (b) data be collected that allow the placement of
scores on tests that differ in difficulty on the same scale. We first review models for using
vertical scales to compare test scores across grade levels. Subsequently, we pose critical
questions and discuss pertinent evidence for addressing these questions when evaluating
the fair use for relevant subgroups, such as males and females, of cross-grade comparison
models that use vertical scales. Such discussion includes consideration of the develop-
ment and properties of the vertical scale for the multiple grade-level tests of interest.

Models for Comparing Scores

The amount that an examinee’s score changes from one year to the next provides a
simple model for comparing scores across grade level. If one examinee’s scores increase
more than another examinee’s scores, then the first examinee is said to have learned
more during the year than the other examinee.

Scale anchoring studies (Kolen & Brennan, 2014) can also be conducted to augment
a vertical scale by adding meaningful statements of what students know and are able to
do across grades at various points along the score scale. Scale anchoring studies depend
on subject matter experts developing descriptions, based on which items map to various
points along the score scale representing performance at various grade levels. The use
of a vertical scale with scale anchoring allows educators to develop descriptions of what
a student knows and is able to do at Time 2 versus Time 1 when students take different
grade level tests at each time point.

In addition to comparing scores at two points in time, student growth trajectories
over multiple years can be fit when students have scores on the vertical scale over
multiple years. Such trajectories can be fairly simple (e.g., the trajectory model) (Hoffer
et al,, 2011), or can be modeled with complex statistical models (e.g., growth curve
models) (Rogosa, Brandt, & Zimowski, 1982; Singer & Willett, 2003). These models can
be used for describing individual student trajectories as with growth curve models (e.g.,
shapes of curves, variation in initial status or rates of change, etc.) or in predicting future
performance, as is typically done with the trajectory model to predict if students are on
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track to a target score (e.g., the “proficiency or college and career” readiness cut score
in a future grade). Note that in the latter case, predicted scores result from extrapolating
individual student trajectories to future time points, assuming, for instance, linear change,
instead of with a prediction equation.

At the aggregate level, the average change in scores from one year to the next can be
used as a description of the amount of change observed for the subgroup. Multilevel
models can be used to examine growth trajectories for groups of students.

Considerations for Evaluating Fairness

The extent to which vertical scale approaches afford fair interpretations about the change
in student performance over time for relevant subgroups depends on a number of factors
related to the development of the test specifications, construction of the vertical scale,
and technical properties of the resulting measure (e.g., precision of gain scores). However,
to determine whether the vertical scale approach provides the same cross-grade
performance interpretations for all relevant subgroups, a testing program must first
answer the question: What are the intended interpretations when using this approach?
This question may be more straightforward to address for vertical scale approaches than
for the other two approaches considered in this chapter. Generally, when using a vertical
scale to compare student performance over time, the goal is to measure how much
students have learned from Time 1 to Time 2. For the vertical scale to support such
interpretations, the test content across grades should represent a developmental continuum
of the content area of interest, meaning that such a continuum must first be theorized
and clearly defined (i.e., the desired cross-grade construct). Subsequent verifications
involve a judgmental evaluation of the content specifications of the test within each grade,
of how the content changes across grades, and how well the common items used to place
scores on the scale represent the intended content changes across grades. Such evaluation
requires the testing program to provide clear and complete information about the test
content specifications both within and across grades.

Another fundamental assumption for a vertical scale to support cross-grade perform-
ance inferences is that the underlying vertical scale has equal interval scale properties.
That is, a particular score difference from Time 1 to Time 2 indicates the same difference
in achievement along the entire scale. For example, a gain of 10 points for a low scoring
student is taken to indicate the same amount of increase in achievement as a score
increase of 10 points for a high scoring student and likewise for a mid-scoring student.
There is a thoughtful and ongoing debate in the field whether test scores can have this
property (see, e.g., Ballou, 2009; Borsboom, 2005; Briggs, 2013; Domingue, 2014; Michell,
1997, 2008; Mislevy, 2006; Mosteller, 1958; Yen, 1986). But to use vertical scales to
measure cross-grade performance, testing programs are tasked with substantiating this
claim with supporting evidence.

Once the intended interpretation of using a vertical scale for measuring cross-grade
performance is established, the key fairness question is then: Are differences in scores
appropriate for all relevant subgroups for describing cross-grade performance? We first
recall the gender by content interaction example about the shift in content from the
eighth to ninth grade mathematics test to a greater emphasis on word problems that was
presented in the introduction. If this shift in content is intended, then it should be
reflected in the choice of adjacent grade common items or the content specifications of
a scaling test, depending on which is used to create the vertical scale. We will focus on
the selection of common items.
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Consider the situation regarding eighth and ninth grade mathematics tests described
in the first section of this chapter. Assume the following: (a) The program intends for
the ninth grade mathematics test to have more applied word problems and, thus, to
require a greater emphasis on reading than does the eighth grade test. (b) The common
items that are used to assess change from eighth to ninth grade fully represent the
content of the eighth and ninth grade tests. (c) Females have higher reading skills than
males. In this case, a finding that females gained more than males from eighth to ninth
grade on the vertical scale would be consistent with the shift in the intended content
from grades 8 to 9.

On the other hand, if the common item set on the eighth and ninth grade tests
contained only eighth grade items, due to fairness concerns that the ninth grade content
will be too difficult for the eighth graders because they have not had yet an opportunity
to learn the ninth grade content, then we might not observe a differential performance
on common items by the ninth grade males and females. That is, the use of only eighth
grade common items could potentially lead to different relative growth patterns for males
and females on the grade-level assessments as compared to on the common items.

Even if the common items are a representative mix of eighth and ninth grade content,
an observed higher mean gain for females could be misinterpreted as simply a higher
gain in mathematics ability from eighth grade to ninth grade than for males if test users
(e.g., school administrators, policymakers, etc.) are not aware of the shift in test content
across these grade levels or how this shift differentially affects groups. Accordingly,
fairness issues could potentially arise in interpretation even when the cross-grade
performance measure accurately reflects true differences in changes in abilities over the
tested content across time, which constitutes, in part, the construct actually measured
as opposed to the desired construct. For fairness considerations in cross-grade inferences,
programs may find that they are actually interested in the intersection of the content
across grades instead of the union of the content. Accordingly, the desired cross-grade
construct might be at odds with the desired within-grade constructs. Fairness and construct
validity evidence for within-grade scores may be in conflict with fairness and con-
struct validity evidence across grades. Ultimately, programs may decide they need two
separate sets of tests to assess performance within and across grades adequately.

Another source of relevant evidence to determine whether gain scores are appropriate
for all relevant subgroups is comparing effect sizes for subgroups across groups and time
points. For instance, a program could compare the male/female effect size at Time 1 to
that effect size at Time 2 on the administered tests to these gender effect sizes on the
common items. This check assumes that the set of adjacent grade common items is the
best representation of the program’s definition of the construct over which they want to
assess cross-grade performance and thus a mismatch between the comparability of the
male/female effect size at Time 1 compar