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Preface

The 2017 SIS Conference aims to highlight the crucial role of the Statistics in Data
Science. In this new domain of “meaning” extracted from the data, the increasing
amount of produced and available data in databases, nowadays, has brought new
challenges. That involves different fields of statistics, machine learning, informa-
tion and computer science, optimization, pattern recognition. These afford together
a considerable contribute in the analysis of “Big data”, open data, relational and
complex data, structured and no-structured. The interest is to collect the contributes
which provide from the different domains of Statistics, in the high dimensional
data quality validation, sampling extraction, dimensional reduction, pattern selec-
tion, data modelling, testing hypotheses and confirming conclusions drawn from the
data. In the mention that statistics is the “grammar of data science”, statistics has
become a basic skill in data science: it gives right meaning to the data. Still, it isn’t
replaced by newer techniques from machine learning and other disciplines but it
complements them. The Conference is also addressed to the new challenges of the
new generations: the native digital generations, who are called to develop profes-
sional skills as “data analyst”, one of the more request professionality of the 21st
Century, crossing the rigid disciplinary domains of competence. In this perspective,
all the traditional statistical topics are admitted with an extension to the related ma-
chine learning and computer science ones. The present volume includes the short
papers of the contributions that will be presented in the 4 invited speaker sessions;
in the 19 specialized sessions; in the 11 solicited sessions; in the 6 foreign societies
sessions and in the 17 contributed sessions as well as, in the panel session.

Rosanna Verde
President of the Scientific Programme Committee

Alessandra Petrucci
President of the Local Organizing Committee

Alessandra Petrucci, Rosanna Verde (edited by), SIS 2017. Statistics and Data Science: new challenges, new generations.
28-30 June 2017 Florence (Italy). Proceedings of the Conference of the Italian Statistical Society
ISBN (online) 978-88-6453-521-0 (online), CC BY 4.0, 2017 Firenze University Press






Determination of basis risk multiplier of a
borrower default using survival analysis

Determinazione del moltiplicatore di rischio di base di
un default mutuatario attraverso un’analisi di
sopravvivenza

Alexander Agapitov, Irina Lackman, Zoya Maksimenko

Abstract The provided research is directed to identification of the predictors affect-
ing at sizes of basis risk multiplier of a loan default for a certain period. Survival
models (Cox proportional hazard models) taking into account a grouping sign of
rating of reliability of borrowers are put in the basis of calculations. In the con-
ducted research data on loans in the Californian company Lending Club which is
engaged in equal crediting were used. The borrower for whom the risk of approach
of a default by a certain period was predicted acted as an object of the research.
Abstract Lo scopo dell’analisi é quello di individuare gli elementi che influenzano
il valore dei moltiplicatori del rischio base relativamente al mancato pagamento del
prestito per un certo periodo. L’analisi e condotta mediante dei modelli di soprav-
vivenza (modelli a rischi proporzionali; modelli di Cox), tenendo conto del gruppo
di reputazione e dell’affidabilita dei debitori. Nella ricerca effettuata sono stati uti-
lizzati i dati sui prestiti di una societa californiana Lending Club, che si occupa
della concessione del credito. L’oggetto della ricerca era il debitore, per il quale é
stato determinato il rischio di insolvenza ad un certo periodo.
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1 Introduction

Lending to individuals implies the consideration of all possible risks that could lead
to the borrower obligation default. In the context of economic crisis the problem of
population debt incurring becomes extremely urgent. In this regard, it is important
to be able to identify correctly the multipliers of the basis risk of borrower default
for a certain period, taking into account characteristics of both the borrower and
features of the credit product. The survival analysis may serve as one of the tools
for solving such problems.

The main advantage of the survival analysis compared to other models of credit
scoring is the model ability to work with the right censoring data, i.e. when the
event (the default) for the object is not observed during the exploration period (for
example, the borrower has already paid back the loan in full or he/she is still paying
it at the end of the exploration period). Another advantage of survival models is the
opportunity not only to assess whether the borrower will pay (will not pay) the loan,
but also the possibility of estimating the time of loan obligation fulfillment in good
faith. Here, the time of loan obligation fulfillment in good faith will be assumed as
a conventional ”survival” of the borrower for the Bank, i.e. we consider that for the
Bank the borrower has died if he/she ceases to make payment of loan installments
on time.

There are many studies using the survival analysis to estimate the default of
banks:

1. Survival analysis of private Banks in Brazil in the period of 1994-2007. [1]

2. Bank failure prediction: a two-step survival time approach (the joint research of
the University of Vienna and the National Bank of Austria) [3]

3. Start-up banks default and the role of capital (the research of the Bank of Italy
according to the data of 1994-2006) [4]

There are also studies where the survival analysis is applied to examine the bor-
rower’s default:

1. Survival analysis methods for personal loan data [6]
2. Credit scoring with macroeconomic variables using the survival analysis [2]
3. Survival analysis in credit scoring: A framework for PD estimation [5]

2 Data

In our research we used loan data of the Californian company Lending Club, one of
the largest peer-to-peer lender in the USA. The summary table on loans was taken
from the Kaggle portal a platform holding competitions in the analysis of data. The
sample is consisted of 887 379 observations for the period of 2007-2015. For this
research we used 36-month loans, the final dataset comprises 602,871 loans.
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The risk of event (default) occurrence was predicted for the borrower who was an
object of observation. This object was under observation and therefore the borrower
was included in the credit risk group: at any period of time there may occur an event
when the borrower leaves the risk group. Observation period starts from the moment
when the borrower takes a loan and finishes when the borrower default occurs.

The independent variables (predictors) are characteristics of an object, which
may influence the risk of event occurrence. We used the following predictors: in-
terest rate on the loan, employee tenure, annual income, the region of the borrower
inhabitation, residential property, credit history (the first loan), loan amount, loan
purpose and financial reliability of the borrower calculated by Lending Club on the
scale from A to D where A is the best possible grade and D the worst.

3 Survival analysis

At the first stage of the study the method of Kaplan-Meier was used to identify
determinants of the borrower which are predictors of the loan obligation fulfillment
in good faith. The graphs of survival functions obtained by using the Kaplan-Meier
estimates have shown that the most predictors have significant differences between
the group alternatives. Thus, it is possible to make a conclusion about the expediency
of survival models application to solve these problems.

At the second stage of the analysis there were tests with a null hypothesis of
the survival indistinction groupwise: the log-rank criterion of Mantel-Haenszel and
the criterion of Gehan-Wilcoxon. The value of statistics, the number of freedom
degrees and significance level for every determinant of the borrower for each test
are presented in table 1.

Table 1 Survival analysis: tests

. Log-rank test Gehan’s Generalized Wilcoxon
Variable
x? statistic Degrees of p-value %2 statistic Degrees of p-value
freedom freedom

Home ownership |968 2 0 987 2 0
Earliest credit line |742 2 0 749 2 0
Interest rate 10887 3 0 11036 3 0
Annual income 2097 6 0 2121 6 0
Funded Amount 183 4 0 196 4 0
Employment length|499 5 0 512 5 0
Region of the US  |130 8 0 131 8 0
Credit purpose 1439 8 0 1395 8 0

Test results showed a statistically significant difference between the groups for
each variable. Thus, it was concluded that in order to build the Cox survival model
it is necessary to use all predictors of the borrower. The choice preference of Cox
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proportional-hazards survival model in comparison with other models was made
after the selection procedures based on Akaike and Schwarz information criterion.

At the third stage of the model construction after a preliminary evaluation of the
generalized data it was decided to evaluate the proportional hazards model, taking
into account the bank’s customer groups of “reliable” and “unreliable” clients re-
ceived by Lending Club. Table 2 shows the results of calculations by multipliers
compared to the basis risk calculated using the Cox model for "reliable” and "unre-
liable” clients respectively.

Table 2: Survival analysis: Cox models

Variable Level Good Bad
. Mortgage 0.899 0.905
Home ownership 0.922 0.946
Earliest credit line from 1990 to 2000  1.115 1.041
after 2000 1.150 1.145

>10% 1.864 —
Interest rate From 15% to 20% — 1416
>20% —  2.009
From 15 to 30 — 0.998
From 30 to 50 0.868 0.934
Annual income From 50 to 75 0.706 0.845
From 75 to 100 0.597 0.741
From 100 to 150 0.548 0.665
>150 0.514 0.636

From 5000 to 10000 1.049 1.228
From 10000 to 15000 1.084 1.332

Funded Amount 1 15000 t0 25000 1.160 1.431
>25000 1.204 1.487
Less than 1 year 0.766 0.943
1 year 0.690 0.868

Employment length From 2 to 5 years 0.691 0.852
From 6 to 9 years 0.717 0.864
10 and more 0.699 0.798
Mountain 1.063 1.000
West North Central  0.992 0.946
East North Central ~ 0.940 0.924
West South Central  0.966 0.926

Region of the US gt South Central ~ 1.128 1.076
South Atlantic 1.050 0.983
Mid-Atlantic 1.062 0.957
New England 0.946 0.870
Credit card 0.867 0.843
Major purchase 0.888 0.874
Other 1.216 0.955

Purpose
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Variable Level Good Bad
Car 0.807 0.899
Medical 1.369 1.136
Small business 1.980 1.322
House 1.044 1.134

Home improvement 1.043 0.978

As a result of the analysis the following conclusions can be made for the "reli-

able” clients:

1.

2.

The risk of debt at higher interest rates remains. The risk for borrowers with high
interest rate is in 1.86 times higher than for borrowers with low interest rate.
”Reliable” clients risk of debt at the same annual income is lower than in the
general model.

. The size of the loan affects the risk of debt less than other factors. Credit larger

than 25 thousand dollars increases the risk in 1.2 times (this indicator increases
the risk in 1.5 times in the general model) compared to the baseline.

. An interesting situation concerning the “credit assignment” variable is observed.

The risk of debt of a borrower with a loan to a small business is in 2 times more
than customers with basis risk. Also the risk of borrowers with credit for medical
services increases; it is in 1.4 times higher compared to the basis risk.

4 Conclusions

”Reliable” clients have a lower risk of debt with high socio-economic indicators
compared to the conventional model. At the same time, borrowers who took credit
for small business have much higher risks.

For "unreliable” borrowers the following risks can be identified:

. Borrowers who live in owner-occupied dwelling bear the risk by 10% greater

compared to borrowers living in rented accommodation.

. The risk of debt for borrowers with interest rates ranging from 15 to 20 percent

is in 1.42 times greater than for borrowers with an interest rate of less than 15%.
For customers who have a loan at the interest rate more than 20%, the risk of
debt is in 2 times more compared to the basis risk.

. Clients with annual income of less than $50 thousand, carry the same high risk

of debt.

. The risk of debt for borrowers whose loan size of more than 15 thousand dollars

is in 1.45 times higher than customers with the basis risk.

. Borrowers living on the East Coast of the USA, on average, carry lower risk of

debt compared to the inhabitants of the West Coast and mountain states.

. The risk of debt for borrowers who took credit for small business is by 32%

higher compared to the basis risk. Borrowers with credit for medical services or



6 Alexander Agapitov, Irina Lackman, Zoya Maksimenko

real estate purchase have the higher risk by 3%. Like in other models borrowers
who took a loan to pay off the credit card debt or to buy a car carry the least risk.

As a conclusion it can be given the following recommendation: in order to reduce
the debt risk for "unreliable” customers, Lending Club Company should be more
careful selecting customers who want to take a large loan (more than 15 thousand
dollars). The high risk of debt is for borrowers with high interest rate.
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School principals’ leadership styles and students’
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Abstract This study exploits the existence of various leadership types in a sample of lower
secondary school principals across Italy (N=1,073). Information is derived by a questionnaire
provided by INVALSI (National Evaluation Committee for Education) about instructional
practices and leadership perceptions. Employing a Latent Class Analysis (LCA), we identify
three subgroups of school leaders. We then analyze if some principal’s individual
characteristics and school context factors are statistically correlated with the probability of
having a certain leadership styles’ attitude. Finally, we provide evidence that schools where
the principal is adopting an “instructional” approach report lower academic test scores.
Abstract La presente ricerca ha lo scopo di indagare [esistenza di diversi stili di
leadership in un campione rappresentativo di scuole secondarie di primo grado italiane
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1. Introduction and existing literature

Research evidence has demonstrated the importance of school leadership in
influencing students’ success in both cognitive and non-cognitive outcomes
(Robinson et al., 2008, Waters er al., 2003). Among school factors, leadership is
second only to classroom conditions in influencing achievement (Day et al., 2009,
Leithwood et al., 2008). Looking for the existence of different leadership styles,
literature has moved from the predominant role of instructional leadership (Smith &
Andrews, 1989) to a more comprehensive vision of school leadership, with a
growing emphasis on transformational, transactional and distributed leadership (Day
et al., 2016, Marks & Printy, 2003, Urick & Bowers, 2014). Given the fact that the
relationship between leadership styles and student achievement/engagement can be
both direct and mediated by the role of teachers in the classroom or by school
contextual conditions, the search for the most suitable model to measure this
association is still fully open (e.g. Grissom et al., 2015). Moreover, school leaders
are characterized by different attitudes and approaches in conducting managerial
activities. So, part of the literature on the topic is devoted to explore how much of
various managerial actions is actually adopted in day-to-day life of school principals
(Bloom et al., 2015, Di Liberto et al., 2015). Moreover, the leadership style is not
only influenced by the managerial content of principal’s activities, but also by a set
of contextual conditions and principals’ individual characteristics (i.e. mediator
factors, Leithwood & Levin, 2005). The current study addresses these issues, aiming
at identifying the existence of different leadership types in a sample of Italian school
principals and establishing how the different types relate to student achievement.
These objectives are pursued through applying a three-step Latent Class Analysis
(LCA), a statistical model that both allows for the identification of subgroups of
individuals within data and to relate this finding to a distal outcome measured (e.g.

Boyce & Bowers, 2016). More specifically, the research questions addressed are:
i To what extent is there one or more than one subgroup (latent classes) of
leadership types (subgroups) from national-level surveys of principals in

Italy around transformational and instructional leadership?

ii. Which are the main factors associated with the probability that a principal
belongs to a specific subgroup of responders?

ii. To what extent is a typology of school leadership in Italy across
transformational and instructional leadership behaviors related to student
achievement on standardized tests?

This research is particularly innovative in the Italian context, where studies about
leadership styles and managerial practices at school are still in an early stage (Bloom
et al., 2015, Di Liberto et al., 2015). Moreover, the topic is particularly interesting in
the policy context, given the approval of a law that empowers the role of school
principals starting from 2015/16 school year (law 107/2015).

The paper is organised as follows: paragraph 2 refers to data and methodology and
paragraph 3 describes the results obtained. Finally, paragraph 4 discusses and
concludes.
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2. Data and Methods

Data used in the study is provided by the National Evaluation Committee for
Education (INVALSI) that yearly assesses the competencies of Italian students in
reading and mathematics at given grades. Current data refer to grade 8, last year of
lower secondary school, and to the school year 2014/15. The test is taken at national
level, but every year a set of schools are randomly chosen throughout the country to
be part of the National Sample (NS), where assessment is monitored by external
evaluators. In 2014/15 wave, the NS is composed by 28,494 students across 1,405
schools. In addition, from 2013/14 school year, NS principals are also asked to fill in
a questionnaire about their schools and the way they manage the organisation. Two
sections of the questionnaire have primary importance for the current analysis: the
one reporting managerial practices used in the school and that containing principals’
characteristics. The kind of questions posed to principals are in line with those
contained in OECD TALIS 2008 and 2013 (OECD, 2010, 2014). This part is
composed by two groups of questions: the first concerns the frequency of application
of a set of instructional leadership practices, with a total number of 12 sub-questions
posed and a four categories Likert scale as response type. The second question
proposes a list of statements (11 items in total) about the leadership role of the
principal in the school. The output of the 23 items has been dichotomized to better
fit the LCA purpose. Descriptive statistics about the cited items are listed in Table 1.

Merging the principal’s questionnaire with the students’ results, the final sample size
is 1,073 schools.

The approach used in the study is a Latent Class Analysis (LCA), a statistical method
from mixture modelling that enables to verify the existence of different subgroups
within data (Muthén & Muthén, 2000, Muthén, 2004). The current model has been
run using Mplus version 7.4.

Figure 1 reports the model employed. Indicators are the only factors taken into
account when investigating the existence of different subgroups across data (step one
of the analysis); in the current analysis, they consist of the two questions posed to
principals about the leadership practices. Looking at descriptive statistics in Table 1,
it can be noticed that the question concerning the role of the school leader (second
half of the table) tends to report a higher level of polarization towards what is
considered the positive answer (high level of agreement). In order to deal with the
trade-off between the number of indicators and the variability across answers, we
only delete the three items with a polarization of answers by 99%-1%, obtaining a
final sample of 20 indicators. Covariates are then used to characterised the
individuals belonging to each group. Being added at step two, none of these factors
are able to influence the groups definition (which takes place at step one). On the
contrary, it helps to explain group differences, stating how much more/less likely the
individuals belonging to a group are to report a specific characteristic (step two of
the analysis). Finally, distal outcomes are used as the outputs of the model and
defined as factors possibly affected by the belonging of an individual to a class. In
other terms, the aim is to identify if across groups there is any statistical difference in
the outcome measured (step three of the analysis).
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Table 1. Descriptive statistics of questions about instructional leadership.

Frequency of use of managerial practices Seldom Often

1. I make sure that teachers’ professional development activities are in line
with the school’s educational objectives.
2. I make sure that teachers work in conformity with school educational

16% 84%

e 6% 94%

objectives.
3.1 observe educational activities in the classrooms. 46% 54%
4. Ipr.0v1de teachers with suggestions for improving their teaching 51% 49%
effectiveness.
5. 1 supervise students’ works 73% 27%
6. When a teacher has a problem in the classroom, I take the initiative to

. o . 7% 93%
discuss with him/her about it.
zpfi ;rtleform teachers on opportunities of disciplinary and educational 304 97%
8. I encourage work which is goal oriented and/or based on the Formative 7% 93%

Offer Plan

9. I take into account test scores when I make decisions on the school
curriculum.

10. I make sure that responsibilities on the coordination of the school
curriculum are clearly defined.

26% 74%

14% 86%

11. I deal with bothering behaviors in the classes. 18% 82%
12. 1 substitute teachers unexpectedly absent. 77% 23%
Opinions about their leadership role Disagree Agree

13. In my job, it is important to make sure that educational strategies,
approved by the Ministry, are explained to new teachers and applied by 6% 94%
more experienced teachers.

14. The use of students' test scores in order to evaluate the teacher's
performance reduces the value of his/her professional judgment.

15 Giving teachers a high degree of freedom in choosing the educational
techniques can reduce teaching effectiveness.

16. In my job, It is important to make sure that teachers’ skills are
improving continuously.

17. In my job, It is important to make sure that teachers feel responsible for
the achievement of school objectives.

18. In my job, It is important to be convincing when presenting new
projects to parents.

19. It is important for the school to verify that rules are respected by

58% 42%

75% 25%

2% 98%

1% 99%

13% 87%

1% 99%
everybody.
20. It is important for the school to avoid mistakes in administrative 59, 96%
procedures.

21. In my job, It is important to solve timetable problems and/or lesson
scheduling problems.
22. It is important that I contribute to maintain a good school climate. 1% 99%
23. T have no possibility to know whether teachers are well performing N o

. . 94% 6%
their teaching tasks or not.

36% 64%

Figure 1. Statistical and Conceptual Model of the Latent Class Analysis (LCA) of
Principal Leadership Styles.
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Indicators

Frequency of managerial Perceptions about
practices application principal’s leadership role

Students’ achievement
(Distal outcomes)

Context factors
(Covariates)

Latent
Classes
C

School context and
compaosition

Mathematics test
score

School principal's

WCIf Reading test score
characteristics

3. Results

3.1. Baseline results: groups of leadership types, individual
characteristics and difference in student achievement

Applying the analysis to the INVALSI data about 1,073 school principals across
Italy, we identify three different groups of leadership styles. Table 2 reports the main
fit statistic tests leading to this finding. The BIC and the LMR test jointly agree
about the number of classes to be considered: the BIC starts to increase in
correspondence to a number of classes equal to four (from 16,925.6 to 16,988.7),
whilst the LMR test is no longer significant with the four classes model (p-
value=0.1387) (Lo et al., 2001, Muthen & Asparouhov, 2006). In addition to that,
entropy of the model keeps on level of 0.707 up to 1 and the Akaike Information
Criterion (AIC) is equal to 16,616.9. To test for the existence of a local minimum in
the best number of classes, we reiterate the model with an additional number of
groups. Results from both BIC and LMR test keep on confirming that three is the
best number of classes into grouping school principals.

Table 2. LCA results and fit statistics.

-Lo LMR
Classes AIC BIC likelihi;)o d test p Entropy
2 16,8512 17,0553 -8,875.0 974.1 0.0000 0.677
3 16,6169  16,925.6  -8,246,6 276.3 0.0000 0.707
4 16,575.5 16,988.7  -8,204.7 82.9 0.1387 0.731
5 16,5522 17,0699  -8,204.7 64.8 0.4366 0.688

Note: AIC=Akaike information criterion; BIC=Bayesian information criterion;
LMR=Lo-Mendell-Rubin likelihood ratio test.
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Figure 2 reports the average proportion by group of school principals, according to
the 20 indicators (reported on the X axis). The vertical dotted line separates the
indicators concerning the frequency of application of leadership and managerial
practices (on the left) from the indicators about the leadership role (on the right). We
named the three groups identified as Adult developers (49% of the total),
Instructional leaders (35% of the total) and Transformational leaders (16% of the
total). Adult developers represents nearly half of the total sample, and show a
particularly high focus on supporting teachers’ development and training and a lower
level of active intervention in classroom activities (Drago-Severson, 2009). In fact,
they demonstrate low levels of presence in the classroom, such as substituting
teachers, supervising educational activities or facing annoying behaviours among
students, so that they can be considered particularly inclined towards adult
leadership. Instructional leaders represent one third of the total sample (35%) and
report an averagely high level of application of the practices reported, which all
concern instructional leadership. They are able to cover all the aspects of educational
practices happening within the school, with the possible risk of posing their role too
close to an operational one. Finally, transformational leaders (16%) are so labelled
given the high level of orientation towards training opportunity information and the
importance of making teachers’ skills improve continuously. These are two pillars of
transformational leadership in terms of the ability to increase teachers’ engagement,
skills and ability (Leitwood & Jantzi, 2000, Marks & Printy, 2003, Robinson et al.,
2008).

Figure 2. Statistical indicator plots of the groups of three leadership styles.
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Note: indicators are reported on the X axis. The vertical dotted line divides questions
about the frequency of use of leadership practices (on the left), from opinions about
the principal’s leadership role (on the right). Adult developers, N=526; instructional
leaders, N=375; transformational leaders, N=172.
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Table 3 reports the results about the covariates used to characterise the groups. Adult
developers is kept as the reference group as it is the largest one, so odds ratio are
reported for significant measures with reference to it. In details, instructional leaders
are 1.92 times more likely to be head of schools located in Central Italy (p-
value<0.05), and 4.55 times more likely to be in Southern Italy (p-value<0.01).
Moreover, instructional leaders are much more likely (29 times, p-value<0.01) to
manage private schools, though it should be noticed the extremely small number of
these kind of schools (which represent the 3% of the overall sample, so it can be that
estimates are imprecise). With reference to the individual characteristics of school
principals, instructional leaders are more likely to be women and older than adult
developers (p-value<0.01), who in turn are more likely to have these characteristics
than transformational leaders (p-value<0.01). Moreover, instructional leaders are
less likely to have a contract of regency (with which principals are in charge of more
than one school) than adult developers (p-value<0.05). Somehow, the fact that they
do not have to manage different schools can give them higher possibilities to actively
intervene in classroom activities. In turn, transformational leaders are more likely to
manage more than one school with respect to adult developers (p-value<0.05).
Finally, instructional leaders are also less likely to be appointed from less than two
years, a span of time that suggests if the principal was already managing the school
when the cohort of students analysed (who attends grade 8) entered the lower
secondary school, two years before.

Finally, Table 4 reports the school average test score in mathematics and reading per
group, the distal outcome employed in the analysis. Results show that students in
schools run by instructional leaders report a significantly different and lower average
score than students’ results in the other two groups and in both the subjects tested.
The average school score tends to be higher in reading than in mathematics, with an
overall mean respectively of 61.3 and 54.5. Though, instructional leaders report an
average school score of 59.6 in reading and 52.8 in mathematics.

Table 3. Means and Odd Ratios for Covariates.

Adult Instructional Transformational
developers leaders leaders
Odds Odds Odds
School principals' characteristics Mean ratio Mean ratio Mean ratio
Average SES index 0.016 - -0.003 0.013
Context: school in Central Regions 0.19 - 021 1.92%*  0.20
Context: school in Southern Regions 0.33 - 0.54 4.55%%* 0.25
Private school 0.01 - 0.07 29.96*** 0.01
Age (years) 55 - 57  1.07¥* 54 0.96*
Gender (female SP = 1) 0.66 - 0.74 2.27%* 0.51 0.44%**
Education (PhD = 1) 0.04 - 0.02 0.03
Experience as SP (years) 9.0 - 10.2 9.2
Temporary contract 0.03 - 0.04 0.02
Contract of regency 0.08 - 0.04 0.38*%* 0.12 1.97*
;ingmted in the school from less than 2 041 ) 031 059% 038

Note: Significance tests are logistic regressions. *p<.10. ** p<.05. *** p<.01.



14 Agasisti, Bowers and Soncin
Table 4. Means and p-values for distal outcomes (grade 8).

de‘l}elli:herslnstructionalTransformational p- p-
(l)p leaders (2) leaders (3) value value Pl'V:sll;e
1vs2 2vs3
School principals' characterics Mean Mean Mean
School average mathematics test 5550 5281 5486 0.007 0056 0.508
score - grade 8
School average reading test score - 6 14 59,61 62.60 0.020 0.005 0.612

grade 8
Note: Significance tests are Pearson chi-square.

4. Discussion and concluding remarks

This study aims at investigating the existence of various leadership types across
Italian lower secondary schools. Moreover, each subgroup of school leaders is
characterized according to individual and contextual characteristics. Finally, the
statistical difference across groups in student achievement is investigated. Applying
a Latent Class Analysis (LCA), we define three subgroups of school leaders, namely
adult developers (49%), instructional leaders (35%) and transformational leaders
(16%). Groups differ in terms of principals’ individual characteristics (age, gender,
type of contract) and institutional/contextual factors (public/private ownership and
geographical location). Finally, we observe a statistically significant difference
across groups in student achievement, with instructional leaders running schools with
lower test scores. In interpreting these results, we are cautious about the direction of
causality (if any) between school principals leadership styles and school average test
scores. In terms of policy implications, results suggest a direction for the evaluation
of school principals. Indicators used in this process should focus on stimulating those
activities which, in turn, show a higher probability to be associated with better
school academic results — for instance, teachers’ training and development. On the
other hand, principals should be less involved in operational activities that could
affect their effectiveness in leading the whole organisation. Future directions of
research should aim at finding patterns of leadership types within specific
approaches to managerial practices (in terms of areas of management, see Bloom et
al., 2015, Di Liberto et al, 2015). This would allow to better investigate the
relationship between leadership styles and managerial practices implemented.
Moreover, it would be interesting to have additional years of data, in order to analyse
weather the effects of leadership are stable over time, in the light of the recent policy
changes.
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educative nei paesi OECD

Tommaso Agasisti, Sergio Longobardi and Felice Russo

Abstract This paper studies the degree of educational poverty in OECD countries
on the basis of last edition (2015) of OECD Programme for International Student
Assessment (PISA). The definition of ‘poor in education’, in terms of PISA data,
refers to the students below the baseline level of proficiency that is required to
participate fully in society. We adopt both one-dimensional and multidimensional
approach to measure poverty in education. In this light, the educational poverty is
analysed by the poverty metrics developed by Foster, Greer and Thorbecke and
those proposed by Alkire and Foster. The main results of our analysis provide a
detailed picture of the degree of poverty relative to student learning in OECD
countries, and they can be considered an analytical tool to improve the quality of
educational systems.

Sommario I/ lavoro analizza il grado di poverta educativa nei paesi OECD sulla
base dell’ultima edizione (2015) del Programme for International Student
Assessment (PISA) dell’OECD. La definizione di povero in ambito educativo fa
riferimento, in termini di dati PISA, agli studenti al di sotto della soglia di
rendimento richiesta per avere una partecipazione attiva nella societa. Per misurare
la poverta educativa viene adottato sia un approccio unidimensionale che
multidimensionale. In questa ottica, si riccore sia agli indicatori sviluppati da
Foster, Greer e Thorbecke sia quelli proposti da Alkire e Foster. I principali
risultati offrono un quadro dettagliato del livello di poverta educativa nei Paesi
OECD e costituiscono uno strumento analitico per migliorare il livello qualitativo
dei sistemi educativi.
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1. Introduction

The targeting of educational poverty eradication/alleviation is largely considered
a very relevant topic and recently it has captured the attention of governments and
international institutions. The main reason of this attention is that poor performance
at school has negative impact on the future educational and socio-economic
attainment of students (Erickson et al., 2005) and long-term consequences for
society as a whole (OECD, 2016).

In this light, the main insight of this paper is to base on the well-developed
techniques applied to economics studies about poverty in order to adapt it to some
features of the educational data. The main question that arises here is how to
quantify the extent of poverty. We guess that a poverty analysis based only on a
single education program cannot provide an exhaustive description of the whole
learning deprivation matter. As a consequence, our study will not be limited to a
single attribute-based approach and we propose both one-dimensional and
multidimensional analysis. We use the data on students performance in the three
main domains investigated by the OECD PISA (Programme for International
Student Assessment): reading, mathematics and science. These scores have
statistical properties similar to income data e.g they are both classified as individual
and continuous observations. Moreover, these two variables are important predictors
of individual and collective well-being. The one-dimensional analysis of poverty in
education is performed by estimating three educational deprivation indices
developed by Foster, Greer and Thorbecke (1984). The first index (educational
deprivation headcount) is the proportion of the student population for whom
learning is below the educational poverty line. The second (educational deprivation
gap index) considers the student’s gap from the educational deprivation line. The
third index (educational deprivation severity index) attributes greater weight to the
very poor rather than the less poor, taking into account also the inequality among the
poor.

Focusing on the multidimensional aspects of educational poverty, we provide an
application of additive multidimensional poverty index proposed by Alkire and
Foster (2011). The rest of the study is structured as follows. Section 2 presents the
OECD data and the methodology. It proposes different tools in order to describe the
extent and the changes in poverty. Section 3 discusses the empirical evidence.

2. Data and methodology

The analysis of educational poverty and deprivation draws upon the OECD PISA
data. The aim of the PISA is to collect highly standardised data that can be used to
compare the competencies of representative samples of 15-year-old students in the
three main domains of reading, mathematics and science, both within and between
countries. Since the first cycle in 2000, PISA has been taking place every 3 years
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with a growing number of participating countries and each of these cycles looks in
depth at a major domain.

We exploit the last results of PISA 2006 and 2015 editions for all 35 OECD
countries and compute some poverty metrics focusing on the test scores in science,
as it was the major domain in both PISA rounds.

From a methodological point of view, the analysis of poverty consists of two
steps (Sen, 1976): first, the identification of the poor by defining a threshold
(poverty line); second, the aggregation of the poor. According to OECD (2010), the
threshold is given by a proficiency score corresponding to the lowest limit of level 2
in an ordered scale that goes from 1 (lowest skilled students) to 6 (highly-skilled
students) proficiency levels'.

In a one-dimensional context, at a given point of time, a poverty statistic P is a
function of the value of learning distribution X and poverty line Z. The poverty
indexes of Foster-Greer-Thorbecke (FGT) are the most widely used poverty
measures (see Foster et al., 1984), it can be defined as:

a

R =g > () M

1<isq

where the parameter a is a non-negative parameter, N is the total population, g is
the number of units with learning less than Z and x; is the result of standardized test
of the unit of observation i, for i=1, 2,..., N.

According to a=0, we obtain the educational deprivation headcount. For o=1, we
get the educational deprivation gap index. Finally for a=2, we obtain the educational
severity gap index. Using all three measures gives a fuller view of poverty,
reflecting different aspects -incidence, depth, and severity, respectively- of
educational poverty. The magnitude and the direction of their changes might differ.

In a multidimensional analysis with, at least, two dimensions a deprived student
in both attributes should be considered as poor without ambiguity. However,
differently with respect to the one-dimensional case, how should be defined a
student deprived in only one learning attribute? The literature suggests two extreme
approaches in accordance with the distinction between the «intersection» method
and the «union method»: the former approach identifies the observation i as poor if
he/she is poor in both attributes, while in the latter the student is considered poor if
his/her learning outcome is below the poverty cut-off in at least one attribute. In this
study, we’ll present results according to the latter method. In a multidimensional
context, Alkire and Foster (2011) advocate a second cut-off, k, according to the
number of dimensions in which the individual has to be deprived in order to be
considered globally poor. Indicating with ¢; the number of educational deprivations
suffered by observation i, he/she should be judged educationally globally poor if ¢; >

k. With this dual cut-off, Alkire and Foster propose the following M_class of
measures:

! Thus, in what follows we use absolute poverty thresholds. The proficiency level 2 is the baseline level
of proficiency that is required to participate fully in society. The lowest limit of level 2 corresponds to
407 point for Reading, 420 for Mathematics and 410 for Science.
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The parameter a is still a non-negative poverty aversion parameter, specific for each
dimension. The attributes, which are considered here, are independent - they are
neither substitutes nor compliments - and the aggregation procedure is not sensitive
to the kind of interrelationship between educational deprivation dimensions. Once
the identification step has been accomplished, the AF index can be decomposed into
the contribution of each attribute.

3. Main results

Firstly, we provide results about FGT educational poverty measures in table 1 by
using PISA scores in science. By looking at the proportion of students poorest in
education, we notice that there is reduction of the incidence of poverty for 13
countries. That is true in particular for countries in the bottom of the educational
poverty outcomes in 2006 (e.g. Mexico, Turkey, Italy, USA, Portugal). For the same
countries, this trend is confirmed also for o=1 and a=2. More interestingly, the
extent of poverty declines more rapidly when it is measured by the educational
deprivation gap index rather than the educational deprivation headcount, this is a
signal that the benefits of poverty reduction accruing to the less poor are lower than
those to the very poor. Moreover, the same conclusion is true, with the exception of
Poland, when we compare the outocomes of educational deprivation gap index with
those of educational deprivation severity index: the value of the latter poverty
measure indicates a clearer decline in poverty. Now, we would like to bring the
attention of the reader to the fact that, for seven countries, the estimates of the
variation have contradictory signs depending on the value of the parameter a. In
contrast with the increase in the incidence and depth of educational poverty, actually
the severity of educational poverty decreases in Canada, Chile, Germany, France
and Luxembourg. Great Britain and Ireland follow the same path: only with a=0 the
educational poverty in science rises between 2006 and 2015. In those cases, the
distance between poorly performing students and educational poverty line narrowed
over time, while educational deprivation headcount outcomes show an increase from
2006 to 2015. In those countries evidently, the choice of poverty measure does
matter. The direction of change is fully reversed when considering the other
countries that complete our PISA OECD database: proportionate changes in all our
poverty measures are always positive over time.

In particular, we observe a sharp rise in educational poverty in Finland, Hungary,
Nederland, Sweden and Slovakia. For those countries, all the values of deprivation
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measures increase at least by 1/3 and educational poverty rises with a.

Table 1: Index of Foster-Greer-Thorbecke (FGT) for different values of a, PISA scores in Science.

Educational deprivation Educational deprivation Educational deprivation
cnt headcount gap severity Index
(a=0) (a=1) (a=2)

2006 2015 var% 2006 2015  var.% 2006 2015 var%
AUS 0.127 0.175 38.14% 0016 0023 42.00%  0.004 0.005 32.58%
AUT 0.164 0209 2743% 0020 0.026 27.73%  0.004 0.005 19.21%
BEL 0.171 0200 1641%  0.023 0.026 13.17%  0.005 0.005 0.73%
CAN 0.099 0.113 1490% 0011 0.012 8.90% 0.002 0.002 -0.45%
CHE 0.159 0.188 1821%  0.021 0.023 6.55% 0.005 0.005 -7.65%
CHL 0391 0346 -11.58%  0.058 0.046 -20.72%  0.014 0.010 -29.07%
CZE 0.155 0205 3246% 0019 0024 30.63%  0.004 0.004 15.84%
DEU 0.160 0.169 5.94% 0.020 0.021  4.09% 0.004 0.004 -2.11%
DNK 0.180 0.158 -12.07%  0.021 0.019 -12.94%  0.004 0.004 -20.09%
ESP  0.197 0.185 -5.94%  0.024 0021 -11.86%  0.005 0.004 -22.63%
EST 0076 0.081 6.22% 0.007 0.008 20.72%  0.001 0.001 31.00%
FIN 0039 0.116 198.79%  0.004 0.014 267.92%  0.001 0.003 341.67%
FRA 0216 0217 0.29% 0.031 0.031 0.10% 0.007 0.007 -4.32%
GBR 0.170 0.176  3.09% 0.024 0.020 -15.57%  0.006 0.004 -33.74%
GRC 0245 0333 3598%  0.035 0.048 35.19%  0.009 0.011 22.89%
HUN 0.151 0257 69.91%  0.016 0.036 120.73%  0.003 0.008 148.86%
IRL  0.156 0.157 0.80% 0.019 0.017 -10.74%  0.004 0.003 -22.70%
ISL 0206 0258 24.86%  0.028 0.033 17.98%  0.006 0.007 6.79%
ISR 0359 0310 -13.59%  0.063 0.050 -21.72%  0.017 0.012 -28.81%
ITA 0254 0233 -828%  0.035 0.030 -1327%  0.008 0.006 -2221%
JPN  0.120 0.095 -2047% 0016 0011 -33.52%  0.004 0.002 -46.67%
KOR 0.113 0.141 25.03%  0.013 0.017 29.55%  0.003 0.004 34.46%
LUX 0220 0258 17.63%  0.031 0.033 6.52% 0.007 0.006 -8.09%
LVA 0.75 0.171 -225%  0.020 0.017 -13.06%  0.004 0.003 -28.53%
MEX 0511 0469 -828%  0.079 0062 -21.11%  0.019 0.013 -31.85%
NLD 0.127 0.184 44.78%  0.014 0.022 57.62%  0.002 0.004 73.66%
NOR 0218 0.186 -14.96%  0.029 0.023 -20.94%  0.007 0.005 -31.26%
NZL 0.134 0.175 30.49% 0019 0.022 17.64%  0.004 0.004 6.18%
POL 0173 0.163 -575%  0.019 0.017 -8.59%  0.003 0.003 -7.78%
PRT 0243 0.179 -2635%  0.030 0.020 -33.66%  0.006 0.004 -39.84%
SVK 0203 0305 50.15%  0.026 0.047 80.39%  0.006 0.011 98.43%
SVN 0.141 0.151 7.50% 0.015 0.017 11.02%  0.003 0.003 12.06%
SWE 0.163 0216 3242%  0.020 0.031 53.17%  0.004 0.007 64.88%
TUR 0463 0447 -3.50%  0.063 0.060 -491% 0013 0012 -6.86%
USA 0247 0.198 -20.01% _ 0.035 0.025 -28.98% __ 0.008 0.005 -37.74%

Turning to multidimensional analysis, table 2 presents our findings for the AF
educational deprivation index when a=0. This measure both synthetizes the overall
learning deprivation and can be decomposed into the contribution of each attribute.
We name this statistic adjusted educational deprivation headcount, i.e. the total
number of dimensions that the multidimensionally poor population experience over
Nxd, the maximum total number of dimensions in which the student population can
be deprived. For all learning dimensions (reading, mathematics and science), w; =1
for any j. It emerges that mathematics is largely the learning dimension where
educational poverty is higher, while the reading is the attribute that contributes more
to learning deprivation only for five countries. The weight of attributes on the
overall educational poverty is quite similar for nine countries. Only in four
countries, the contribution of the learning attribute is higher than 40%, three times
for mathematics, one for reading.
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Table 2: Multidimensional index of Alkire-Foster, PISA 2015 scores.

Count Alkire Foster Index AF Index Decomposition
Y Estimate Std. err. Reading Mathematics Science
AUS 0.194 0.003 31.57 38.08 30.35
AUT 0.217 0.005 34.05 33.82 32.13
BEL 0.197 0.004 32.83 33.24 33.93
CAN 0.119 0.003 29.12 38.94 31.94
CHE 0.182 0.005 36.97 28.56 34.47
CHL 0.375 0.006 25.05 43.98 30.97
CZE 0.215 0.005 343 33.67 32.03
DEU 0.165 0.004 31.47 34.19 34.34
DNK 0.147 0.004 34.68 29.32 36
ESP 0.19 0.004 27.61 39.68 32.71
EST 0.104 0.004 35.99 37.39 26.62
FIN 0.12 0.004 29.2 38.49 3231
FRA 0.221 0.005 31.99 35.05 32.96
GBR 0.196 0.004 31.21 38.83 29.96
GRC 0.322 0.006 28.35 37.06 34.59
HUN 0.272 0.006 33.97 3435 31.68
IRL 0.135 0.004 24.16 36.97 38.87
ISL 0.242 0.006 30.87 33.32 35.81
ISR 0.3 0.005 29.42 35.89 34.69
ITA 0.225 0.005 30.03 353 34.67
JPN 0.112 0.003 40.01 31.32 28.67
KOR 0.146 0.004 32.41 35.18 32.41
LUX 0.257 0.005 33.48 32.84 33.68
LVA 0.186 0.005 30.56 38.78 30.66
MEX 0.486 0.006 28.79 38.89 32.32
NLD 0.176 0.005 33.79 31.26 34.95
NOR 0.167 0.004 28.58 34.15 37.27
NZL 0.189 0.005 30.65 38.1 31.25
POL 0.162 0.005 30.62 35.41 33.97
PRT 0.198 0.005 28.99 40.56 30.45
SVK 0.304 0.005 35.26 31.15 33.59
SVN 0.154 0.004 32.68 34.55 32.77
SWE 0.2 0.005 30.37 33.45 36.18
TUR 0.453 0.006 29.77 37.21 33.02
USA 0.227 0.005 28.45 4243 29.12
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Quasi-Maximum Likelihood Estimators For
Functional Spatial Autoregressive Models

Quasi-verosimiglianza stima per funzionale spaziale
autoregressivo modello

Mohamed-Salem Ahmed, Laurence Broze, Sophie Dabo-Niang, Zied Gharbi

Abstract We propose a functional linear autoregressive spatial model where the ex-
planatory variable takes values in a function space while the response process is
real-valued and spatially autocorrelated. The specificity of the model is the func-
tional nature of the explanatory variable and the structure of a spatial weight matrix
which defines the spatial relation and dependency between neighbors. The estima-
tion procedure consists in reducing the infinite dimension of the functional explana-
tory variable and maximizing a quasi-maximum likelihood. We establish both con-
sistency and asymptotic normality of the regression parameter function estimate.
We illustrate the skills of the methods by some numerical results.

Abstract In questo lavoro si propone un modello lineare spaziale autoregressivo in
cui la variabile esplicativa prende valori in uno spazio di funzioni e la variabile
risposta a valori reali spazialmente correlati. La specificit del modello risiede
nella natura funzionale della variabile esplicativa e nella struttura della matrice
di prossimit i cui elementi definiscono la relazione spaziale e la dipendenza tra i
vicini. La procedura di stima consiste nel ridurre la dimensione infinita della vari-
abile esplicativa funzionale e nel massimizzare una quasi-verosimiglianza. Vengono
stabiliti consistenza e normalit asintotica dello stimatore funzionale del parametro
di regressione, la cui performance viene illustrata attraverso uno studio di simu-
lazione.
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1 Introduction

This work concerns two different research areas; spatial econometric and functional
data analysis. Functional random variables are spreading in statistical analyses due
to the availability of high frequency data and of new mathematical strategies to deal
with such statistical objects. The field is known as Functional Data Analysis (FDA).
Applications of FDA are growing across fields. The functional variables are mainly
curves, surfaces or manifolds. For an introduction to this field as well as illustrations
and applications, see [21].

In many fields as urban system, agricultural, environmental sciences or economic
and many others, one often deals with spatially dependent data. Therefore, mod-
elling spatial dependency in statistical inferences (estimation of spatial distribution,
regression, prediction, ...) is a significant feature of spatial data analysis. Spatial
statistic provides tools to solve such problem. Various spatial models and methods
have been proposed, particularly within the scope of geostatistics. So far, most of
spatial modelling methods are parametric and concern non-functional data. Sev-
eral types of functional linear models for independent data have been developed
over the years, serving different purposes. The most studied is perhaps the func-
tional linear model for scalar response, originally introduced by [14]. Estimation
and prediction problems for this model and some of its generalizations have been
tackled mainly for independent data (see, e.g., [7], [17], [6], [9]). Some works exist
on functional spatial linear prediction using krigging methods (see, e.g., [18], [11],
[12], [15] [10]), so highlighting the interest of considering spatial linear functional
models. We are interested in a functional spatially autoregressive linear model. One
of the well known spatial model is the Spatial Autoregressive Model (SAR) by [5]
that extends regression in time series to spatial data. The structure of this model
and its estimation has been developed and summarized by many authors as [1], [8],
[4] among others. More recently, [16] proposed the Quasi-likelihood estimator for
the SAR model for real-valued data and investigated its asymptotic properties under
the normal distributional specifications. We extend the previous model to the case
where the covariate is a functional random variable. In the following, we provide
the functional SAR (FSAR) and its Quasi-likelihood estimator (QML).

2 The model

We consider that at n spatial units, we observe a random real variable ¥ consid-
ered as response variable and a functional covariate {X(¢),r € 7} considered as
explanatory function corresponding to a square integrable stochastic process on the
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interval 7 C R. Assume that the process {X(¢),7 € 7} takes values in some space
X C L*(T), where L*(.7) is the space of square integrable functions in .7. The
spatial dependency structure between these n spatial units is described by a non-
stochastic spatial weights n X n matrix W), that depends on n. The elements W;;, of
this matrix are usually considered as inversely proportional to distances between
spatial units i and j with respect to some metric (physical distance, social networks
or economic distance, see for instance [20]). Since the weight matrix changes with
n, we consider these observations as triangular arrays observations. This is required
to investigate an asymptotic study of the following model that describes the rela-
tionship between the response variable Y and the covariate function X (.) [22]. We
assume that this relationship is modeled by the following Functional Spatial Autore-
gressive Model (FSAR):

n
Y, :7LoZWij,,Yj+/7X,~(t)ﬁ*(t)dt+Ui, i=1..omn=12.. ()
J=1

where Ao (in a compact space A) is the autoregressive parameter, *(+) is a parame-
ter function assumed to belong to the space of functions L2(.7), and (W;j) j=1..._n is

the i-th row of W,,. The disturbances {U;, i=1,...,n, n=1,2,...} are assumed to
be independent random Gaussian variables such that E(U;) = 0, E(U?) = o3. They
are also independent to {X;(r),t € 7, i=1,...,n, n=1,2...}. We are interested
in estimating the unknown true parameters Ao, 8*(.) and 2. Let X,,(8%(.)) be the
n x 1 vector of i-th element [ X;(¢)B*(t)dt, then one can rewrite (1) as

S Y, =X, (B*()+U,, n=12,.. ©)

with S, = (I, — AoW,), Y, and U,, are two n x 1 vectors of elements ¥; and U;, i =
1,...,n respectively, I, denotes the n x n identity matrix.

Let S,(A) =1, — AW, and V,,(X, B(.)) = Sn(A) Y, — Xn(B(.)) so the conditional log
likelihood function of the vector Y, given {X;(¢),r € 7, i=1,....n,n=1,2...}
is given by :

L(,B(),6%) =~ 2Ing® ~ Sindz -+ nls, (1) - %ﬂv,;(l,ﬁ(.))vn(l,ﬁ(.)). 3)

Maximum likelihood estimates of Ao, 8*(-) and of are the A, B(-), and o that
maximise (3). But this likelihood cannot be maximized without addressing the dif-
ficulty produced by the infinite dimensionality of the explanatory random function.
To deal with this problem, we project as usual, the functional explanatory variable
and parameter function in a space of functions generated by a basis of functions with
a dimension that increases asymptotically as the sample size tends to infinity. Sev-
eral truncation techniques exist. [2] proposed to use the estimated eigenbasis of the
sample, [3] were limited to a Spline basis adding a penalty that controls the degree
of smoothness of the parameter function. [19] proposed to use any basis of functions
which verifies some truncation criterion. We shall adapt the alternative proposed by
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[19] in order to resolve infinite dimensional problem of the functional space. This
method will be denoted Truncated Conditional Likelihood Method.

3 Truncated Conditional Likelihood Method

Let {¢;, j =1,2,...} be an orthonormal basis of the functional space L?(.7), usu-
ally a Fourier or a Spline basis or a basis constructed by the eigenfunctions of the
covariance operator I" where this operator is defined by :

Ix(t) = /7E(X(t)X(s))x(s)ds, xeX 1eT. @)
The operator I is a linear integral operator whose integral kernel is
K(t,v) =EX®)X(v)), forallt,ve 7. (5)

It is a compact self-adjoint Hilbert-Schmidt operator because

/|K(t,v)|2dzdv < (E (/Xz(t)dt))2 < oo

thus, it can be diagonalized.

We can rewrite X (.) and $*(.) in the following way :

X(t) = Z €;0;(t) and B*@) = Z B;o;(t) forall t €.

izl i1

where the real random variables €; and the coefficients ﬁj* are given by

g = /yX(t)(pj(t)dt and B = /%B(t)*(pj(t)dt-

Let p, be a positive sequence of integers that increases asymptotically as n — oo,
by the orthonormality of the basis {¢;, j =1,2,...}, we can consider the following
decomposition

o Pn o
/9X(t)ﬁ*(z)dt —Y Bie= Y Bie+ Y B ©6)
: =1 =1 j

Jj=pn+1

The truncation strategy introduced by [19]" consists of approximating the left-hand
side in (6) by using only the first term of the right-hand side. This is possible when
the approximation error vanishes asymptotically, where this error is controlled by

! Note that our model can be viewed as a particular case of the generalized functional linear models
of [19] with the identity link function and A replaced by zero.
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a square expectation of the second term in the right-hand side of (6). In particular,
the approximation error vanishes asymptotically when one consider the eigenbasis
of the variance-covariance operator, by

2
E(ZB}‘S./) ZﬁE Zﬁl
Jj=pn+1 Jj=pn+1 Jj=pn+1

where A;,j = 1,2... are the eigenvalues. Under the truncation strategy, X,(B87(.))
will be approximated by §,, B* where B* = (B}, ... 7/312‘”)/ and &,, is an x p, matrix
of (i, j)-th element given by

:/7&(t)<pj(t)dt, i=1...nj=1..p.
Now the truncated Conditional Log Likelihood function can be obtained by replac-

ing in (3) X, (B(.)) by &y, B for all B(.) € L*(7) and B € RP. The corresponding
and feasible Conditional Likelihood is

L,(A,B,0%) = —Elncr - 71n27r+1n\S M) - V (AL BWVLW(ALB) (D
with V,,(A, B) = Sx(A)Y, — &p, B. For a fixed 4, (7) is maximized at

BA) = (&,,E,,) 71, S4(M)Y, ®)

and

(1) = L (V.- &,80) (S.0)Y.~&,50))

Ly S (M8, (MY, ©)

where M, =1, — &, (é;n &)t él/," and A’ denotes the transpose of a matrix A.
The concentrated truncated Conditional Log likelihood function of A is:

L,(A) = —g(ln(ZH) 1) - %meyj(z) +1n|S,(1)]. (10)

Then the estimator of A is A that maximizes L,(A), and (A), 62(1) are the esti-
mators of B* and Gg respectively and denoted by :

o-§pimo

and :
6*(4) = Y, 8,(A)M,S, (L)Y,
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To get identifiability of Ay, B*, and O'g in the truncated model, notice that

E(L(3,5.6%) = ~ 5100 ~ Sn2z 4 Inj$, ()]~ 212 (Va2 BWa(2.B))
We have
E (Vy(2BYVa(A.B)) = E ((Sa(2)Ya = &5, B) (Sa(A)Yo— 5, B))
= E((5a(2)S, " Xu(B" ()~ &5,B) (Sn(2)S, " Xa(B" ()~ &), 8) ) +
oftr (4n(2)
= E((S.2)S, "8 B" = £,B) (S1(1)S, &, B~ E1,B)) +
E (R,An(A)R,) +
Ot (4n(4)) + 28 ((Sn(2)S, &, 8"~ £, 8) Ra(B*())

where A, (1) = S!S, (A)S,(1)S;, ! andR (B*(.)) = Sa(1)S; 'R, with elements
Ri= (Xu(B*(.) ~ &, B"); = Ljop, Bre).

The truncation strategy ensures that

E((S:(2)8,"&,B" = &.8) RalB"())) =o(1) and £ (KAL(A)R,) = o(1).

Indeed, in one hand

E((51(4)5,"&,8") RalB"()) =E (6,8 AuMR) = (1)

w4 Y Y BBIE(ee),

r=1s>pn
and
E (€8 Ra(B"()) = ((6B) 5,008, 'R) = (5,105, ) Yo ¥ BBE(e0).
r=1s>pyn

12)
The right hand side terms in (11) and (12) are zero when we consider the eigen-
basis, otherwise we need to assume that

patr(4(1)) Y IBIIE(e])=0(1)  and  putr(Su(A)S, ') X IBYIE(e]) = o(1).

$>pp $>Pn
13)

On the other hand, we have

E (R Au(2)R:) =te(4n(2)) ¥ X BIBIE (5r8.). (14)

1>Pn S>pn
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When using the eigenbasis, the term in the right hand side of (14) is of order

w(Au(1)) Y BIE (&; (15)
$>pn
otherwise it is of order
2
tr(Ax(1)) (Z BS| E(s.?)> 4 (16)
$>pn

In other words, the term (15) or (16) need to be of order o(1).
If this is the case, then

E (Ly(A,B,0%)) = In[S,(A)]
o E (5100, 88" — 80 B) (5u(1)S, "8, 5" —E0,5) )
n o?
= (Ino? +1In27) — r‘oztr(A,,(A)) +o(1).

Let I, + %G, = S, ! where G, = W,,S;!, therefore S, (1)S;! =1, + (A — A)G, for
allA € A.
Now for a fixed A, E (L,(A,B,0?)) is maximum with respect to 8 and ¢ at

B =1, E (8,505, 6, ) B

where I),, = %E (él/,” gpn) is symmetric and positive definite in case of an eigenba-
sis. In addition, we have

o,:zm:lE(( SRS, £ B — £ B (1)) (S (1)S, & B — 8B (1)) +

% (4, ()

= Lo~ 2)E <<Gn€p,ﬁ*)/ (G"‘g””ﬁ e E (6,668 ) )> '
2

O tr(A,(A)).

Itis clear that $*(X) = B* and 0;2(29) = o2 However identifiability of 8* and o2
depends on that of 4. Let

0n(A) =E (L, (1, B*(1),0;%(A))) :m\s,,(m—gmc,:z(x)—g(l +1n27) +o(1).
an
therefore proving the identifiability of Ay is equivalent to show that Ay maximizes

On(4).
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We provide the asymptotic properties of the proposed QMLE estimators of Ay, §*,
and o7 assuming some basic conditions; some of them concern the error disturbance
and the weighted matrix, others guarantee the equilibrium of the system (1) or deal
with the linearity of /n|S,(4)|. Under theses assumptions, we prove the convergence
in probability and the asymptotic normality of the estimators. We illustrate the skills
of the methods by some numerical results.

References

—_

. Anselin, L. (1988). Spatial econometrics: Methods and models. Kluwer Academic Publishers.

2. Cardot, H., Ferraty, F., & Sarda, P. (1999). Functional linear model. Statistics & Probability

12.

13.

14.

15.
16.

17.

18.

19.

20.

21.
22.

Letters, 45, 11-22.

. Cardot, H., & Sarda, P. (2005). Estimation in generalized linear models for functional data via

penalized likelihood. Journal of Multivariate Analysis, 92, 24—41.

. Case, A. (1993). Spatial patterns in household demand. Econometrica, 52, 285-307.
. Cliff, A., & Ord, K. (1973). Spatial autocorrelation. London: Pion Ltd, .
. Comte, F., Johannes, J. (2012). Adaptive functional linear regression. Annals of Statistics 40,

2765-2797.

. Crambes, C., Kneip, A., Sarda, P. (2009). Smoothing splines estimators for functional linear

regression. Annals of Statistics 37, 35-72.

. Cressie, A. (1993). Statistics for spatial data. New York: John Wiley and Sons, .
. Cuevas, A. (2014). A partial overview of the theory of statistics with functional data. J. Statist.

Plan. Inf. 147, 1-23.

. Giraldo, R. (2014). Cokriging based on curves, prediction and estimation of the prediction

variance, InterStat, 2, 1-30.

. Giraldo, R., Delicado, P., Mateu, J. (2010). Continuous time-varying kriging for spatial pre-

diction of functional data: An environmental application. Journal of Agricultural, Biological,
and Environmental Statistics 15(1), 66-82.

Giraldo, R., Delicado, P., Mateu, J. (2011). Ordinary kriging for function-valued spatial data.
Environmental and Ecological Statistics, 18(3), 411-426.

Guyon, X. (1995). Random fields on a Network: Modeling, Statistics and Applications.
Springer, New York.

Hastie, T., Mallows,C. (1993). A statistical view of some chemometrics regression tools: Dis-
cussion. Technometrics, 35,140-143.

Horvath, L., Kokoszka, P. (2012). Inference for functional data with applications, Springer.
Lee, L.-F. (2004). Asymptotic distributions of quasi-maximum likelihood estimators for spa-
tial autoregressive models. Econometrica, 72, 1899-1925.

Mas, A., Pumo, B. (2009). Functional linear regression with derivatives. Journal of Nonpara-
metric Statistics, 21, 19-40.

Nerini, D., Monestiez, P., Manté, C. (2010). Cokriging for spatial functional data. Journal of
Multivariate Analysis 101(2), 409-418.

Miiller, H.-G., & Stadtmiiller, U. (2005). Generalized functional linear models. The Annals of
Statistics, 33, 774-805. doi:10.1214/009053604000001 156.

Pinkse, J., & Slade, M. E. (1998). Contracting in space: An application of spatial statistics to
discrete-choice models. Journal of Econometrics, 85, 125-154.

Ramsay, J., & Silverman, B. (1997). Functional data analysis. New York, .

Robinson, P. M. (2011). Asymptotic theory for nonparametric regression with spatial data.
Journal of Econometrics, 165, 5-19.



A clustering algorithm for multivariate big data
with correlated components

Un algoritmo di clustering per big data multivariati con
componenti correlate

Giacomo Aletti and Alessandra Micheletti

Abstract Common clustering algorithms require multiple scans of all the data to
achieve convergence, and this is prohibitive when large databases, with millions of
data, must be processed. Some algorithms to extend the popular K-means method
to the analysis of big data are present in literature since 1998 [1], but they assume
that the random vectors which are processed and grouped have uncorrelated com-
ponents. Unfortunately this is not the case in many practical situations. We here
propose an extension of the algorithm of Bradley, Fayyad and Reina to the process-
ing of massive multivariate data, having correlated components.

Abstract I comuni algoritmi di clustering richiedono di esaminare piut volte tutti i
dati per raggiungere la convergenza, e cio risulta proibitivo quando devono essere
analizzati database enormi, con milioni di dati. In letteratura sono presenti fin dal
1998 [1] alcuni algoritmi che estendono il popolare metodo K-medie all’analisi di
big data, ma essi assumono che i vettori aleatori che vengono analizzati e raggrup-
pati abbiano componenti non correlate. Purtroppo tale condizione non ¢ soddisfat-
ta in molti casi pratici. Qui proponiamo un’estensione dell’algoritmo di Bradley,
Fayyad e Reina all’analisi di grandi moli di dati multivariati, con componenti cor-
relate fra loro.

Key words: big data, clustering, K-means, Mahalanobis distance
1 Introduction

Clustering is the division of a collection of data into groups, or clusters, such that
points in the same cluster have a small distance from one another, while points in
different clusters are at a large distance from one another. When the data are not very
high dimensional, but are too many to fit in memory, because they are part of a huge
dataset, or because they arrive in streams and must be processed immediately or
they are lost, specific algorithms are needed to analyze progressively the data, store
in memory only a small number of summary statistics, and then discard the already
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processed data and free the memory. Situations like this, in which clustering plays
a fundamental role, recur in many applications, like customer segmentation in e-
commerce web sites, image analysis of video frames for objects recognition, recog-
nition of human movements from data provided by sensors placed on the body or on
a smartphone, etc. The key element in smart algorithms to treat such type of big data
is to find methods by which the summary statistics that are retained in memory can
be updated when each new observation, or group of observations, is processed. A
first and widely recognized method to cluster big data is the Bradley-Fayyad-Reina
(BFR) algorithm [1, 7], which is an extension of the classical K-means algorithm.
The BFR algorithm responds to the following data mining desiderata: 1) Require
one scan of the database and thus ability to operate on forward-only cursor; 2) On-
line anytime behavior: a ”best” answer is always available, with status information
on progress, expected remaining time, etc. provided; 3) Suspendable, stoppable, re-
sumable; incremental progress can be saved in memory to resume a stopped job; 4)
Ability to incrementally incorporate additional data with existing models efficiently;
5) Work within confines of a limited RAM buffer; 6)Utilize a variety of possible
scan modes: sequential, index, and sampling scan, if available. The BRF Algorithm
for clustering is based on the definition of three different sets of data: a) the retained
set (RS): the set of data points which are not recognized to belong to any cluster,
and need to be retained in the buffer; b) the discard set (DS): the set of data points
which can be discarded after updating the sufficient statistics; c) the compression
set (CS): the set of data points which form smaller clusters among themselves, far
from the principal ones and can be represented with other sufficient statistics. Each
data point is assigned to one of these sets on the basis of its distance from the center
of each cluster. The main weakness of the BFR Algorithm resides in the assumption
that the covariance matrix of each cluster is diagonal, which means that the compo-
nents of the analyzed multivariate data should be uncorrelated. In this way at each
step of the algorithm only the means and variances of each component of the clus-
ter centers must be retained. In the following we will describe an extension of the
BFR algorithm to the case of clusters having “full” covariance matrix. Since with
our method also the covariance terms of the clusters centers must be retained, there
is an increase in the computational costs, but such increase can be easily controlled
and is affordable if the processed data are not extremely high dimensional.

2 An extension of the BFR clustering algorithm

We will use the same three sets of data a)-c) introduced in the BFR algorithm, but
using different summary statistics to define the discard set and the compression set.
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2.1 Data Compression

Like in the BFR algorithm, primary data compression determines items to be dis-
carded (discard set DS), and updates the compression set CS with the sufficient sum-
mary statistics of the identified clusters. Secondary data-compression takes place
over data points not compressed in primary phase. Data compression refers to rep-
resenting groups of points by their sufficient statistics and purging these points from
RAM. In the following we will always represent vectors as column vectors. Assume
that data points X, ..., X, € R” must be compressed in the same cluster. We will re-
tain only the sample mean X, = Y./, X;, and the unbiased sample covariance matrix

Ly (x—%)(x—%) . These two sufficient statistics can be easily computed
by keeping in memory the following quantities:

n n

n, sumprody(n) szkxzh sumprodcrossy (n :ZZ XikX 15
i=1 i=1j=1

sumsqi(n) = S sumyg(n Zx,k kil=1,....p, k<l.

.M=
=
[N}

Jj=1

These sufficient statistics can be easily updated when a new data point X,,+; must
be added to the cluster, without processing again the already compressed points. In
fact, for k,l =1,...,n, k <, we have

n+1
sumprody (n+1) = Z XixXip = sumprodyy (1) + X (ui )X (n4-1)1
i=1
n+1ln+1
sumprodcrossy (n+1) = Z Z XiX j1 = sumprodcrossi () + X 1yesumy (n)
i=1 j=1
FX (1)U () + X 10X (1)1
n+l1 ) )
sumsqe(n+1) = ) X = sumsqy(n) +X, 1
j=1
n+l1
sump(n+1) = ijk = sumy (1) + X1k
j=1

Thus at each step of the algorithm we have to retain in memory only p? + p + 1
sufficient statistics for each cluster, where p is the dimension of the data points. In
addition, note that we should simply sum the corresponding statistics if we want to
merge two clusters.

2.2 The covariance matrices of the clusters

Note that when a new cluster is formed, it contains too few data points to obtain
a positive definite estimate of the covariance matrix, using the sample covariance
matrix, at least until n < p. This is a problem since we need to invert this matrix to
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compute the Mahalanobis distance, that we will use to assign the observations to the
clusters. Recent research methods in estimating covariance matrices include band-
ing, tapering, penalization and shrinkage. We have focused on the Steinian shrink-
age method since, as underlined in [8], it leads to covariance matrix estimators that
are non-singular, well-conditioned, expressed in closed form and computationally
cheap regardless of p. We use the diagonal matrix Dg of the sample covariance
matrix S as “target matrix” of the shrinkage method, noting that Dg was the BRF
estimate of the covariance of each cluster used in [1]. In other words, in presence
of few data, our method coincides with that of [1], and we allow a progressive in-
fluence of correlation as the number of data increases. Summing up, we use a linear
shrinkage estimator for the covariance matrix, like that proposed in [3, 4, 6, 8] of
the form § = (1 — A)S+ ADs, where S is the sample covariance matrix, Dy is its
diagonal matrix, and A is a parameter in [0, 1], whose optimal value depends on the
number 7 of data in the cluster. The parameter A is initially settled to 1, and then its
value is decreasing to 0 when n — co. The theoretical optimal value A* of A is found
by minimizing the risk function relative to the quadratic loss E[||S — Z||3] (see, e.g.,
[8, 6]) and it is a ratio depending on the unknown X. When data are gaussian, the
procedure proposed in [3] may be directly implemented to obtain unbiased estima-
tors of numerator and denominator in the formula of A*. In non-gaussian setting,
a bias due to the fourth moment is present in the numerator and it is corrected [6]
with the use of further statistics, as the Q-statistics introduced in [4] (see also [2]).
Unfortunately, it is not possible to compute the Q statistics on the basis of updat-
able sufficient statistics, as in our framework. To correct the bias, a new iterative
procedure based on three updatable statistics for each cluster has been successfully
developed.

2.3 Model update

Like in the BFR algorithm, the second step of our algorithm consists of performing
K-means iterations over sufficient statistics of compressed, discarded and retained
points. In order to assign a point to a cluster we use the Mahalanobis distance from
its center (sample mean), i.e. we assign a new data point x to cluster 4 with center
X;, and estimated covariance matrix S 1, if 1 is the index which minimizes A (x,X;) =
(x—%4)"(85) "' (x — %), and if A(x,%y,) is smaller than a fixed threshold §. We also
compare x with each point X, in the retained set (RS), by computing A(x,X,) =
(x—%,)7(Sp)~!(x —x,), where Sp matrix is the pooled covariance matrix based on
all $p: X X X

$p— (g = 1)Shy + (ry = 1)Si, + - (1 — 1)Sy,

np +np, g, —M

; )]

and where ny, is the number of points in cluster 4. With Sp, we emphasize the
weighted importance of directions that are more significant for the clusters when we
compute the distance between two “isolated” points. We then approximate locally
the distribution of the clusters with a p—variate Gaussian and we build a confidence
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regions around the centers of the clusters (see [5]). We then move Xj, in the farthest
position from x in its confidence region, while we move the centers of the other
clusters in the closest positions with respect to x and we check if the cluster center
closer to X is still X;. If yes, we assign x to cluster &, we update the corresponding
sufficient statistics and we put x in the discard set; if the point is closer to a point x,
of the retained set than to any cluster, we form a new new secondary cluster (CS)
with the two points and we put x and X, in the discard set; otherwise, we put X in
the retained set (RS).

2.4 Secondary data compression

The purpose of secondary data compression is to identify “tight” sub-clusters of
points among the data that we can not discard in the primary phase. In [1], this is
made in two phases. In the first one, a K-means algorithm tries to locate subclusters
that are merged if they meet a “dense” condition. The candidate merging clusters
are chosen sequentially based on a hierarchical agglomerative clustering build on
the subclusters. In all this procedure, the euclidean metric was adopted. Finally, the
number of clusters is initialized to K, and it can increase or decrease during the
procedure. We adopt the same general idea, but we modify the procedure. First, we
change the metric, by taking the pooled covariance Sp given in (1). As for isolated
points, we think that this metric is more precise than the euclidean one for this stage.
Then, a hierarchical clustering is performed using the Ward’s method: the distance
between two clusters hy and hy with ny, ,n,, points and centroids X;,, and X,, is
given by
Npy Npy

A(A,B) =
(a,8)= st

- - \T& /= -
(Xhl - Xhz) SP(Xhl - Xhz)'

Note that we sequentially merge two clusters only if a suitable dense condition is
fulfilled. For example, the total variance (i.e., the trace of the sample covariance
matrix) of the union of the two is required to be smaller than a suitable proportion
of the sum of the total variances of the single groups.

3 Results on simulated data

Synthetic data were created for the cases of 5 and 20 clusters. Data were sampled
from 5 or 20 independent p-variate Gaussians, with elements of their mean vectors
(the true means) uniformly distributed on [—5,5]. The covariance matrices were
generated by computing products of the type £ = UHUT, where H is a diagonal
matrix with elements on the diagonal uniformly ditributed on [0.7,1.5], and U is the
orthonormal matrix obtained by the singular value decomposition of a symmetric
matrix MMT, where the elements of the p x p matrix M are uniformly distributed
on [—2,2]. In either cases of 5 or 20 clusters, we generated 10.000 vectors for each
cluster, having dimensions p = 10,20, 50. This procedure guarantees that these clus-
ters are fairly well-separated Gaussians, an ideal situation for K-Means. We applied
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our procedure to these synthetic data, and we computed the secondary data compres-
sion after each bucket of 50 or 100 data points. The results are reported in Table 1.
We note that the number of clusters is sometimes overestimated, in particular when
the dimension p of the data points is small, which corresponds to the case where
the clusters are less separated. In such cases, if the point clouds in different clusters
are gathered in particularly “elongated” and rather close ellipsoids, then the correct
detection of the clusters may be more difficult. We also note that in case of overesti-
mation of the number of clusters, many of them are composed by 2 or 3 data points,
which can then be revisited as small groups of outliers. The method seems to be
almost unsensitive to the buckets size. We conclude that the method here proposed
provides rather good results on synthetic data, even if some improvement could be
considered for the secondary data compression. The method is also under testing on
real data. An accurate comparison with the BFR algorithm will also be performed.

n. of dimension p |n. of data n. of n. of small [n. of retained
true clusters |of data points |in each bucket |estimated clusters |clusters  |points (outliers)
5 10 50 7 1 0

S 20 50 5 0 1

S 50 50 5 0 0

5 10 100 8 1 0

S 20 100 5 0 1

S 50 100 5 0 0

20 10 50 29 6 8

20 10 100 29 6 8

Table 1 Results of the application of the proposed algorithm to synthetic data. By small clusters
we mean clusters containing less than 4 data points
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A Bayesian semiparametric model for terrorist
networks

Un modello Bayesiano semiparametrico per reti
terroristiche

Emanuele Aliverti

Abstract A recent field of research employs network-analysis’ tools to the dark
network framework, in which pairwise informations about terrorists’ activities are
available. In this work we focus on the “Noordin Mohamed Top” dataset, develop-
ing an asymmetric approach that treats one network as response and the remaining
as covariates. The objective is to identify which information may be useful in pre-
dicting terrorists’ collaboration in a bombing attack, identifying at the same time
the most influential subjects involved in these dynamics. Such aim is addressed
through an asymmetric Bayesian semi-parametric model for networks that, through
a suitable prior specification, integrates a flexible regularization and the detection of
leading nodes. Taking advantage of the Pélya-Gamma data augmentation scheme,
we develop an efficient Gibbs sampler to make inference on the parameters involved.
Abstract Un recente ambito di ricerca impiega strumenti tipici dell’analisi di reti
nei contesti di dark networks, nei quali sono disponibili informazioni riguardanti
attivita terroristiche sotto forma di legami a coppie. In questo lavoro ci conen-
traimo sul dataset relativo a “Noordin Mohamed Top”, sviluppando un approc-
cio asimmetrico che considera una particolare rete come risposta, e le rimanenti
come esplicative. L’obiettivo identificare quale informazione possa essere utile per
predirre la collaborazione di diversi terroristi in un attentato, identificando con-
temporaneamente i pi influenti soggetti coinvolti in queste dinamiche. Il problema é
affrontato tramite un modello Bayesiano semiparametrico per reti che, attraverso un
opportuno specificazione delle distribuzioni a priori, incorpora al suo internouna
regolazione flessibile e ’identificazioe dei nodi leader. Sfruttando lo schema Pdlya-
Gamma per dati aumentati, presentiamo un efficiente Gibbs sampler per fare in-
ferenza sui parametri coinvollti.

Key words: Terrorism, networks, Bayesian semiparametrics, latent space, spike-
and slabs prior,matrix factorization
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1 Introduction

After September 11th, intelligence agencies of different countries employed tools
of the network science to serve in the fight against terroristic groups, often named
dark networks. Great effort has been made to develop tools for identifying key play-
ers, that is actors within the network reporting high values in terms of some suitable
network statistics. Since aggressive strategies encountered different failures, and the
necessity of more sophisticated approaches became evident: [7] for example propose
to focus on approaches less aggressive than direct military operations, involving a
subtle application of informatics tools in order to gather different informations from
various sources. The proper interpretation of retrieved data may provide a deeper de-
scription of terrorism, embracing at the same time social, economics and personal
aspects, thus useful to develop strategies to defeat the roots of criminals associations.

Our motivating approach rises from the “Noordin Mohamed Top” dataset, drawn

from a publication of the International Crisis Group; it consists of different ties
among terrorists of the most ruthless group of the southwest Asia.
Data are coded into 10 symmetric relationships between network’s leader, No-
ordin Mohamed Top, and 78 affiliates, thus naturally coded into a multilayer simple
graphs, that is a structure G = {V, E; } where nodes (elements of V) represent terror-
ists and edges (unordered pairs situated in the set Ey) the presence of the particular
k-th relationship among two generic subjects.

We expect a certain degree of association among different relationships, since
they’re defined over the same set of nodes. Therefore, we would like to propose
an approach able to efficiently use the information held inside “simpler” network
in order to predict and make inference on the most interesting one, which is the
network referred to the co-participation at the same terroristic bombing..

2 Proposed approach

Our research objectives can be faced by setting up an asymmetric framework, that
threats one network as response and the remaining as covariates. The proposal of [3]
is the most appropriate, and hence we will adapt this approach to our purposes by in-
cluding nodal random effects and a non-parametric matrix factorization that avoids
the estimation of different models. Let v the number of nodes of each network, Y
the v x v adjacency matrix referred to the response network and X the v x v x p array
containing the p adjacency matrices referred to the p explanatory networks. We will
consider only undirected and unweighted network (simple graphs), so adjacency
matrices associated at are all dichotomous, symmetric and with non-defined ele-
ments on the main diagonal. Hence y;; = yj; € {0,1} and x;x = xix € {0,1} Vi, j, k.
Since the response network can assume only two values (presence or absence of
edges), it is reasonable to assume a conditional bernoulli distribution for the under-
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lying generative mechanism. We parametrize 7;;, the probability of observing an
edge between node i and node j, through its log-odds 6;;. Formally:

. 7[.4
vijlm; % Bin(1,my) 0y :log(l ; )
— T

Furthermore, we decompose the linear predictor 6;; into two components: the
first can be regarded as a parametric mixed model component, while the second as
a non-parametric matrix factorization.

)4 H
0ij =0+ Y [Be+biu+bulxijn  + Y, Mizinjn

k=1 h=1
———

Parametric component: Non-parametric

fixed and random effects component (1)

aeR, BieR k=1,....p zpeR MR i=1,...v
bi:(bi17“~7bip)"’G~, izl,...,v

The parametric component describes the relationship between networks and de-
tects potentially influential nodes, which in this application means subjects whose
role in some relationships has been particularly different from the average one. The
basic interpretation is the following: & provides an indication of the density of the
response network, as an ordinary intercept in the binomial regression. Coefficient
B are fixed effects in a logistic regression, that is the mean variation in the log
odds of the outcome attributable to the k-th explicative network. In order to take
advantage of the explicative power of covariates networks, we introduce additive
random effects referred to the generic nodes i and j involved in the (i, j)-th dyad.
In 1 by; represents the specific deviation of the i-th node from the main effect S,
and so can account for his particular propensity in building ties in the response net-
work. For each relationship, the purpose is to identify subjects more (or less) likely
to commit an attack with, providing thus a brighter description of those dynamics.
Furthermore, additive random effects can account for between-rows heterogeneity
contained in the explanatory networks, allowing then a better estimation of the fixed
counterpart.

The non-parametric component decompose the residual among response and ex-
planatory networks in a flexible way, that is through a matrix factorization that al-
lows the number of factors to vary adaptively. It can be interpreted as a latent space
whose size is at most equal to H, in which z;; represents the A-th latent coordi-
nate of the i-th node, while A;, defines the importance of the A-th dimension of the
latent space in defining the final model. This strategy aims to adaptively account
for the dependencies in the response not seized by explanatory networks, providing
estimates for the parametric component deprived of potentially confounding factors.
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3 Prior distribution and posterior simulation

For a complete Bayesian definition of the proposed model we need to specify proper
prior distributions for the set of parameters involved.

3.1 Parametric component

We specify zero-mean normal distributions over the fixed effects parameter. For-
mally,

m(a) ~N(poy05,)  7(B)=(Br,....Bp) ~ Np(ko, Zp,) )

In our application, we expect a certain level of heterogeneity in nodes’ behavior,
both between different subject and within the same, when involved in different rela-
tionships. For example, it’s reasonable that dealing directly with leaders may led to
a higher propensity in participating at the same terroristic attack. However, certain
subjects may have had a central role just in the some specific relationships, such
as the school recruitment network, and a marginal position elsewhere; for that, we
need a prior distribution able to differentiate particular subjects from standard ones,
and hence we specify a spike and slabs prior distributions [4] independently for each
p-dimensional vector referred to the generic i-th subject, i = 1,...,v. Formally:

GNN(OJ—;)’ E:dlag(%177’ylp) /yikZGikTi%w k:l,,[)

7(0) " (1—wi) 8, () +wiby (-) 3)
m(t;?) ~ Gamma(di,d>), m(w;) ~ Uniform[0, 1]

In 3 vy is a value close to zero, and the hyper-parameters d;,d, are chosen in order
to obtain, for ¥, = 6 1,',3, a continuous distribution characterized by a spike in vo and
a continuous right tail; 8,, and & are Formally, a Multiplicative Inverse Gamma
(MIG) is specified as prior probability measure over the loading elements A, in 1,
and standard Gaussian distribution for the latent coordinates. See [2] for a recent
discussion regarding the properties of the MIG prior. Formally:
wanCNO,1), =1,y
o ) @)
iid
A= H o 0; ~ Gamma(aj, 1), 6y>2 ~ Gamma(ay,1)
m=1 "M

with @; > 0 and a, > 1 fixed hyper parameters.
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3.2 Posterior Simulation

Adapting the Pélya-Gamma data augmentation strategy proposed by [6] in the lo-
gistic regression framework, we can obtain the full-conditional distributions for the
parameters involved in our model, and hence implement a Gibbs sampling strategy.

4 Results

The effects of different network is heterogeneous: for example, a tie in the com-
munication network increments, in mean, the log odds of collaborating in the same
bombing operations of around 2 times; furthermore, if two terrorist had been in
the same terroristic organization the log odds is lowered of an amount around 1.33
times, that is not so trivial. As for influential nodes, the spike and slabs strategy iden-
tify several terrorists, confirmed to be such in the Indonesian reports. The predictive
performance recorded an an average area under the ROC curve equal to 0.864, a
false positive rate equal to 0.225 and a total negative rate of 0.220, using as esti-
mates for the missing edges the mean of the posterior predictive density and, where
needed, the overall density of the response network as cutoff value.
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Emerging challenges in official statistics: new
sources, methods and skills

Giorgio Alleva

Official statistics is challenged to provide an increasingly complete picture of the
complexity of our societies with a compelling demand for data. At the same time, it
is facing human resources and budget constraints. The development and dissemina-
tion of new digital technologies have removed many obstacles, first of all the cost
for production, storage and analysis of information. A leap forward in efficiency is
therefore in order, if we are to meet our responsibilities and to guarantee ever in-
creasing quality standards. As sampling surveys are expensive, response rates are
decreasing and response burden must be reduced, data collection need to be op-
timised. The emergence of new data sources and availability of Big data and the
opportunity of a massive exploitation of those already at hand (like administrative
data) require new tools and methodologies. The response to these thematic, method-
ological and organizational challenges lies in “integration”: of sources, of methods,
and of skills. Multiple use of data sources should be based on a re-engineering of
the production process of official statistics. At Istat, the core of the new organisation
aims at moving away from the ‘silo’ approach, typical of traditional statistical agen-
cies, towards the enhancement of horizontal services: management, methodology
and IT innovations drive the integration process, linking sources to boost coherence,
tailoring new products to the different users’ needs, reducing the response burden
through the reuse of available data and information, increasing the use of technol-
ogy, and resulting in significant efficiency and time saving. This new organisational
model supports the Integrated System of Statistical Registers, a single logical data
asset resulting from the integration of survey data, administrative data as well as
data coming from new sources. Pillars of this system are the Population Register,
the Business Register and the Territorial Register which are interconnected with
one another through the Activity Register. The Integrated System allows achieving
units and variables identification and estimation consistency as single cohesive units,
which will make several new analyses possible (including a longitudinal approach).
Hence, the system will not only improve efficiency by means of economies of scale,
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but also high quality and richer statistical outputs. The path towards integration
cannot leave the research activity of the Institute aside: research and development
of new techniques and methodologies are indeed at the center of Istat’s moderni-
sation project. Istat has set up a three-year plan for methodological and thematic
research. Methodological research will move along four strategic research areas:
integrated system of registers; censuses obtained by data integration; big data; and
the unique process. Innovation will emerge from the so-called “Innovation lab”, a
place where researchers will share new ideas, test new solutions, new processes and
new products. The frontier of data integration for official statistics is represented by
the increasing opportunities to use big data to produce timely high-quality statis-
tics with greater detail, and competing with growing numbers of new, non-official,
players. NSIs are compelled to speed their production and make it more effective
and less burdensome for respondents. In Istat, as in most NSIs in Europe, several
projects using big data sources for the production of statistics are currently ongo-
ing. Some projects are in the early stages of implementation, some other are still
in the experimental phase. We expect to reap the first results in the near future. All
those projects need to tackle three key issues: quality, privacy and security issues,
partnerships. The use of big data in the production of official statistics is part of a
wider strategy on “Experimental statistics” including new indicators from integra-
tion of sources, new tools for new phenomena, and unconventional classifications.
Outputs from these innovative work will need to be treated accordingly. Data dis-
semination is another key issue in official statistics” innovation with the progressive
opening of our data at its core. Open data are a key enabler of data driven innova-
tion. When official statistics meets open data, several benefits are generated: from
the possibility to reach users more easily to the enrichment of the published in-
formation with metadata that allow a proper interpretation. Much has already been
done in the last years to disseminate them. Through the Linked Open Data portal
users can now access interconnected and structured information through graphical
interfaces that can be directly queried by external applications, independently of the
technologies adopted. Finally, on the way towards innovation, high level skills and a
change-driven culture are essential. Statistical institutions need data specialist able
to produce, integrate and interpret data and to work with big and open data, but such
skills are also strongly requested by the market, everywhere in Europe. Italy needs
to engage further to urgently foster these new professions. Statistical organisations
can also benefit greatly from each other and from mutual exchange and support and
networking.



A fast algorithm for the canonical polyadic
decomposition of large tensors

Un algoritmo veloce per la decomposizione di grandi
tensori

R. André, X. Luciani and E. Moreau

Abstract The canonical polyadic decomposition is one of the most used tensor de-
composition. However classical decomposition algorithms such as alternating least
squares suffer from convergence problems and thus the decomposition of large ten-
sors can be very time consuming. Recently it has been shown that the decomposi-
tion can be rewritten as a joint eigenvalue decomposition problem. In this paper we
propose a fast joint eigenvalue decomposition algorithm then we show how it can
benefit the canonical polyadic decomposition of large tensors.

Abstract La decomposizione canonica di tensori é usata in diversi campi tra cui
quello del data science. Tuttavia, nei classici algoritmi di decomposizione, come
Ualternating least squares, si possono riscontrare problemi di convergenza. Pro-
prio per questo motivo, la decomposizione di grandi tensori puo essere molto dis-
pendiosa in termini di tempo di calcolo. Recentemente, sono stati sviluppati algo-
ritmi di decomposizione canonica veloci, basati sulla diagonalizzazione di un in-
sieme di matrici su una base comune di autovettori. In questo articolo proponiamo
un algoritmo originale per risolvere quest’ultimo problema. In seguito mettiamo in
evidenza I’aspetto piit interessante di questo approccio al fine di effettuare la de-
composizione canonica di grandi tensori.

Key words: Tensor, Canonical polyadic decomposition, PARAFAC, algorithms,
Joint eigenvalues decomposition
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1 Introduction

In many data sciences applications, collected data have a multidimensional struc-
ture and can thus be stored in multiway arrays (tensors). In this context, multi-
way analysis provides efficient tools to analyze such data sets. In particular, the
Canonical Polyadic Decomposition (CPD) also known as PARAllel FACtor analysis
(PARAFAC) has been successfully applied in various domains such as chemomet-
rics, telecommunications, psychometrics and data mining, just to mention a few [7].

The CPD models the data thanks to multilinear combinations as described below.
Let us consider a data tensor .7 of order Q (i.e. a Q-dimensions array) and size
I x -+ x1p. Its CPD of rank N is then defined by:

(1) Q)
Fyig = ZF,.n S )

where F(@ is the ¢-th factor matrix of size I, x N and & is the error tensor. One cru-
cial point here is that this decomposition has usually an unique solution up to trivial
scaling and permutation indeterminacy. The idea is then that the meaningful infor-
mation lies in the factor matrices. Thus we want to estimate these matrices from the
data. Several algorithms were proposed in this purpose. The most popular is the Al-
ternating Least Squares algorithm (ALS) [6]. This iterative algorithm is very simple
to implement and usually provides accurate results. However it suffers from well
known convergence problems. In particular the convergence is very sensitive to the
initialization and the algorithm can be easily stuck in a local minimum of the cost
function. A smart initialization is always possible but in practice one had better to
perform several runs of the algorithm with random initialization. A second conse-
quence is that it is difficult to set efficiently the threshold of the stopping criterion.
Indeed it frequently occurs that the algorithm escapes from a local minimum after a
very large number of iterations and during these iterations the variations of the cost
function can be very small. This issue becomes significant when the computational
cost per iteration is high i.e. for high rank CPD of large tensors. Thereby the de-
composition performed with ALS can have a high effective computational cost and
thus can be time consuming when dealing with high rank CPD of large tensors. Sev-
eral other iterative algorithms were proposed to solve those convergence problems
but in practice the computational cost of these solutions remains high. More details
about ALS convergence problems and other iterative CPD algorithms can be found
in [7], [3] and [1].

Recently several authors showed how to rewrite the CPD as a Joint EigenValues
Decomponsition (JEVD) of a matrix set [5, 8, 10]. The JEVD consists in finding
the eigenvector matrix A that jointly diagonalizes a given set of K non-defective
matrices M®) in the following way:

M® = ADPA-T vk=1,... K. %))

This approach allows to reduce the computational cost of the CPD because JEVD
algorithms converge in few iterations with an excellent convergence rate. Further-
more, it is less sensitive to the overestimation of the CPD rank than ALS.
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Several JEVD algorithms have been proposed in the last decade [4,8,9]. In a
recent paper we have introduced an algorithm called JDTE [2]. This algorithm offers
a good trade-off between speed and precision but its performances decrease with the
matrix size. In the CPD context, it means that it is not suitable for high rank CPD.
As a consequence, we propose in this paper an improved version of this algorithm.

The paper is organized as follow. In the next section we recall a simple and
economic way to rewrite the CPD as a JEVD problem. Then in section 3 we describe
the proposed JEVD algorithm. Finally, in section 4 we evaluate our approach for the
decomposition of large tensors by means of numerical simulations.

In the following, the operator Diag{-} represents the diagonal matrix built from
the diagonal of the matrix argument, the operator ZDiag{-} sets to zero the diagonal
of the matrix argument and ||.|| is the Frobenius norm of the argument matrix or
tensor.

2 From CPD to JEVD

There are several ways to rewrite the CPD as a JEVD problem. Here we use the
method described in [8] because the associated algorithm, called DIAG, has the

lowest numerical complexity.

We consider the tensor 7 and its CPD of rank N defined in introduction. The
first step consists in rearranging entries of .7 into an unfolding matrix T of size
- 1y x H(?:P 11, by merging the first P modes on the rows of T and the Q — P other
modes on its columns. Defining for all couple of integers (a,b) with a < b:

Y4 = p®) o D ... F@, A3)
where © is the Khatri-Rao product, we can thus rewrite (1) in a matrix form:
T:Y(P‘I)(Y(Q'PH))T. )

Of course, other merging of the tensor modes could have been chosen, leading to
other unfolding matrices. The choice of the unfolding matrix can have a huge impact
on the numerical complexity of the DIAG algorithm [8]. As a rule of thumb, when
all tensor dimensions are large we recommend to chose P = Q —2 and to place the
smallest dimension at the end (I < I,,Vq). In the following we assume that the rank
of T is not greater than N.

The second step is the Singular Value Decomposition (SVD) of T, truncated at

order N. We denote U, S and VT the matrices of this truncated SVD.
At this stage, there exists a unique non singular square matrix A of size N x N
such that:
YD = UA and (Y@PHD)T = A8V, )

(Y@P+DT can be seen as an horizontal block matrix:

(Y(@P+D)T = [¢(1)(Y<Q—1,P+1>)T,... 7¢(’Q>(Y(Q*1~P+l))'r] . 6)
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where ¢, ... ¢Uo) are the I, diagonal matrices built from the I, rows of matrix F(@),
Then, (5) and (6) yield:
SV = [rMT ... pl)T| (7

where k) = Y(@=1.P+1 KD AT for ky = 1,--- ,Ip. Assuming that matrices I'*1) and ma-
trix Y(@-2+1 are full column rank, then they all admit a Moore-Penrose matrix in-
verse denoted by 4. Thereby, we can define for any couple (k,k,) withk; =1,--- ,Ip—1
aﬂdk2:k1 +1,--- 7]QZ

M kikz) %ef (r(kl)ir(kz)) T @®)

= ADtik) AL )

where D¥142) — ¢(2)¢(*# are diagonal matrices. As a result, A performs the JEVD
of the set of matrices M*1%) and can be estimated using a JEVD algorithm. An
important observation have to be made here. In the previous step we have built
Ip(Ig —1)/2 matrices M*1#%2). When dealing with large tensors this value can be very
high with respect to the matrix size. In practice this does not help to improve the
estimation of A significantly and dramatically increases the numerical complexity of
the JEVD step. Thereby, we propose as an alternative to build only a subset of I, — 1
matrices, for instance by taking k, = k; + 1 in (8). This can be seen as an economic
version of the DIAG algorithm.

After the JEVD, matrices Y?) and Y@+ are immediately deduced from A
using (5). Finally, we can easily deduce F, ... F®) from Y®< as explained in [8].

In the next section, we propose an algorithm to solve the JEVD step. In order to

simplify the notations, subscripts k; and k, are replaced by unique subscript & so that
equation (9) becomes:

M® =ADWA-T vk=1,... K, (10)

where K = Ip(Ip — 1)/2 or K =1y —1 depending on whether we choose the original
DIAG algorithm or the economic version.

3 A fast JEVD algorithm

We propose here a fast algorithm to compute an estimate of A, denoted B, up to a
permutation and scaling indeterminacy of the columns. This indeterminacy is inher-
ent to the JEVD problem.

We want that B jointly diagonalizes the set of matrices M), It means that matrices
D" defined by:
pY —BIM®B, Vk=1,... K (an
must be as diagonal as possible. B is called the diagonalizing matrix. This kind of
problem can be efficiently solved by an iterative procedure based on multiplicative

(k)

updates. Before the first iteration, we set D" =M®, then at each iteration, matrices

B and D" are updated by a new matrix X as follow:
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(k)

B« BX and D" ®

~X DX, Vk=1,....,K. (12)

The strategy that we now propose to compute the updating matrix X can be seen as
a modified version of the one we proposed in [2]. The main difference is that here
we resort to a sweeping procedure. It means that X is built from a set of N(N —1)/2
matrices, denoted X() (i=1,....N—1and j=i+1,...,N) as follow:

N-1 N .
X=TT IT x%. 13)
i=1 j=i+1
As a consequence, at each iteration, the updates in (12) consist now in N(N —1)/2
successive (i, j)-updates of B and ﬁ(k), defined as:

Wx(rzj), Vk=1,...K. (14)

B« BX(/) and D ¢ (x@) 1D
Furthermore, because of the scaling indeterminacy of the JEVD problem we can
impose the following structure to matrices X(-/): X(/) is equal to the identity matrix

at the exception of entries X,.S."‘j ) and Xj(,” ) that are equal to two unknown parameters:

XD _ (i), (1s)
XD = ), (16)

We now explain how these parameters are computed for a given couple (i, j). First
of all, let us define the function C as

@)y — 3" |ZDi @)\ pRIxEy P
C(X“)) = Y |ZDiag{ (X)) DY XD} 2. a7
k=1

Cis a classical diagonalization criterion that is equal to zero if the K updated matri-
ces are diagonal. Therefore we look for X(*/) that minimizes C.

Matrix X)) can be decomposed as X(/) = (1+Z/), where Z("/) = ZDiag{X"/)}.
The criterion can then be written as:

K
c(xty =gzt =Y | ZDiag{(1+2 )" (1 +26))} |2, (18)
k=1

We consider in fact an approximation of ¢(X(/)) assuming that we are close to the
diagonalizing solution i.e. X\*/) is close to the identity matrix. This implies that
|Z%)|| < 1 and thus the first order Taylor expansion of (I+Z(/)~! yields:

@+260 DY 142609y ~ 1-260)Dp" (14 20:9) (19)
~ b —z6pY 1 pWz _zepP 7 (20
~ " _zep® 1 pYz6s. @1

(k) (k)

=AM 1+ 0", where A% =
Diag{f)(k)} and 00 = ZDiag{ﬁ(k)}. Here our assumption means that matrices p" are
almost diagonal and thus |O®|| « 1. It yields:

In the same way, matrices D'~ can be decomposed as D
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(k) ) (k)

Y —zep"™ 1 DYz ~ AW L 0 _ZA® yANZ 22)

and finally we can approximate C(Z!"/)) by C,(2()):
K

CH(ZU‘/)) — Z HZDiag{O(k) _ 7)) A (k) +A(k)z(i~/)}||2 (23)
k=1

N
Y (O 4 ZunAAbir — Zun Ay ? (24)
1mn=1

m#n

N
k i k k)\\2 k ij k k)\\2 k
(0 =7 (4] =4+ (0] =7 (4 ~A[))*+ ¥ (0m)).

M=

k:

M=

k:

(25)
We can then easily show that C, is minimum for :
K k) A (k) (k) K k)4 k) (k)
(xii,j) x(zi,j)) _ Zk:] Oij (Ajj 7Aii ) Zk:l Oj[ (Aii 7Ajj ) (26)
’ k k ’ k k
L -APr Tk ) Ay

We call this algorithm SJDTE for Sweeping Joint eigenvalue Decomposition
based on a Taylor Expansion.

4 Numerical Simulations

We have included SIDTE in the DIAG procedure described in section 2 for the
JEVD step. Two versions of this CPD algorithm were implemented corresponding
to original and economic versions of DIAG. In the following, these are referred
as DIAG-SJDTE and DIAG-SJDTE-eco respectively and are compared with the
ALS for the CPD of large tensors of order 3. In this purpose we define the tensor
reconstruction error: rr = |7 — 7||/||.7| and the factor matrices estimation error:
re=Y5_ |[F@— )79 | where £, F” and £ are the factor matrices estimated
by an algorithm and 7 is the tensor reconstructed from these matrices. Other com-
parison criteria are the number of computed iteration, n; and the cputime of Mat-
lab (elapsed time during the algorithm run), z.,,. Of course the cputime strongly
depends on the implementation of the algorithms and for this reason the computa-
tional cost might be preferred. However in the present case, numerical complexities
of compared algorithms involve subroutines such as truncated SVDs whose numer-
ical complexity are hard to evaluate with precision. Furthermore, all the algorithms
compared in this section were carefully implemented in house in Matlab language
and optimized for it.

We have implemented two versions of ALS. In the first version (ALS-1), the
ALS procedure is stopped when the relative difference between two successive val-
ues of ry is lower than 10~* or when n;, reaches 50. In the second version (ALS-2),
we set these two values to 10~8 and 200. SJDTE is stopped when the relative dif-
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Table 1 Average reconstruction error, estimation error, number of iterations and cputime.

Algorithm Scenario 1 : N=5 | Scenario2:N =15 | Scenario 3 : N =30

T ‘ 'rF ‘nil‘ fepu| I'T ‘ a ‘"it ‘t(,‘pu(5> T 'F Mt ‘ Tepu

ALS-1 0.2 0.35 [ 7(3.41/0.22 043 [10] 7.02 | 0.2 | 0.42 [13(17.5
ALS-2 0.16| 0.29 |10{14.5|0.17 | 0.34 |16| 52.8 | 0.16 | 0.34 [21|167
DIAG-SJDTE |0.01{0.0006| 4 |5.78|0.012|0.005| 5 | 38.9 |0.014(0.0162| 5 |275
DIAG-SJDTE-ec0[0.01]|0.0016| 4 [4.36(0.013]0.006| 5 | 7.36 [0.017| 0.019 |5 | 14
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Fig. 1 Distributions of the estimation error for the four algorithms according to the value of N.

ference between two successive values of C is lower than 10~3 or when n; reach 10.
Comparisons are made by means of Monte-Carlo (MC) simulations. For each MC
run, three new factor matrices of size 200 x N are randomly drawn from a normal
distribution and a new tensor is built from the CPD model. A white Gaussian noise
is then added to its entries in order to obtain a signal to noise ratio of 40 dB. Then
the four algorithms are run to compute the CPD of rank N of the noisy tensor. We
distinguish three scenarios according to the chosen value of N: N =5 (scenario 1),
N = 15 (scenario 2) and N = 30 (scenario 3). For each scenario, average values of
rr, rr, ni and t.,, are computed from 1000 MC runs. Results are reported in table 1
for each algorithm. In order to have a more precise idea of the convergence rate of
the algorithms, we show in figure 1 the distribution of r in the ranges [107%;1073],
[1073;1072[, [107%;10"![ and [107!;1[. Convergence problems of ALS clearly appear
from these results. Whatever the considered scenario, the average value of  and of
rr remains high for both ALS-1 and ALS-2. Figure 1 shows that ALS behavior is
binary. For instance in the first scenario (N =5), less than 60% of the values of r fall
in the range [10~*;10~3[ and all the other values are greater than 10~!. Moreover, the
proportion of rr values below 10~ dramatically decreases with N: 25% for N = 15
and 7% for N = 30 with ALS-2. In these conditions, cputimes of ALS-1 are very low
and compete with those of DIAG but considering the previous observation about
the convergence rates, these values are misleading. Indeed, in practice ALS should
be run from different starting point in order to obtain satisfying convergence hence
increasing the total cputime. Furthermore, comparing ALS-1 and ALS-2 results, it
appears that decreasing the threshold of the stopping criterion had little impact on
the convergence. Conversely, DIAG-SIDTE and DIAG-SJDTE-eco offer good re-
sults in term of average reconstruction and estimation errors. This is mainly due
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to good convergence rates as it can be seen on figure 1, with a little advantage for
DIAG-SJDTE. In addition, these performances are quite stable with respect to the
value of N. For instance for N = 30 more than 80% of rr values are still lower than
1072, Now, regarding the average cputime, DIAG-SIDTE-eco is very less time con-
suming than DIAG-SJDTE for N = 15 (7s against 39s) and N = 30 (14s against 275s)
whereas the average iteration numbers of both algorithms is the same. Considering
the small difference between both algorithms regarding rr criterion, we can thus
clearly recommend the use of DIAG-SJDTE-eco when N is large.

5 Conclusion

‘We have proposed an original JEVD algorithm and showed how it can help for com-
puting the canonical polyadic decomposition of large tensors. Preliminary results
showed in this work point out that this approach provides very good convergence
rates comparing to a reference CPD algorithm. Moreover it converges in very few
iterations and the computing times are very low, including for high rank CPD. Fur-
ther studies will be conducted to refine this conclusion. In particular, we want now
to evaluate the impact of the choice of the subset of matrices M®) and of the JEVD
algorithm inside the DIAG procedure.
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On the use of Google Trend data as covariates in
nowcasting: Sampling and modeling issues

L’utilizzo dei dati Google Trend come covariate per il
nowcasting: problemi di campionamento e modelizzazione

M.Simona Andreano, Roberto Benedetti, Paolo Postiglione, Giovanni Savio

Abstract The use of Big-data, and more specifically of Google Trend data, in now-
and forecasting, has become common practice, even by Institutes and Organizations
in charge of producing official statistics around the world. However, such data will
have many implications in the model estimation, which can roughly impact final
results. In this paper, starting from a MIDAS-AR model with Google Trend
covariate, we are focussing on the main issues concerning the sampling error and the
time domain context.

Abstract L uso di Big-data, e piu nello specifico di Google Trend data, é divenuto
prassi comune nell ambito delle previsioni e del nowcasting, anche per gli istituti
nazionali ufficiali. In realta, il ricorso a tali dati pone diverse problematiche
nell’ambito della stima del modello, che possono avere rilevanti ripercussioni sul
risultato finale. Nel presente lavoro, partendo dalla stima di un modello MIDAS-AR
con covariata Google Trend, si sono affrontate le principali problematiche
riguardanti I'errore campionario e le specificita nel dominio delle serie storiche.
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Key words: Google trend, MIDAS model, repeated survey.

1 Introduction

The emergence of Big Data, and their capacity to help in now-casting, forecasting,
disaggregating, and filling in gaps of conventional statistics data sources, is now
history. However, the use of Big Data in economic now-casting and forecasting is
still full of open questions, which concerns, among others:

(a) representativeness of Internet data sources;

(b) the synthesis of the information contained in the data;

(c) the presence of non stationarity and seasonality

(d) the estimation methods and modelling for disaggregating purposes;

(e) the now- or forecasting model evaluation.

In the present paper we focus on the Mixed Data Sampling Models (MIDAS)
with Google Trend as covariate to now- and forecasting a target variable y; h-step
ahead, where the lowest frequency series y; is regressed on the higher frequency one,
through a distributed lag operator:

_ _ 1/m, (m) (m)
Yivmn = ytm+h,,, - ﬂ) + ﬁB(L 99)er - + gr,,,+h

m

and B(L''";0) = ZK B(k;0)Lf denotes a weighting function,  indexes the basic time
k=0 "

unit, m is the frequency mixture and @ is the number of values of the indicators that
are available earlier than the lower-frequency variable to be estimated.

In the next Section we will summarize the main issues arising from the estimation
of such a model, with the purpose to highlight the open questions coming from the
use of Big Data in empirical applications. Some final remarks will conclude the

paper.

2 Modeling and sampling issues

Google Trend provides an index of the relative volume of search queries conducted
through Google, and provides aggregated indices of search queries, which are
classified into a total of 605 categories and sub-categories using an automated
classification engine. Choi and Varian (2006, 2012) first showed the relevance of
such data in predicting consumer behavior and initial unemployment claims for the
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US. In our MIDAS-AR model the covariate x; is the weekly query index of Google
Trend, and it is used to nowcasting the (monthly) target variable y,. For further
properties on MIDAS models we refer to Ghysels et al. (2006a, 2006b).

First of all, we have to highlight, that Internet data sources, like Google Trend
data, are not a probabilistic sample, but a self-selected sample created by the Internet
users. Therefore, it can be a systematic bias in the sample of Internet people and if
we ignore these biases and assume they will be resolved through sheer sample size,
we compromise the utility of the findings of our research. For example, in the
Google search of job, the Internet users will probably be young people, leaving in
big cities. These biases could be considerable, when the forecasting model is applied
for getting more granular information of the phenomena, and all aspects are
disaggregated with respect to the geographical location, sex, group, sectoral activity
etc.. This typical problem in the new era of big data arise because investigators are
more likely to be separated from the data collection process and have less intimate
knowledge about the texture and the quality of the many elements in their datasets.

The use of Google trend data in a time series domain causes other more specific
shortcomings. The target variable y; should be observed through a panel survey,
where the same individual provides responses on repeated occasions. This is the case
for Unemployment from Labor Force survey or for Consumption from Household
survey, variables often forecasted through Google trend data (Askitas and
Zimmermann, 2009; D’Amuri, 2009; Fondeur and Karamé, 2012; Schmidt and
Vosen, 2010). In these cases, the sample overlap induces a correlation structure in
the sampling errors of the time series of estimates, which affects the analysis of them.
Estimators that ignore these correlations are generally inefficient relative to the
minimum variance linear unbiased estimator (MVLUE). Bell and Wilcox (1993)
assessed the sensitivity of parameter estimates for time series models of retail sales
data to the treatment of sampling error, through the application of ARMA models on
the sample error, while Binder and Dick (1989) used state-space models. More
recently, Steel and McLaren (2009) examined the interaction between the design of a
repeated survey and the methods used for estimation and reviewed the different
forms of estimators.

The Google trend covariate x; can also be seen as a time series drawn from a
repeated survey, where the design is unknown. The same Internet-users will
supposedly make their search repeated in the short term, therefore we have an
overlap with adjacent days (weeks) observations that induces correlation.

Both these sampling error structure, coming from y; and x; should be properly
being considered in our model estimation.

Always looking at the issues on the estimation of time series with MIDAS model,
we need to spend some words on the presence of trend and seasonality in our
variables y; and x;. To this regard, we outline two different questions: one arising
from the aforementioned problem of sampling error in repeated survey observations,
and the other from structural characteristics in the trend of Internet data.

In the first case, we note that the sampling errors can have important effects on
the seasonal autocorrelation properties of the observed time series, and if we don’t
remove the survey error component, we may end up with spurious correlations as
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part of our time series estimates, affecting the trend and seasonal components (Bell
and Wilcox, 1993). Ignoring (seasonally correlated) sampling error can make
seasonality appear much more variable than it appears, when the sampling error is
accommodated in the model. The application of different seasonal adjustment
procedures (X11-ARIMA or TRAMO-SEATS) will affect in a different way the
final estimates of the model, with a lower bias when the model based procedure is
applied. However, the identification of seasonality in the weekly Google trend data is
not immediate and different seasonal frequencies may overlap on each other.
Methods for producing variance estimates for seasonally adjusted and trend
estimates have been considered by Wolter and Monsour (1981) and Pfeffermann
(1994) and reviewed by Scott et al. (2005).

Secondly, we note that Google Trend data are proposed as a weekly query index
that indicates the percentage deviation from the date to which the data are
normalised and the series go back at most to 2004. However, the Internet users from
2004 until nowadays are significantly increased and the trend observed over this
period should be affected by this tendency. Therefore, spurious trend relationships
could occur when dealing with Google Trend data. One solution may be to remove
the trend from the series and applying the MIDAS model on stationary time series y;
and x;.

Until now we have not dealt with the problem concerning the synthesis of the
information contained in the Internet data, because, in our case, we have only one
Google trend covariate x; and the topic is to wide to be exhaustively discussed here.
We only note that, also in our case, before to choose the appropriate Google trend
covariate to insert in the model, we needed to explore many different query options
and a large-scale data analysis should be made. As pointed by Fisher et al. (2013),
most data analytics developed for standard data reduction process may not be able to
be applied directly to big data and there exist different efficient methods to solve the
dimensionality problem: sampling, data condensation, density-based approaches,
incremental learning, machine learning techniques, boosting, bagging, etc. In
addition to the issues of data size, Laney (2001) presented a well-known definition
(also called 3Vs) to explain what is the “big” data: volume, velocity, and variety.
The 3Vs imply that the data size is large, will be created rapidly, and will be existed
in multiple types and captured from different sources. These three characteristics
strongly influence the choice of the appropriate reduction technique to apply on the
data.

The majority of traditional forecasting techniques that perform relatively well in
the case of standard data sets, are more likely to distort the accuracy of forecast
when applied on Big data, because of the presence of high noise in Big data series.
This suggests that there is a need for employing and evaluating the use of forecasting
techniques, which can filter the noise in Big Data and forecast the signal alone. With
Big data, there is an increased complexity in differentiating between randomness and
statistically significant outcomes, as there is an increased chance of reporting a
chance occurrence as a statistically significant outcome and misleading the
stakeholders interested in the forecast. Nonlinear and non standard model are more
appropriate when forecasting with Big data (and Google Trend data).
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3 Conclusions

In the present paper we made an overview of the several problems arising from the
estimation of a time series model with Google trend covariate, focussing on the main
issues concerning the sampling and the time domain context. Thereafter we note a
set of key challenges that at present hinder and restrict the accuracy and effectiveness
of Big Data forecasts. Many questions are still open and a more depth analysis of the
estimations troubles should be faced up, to avoid misleading forecast outcomes.
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A spatial decomposition of the change in urban
poverty concentration

Una scomposizione spaziale della variazione nella
concentrazione della poverta urbana

Francesco Andreoli and Mauro Mussini

Abstract This paper explores the change in the concentration of poor individuals in
the neighborhoods of a city, taking into account neighborhood locations on urban
map. Urban poverty concentration is measured and the change over time in urban
poverty concentration is broken down into different components. Each of these com-
ponents is further split into spatial components explaining the extent to which spatial
dependence affects the change in urban poverty concentration.

Abstract L’articolo indaga la variazione nella concentrazione dei poveri nei quar-
tieri di una citta, considerando le posizioni dei quartieri sulla mappa urbana. Si
misura la concentrazione della poverta urbana e si scompone la sua variazione
nel tempo in diverse componenti. Ciascuna di queste componenti ¢ divisa nelle sue
componenti spaziali, che spiegano quanto la dipendenza spaziale influisca sulla va-
riazione nella concentrazione della poverta urbana.

Key words: Administrative data, Decomposition, Poverty, Spatial Inequality

1 Introduction

The growing availability of administrative data enables to develop research on
poverty at a finer level of territorial disaggregation. When information on poverty
status (poor or non-poor) for residents of neighborhoods in a city is complemented
by spatial neighborhood information, the analysis of poverty distribution across
neighborhoods can be linked with the analysis of spatial dependence in the dis-
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tribution of poverty in the city. This paper focuses on urban poverty concentration,
which is measured by means of the Gini index. The change over time in the Gini in-
dex of urban poverty is broken down into three components, explaining the roles of
changes in population proportions of neighborhoods, re-ranking of neighborhoods
and changes in disparities between neighborhood poverty rates. Each component
of the change in urban poverty concentration is further split into spatial compo-
nents, separating the contribution of changes occurred between neighboring neigh-
borhoods and that of changes occurred between non-neighboring neighborhoods.
This decomposition over time and space is used to analyze the change in urban
poverty concentration across the census tracts in the City of Los Angeles.

2 Concentrated poverty

The spatial distribution of poor people within urban space is considered, with urban
space partitioned into n administrative units. The n administrative units detected by
a space partition are referred to as neighborhoods. A city is hence partitioned into
n neighborhoods. For instance, neighborhoods may be defined at the census tract
level, however the setting can be extended to other geographic levels. Every indi-
vidual living in a neighborhood is assigned with a poverty status (poor or non-poor)
according to the fact that his income is below or above a poverty line. In this frame-
work, a urban poverty configuration is a collection of counts of residents and poor
residents across the city neighborhoods.

The concept of urban poverty concentration is here linked with the fact that poor
residents tend to be distributed disproportionately across neighborhoods. It is a rel-
ative concept that can be expressed by comparing the distribution of poor popu-
lation shares across neighborhoods with the distribution of population proportions
across the same neighborhoods. Hence, one does not value the fact that in one urban
poverty configuration there are more poor individuals than in another, but rather that
the proportion of poor individuals in the population is larger and less evenly spread
out across neighborhoods in one configuration compared to another. To measure the
degree of concentration of poor individuals across neighborhoods, the Gini index is
used. The Gini index of urban poverty is expressed by applying the matrix formula-
tion of the Gini index suggested by Mussini and Grossi [2] and further developed by
Mussini [1], as this matrix expression is useful to decompose the change over time
in the index and to measure the spatial components of this change.

Let p = (p1,..., pn)T be the n x 1 vector of neighborhood poverty rates sorted in
decreasing order and s = (s1,... ,s,,)T be the n x 1 vector of the corresponding pop-
ulation shares. 1, being the n x 1 vector with each element equal to 1, P is the n x n
skew-symmetric matrix:
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S

where j is the overall poverty rate in the city. The elements of P are the n? relative
pairwise differences between the neighborhood poverty rates as ordered in p. Let
S = diag {s} be the n x n diagonal matrix with diagonal elements equal to the pop-
ulation shares in s, and G be a n x n G-matrix (a skew-symmetric matrix whose di-
agonal elements are equal to 0, with upper diagonal elements equal to —1 and lower
diagonal elements equal to 1) [4]. The Gini index of urban poverty is expressed in
matrix form:

G(s,p) = %tr (GPT), )

where the matrix G = SGS is the weighting G-matrix, a generalization of the G-
matrix introduced by Mussini and Grossi [2] to add weights in the calculation of the
Gini index.

3 Decomposing changes in urban poverty concentration

Suppose that poverty rates and population shares of n neighborhoods are observed in
times f and 1+ 1. Let p, be the n x 1 vector of the ¢ poverty rates sorted in decreasing
order and s; be the n x 1 vector of the corresponding population shares. Let p,, | be
the n x 1 vector of the # 4 1 poverty rates sorted in decreasing order and s, be the
n x 1 vector of the corresponding population shares. The change in urban poverty
concentration from 7 to # + 1 is measured by the difference between the Gini index
int+ 1 and the Gini index in :

1~ 1~
AG=Gspi1,Ps1) = G(s6p) = 517 (GeaPliy) = 51r (GPT) . ()

Equation 3 can be broken down into three components explaining the roles of
changes in population shares, ranking of neighborhoods and disparity of poverty
rates. Let p, .y, be the n x 1 vector of 7+ 1 neighborhood poverty rates sorted
in decreasing order of the respective ¢ neighborhood poverty rates, and B be the
n X n permutation matrix re-arranging the elements of p; | to obtain p, |, that is
Pryijp = BPipi- Let A = pri1/ Py 1), be the ratio of the actual 7 + 1 overall poverty
rate to the fictitious ¢ + 1 overall poverty rate which is the weighted average of 7 + 1
poverty rates where the weights are the corresponding population shares in #. Matrix

Py = (l/ﬁ,H‘t) (lnpzT+1|t P 1,{) contains the n? relative pairwise differ-
ences between the neighborhood poverty rates as arranged in p, ). Applying the

Mussini and Grossi decomposition [2], the change in urban poverty concentration
between ¢ and ¢ + 1 is split into three components:
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AG= %tr (WP/ ) + %tr (RAP], ) — %tr (GD")=W+R-D, 4
where W= G, | — ZG,‘,H ,R= G,|,+1 —B7GBandD =P, — P;1);. Component
W measures the effect of changes in the population shares of neighborhoods. A
positive value of W indicates that the weights assigned to more unequal pairs of
neighborhoods are larger in 7 + 1 than in ¢, increasing urban poverty concentration
from ¢ to r + 1. A negative value of W indicates that the weights assigned to more
unequal pairs of neighborhoods are smaller in ¢ + 1 than in ¢, reducing urban poverty
concentration from ¢ to ¢ + 1. Component R measures the effect of re-ranking of
neighborhoods from ¢ to # + 1 and its contribution to the change in urban poverty
concentration is always non-negative. The nonzero elements of R detect the pairs
of neighborhoods which have re-ranked from # to # + 1. Component D measures the
effect of disproportionate change between neighborhood poverty rates. The generic
(i, j)-th element of D compares the relative difference between the ¢ poverty rates of
the neighborhoods in positions j and i in p, with the relative difference between the
1+ 1 poverty rates of the same two neighborhoods in p, ;. A positive value of D
means that relative disparities in poverty rates have overall decreased from ¢ to# + 1,
reducing urban poverty concentration. A negative value of D indicates that relative
disparities in poverty rates have overall increased from ¢ to ¢ 4 1, increasing urban
poverty concentration. If all neighborhood poverty rates have changed by the same
proportion from ¢ to ¢ + 1, then D = 0.

3.1 The spatial components of urban poverty concentration

The components of the change in urban poverty concentration quantify the impacts
of different distributional changes on urban poverty, however they do not explain
the extent to which these changes have occurred between neighborhoods which are
geographically close or not. The spatial location of neighborhoods is neglected by
AG, W, R and D as they would remain the same if neighborhoods exchanged their
positions on urban map. The spatial components of AG, W, R and D can be sepa-
rated by using the approach suggested by Rey and Smith [3] to decompose the Gini
index into a neighbor component of inequality and a non-neighbor component of
inequality.

Let N; be the n x n binary spatial weights matrix having its (i, j)-th entry equal to 1
if and only if the (i, j)-th element of P, is the relative difference between the poverty
rates of two neighboring neighborhoods, otherwise the (i, j)-th element of N; is 0.
Using the Hadamard product,' the relative pairwise differences between the poverty
rates of neighboring neighborhoods can be selected from P;:

Py; =N, OP;. )]

!'Let X and Y be k x k matrices. The Hadamard product X ®Y is defined as the k x k matrix with
the (i, j)-th element equal to x;;y;;.
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For each pair of neighborhoods, the relative difference between the ¢ + 1 poverty
rates of the two neighborhoods in P, 1|, has the same position as the relative differ-
ence between their ¢ poverty rates in P;. Thus, N; also selects the relative pairwise
differences between neighboring neighborhoods from P, ), :

PN,r+1|t =N ®Pt+1\r : (6)

Since D =P, — P, |;, the Hadamard product between N; and D produces the ma-
trix with nonzero elements equal to the elements of D pertaining to neighboring
neighborhoods:

Dy =Pn; =Py =N/ O (Pr —Pt+1\r) =N, ©D. @)

Py ;41 being the n X n matrix whose nonzero elements are the relative pairwise dif-
ferences between the ¢ 4 1 poverty rates of neighboring neighborhoods, the decom-
position of the change in the neighbor component of urban poverty concentration is
obtained by replacing P, and D in equation 4 with Py, and Dy respectively:

1 1 |
AGy = Lir (WPE,) + Lor (RAP, ) — Lir (GDF) =Wy + Ry ~Dy. ¥

P,y;+1 and D,y being the matrices with the relative pairwise differences be-
tween non-neighboring neighborhoods, the decomposition of the change in the non-
neighbor component of urban poverty concentration is obtained by replacing P,
and D in equation 4 with P,y ;| and D,y respectively:

1

1 1 ~
AGuy = 5l (WPiy 1) + 5l (RAPy 1) — 5" (GiDyy) =Wan +Ruy — Dy
C))

Given equations 8 and 9, the decomposition over time and space is

AG=AGN+AGN =WN+WnN+RN+RnN7(DN+DnN) =W+R-D. (10)

4 Application

The decomposition is used to analyze the change in urban poverty concentration in
the City of Los Angeles from 1980 to 2014. The administrative units are the census
tracts [5]. For each census tract, poverty line is known in both 1980 and 2014. To
check for spatial autocorrelation in poverty distribution across census tracts, the Rey
and Smith test based on random permutations is applied [3]. The hypothesis of ran-
domness in poverty distribution is rejected in both 1980 and 2014.% Table 1 shows
the spatial decomposition of each component of the change over time in the Gini
index of urban poverty. Most of urban poverty concentration is explained by the

2 The pseudo p-value obtained from 99 permutations is equal to 0.01 in both 1980 and 2014.
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Table 1: Decomposition over time and space, Los Angeles, 1980-2014.

component| G4  Giogo AG w R D

N 0.10111 0.10991 —0.00880 —0.00145 0.02405 0.03140
nN 0.27417 0.30090 —0.02674 —0.00314 0.05852 0.08212
‘total ~ ~ ]0.37527 0.41082 —0.03554 —0.00459 0.08257 0.11352°

disparities between poverty rates of non-neighboring census tracts in both 1980 and
2014, as the non-neighbor component of the Gini index of urban poverty overcomes
the neighbor component. Urban poverty concentration decreases from 1980 to 2014.
The decrease of disparities between poverty rates (0.11352) plays a major role in re-
ducing urban poverty concentration, however its equalizing effect is partially offset
by the impact of re-ranking (0.08257). The change in the relative frequency distri-
bution of population across census tracts reduces urban poverty concentration, but
it plays a minor role in the reduction of urban poverty concentration (—0.00459).

5 Conclusion

A decomposition of the change over time in urban poverty concentration is shown.
The decomposition links inequality in poverty distribution across city neighbor-
hoods with the spatial dependence in poverty distribution. The decomposition ex-
plains the roles of changes in population distribution across neighborhoods, re-
ranking of neighborhoods and changes in disparities between neighborhood poverty
rates. Each component of the change in urban poverty concentration is broken down
into spatial components.
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How green advertising can impact on gender different
approach towards sustainability

L’impatto della “pubblicita verde” sul diverso approccio
di genere alla sostenibilita.

Margaret Antonicelli, Vito Flavio Covella

Abstract

In the last decades, concerns on protection of the environment have really increased
among consumers. Initially, people were interested in discovering main
environmental problems but, actually, consumers have started to exercise their
decision making process in the purchase of products.

Performing a first pre-test and subsequently the final analysis, the probit model study
analyses both the statistical/econometric and the substantive significance of gender
differences in customer expectations, considering the “effect” of a green advertising.
This model is estimated jointly with an ordered probit model analyzing the
magnitude of this different gender approach. Results of the joint estimation and the
conventional single equation ordered probit model were presented for comparison.
Abstract

Negli ultimi decenni, le preoccupazioni in materia di tutela dell'ambiente sono
notevolmente aumentate tra i consumatori. Inizialmente, le persone erano
interessate a scoprire i principali problemi ambientali, ma, in realta, i consumatori
hanno iniziato ad esercitare il loro processo decisionale per l'acquisto di prodotti.
Effettuando prima un pre test e poi l'analisi finale, il modello probit utilizzato in
questo studio analizza sia da un punto di vista statisticoleconometrico che
sostanziale le differenze di genere nelle aspettative dei clienti, considerando [’effetto
della “una pubblicita verde”. Il modello probit ordinato sottolinea la grandezza di
questo diverso approccio di genere. I risultati della stima congiunta e della singola
equazione del modello probit convenzionale sono risultati fondamentali per
effettuare il confronto.

Key words: Green advertising, gender difference, probit model, econometric approach
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1 Introduction

Although much has been written about sustainable durable goods consumption in the
last few decades, obtaining reliable information on consumer preferences for new
social/ethical and eco-labeled products can be an arduous task.

The literature on business ethics, corporate social responsibility and sustainability
includes many studies on gender differences, however the results are often
contrasting. In particular, there has not yet been full agreement on the role and
significance of gender differences in customer expectations and perceptions of
responsible corporate conduct. The current study analyses both the statistical and the
substantive significance of gender differences in customer expectations and
perceptions of corporate responsibility, also examining the influence of age and
education'. In particular, the purpose of this study was to understand how male and
female consumers differently evaluate sustainability claims from brands and how
brands’ sustainability efforts and the presence/absence of information transparency
in the claims affect their brand schemas differently.

2 Literature review and hypothesis development

Recently, societies have become more concerned about environment protection? . As
a result, many consumers are modifying their consumption practices, choosing
products with reduced environmental impacts®. Sustainable consumption, in this
study, refers to the purchase and use of products with lower environmental impacts*
and that result in pro-social behaviours®. The first big observed phenomenon is the
change concerning conscious consumer attention: if once they were more interested
in the sustainability of products, today, the green community looks first at
sustainable approach of companies and only later, to the products.

These observations underline the importance of communication in sustainable
reputation creation process: in fact, in order to consider a sustainable company, it is
important that "the company communicates in a transparent way to the consumer"®.
Reputation that is fundamental when choosing the product to buy.

In this way, communication and reputation have a primary role in sustainability.
According to past research, sustainable consumers are mainly female, aged between
30 and 44 years old, well educated, in a household with a high annual income.

! Calabrese A., Costa R., Rosati F., Gender differences in customer expectations and perceptions of
corporate social responsibility

2 Corraliza and Berenguer, 2000

3 Schaefer and Crane, 2005

4 Follows and Jobber, 2000; Pedersen, 2000; Gordon et al., 2011
5 Diego Costa Pinto, Marcia M. Herter, Patricia Rossi, Adilson Borges, 2014
6Roveda, 2014



How green advertising can impact on gender different approach towards sustainability 67
Female participants are more likely to engage in sustainable consumption because
they hold stronger attitudes towards the environment than male participants’. In
addition, women tend to be more socially responsible, environmentally concerned
and ecologically conscious than men and tend also to consider the impacts that their
consumption may cause on others more carefully than men®. Female participants are
also more willing to change their lifestyle in order to reduce the negative
environmental impacts of consumption than male participants’ and are willing to buy
and to pay more for an environmentally friendly product than male participants.
Furthermore, studies showed that the adoption of sustainable practices may depend
upon reasons beyond conservation of the environment!®. In this work, we thus
developed the following hypothesis: high propensity and high knowledge for men to
buy sustainable durable goods and extensibility of the results obtained in the pre-test
to the entire sample.

3. Methodology

3.1 Data

The present study analyses both the econometric and the substantial significance of
gender differences in customer expectations, as well as the perception of corporate
responsibility, by additionally examining the influence of age and education. The
work, based on the Italian macro-context, explains sustainable discourses in
advertising. The aim is to define sustainability broadly and explain the issue of
inequality, particularly gender inequality, as originating in various forms of
ascendancy over nature. More specifically, was drawn up a quantitative survey on
the attitude of Italian citizens towards production systems. A cross-sectional survey
has been performed to a sample of no less than 1200 units on the entire Italian
territory. Delving into more detail, the questionnaire employed has been pre-tested to
reduce error through possible misinterpretation. Regarding the models used, this
work is based on a comparison of three different methods: Joint estimation of Probit
and Ordered Probit and Single Equation Model.

7 Diamantopoulos et al., 2003; Jain and Kaur, 2006

8 Roberts, 1996b; Mainieri et al., 1997; Straughan and Roberts, 1999; Noble et al., 2006
9 Abeliotis et al., 2010

10 Diego Costa Pinto, Marcia M. Herter, Patricia Rossi, Adilson Borges, 2014
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3.2 Empirical results

Previous studies have identified a variety demographic and attitudinal characteristic
that may affect consumer propensity to buy sustainable durable goods. For empirical
implementation, the explanatory variables of equation are gender, age and education.
In addition, the importance of level of knowledge and satisfaction about
sustainability durable goods, frequency of purchase of sustainable durable goods,
willingness to pay an additional fee to sustainable durable goods and level of
information available on the sustainability. Specifically, it is expected that female
would be more attentive to green advertising and would be more willing to buy a
sustainable durable goods if sustainability were considered as an important attribute
to making produce purchases. The maximum likelihood estimates of the generalized
binary- ordinal probit model are presented in Table 1 about entire analysis . For
comparison, results of the conventional single-equation ordered probit estimation are
also presented. It is evident from Table 1 that the single-equation model performs
poorly as compared to the binary- ordinal probit model judging from pseudo-R2s
that were computed as a measure of goodness-of-fit for to estimated models.

In general, regarding to the hypothesis, after finding extensibility of the pre-test,
results showed the main effects of gender and identity on sustainable consumption.
In particular, this research suggests that female participants will have higher levels of
sustainable consumption than male participants. This evidence it is verified in all
three models, observing “gender”. The results provide further evidence for past
research'!, suggesting that female participants are likely to engage more in
sustainable consumption than male participants. It is also important to emphasize
that, not only is the second hypothesis is verified but also in the second model the
great majority of the independent variables result to be highly significant.

11 Roberts, 1996a
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Table 1: Result of Joint estimation of Probit and Ordered Probit and Single Equation Model

Single
Joint estimation equation
estimation
Variable Probit Ordered ordered probit
Constant 1.71845  *** 227266  *** 2.060921 **
(-3.801) -1.6015 (-1.349)
Gender 0.01009 014198 kR 0.19281  **
(-1.099) -0.0465 -0.2014
Age -0.00593 -0.01102  *** -0.01382  **
(-6.012) (-0.4491) (-0.1408)
Education -0.07423 * 0.07281  *** 0.01545
(-14.719) -0.2493 (0.3556)
Level of knowledge about 0.03162 **.0.31418  HE* -0.40419  *
sustainability durable goods (-0.170) (-0.0728) (-1.3193)
Willingness to pay an additional -0.05559 * -0.06562  ** -0.07148  **
fee to sustainable durable goods (-1.536) (-1.8640) (-0.5389)
Frequency of purchase of 0.41152 0.17971 * 0.08281
sustainable durable goods -12.126 -0.9323 -0.1347
Level of satisfaction in knowing that -0.19884  ** 0.1857 oK 0.11809  *
the property purchased is
sustainable (-3.586) -1.3396 -0.1984
Level of information available -0.53425 * 0.51809 o 0.44372  **
on the sustainability (-4.412) -1.1324 -1.0803
nl 1.303 *K 0.812 *k
-0.5483 (9.821)
2 1.91 *k
-17.787
p 0.147
-3.522
Log likelihood -407.065 -421.681
Pseudo R2 0.339 -0.245
Sample 1200 1136 1200

Numbers in parentheses are t-ratios

*Indicates statistical significance at the level 0,10, ** 0,005 and *** 0,001

Discussion

Despite the large literature regarding to sustainability, it is clear that a higher level of
information is a key factor for a positive acceptance. It means that sustainability,
with different communication policies, are able to create a good image, modifying
consumer behaviour'2. This study has one important limitation that can guide future
studies: the sample consisted only Italian participants with access to Internet.
Although such a sample may have biased the results, it is important to note that, in

12 Antonicelli M., Calace D., Morrone D., Russo A., Vastola V., 2015
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Italy, Internet penetration rate is 87,1% (Istat, 2016). Moreover, this could explain
the predominance of young participants in the sample. Future research could focus
on another method of data collection in order to consider a different, wider age
range. This could make possible to investigate whether gender and identity effects
change in different age groups. In addition, convenience sampling is a limitation of
the study. Future studies could use representative samples to investigate the effects
of gender and identities on sustainable consumption.
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Stratified data: a permutation approach for
hypotheses testing

Dati stratificati: un approccio di permutazione per test
d’ipotesi

Rosa Arboretti, Eleonora Carrozzo, Luigi Salmaso

Abstract The present work aims at presenting a general nonparametric alternative
to the well known van Elteren test for two-sample stratified analysis. We developed
a solution based on permutation tests that considers the Nonparametric Combination
(NPC) methodology for reducing the dimensionality of the problem. A simulation
study to compare performances of proposed test with those of the usual van Elteren
test and of aligned rank test has been performed considering both continuous and
ordinal data. Results shows the respect of nominal a-level under Hy even for small
sample sizes. A real application example is also presented.

Abstract Il presente lavoro ha [’obiettivo di proporre un’alternativa non para-
metrica generale al test di van Elteren per analisi a due campioni stratificati. La
soluzione sviluppata e basata sui test di permutazione e considera la metodologia
della Combinazione Non Parametrica (NPC) per ridurre la dimensionalita del prob-
lema. E stato eseguito uno studio di simulazione per confrontare le prestazioni del
test proposto con quelle del test di van Elteren e del test Aligned Rank, considerando
sia dati continui che ordinali. I risultati mostrano il rispetto dell’ @ nominale sotto
Hy anche per basse numerosita campionarie. E inoltre presentata un’applicazione
ad un caso reale.

Key words: Stratified test, Nonparametric Combination methodology, Permutation
tests
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1 Introduction

Let us suppose to have two treatments and we are interested in detecting differences
among their effects. Suppose also that treatments may be influenced by a confound-
ing factor which is taken into consideration by stratification. In this situation when
performing the analysis we must take into consideration the presence of these strata.

Literature on stratified experiments is vast and in particular in the context of the
so called multicenter clinical trials it revolves around the van Elteren test [10], which
is the optimal test when there is no interaction among treatment effect and strata.
However if treatment effect is not constant across strata, Van Elteren test can became
inefficient to detect differences between treatments. Therefore in literature we found
alternatives to Van Elteren test which present good operating characteristics [2, 4, 3,
5, 6].

Our interest on stratified tests arose dealing with a real industrial problem which
was also affected by a very small sample size. Thus we wondered if existing tests
are suitable for our purpose, and we decided to provide a general solution for the
problem at hand, and make a comparison with existing ones.

In the present paper we want to describe our proposed solution for stratified prob-
lems, where variables can be of different nature (continuous, discrete, ordinal etc.).
The proposed approach is nonparametric based on permutation tests and considers
the NonParametric Combination (NPC) methodology [9] as tool to reduce the di-
mensionality of the problem. This implies that factors of stratification can be also
more than one.

Section 2 is aimed at presenting and formalizing the problem. The idea at basis
of the proposed procedure is described and after defining main notations and as-
sumptions a detailed algorithm for achieving the NPC-based procedure is provided.

In Section 3 we report the results of a simulation study aimed at comparing the
performance of our proposed method with that of van Elteren test and of the Aligned
Rank test proposed in [6]. We consider small sample sizes commonly of interest in
practice. We investigate the case in which effect were constant across strata and case
where effect are varying across strata, both under the null hypothesis than under the
alternative.

Finally, in order to illustrate usefulness of the proposed method in a practical
context, in Section 4 we analyze data from an industrial problem.

2 NPC-based permutation test for stratified analysis

In the present section we describe the permutation approach proposed to deal with
stratified problems. Such nonparametric solution is based on NonParametric Com-
bination (NPC) methodology which allows to overcome methodological difficulties
related to the presence of one or more stratification factors.

Let X;g, ~ F(x+ 7 + ) be a response variable for the i-th observation in the
s-th stratum for the treatment A, ¥, represents the location effect of stratum s and &,
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is the effect of the treatment i, i = 1,...,np,, s = 1,...,S, h € {A,B}, and S is the
number of strata.
We are interested in testing for:

H()G$5A=53

<) )]
HlG 104 > Op
Taking into account the possible effect of stratification factors, we break down the
problem into sub-problems for each stratum, i.e.:

Hys) : Sa(s) = OB(s)
(<) 2
H(5) : 8a(s) > Op(s)

The idea of the NPC-based procedure is to suitably combine the p-values from each
stratum. It is important to note that the effect of treatments may be multivariate.
In order to clarify the steps of the procedure, in Section 2.1 we report the related
algorithm.

2.1 An algorithm for NPC-based stratified test

In this section we describe the algorithm to achieve the NPC-based stratified proce-
dure. For an overview on NPC-based testing and its properties see for example [1],
[71, [8], [9]. Before listing the steps of the algorithm let us define some important
notations. Given:

X = [ X1(,1) - Xy (1) - XU (R,S) -+ Xy (h,S)

a sample of size n, = ):f:1 nys for treatment i € {A, B} from an unknown distri-
bution F, let us define the whole sub-sample x(,) for stratum s of size ns, +np,, and
the related permuted sub-sample xZ‘S>, being u* any random permutation of labels

u= 1,...4,(nA:+n3:):

X(5) = [X1(4.5) -+ - Xy, (A.5) g, +1(Bus) - - -Xma, -+, (B.s) | and
xZ‘S) = )CL,*I](A,S) . .xL,E,AJ](A,s)xu[*nAS B .xu[*% +/13;J<B’5>}
These are the steps of the procedure:

I Vs=1,...,5:

L.1. In order to testing (2) on x; compute a suitable test statistic T(), for example
the difference of means for continuous data:
n n,
Tpm(s) = ﬁs i Xias) — é):jfl Xj(B.s)
or the Anderson Darling test statistic in case of ordinal data:
TAD(&) = Zl‘/:711 A’i(B.\) [lvi(os)((”As +nB;) 71\’1’("))}
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where v is the number of categories, Nj(o5) = Nj(a,) + Mjp,) in which Ny
and Ny(p) are cumulative frequencies of the category i for stratum s in the
treatment group A and B respectively (see [9, sec. 2.8.3]);

1.2. perform a random permutation u#* obtaining xZ‘S);

1.3. compute the permuted value of test statistics 7*;

1.4. independently repeat B times step (1.2)-(1.3) to obtain the permutation dis-
tribution of test statistic 7).

1.5. Estimate p-value: A, = Y2 |1 (T(’;;’ > Ts))/B and the related empirical sig-

nificance function A;* = %Jr):?:ll(]“(’;{ > 7"(’§)b)/(B+ 1),b=1,...,B;

2. Through a suitable combination function @(-) combine the p-values related to
different strata obtaining: T(.) = T(.y = ®(4i,...,4s) and their related distribu-

tion: T(*)h = @(il*",...,ls*h), b=1,...,B;
3. compute the combined p-values Ap = Y5_, 1 (T(’_‘;’ >T)/B;

4. reject the null hypothesis in (1) if ¢ < a.

3 A comparative simulation study

In the present section operating characteristics of procedure proposed in Section 2
are discussed compared with van Elteren test and the aligned rank test proposed in
[6]. We performed 5000 Monte Carlo simulations based on B = 5000 permutations
for permutation tests. We considered the following simulation settings:

Setting 1: S =3;n;,, =12Vs=1,...,5 and h € {A, B}, data generated from N(0+
5/1 + %5 1)s

Setting 2: S = 3; n,, = 12,Vs =1,...,S and h € {A,B}, data generated from an
ordinal variable with 10 categories;

Setting 3: S =5;n,, =12Vs=1,...,S and h € {A, B} data generated from N(0+
611 + %, 1),

Setting 4: S =5; nj, = 12,Vs = 1,...,5 and h € {A,B}, data generated from an
ordinal variable with 10 categories;

where (64,05) = (0.50,0.00) and for Setting 1: (%1,%,%) = (0.25,0.5,0.55) and
for Setting 3:(y1, 12, 13, ¥4, %) = (0.50,0.25,0.15,0.05,0.00).

Actually we started from sample size nj, =5 Vs =1,...,5 and h € {A,B}, but the
aligned rank test showed an anti-conservative behaviour so we decide to consider
a sample size where nominal ¢ for all three procedures is respected, in order them
to be comparable in power. Table 1 and Table 2 show rejection rates of the tests
when treatment effect is constant across strata and when it varies across strata re-
spectively.

For three testing procedures rejection rates are close to the nominal ¢ both in pres-
ence of normal and categorical variables. For comparisons under the alternative hy-
pothesis we note that van Elteren test presents a lower power with respect to its
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competitors. In particular NPC procedure presents an higher power among three
compared tests. We can also note that power tends to increase when increasing the
number of strata.

Table 1 Rejection rates at significance level o = 0.05 over 5000 simulations, with treatment effect
constant across strata.

A=B ‘ A>B
Normal Ordinal Categorical Normal Ordinal Categorical

NPC 0.046 0.048 0.605 0.630

S=3  Align 0.050 0.053 0.534 0.517
VE 0.047 0.047 0.520 0.500

NPC 0.049 0.049 0.793 0.801

S=5  Align 0.051 0.051 0.765 0.732
vE 0.050 0.049 0.747 0.709

Table 2 Rejection rates at significance level o = 0.05 over 5000 simulations, with treatment effect
varying across strata.

A=B A>B
Normal Ordinal Categorical Normal Ordinal Categorical

NPC 0.047 0.052 0.619 0.630

S=3  Align 0.050 0.051 0.543 0.518
vE 0.050 0.047 0.523 0.508

NPC 0.052 0.050 0.792 0.808

S=5  Align 0.052 0.051 0.764 0.765
VE 0.050 0.048 0.746 0.740

4 An application example

We consider an industrial problem where a company producing bicycles has to
choose among 2 different types of paints, say A and B, for bicycles. In order to
compare quality of competitive paints, for each paint were recorded performance
on frame of the bicycle. Performances were recorded by an instrument which inves-
tigate the smooth surface of the piece, giving a continuous measure from 1 to 100
intended as "the largest the better”. There are 5 machines painting components and
a specific machine could influence performance of paint so that we have to take this
aspect into consideration. For each paint samples of size n = Zf:, ny, = 25 with
ny, =5 for h € {A,B} and Vs = 1,...,S,5 = 5 has been collected. Data are shown
in Table 3. After applying the NPC procedure adopting the difference of means as
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test statistic, we obtain a global p-value of /lg>A = 0.004 indicating a significant
difference in performances between paint A and paint B, in the sense that paint A
has greater performance with respect to paint B. An important feature of NPC proce-
dure is that it is possible investigating which stratum mainly affect the global results.
Note that we perform comparisons in the two directions (i.e. 84 > Jp and dp > 64),
for the sake of simplicity here show only comparisons of interest, i.e. A(Bl>>A =0.004,
AZTA =0.004, 4554 = 0.362, A4 = 0.254, 47554 = 0.247.

As we can see from partial results, 2 out of 5 strata seem to mainly affect the
global result. Extension to ordinal or mixed data is straightforward.

Table 3 Response data for example application

Stratum Paint A Paint B

1 96.8,96.7,96.7,93.2,94.4 98.6,99.4,99.4,99.8,98.4
2 85.2,76.2,83.1,76.8,76.8 95.8,97.3,97.9, 96, 97.6

3 100, 96.1, 100, 100 , 99.4 100, 100, 100, 99.4, 99.6
4 95,93.8,95,94.3,94.3 95.1, 94, 96, 94.3, 94.6

5 92.1,97.5,98.2,97.4,97.6 94.2,97.6,98.2,98.2,98.6

5 Conclusions

In the last years some alternatives to the van Elteren test for stratified two-sample
analysis have been proposed. In particular the aligned rank test is a potential choice
given its good operating characteristics. In the present work we proposed a new
nonparametric NPC-based stratified test and we compared its performance with that
of van Elteren and aligned rank tests.

Among tests compared NPC presented higher power and it respects the nominal
a- level for very small sample size.

Moreover, extensions to multivariate observations, to C > 2 samples, to repeated
measurement data, can be obtained within our NPC-based approach and will be
considered in future research.
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Abstract The talk introduces a new aggregated classification scheme aimed to sup-
port the implementation of text analysis methods in contexts characterised by the
presence of rare text categories. This approach starts from the aggregate supervised
text classifier developed by Hopkins and King and moves forward relying on rare
event sampling methods. In details, it enables the analyst to enlarge the number of
text categories whose proportions can be estimated preserving the estimation ac-
curacy of standard aggregate supervised algorithms and reducing the working time
w.r.t. to unconditionally increase the size of the random training set. The approach is
applied to study the daily evolution of the web reputation of Expo Milano 2015, be-
fore, during and after the event. The data set is constituted by about 900,000 tweets
in Italian and 260,000 tweets in English, posted about the event between March
2015 and December 2015. The analysis provides an interesting portray of the evolu-
tion of Expo stakeholders’ opinions over time and allow to identify the main drivers
of Expo reputation. The algorithm will be implemented as a running option of the
next release of R package ReadMe
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1 Introduction

From the Ist of May 2015 to the 31st of October 2015, Milano hosted the 2015
World Exposition (Expo Milano 2015). Doubts and uncertainties characterized the
event at the beginning. The enthusiasm of hosting a world fair was accompanied
by controversies concerning its set up; the long-lasting discussion about the invest-
ments required to face its preparation alternated with the opportunity of exploiting
positive externalises induced by the event . Discussions about corruption episodes
were often on the news, and this cost overruns and delays. However, when the ex-
position started, initial skepticism gave way to growing curiosity and, in the end,
turned out in an unexpected success. Milano Expo 2015 involved 140 countries
and was visited by 21 millions of people, with 7 millions of foreign visitors and
2 millions of students [5]. “Feeding the Planet, Energy for Life” theme marks an
opportunity to put the centrality of sustainability at the top of the political agenda
and stimulated visitors with thought-provoking ideas coming from the pavilions of
different countries. But how did the perception of Expo Milano 2015 evolve before,
during, and after the event? Why was a changing dynamic registered? In the Talk
we will answer these question proposing a new aggregate supervised classification
scheme [2].The dataset used to train and test the model and to map precisely the
reputation is Twitter.

2 Method and Case Study

In these talk, we will present in details the study about the web reputation of Expo
Milano 2015, by analysing Twitter data through sentiment and opinion analysis.
A soaring on-line discussions and web participation mirrored the bustle that sur-
rounded the Expo, making social media an interesting channel for understanding
what people was thinking and saying about the Expo. Among the existing social
media platforms, we focus on Twitter because both it has a public philosophy and
via API, Twitter offers a partial free download of its data, and it is micro-blogging
platform, where the users share in 140 characters their own opinion about specific
topics. The sharpness of posts helps the sentiment analysis performances, conducted
on sentence-level data-set.

2.1 The DataSet

The tweets with tags related to Expo Milano 2015 were downloaded from the 17th
of February 2015 to the 31st of December 2015. Both Italian and English written
Tweets are analysed to cover the local and international nature of the public. Figure
1 shows the amounts of analyzed Tweets (here aggregated per month), in Italian and
English, respectively.
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count

Itaian Tweets count

English Tweets

Fig. 1 Downloaded Tweets from the 17th February 2015 to 31st December 2015 via keywords
concerning Expo Milano 2015. Data are here represented monthly aggregated, in both Italian and
English languages.

To fully capture the evolution of sentiment about Expo, we have to deal with
a critical methodological issue, i.e.: the management of rare categories in the data
set. The broadness of Expo event involve many different agents on different topics.
The mission of the Expo was educating the public, sharing innovation, promoting
progress and fostering cooperation among participating countries, the event put to-
gether many different stakeholders, moved by diversified expectations and percep-
tions, resulting in a complex and varying arrangement of interests and feelings. This
heterogeneity was reflected in the on-line discourse, that was characterised by some
“mainstream” topics discussed by plenty of people and some “less represented”
categories - hereafter named rare categories - related to issues discussed by fewer
people, but still relevant to understand the multifaceted reputation of the event.

2.2 The Method

The presence of rare categories is particularly critical for the implementation of
supervised sentiment classifiers, which nowadays are an essential instrument for
performing sentiment analysis. As discussed in details in [2], supervised sentiment
classifiers require a training set. As hypothesis, the language used in the training set
is assumed to be representative of the entire text [4], and it is labelled through hand-
coding to obtain a better interpretation of the sentiment [1]. When a corpus of texts
is characterised by the presence of rare categories, there is a non-null probability of
not gathering any text belonging to these rare categories in the training set, with the
risk of losing some relevant pieces of information. Against this background, in this
talk we present a new aggregated supervised classification scheme for sentiment and
opinion analysis. This new classifier takes advantage of the integration of standard
sentiment and opinion analysis techniques proposed by [1], with rare event sampling
techniques [2]. The rare event sampling technique are strictly linked with the strate-
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gies known as choice-based, and case-control sampling [6]. In particular, we focus
on the sampling solution proposed by [7]. The estimation of both broad-discussed
and niche topics is now possible thanks to these new approach, contrary to current
approaches which are able to deal with the former ones exclusively. In addition, this
specific feature is particularly relevant from a managerial point of view because the
identification and the analysis of rare categories could be used to anticipate future
trends, and to identify and manage potential risks or opportunities. All the algorithm
is run in R and it will be implemented as a running option of the next release of R
package ReadMe.

In the talk, we will outline the state of the art about opinion mining, with par-
ticular attention to classification methods and, more specifically, aggregate super-
vised ones, that represent the starting point for this work. The proposed classifi-
cation scheme will be illustrated in terms of sentiment categories definition, texts
pre-processing, variables definition, classification scheme evaluation, and results
computation. All the algorithm steps will be displayed on the analysis of the web
reputation of Expo Milano 2015. The talk finish with the results of a statistical com-
parison performed between our classification scheme and other existing ones.
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Abstract Administrative data, gathered by public authorities with a general aim
of control, are very precious sources of information because they allow to study
phenomena that would remain otherwise unknown. On the other side, administrative
data strictly contain the information they were collected for, and to be used for
statistical purposes they need to be integrated. This work shows the potentials of
the integration of three data sets for statistical modeling: the audits carried out in
Italy in 2005 by the National Institute of Social Security on building and costruction
companies, the ASIA archive of Istat and the ”‘Studi di Settore™ of the Italian
Revenue Agency.

Abstract [ dati amministrativi, raccolti dalle istituzioni pubbliche per scopi gen-
eralmente di controllo, sono fonti informative estremamente preziose in quanto
permettono spesso di studiare fenomeni che in altro modo non potrebbero es-
sere conosciuti. D’altro canto, proprio perché rispondono a finalita specifiche, le
indagini amministrative non contengono informazioni aggiuntive rispetto a quelle
per le quali sono state pensate. 1l lavoro illustra le potenzialita dell’integrazione di
tre basi dati da fonte differente: le ispezioni INPS, ’archivio ASIA dell’Istat e gli
Studi di settore dell’Agenzia delle entrate. La sperimentazione é stata condotta sulle
imprese che operano nel settore delle costruzioni.
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1 Introduction

Administrative data are archives of great interest as they often contain information
available only to public authorities responsible for the control of some phenomena.
Almost always, though, these files do not contain information other than those for
which they were collected (a typical example are the socio-economic characteris-
tics of the individuals), as the purpose underlying their gathering is not statistical
modeling. For this very same reason, administrative data require, on the one side, a
throughout pretreatment and validation process and, on the other, the development
of statistical methodologies that allow for the drawing of valid inferences.

The purpose of our work is to draw the entire “production chain”: a) the creation
of a dataset with all relevant variables, b) the evaluation of the dataset quality, c) the
development of a statistical method suitable for the data at stake.

The case study is on the detection of the firms which evade worker contribu-
tions because they employ off-the-book workers (i.e. employee who are completely
unknown to fiscal authorities)

2 Creation of the data set

Our starting point is an administrative dataset on the audits carried out in Italy in
2005 by the National Institute of Social Security (INPS henceforth) on building and
construction companies (NACE section: F). It amounts to a total of 31,658 inspec-
tions on 28,731 firms. The global amount of firms operating in the building indus-
try in Italy in the same year was N = 595,226. Audits data allow to observe the
compliant/non-compliant behavior.

Following the idea that the risk of a non-compliant behavior can be predicted
by the economic characteristics of the firm, we integrated the information of audits
with two other sources of data. The first is the ASIA archive owned by the National
Institute of Statistics (ISTAT). It contains data on the legal structure, turnover and
number of employee and is a high quality source of data as the information are val-
idated through a very careful process. The second, owned by the Italian Revenue
Agency, is the so called ‘Studi di Settore’ (SS in the following) archive. It contains
an exhaustive list of information on corporate organization, firm structure, manage-
ment and governance.

The three data sets were merged using VAT numbers and/or tax codes. Surpris-
ingly the match rate was only 51% meaning that the number of firms in the merged
archive is 14,651.

The original variables were used to build economic indicators which can be
grouped in the following different firm’s facets: a) 9 indicators for economic di-
mension, b) 13 for organization, c) 6 for structure, d) 6 for management, e) 11 for
performance f) 38 for labor productivity and profitability g) 3 for contracts award
mode h) 7 variables for location and type. The final dataset had 93 independent
variables observed on 14,651 building companies with a match rate of 51%. The
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Table 1 Datasets characteristics

Data Content Individual ~ Dimension

Owner

INPS Inspections outputs (2005) Inspection 31,658 inspections on 28,731

firms

Revenue Studi di settore (2005).Mod- Firm Universe of firms with at

Agency els: TG69U, TG75U most 5 million euros of in-
(SG75U),TG50U  (SG50U come
and SG71U), TG70U

ISTAT Asia Archives (2005) Firm Universe of firms

variable to be predicted is named Y and it takes value 1 if in a firm there is at least
one off-the-book worker and 0 otherwise. In the following we will refer to the fi-
nal dataset as the integrated db because it gathers and integrate information from
different sources.

3 The assessment of the integrated dataset

As we said, the matching rate was 51% which means that we had information on
the features of interest for (roughly) half of the firms in original INPS database. We
studied inspection coverage and the risk of non complying for different turnover
class and corporate designation typologies and over the territory. The idea was to
verify if a whole group of firms (for example all the companies in a geographical
region) was lost because of the merging process.

We checked for: Regions (20 levels), Number of employee (9 classes), Legal
structure (5 levels), Turnover (11 classes); we then made sure that during the match-
ing procedure, no whole groups of individuals were lost.

4 The Model

Under a statistical point of view, there are two main methodological issues arising
from the type of data we use. The first is the non-randomness of the inspections and
the second is that the fraction of inspected firms in the population is low.

SELECTION BIAS IN THE SAMPLE OF INSPECTED FIRM. To detect undeclared
work, an inspector audits firms. Inspected firms are not randomly chosen; they are
chosen because the inspector thinks that there are some off-the-book workers and
s/he has strong incentives to target the “right” firms (i.e. the irregular ones). We can
think of the decision to inspect a firm as a rational process in which the inspection
is made if the utility to inspect, U4, (i.e. find undeclared workers and get a benefit)
is higher than the utility of non-inspect, U4. Moreover we can observe the status of
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the i —th firm (regular or not) only if it has been inspected, otherwise a censoring
process intervenes. It is obvious that there is a strong selection bias in the sample of
inspected firms.

As it is well known, [3] proposed a useful framework for handling estimation
when the sample is subject to a selection mechanism. In the original framework, the
outcome variable is continuous and can be explained by a linear regression model
(called output equation), with a normal random component; in addition to the output
equation, a selection equation describes the selection rule by means of a binary
choice model (probit).

In our framework the output equation defines the compliance decision, so the
dependent variable is binary, and the selection equation refers to the decision of
inspecting a firm. Just as the inspection decision, the evasion is based on a rational
process and it happens if the utility of evading, U, is greater than the utility of
complying U€. The corresponding econometric model, in its general form, is:

Y =UC—US = Xy;B +eu; (1a)
A =UN UM = X260 + & (1b)

where X; = (X;,X2;) is a vector of exogenous variables (namely, X; for ¥;
and X; for A;), containing all the relevant covariates.

Since we cannot observe directly the utilities (neither those determining compli-
ance, nor those governing the decision to inspect), we assume that if in equation (1a)
Y > 0, the firm does not comply, otherwise it does. Let’s define a dummy variable
Y; which we can observe and that denotes the alternative selected:

1 ifYy*>0
=g L= @
0 otherwise
Similarly, we can define an observable dummy variable A; for the inspections,
such that:

3

i =

_J1 ifA7F>0
0 otherwise

The p.d.f. of ¥; and A; is Bernoulli with probability of success respectively equal
to ym and 4 and depending on X ;8 and on X7;0. A selection bias exists if
corr(g;,&) = p is not null.

As it is known (see for example [2]), the likelihood function for the Heckman’s
selection model is:

L(n) =ﬁ {1 fAﬂ(Xi)} A [f(l/i\Ai — ‘Aﬂ(X,'):|Ai w

i=1
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where 1 = (8,0, p) is the vector of parameters to be estimated.

THE CASE-CONTROL SETTING. In this sampling design [4], also known as
response-based, samples of fixed size are randomly chosen from the two strata iden-
tified by the dependent variable A. In particular n4 units are drawn at random from
the N4 cases and nz from the Ny controls.

The likelihood function is the product of the two stratum-specific likelihoods
and depends on the probability that the individual is in the sample, and on the joint
density of the covariates:

1A 1z
[1Pr(XilAi=1,5=1)-[[Pr(Xi|Ai = 0,85 =1). )
i i1

The c-c design is particularly suited in our study because the probability that a
firm is inspected is very low and therefore it is much more convenient to directly
sample from the two strata (inspected/non-inspected).

A BINARY CHOICE MODEL WITH SAMPLE SELECTION AND CASE-CONTROL
SAMPLING SCHEME. In the following we provide the likelihood function under the
framework of interest, i.e. a sample selection mechanism with a severe censoring
process. The interested reader can find the full proof and the simulation results in
[1].

We make the following very general and non restrictive assumptions:

1. we have a set of fully informative and exogenous covariates X; = (X;, X2;);

2. conditional on the covariates, the probability that an observation is uncensored
doesn’t depend on its value, i.e. P(A; = 1|5, =1,X,Y;)) = P(4; =1|S; =1, X;);

3. the set of covariates X;, specific for ¥;, and the set X7;, specific for A;, may have
common elements but they cannot fully overlap;

4. the probability of being in the sample does not depends neither on the covariates
X nor on Y;. More precisely, letting S; be a binary variable which takes value
1 if the i —th individual is in the sample and O otherwise, it is true that P(S; =
11X, Y, A = a;) = P(S; = 1|A; = ;).

Assumption (1) means that it does not exist correlation between the covariates
and the residual terms in equations (la) and (1b). Assumption 2 is justified be-
cause, as the covariates are informative, all the information brought by Y¥; is con-
tained in X;. Assumption (3) is necessary for parameters identification (exclusion
conditions). Assumption (4) is typical in the response-based sampling framework
and no further explanation is required.

Under the conditions stated, the likelihood function for a binary choice model
with sample selection under a response-based sampling is:
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n N 1-4A;
) =17 xtsi = 0 {1 - amx) 4| ©)
=1
N na i N na 1=y A
{Yﬂ(Xli 'N*Aa} [(l—yﬂ(Xu))NfA@} AT (X2i)

where 47(X7;) is the probability that an observation is uncensored and y 7w (X;)
is the probability of observing ¥ = 1 given that the observation is uncensored; as
already said, ny4 is the number of units sampled from the N4 uncensored observations
and nj is the number of units sampled from the N censored observations; n,4 is the
amount of units in the sample having Y =y, withy =0, 1.

It’s easy to understand that the likelihood (6) is a weighted version of (4), and
the weights simply take into account the sampling design. Note also that in the
maximization process the term f (X;|S; = 1) is non influential, as it does not contain
any information on the vector of parameters 71, and that in our estimator the only
quantities to be known at the population level are N4 and N.
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Are Numbers too Large for Kids?
Possible Answers in Probable Stories

Sono troppo grandi i numeri per un bambino?
Rispondono le storie di probabilita

Monica Bailot, Rina Camporese, Silvia Da Valle, Sara Letardi, Susi Osti'

Abstract Regardless of calculus ability, children need to approach statistics and
stochastic literacy as soon as possible, in order to build up their ability to deal with
uncertainty when making judgements and decisions. Moreover, statistics and
probability are mandatory in school curricula since primary school. Maths can be
narrated, stories are engaging and playful hands-on activities help kids to learn. So
then, why not convey statistics and probability by means of fables? Animated fables,
where kids play roles and immerse themselves into stories that evolve through events
and decisions based on numbers and statistics. The paper presents two fables on
probability, large numbers and repeated observations. They are part of a larger set of
StatFables that are being written and tested in schools and libraries.

Abstract Indipendentemente dalle abilita di calcolo, é importante che i bambini
entrino in contatto con i rudimenti di statistica e probabilita, per imparare a gestire
lincertezza nell’esprimere giudizi e prendere decisioni. Statistica e probabilita,
inoltre, sono obbligatorie nei curricula scolastici sin dalla scuola primaria. La
matematica si puo narrare, le storie catturano l’attenzione e le mani in pasta aiutano
ad imparare. Allora, perché non insegnare statistica e probabilita con le fiabe? Fiabe
animate, di cui i bambini sono protagonisti, immersi in storie che evolvono attraverso
eventi e decisioni basati su numeri e statistiche. L’articolo presenta due fiabe su
probabilita, grandi numeri e osservazioni ripetute. Fanno parte di un insieme di
StatFiabe in corso di scrittura e test in scuole e biblioteche.

Key words: Kids, uncertainty, large numbers, probability, bayesian reasoning

1. StatStory One: 1, 10, 100, 1000 Nights of Silver Moon
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In the village of WhoKnowsWhere, every night a witch throws into the sky the moon,
symbolically represented by a coin. And every night the merchant Hamlet is impatient
to see the face showed by the coin: the silver face of the moon will light up his journey
to the city where he will sell his merchandise, the black side will force him to wait in
a dark night. Every night a doubt, every night two possible outcomes. Imagine one,
ten, a hundred, a thousand nights... how many of them will the merchant spend on
the road? And how many will he have to wait for a better chance? This is the mystery
the merchant must solve to free his daughter Ada from the cave where she is held in
captivity by the witch.

Ada has a passion and a flair for maths and her father keeps bringing her math
books to kill the boredom of solitary life. Another game she plays in her long and
boring days in the cave is to pile up white and black pebbles counting propitious and
inauspicious nights. After many days of observation Ada realizes that the two piles of
stones are getting closer and closer in size and in number of pebbles. This discovery
and the remembrance of the Law of Large Numbers she had read somewhere - a law
which she initially thought was a funny idea popped out in the mind of a sloppy
mathematician with weak practical sense - make her resolve the arcanum and break
the spell.

2. Why Stories? Why Kids?

Why stories to help children (only children?) deal with numbers, formulas and
probability? Because stories have always been a privileged way to transmit culture.

Linguists say that a mathematical formula is an extreme form of text (Sabatini,
2016). A formula, a theorem... are stories in a nutshell, a mathematical nutshell.
When linguists could see an extreme form of text in a formula, we statisticians could
see an entire story in it, therefore the story contained in a formula can be unveiled in
a full verbal narration. Maths can be narrated and stories are engaging. So then, why
not convey statistics and probability by means of tales?

If statistical information is communicated in mathematical formats people have
troubles in correctly reading and interpreting it. When it comes to the ability to deal
with data, uncertainty and mathematical representation of phenomena, the words
innumeracy and statistical illiteracy are the most appropriate for the majority of the
population (Till, 2014). Needless to say this is a major cultural issue in our society.

Regardless of calculus ability, children need to approach statistics and stochastic
literacy as soon as possible, in order to build up their ability to deal with uncertainty
when making judgements and decisions and to understand numerical information.
That’s why statistics and probability are mandatory in early school curricula.

Children aged eight to ten do have probabilistic intuitions and can develop
secondary intuitions. They can also reason on proportions before being able to
formally deal with fractions (Fischbein, 1970). Here is what Christoph Till wrote in
2014 “[...] risk and decision making under uncertainty can be a prevailing, exciting
and meaningful topic at the end of primary school with sustainable effects. [...] it is
possible to foster elementary competencies for risk assessment and probabilistic
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decision making in fourth class. [...] in a playful learning environment, as advised by
results of cognitive psychologists. With these representations children can think
probabilistically without the need of fractions or percentages. [...] As Gigerenzer
(2011; 2013) has repeatedly pointed out elementary probability concepts should be
taught in an informal and heuristic manner at an early stage.”

2.1. Words in action: animated stories

Kids learn by playing and immersing themselves into stories. They also find hands on
activities extremely engaging; and this is true also for Maths, Stats and Probability
(Martignon, 2009). Listening to stories can be fun and relaxing, but being the
protagonists of an animated story can be even more exciting. That’s why fables can
be animated and kids can play roles and immerse themselves into stories that evolve
through events and decisions based on numbers and statistics.

The story on the Law of Large Numbers is suitable for children aged four to ten;
the next story on Bayesian reasoning is thought for children aged six to twelve. The
action associated to them can be modulated depending on children’s familiarity with
numbers, fractions and spreadsheet. Kids are engaged in the story through telling
small episodes, performing actions and posing questions.

Since questions are the real engine in the learning process and active participation
enhances the engagement (Chavannes, 2016), children are guided to find out answers
by carrying out experiments and reasoning on the results.

3. StatStory Two: The Witches of Bayes?

“The Witches of Bayes” is an animated fable to be played by children from 9 to 12
years of age. The aim of the game is to become familiar with the Bayesian reasoning
and the use of all the pieces of information available in order to make decisions.

A group of witches haunts the village of Bayes. Every day one of them, randomly
chosen and unknown to the villagers, asks for a dish of food by placing her hat outside
the cave. The witches have different tastes, some love the sweet and some the salty.
If the dish offered meets with the taste of the witch, the day passes peacefully,
otherwise there will be trouble for everyone. Every morning Coco Head, the head of
the village, relies on the fate and throws a ritual coin with one face indicating salty
and the other one sweet; based on the visible face he gives orders to the kitchen. The
gloomy days, however, are numerous.

Nora, a young girl, notices that witches have different hats, some are black and
some others are purple. It seems to her that purple hats do appear more often and that
the witches rather prefer sweet dishes, but she is not certain. She also wonders whether
there be a link between the colour of the hat and the taste of the witch. Then she

2 Poster presented at SISBAYES Meeting in Rome, 7-8 February 2017.
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discovers a parchment full of information, thanks to which she develops an alternative
strategy to choose the dish. She tries to convince the village head to change the
traditional method, but he is unshakable. Nora then asks for permission to serve the
meal herself and she prepares in secret, when necessary, some dishes in alternative to
those indicated by the ritual coin. After a while the villagers realize that the
devastating raids of the witches are less frequent. Coco Head organizes a ceremony
in honour of the god Bias to thank him for his increased magnanimity.

Nora, the protagonist, finds a way to decide despite the uncertainty, using
everything she knows. Coco Head, on the contrary, does not change his actions when
new elements arise; worse than that, he finds a way to reinforce his beliefs thanks to
elements that should rather put them into question. He suffers from the status quo bias,
i.e. his perception of risk, relative to changes, is amplified by the unjustified belief
that a different choice can only make things worse. The ending is controversial to
inflame the discussion.

The tale is not read nor told, but it is animated by the children with the help of
hats, giant coins and bags through which the selection criteria of the dish are applied.
The choices of Coco Head and Nora are simulated for the thirty-one days of a month
and children evaluate which method can lead to more favorable results. After that,
Nora’s diary is studied, for she has been noting down good and bad days for ten years.
Behaviours, methods and results are discussed together with the children. If they are
familiar with fractions, they can also apply Bayes’ theorem, looking into the story and
the underlying data for the necessary information. If the kids are familiar with
spreadsheet, Nora’s diary can be “calculated” by simulating the sequence of results in
a decade of choices, with one method or the other.

4. What’s around the stories

Authors in Istat are working on a set of activities devoted to promote statistical literacy
through unconventional instruments and non-specialized languages meant to be used
in schools, libraries and events such as the Festival of Statistics and the European
Researchers’ Night.

These two stories belong to a set about statistics, basic descriptive measurements
and probability and are being tested in schools and libraries. They aim at conveying
statistics and probability through words, by drawing a the path to numbers and
formulas that passes through verbal narration of concepts and active experimentation
thanks to playful activities. An apparent paradox of such activities is that, sometimes,
they deal with mathematical concepts without showing any formula, sometimes not
even a number, and that it done on purpose.
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A polarity-based strategy for ranking
social media reviews

Una strategia basata sulla polarita per ordinare
le recensioni sui social media

Simona Balbi, Michelangelo Misuraca and Germana Scepi

Abstract The Opinion Mining methods are widely used to analyse and classify the
choices, preferences and behaviours of consumers through the opinions gathered on
the Web. On social media like TripAdvisor such opinions are usually expressed with
a score and a short text. This paper proposes a strategy for ranking reviews using a
scale based jointly on the rating and on the text of the reviews.

Abstract I metodi di Opinion Mining sono oggi ampiamente utilizzati per analizzare
e classificare le scelte, le preferenze e il comportamento dei consumatori attraverso
opinioni raccolte sul web. Sui social media come TripAdvisor tali opinioni vengono
solitamente espresse con un punteggio e con un breve testo. In questo lavoro si
propone una strategia per ordinare le diverse recensioni con una scala di misura
basata sia sul punteggio sia sul testo scritto.

Key words: Textual Data, Opinion Mining, Ranking

1 Introduction

With the rapid expansion of social media, it is more and more widespread the prac-
tice of sharing opinions on the Web. The ways for expressing those opinions are
many: numbers, texts, emoticons, images, videos, audios. There are often a joint
use of these communication tools. It is becoming a habit for users to evaluate the
products/services they buy/use, by describing their personal feelings and judgments.
We can find online websites specialised in one or more topics, where people
can give their opinion using an evaluation scale (e.g., from “terrible”=1 to “excel-
lent”=5), visualised by bullets or stars, and combined with a written description.
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As this practice is nowadays considered the core of many marketing strategies,
there is a large interest on how to extract knowledge from such a kind of information.

Opinion mining procedures have been developed with the main goal of under-
standing the mood in a text, transforming it in a numerical value. The basic idea is
identifying positive, negative, or neutral viewpoints. Researchers involved in defin-
ing proper methods for mining opinions on the Web are mainly computer scientists
and computational linguists. They often claim to use statistical techniques.

The main point we are interested in this paper is that we often see the lack of a
statistical perspective. Statisticians are professionally involved into the problem of
quantifying something that is not quantitative in itself. Furthermore, the implications
in the choice of a scale, or in the choice of a weighting system, or in the choice of
the proper method for analysing those unconventional data pertain to statisticians.

Here we focus our attention on the so called rating-inference problem [6], and its
implications when we refer to “reviews and ratings” social media like TripAdvisor.
In this kind of media we usually find ratings in a 1-to-5 stars system, together with
written judgments. The challenge is stimulating for a statistician: on one hand, we
have a judgment in a 5-point scale; on the other hand we have a (usually) short text.
We propose a two-step strategy for taking into account jointly the two assessments
and defining a unique rating.

The paper is organised as follows. Section 2 defines the theoretical framework.
Section 3 considers the case study. The proposed strategy is presented in Section 4,
while the main results of applying the strategy on TripAdvisor reviews are discussed
in Section 5.

2 Theoretical framework

Sentiment analysis (SA), also known as opinion mining (OM), refers to the analysis
of people’s opinions, attitudes, or emotions, in a written text. Note that SA is gener-
ally used in industry, while both SA and OM are used in academia. In the following,
we interchangeably use the two terms. Opinions are usually published in specialised
websites, devoted to peculiar topics like cinema, e-commerce, and so on.

The main goal of SA is to classify documents on the basis of their “polarity”.
The term polarity is used in linguistics for distinguishing affirmative and negative
forms. For a wide review of the different methods of SA refer to [1] [7]. In literature
there are three different steps in determining the polarity:

1. the subjectivity/objectivity of a text (SO-polarity): decide if a text has a factual
nature or expresses an opinion on its subjective matter.

2. the positivity/negativity of a text (PN-polarity): decide if a subjective text ex-
presses a positive or negative opinion.

3. the positivity/negativity strength of a text (PN-strength): identify different grades
of positive or negative sentiments in opinions.

These steps are sequentially ordered, but it is not mandatory to perform all three.
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Focusing on the unit of the analysis, we can consider different levels: a document-
level, a sentence-level, an aspect-level. The first two levels are usually considered
in the so called polarity-based SA, while the latter one is used in a topic-based
perspective. The document-level aims at defining the polarity of each document,
i.e. if it expresses a positive or a negative sentiment. In the sentence-level each
document is segmented into sentences, and we want to determine the polarity of
each sentence. The PN-polarity is quantified by considering a score of -1, 0 and
1 for negative, neutral and positive sentiment, respectively [2]. Some authors have
proposed different scoring systems by defining the polarity not only in terms of sign
but also taking into account the PN-strength of the sentiment [5]. The aspect-level
SA aims at quantifying specific aspects and it allows to obtain fine-grained results.
The aspect-level SA requires a greater computational complexity.

In this paper, we aim at determining the PN-polarity of a document, by consid-
ering a sentence-level approach. This is the first step of a mixed strategy that uses
both textual and numerical information.

3 The Uffizi Gallery on TripAdvisor

In the last decades several private and public institutions operating in the field of
cultural heritage, like museums, have looked at the visitors from a visitor satisfac-
tion perspective. The so called museum audience is became strategically central,
because it has a major connection to museums’ sustainability. In this framework,
it is more and more important to collect and analyse data coming from different
sources. Together with classical sample surveys, carried out on a limited number of
visitors, it is possible to use secondary data available on the Web. This huge amount
of online data can be seen in a big data frame, as they have different natures and are
available in real-time. In this paper, we study the audience of the Uffizi Gallery by
analysing a set of reviews published on TripAdvisor.

TripAdvisor is a social media specialised in tourism reviews about both busi-
nesses and attractions. According to the most general classification of social media,
it can be defined as a “reviews and ratings” media. It has been founded in U.S. in
February 2000. Since mid-2010 is both an online service on the Web and a mobile
application on portable devices. It has been one of the first websites to implement
user generated content.

We use a scraping approach by launching a custom crawler on February 1
2017. In this way we retrieved 9639 reviews written in English and posted on Tri-
pAdvisor from February 27" 2003 up to February 10" 2017. The crawler has also
provided some meta-information about the author of each review (e.g., location,
contribution level on TripAdvisor, number of submitted reviews) and about the re-
view itself (e.g., date, rating, device used for publishing the review). Here in the
following we only focus our attention on the reviews and the corresponding ratings.
We decide not to perform any lexical pre-treatment on the reviews. Only the parts

lth
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not in English have been deleted, because some reviews also contained sentences in
the mother-tongue language of the author.

4 A two-step strategy for a polarised rating/ranking

The rating scale used by TripAdvisor is an ordinal scale. In details, the ratings from
1 to 5 are associated with the terms terrible, poor, average, very good and excellent,
respectively, and a corresponding number of bullets. In Fig. 1 it is possible to see the
rating distribution of the Uffizi Gallery updated at April 5" 2017. The ordinal rating
can be seen as a global and comparable measure of the experience, while the textual
description is an evaluation highlighting which aspects are positive and negative.
Therefore, we propose a two-step strategy for the computation of a polarised rating
of a review by combining the rate and the sentiment in the text.

Visitor rating “Vg_:ry busy_""
Excellent [N B282 A museum | have always wanled to visit! And it didn't
Very good NN 2383 r!isapp.oiljtl fantastic arch'maclule. and collection of paintings,
the building also affords great views towards the Ponte...
Average [ 932 read more
I

_) Reviewed yesterday

Poar 238
Terrible 104 @

Fig. 1 Visitor rating distribution at April 5 2017

0 via mobile

Step 1: Computing the reviews’ polarities

In order to compute the polarity of the reviews, we follow an SA sentence-level
approach. This level seems to be more suitable, because in these texts each sentence
includes an opinion of the contributor on the different aspects of the offered service.

The polarity scores have been calculated by using the R package sentiment r. The
equation used in this package is based on the concept of valence shifters [8]. It is a
procedure allowing to capture the polarity of a sentence by considering the context
of use of its terms. The polarity of each term is weighted by taking into account
negators (e.g., “never”, “none”), amplifier and de-amplifier (e.g., “very”, “few”),
adversative and contrasting conjunctions (e.g., “but”, “however”). This weighting
system allows to emphasise or dampen the positivity and negativity of the terms,
and obtain a more proper measure of the sentence sentiment.

Each review d; (with i = 1,...,n) is segmented into a set S;, of g; sentences
{Si1,-+,Sij,.--,Siq; }, by considering as separators only full stops, question marks
and exclamation points. Each sentence j is represented as a sequence of its p; terms
{wijl,...,wijk,...,wijpj}, Each term w;j in the sentence s;; is compared with a
lexicon of polarised terms, with a score ry,, of -1 for negative terms and 1 for
positive terms, respectively. The terms not included into the lexicon are assumed to
be neutral, with a score ry,, equal to 0.
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The polarity score of each sentence depends on the dictionary of polarised terms
used into the analysis, while the PN-polarity of the whole document depends on
the polarities of its sentences. Different dictionaries are available. It is possible to
consider manually created resources or automatically and partially automatically
created resources. There are many papers in literature dealing with the problem of
choosing one dictionary [4]. We use the Jockers dictionary, a lexicon of more than
10000 terms developed by the Nebraska Literary Lab for the R package syuzeht [3].

The final polarity score ry,; of each sentence is computed as the sum of its
weighted term scores r+,,, (taking into account the shifters) on the square-root
of the sentence length:
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As we are interested in computing a polarity score for the whole review, we
compute the score 74, of each document by a down-weighted zeros average of its
sentence polarities. In this averaging function the sentences with neutral sentiment
have minor weight:
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where g is the number of sentences with a positive or negative polarity. The logic

of down-weighting neutral sentences is that they have less emotional impact in the

review than the polarised ones.

Step 2: Computing the polarised rating

The new score for each contributor is obtained by summing the original rating
with the polarity score of the review. Because of the unboundedness of the polar-
ity scores, we bring all values into a range [0,1]. For each category c;, in the rating
system (with h = 1,...,H), the 7, rescaled scores are computed as:
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The resulting scoring system has arange [1,H+1], where 1 expresses the strongest
criticism and H+1 expresses the strongest appreciation. The polarised rating can be
interpreted as a ranking, because the new score allows the sorting of the reviews.
Users can not only browse and read the reviews by rating, but also with respect to
the sentiment.
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5 Main results

After segmenting the 9639 reviews, we have obtained 48684 sentences. In Tab. 1 it
is possible to see the statistics about the sentences with respect to the PN-polarity.

Table 1 Statistics on sentences by PN-polarity

NEG NEU POS ALL
sentence 7653 10072 30959 48684
token (N) 131307 113384 517841 762482
type (V) 6975 5597 9719 15524
hapax (V1) 3318 2827 4543 7228
type/token ratio 531% 4.94% 1.88% 2.04%
hapax/type ratio 47.57% 50.91% 46.74% 46.56%

‘We note that the number of positive sentences is much greater than the number
of the negative ones. This result is consistent with the distribution of the rating
expressed on TripAdvisor (see Fig. 1).

Fig. 2 Community detection on co-occurence network of terms: positive sentences
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For visualising the peculiar language associated with positivity and negativity, we
explore the sub-corpora of positive and negative sentences. After constructing the
co-occurrence matrices, the relations among terms are visualised. For identifying a
community of terms we consider the edge betweenness (through IRAMUTEQ').

In Fig. 2 the communities related to the positive sentences are highlighted in dif-
ferent colours. We see that each community represents a topic related to the Uffizi
experience. The main positive aspects are connected with the way the tickets have
been bought, with the possibility of reserving a guided tour, with the different as-
pects related to the concept of Art, with the most important Masters in the gallery.
We note the term “but” in the middle (in terms of betweenness). Its adversative role
give, as seen above in Sec. 4, a different weight to the sentence polarities.
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Fig. 3 Community detection on co-occurence network of terms: negative sentences

Analogously, in Fig. 3 the communities related to the negative sentences are high-
lighted. It is interesting to note that although we find some topics in common in the
two networks, we find different paths. For example, “art” and “gallery” in the net-
work of negative sentences are related to the inefficiency of the “staff”’, while in the
network of positive sentences (Fig. 2) the same terms describe the visit experience.

! http://www.iramuteq.org/documentation
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Fig. 4 Distributions of the
TripAdvisor ratings and the
polarised ratings

—TripAdvisor Rating Polarised Rating

In Fig. 4 we show the distribution of the original ratings and the distribution of
the polarised ratings. The new scale introduces a useful gradation in the judgments.
Here in the following we can see two examples of reviews rated 1 by the contributor,
and rated 1.0 and 1.9 by the polarised rating, respectively:

Review #2061: I'm not sure why this museum is so famous, the truth is: it’s extremely
boring, full of statues and religious paintings, all the same, not even the building is nice!!
The line up is insane, even if you buy tickets in advance, it’s ridiculous, lots of people!
Worthless!!! Save yourself the trouble, go browse Florence, so much to see outside. Totally
waste of time and energy, nothing interesting, we were in and out!! Horrible!!

Review #1121: Buy your tickets online beforehand otherwise you will wait a long time in
a queue. There is a very good rooftop cafe with reasonably priced food and drinks. Some
spectacular photo opportunities through the windows overlooking Florence.
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Monitoring the spatial correlation among
functional data streams through Moran’s Index

Monitoring della correlazione spaziale tra data stream
Junzionali attraverso il Moran Index

A. Balzanella, S.A. Gattone, T. Di Battista, E. Romano, R. Verde

Abstract This paper focuses on measuring the spatial correlation among functional
data streams recorded by sensor networks. In many real world applications, spatially
located sensors are used for performing at a very high frequency, repeated measure-
ments of some variable. Due to the spatial correlation, sensed data are more likely to
be similar when measured at nearby locations rather than in distant places. In order
to monitor such correlation over time and to deal with huge amount of data, we pro-
pose a strategy based on computing the well known Moran’s index on summaries of
the data.

Abstract [l presente articolo é incentrato sul misurare la correlazione spaziale tra
data stream acquisiti da una rete di sensori. In molti campi applicativi, mediante
lutilizzo di sensori é possibile effettuare, ad elevata frequenza, misurazioni ripetute
di fenomeni reali. Spesso, a causa della posizione geografica dei sensori, é presente
una correlazione spaziale tra le osservazioni. In particolare, sensori spazialmente
vicini registrano dati tra loro pi simili rispetto a quanto rilevato da sensori lontani.
Al fine di monitorare tale correlazione nel tempo, tenendo conto dell’elevata nu-
merosit delle registrazioni effettuate dai sensori, si propone una strategia basata sul
calcolare il ben noto indice di Moran su sintesi dei dati.
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1 Introduction

Functional Data Analysis (FDA) has become a topic of interest in Statistics due
to the increasing ability to measure and record over a continuous domain results
of natural phenomena [6]. In environmental sciences, monitoring a physical phe-
nomenon in different places of a geographic area is becoming very common due
to the availability of sensor networks which can perform, at a very high frequency,
repeated measurements of some variable. We can think, for instance, at temperature
monitoring, seismic activity monitoring, pollution monitoring, over the locations of
a geographic space. In this context one works with data having complex characteris-
tics including spatial dependence structures. Often, the data acquisition is performed
by sensors having limited storage and processing resources. Moreover, the commu-
nication among sensors is constrained by their physical distribution or by limited
bandwidths. Finally, the recorded data relate, often, to highly evolving phenomena
for which it is necessary to use algorithms that adapt the knowledge with the ar-
rival of new observations. The data stream mining framework offers a wide range of
specific tools for dealing with these potentially infinite and online arriving data. An
overview of recent contributions is available in [2].

An emerging challenge, in this context, is the monitoring of the spatial depen-
dence among sensor data. The First Law of Geography, also frequently known as
Tobler Law [5], states that “everything is related to everything else, but near things
are more related than distant things”. This law finds its major developments in Geo-
statistics but is still valid in the framework of data stream mining, when the data is
collected by spatially located sensors. For instance, surface air temperatures streams,
are more likely to be similar when measured at nearby locations rather than in dis-
tant places.

Measuring the spatial dependence among fast and potentially infinite data streams
is a very challenging task. This is due to a set of stringent constraints: i) the available
time for processing the incoming observations is small and constant; ii) the allowed
memory resources are orders of magnitude smaller than the total size of input data;
iii) only one scan of the data is feasible; iv) the communication between the sensors
should be very limited.

This paper introduces a new strategy for monitoring the spatial dependence over
time which adapts the classic Moran’s index to the challenge of functional data
stream processing.

We assume that sensors do not communicate with each other but only with a
central node. Thus, a first part of the processing is performed at the sensors while a
second part is performed at the central computation node using the output of the sen-
sors. In particular, each data stream recorded by a sensor is processed individually
through two summarization steps. The first one, splits the incoming data stream into
non overlapping windows and provides a compact representation of the observation
in each window. The second step, performs on each data stream a CluStream ([1])
algorithm adapted for working on functional data subsequence. CluStream groups
the incoming data into homogeneous micro-clusters and represent these through
prototypes.
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With the flowing of data, each sensor performs two kinds of data transmission
to the central computation node. The first one is a snapshot of the micro-cluster
centroid at predefined time stamps. The second one, which is performed at each
windows, consists in sending the identifier of the micro-cluster to which the subse-
quences have been allocated. In this way, the communication between the sensors
and the central node requires a low bandwidth as well as low memory resources.
Only few micro-cluster prototypes are stored for each data stream at the central
node and the sensor data are replaced by the micro-cluster centroid to which they
have been allocated by the CluStream.

The central processing node is, still, used for measuring the spatial dependence
among the streams computing the Moran’s index on the micro-cluster centroids.

The next sections provide the details of the processing setup.

2 Sensor data summarization through on-line clustering

LetY ={Yi(t),...,Yi(t),...,Ya(t)} be aset of n functional data streams. Y;(t),t € T,
denotes a function defined on an interval with T C R. Each functional data stream
Y;(t) is made by observations recorded by a sensor located at s; € S, with S C R be
the geographic space.

We assume that the potentially infinite data is recorded on-line so that we can
keep into memory only subsets of the streams. Thus, the analysis is performed using
the observations in the most recent batch and some synopsis of the old data, no
longer available.

In reality, we observe the data at a grid of N points, #1,...,#y. The functional data
analysis viewpoint may be described by the following non-parametric model:

Yij = filtj) + &; M

where f;(r) is the underlying signal curve, &; is an observation noise with mean
zero and null covariance and Y;; denote the observed noisy data, i = 1,...n and
j=1,...,N.

We split the incoming data streams into non overlapping windows identified by

w=1,...,00. A window is an ordered spbset of T, having size b which frames, for
each Y;(¢), a data batch Y}* (1) = {Y,(l)}{i;7 :

A CluStream ([1]) algorithm, suitably adapted for working with the functional
subsequences Y} () of the data stream Y;(¢) is used for providing a fast to compute
summarization of the stream (more details will be provided in the extended version
of this manuscript).

The intuition that underlies the method, is to represent the incoming data trough
the center of low variability (micro)clusters. In order to have a high representativity
of the input data, the number of clusters to keep updated is not specified apriori
but only a threshold on their maximum number is fixed, to manage the memory
resources.
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As mentioned above, the data structure we use for data summarization is named
micro-cluster. For each stream Y;(r), we keep a set uC; = {/JC{‘, ... .,uC{‘, ... ,,LLC,-K}
of micro-clusters, where tC¥ records the following information:
7f(t): the cluster centroid;
nf‘ : number of allocated functions;
o¥(t): Standard deviation;

Swf: Sum of window Id;
SSwk: Sum of squared window Id.

Whenever a new window w of data is available, CluStream allocates the subse-
quence Y;”(¢) to an existing micro-cluster or generates a new one. The first prefer-
ence is to assign the data point to a currently existing micro-cluster. If we choose
the squared L? distance as our dissimilarity metric between two functions defined as

LYY = /T[Y(t)—Y-’]zdt @
i) T Jo l 1 ’

then, ¥} (¢) is allocated to the micro-cluster uC¥ if

P (1), Y5 () < (¥ (1), Y5 (1)) 3)

and
(0.7 (1) <u o
withk#k andk=1,... K.

The threshold value u allows to control if Y () falls within the maximum bound-
ary of the micro-cluster, which is defined as a factor of the standard deviation of the
subsequences in uC{‘. In order to take into account the functional nature of the data,
a pre-smoothing step may be applied before clustering [3].

The allocation of a subsequence to a micro-cluster involves the updating of its
information. The first update is the increasing by 1 of nf‘ . Then, it is necessary to
update micro-cluster centroid and standard deviation. Finally, it is necessary to up-
date the sum and the sum of squares of the window identifiers considering the time
window w.

If Y¥;*(¢) is outside the maximum boundary of any micro-cluster because of the
evolution of the data stream, a new micro-cluster is initialized setting the ¥;*(¢) as
centroid and n¥ = 1. The functional standard deviation 6 (¢) is defined in a heuristic
way by setting it to the pointwise squared Euclidean distance to the closest cluster.

The proposed procedure, performed in a parallel way on all the streams, permits
to keep, at each time instant, a snapshot of the data behavior. This is due to the
availability of the set of subsequences used as representatives.



Title Suppressed Due to Excessive Length 107

3 Moran’s index on data stream summaries

Moran’s index ([4]) is a widely used measure for testing the global spatial autocor-
relation in spatial data. It is based on cross-products of the deviations from the mean
and is calculated for the n observations of a variable X at locations i,i’, as:

n Zl Zz al 7 (xl )(X j)
YiXraiy Yi(x—%)?

where the weights a;; define the relationships between locations in the geo-
graphic area.

Morans index is similar, but not equivalent, to a correlation coefficient. It varies
from —1 to +1. In the absence of autocorrelation and regardless of the specified
weight matrix, the expectation of Morans I statistic is —1/(n — 1), which tends to
zero as the sample size increases.

According to the processing setup introduced above, at the central computation
node it is kept a snapshot of micro-cluster centroids of each stream. Every time a
new window becomes available, it is possible to measure the spatial autocorrelation
by receiving at the central node, from each data stream, the identifier of the micro-
cluster to which the subsequence of the window has been allocated. This approach,
allows to measure the spatial dependence of the data in a window by using the
micro-cluster centroids rather than the raw sensor data.

In this sense, the Moran’s index can be computed by:

=

®

n Z Zl’ att jO [Y (t }rl Z)]
I= (©6)
YiXraiy iy [Y,« (r)— Y(t)]2

where Y¥(r) and Y () are the micro-cluster centroids to which, respectively,
the subsequences ¥*(¢), ¥,*(t), have been allocated and Y(r) is the average sub-
sequence.

The proposed Moran’s index can be used for obtaining a different measure of the
spatial dependence at every time window w, starting from the micro-cluster identi-
fiers sent by the sensors to the central communication node.

4 Conclusions and perspectives

In this paper we have introduced an approach for measuring the spatial autocorre-
lation among functional data streams recorded by sensors. Since the main spatial
dependence measures require a high computational effort, we have proposed to per-
form a data summarization and to compute the spatial autocorrelation on the sum-
maries rather than on the original data. Preliminary tests on simulated data confirm
the effectiveness of the proposed summarization strategy in keeping track of the
spatial correlation structure.
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User query enrichment for personalized access to
data through ontologies using matrix completion
method

Oumayma Banouar and Said Raghay

Abstract Current information systems provide transparent access to multiple,
distributed, autonomous and potentially redundant data sources. Their users may not
know the sources they questioned, nor their description and content. Consequently,
their queries reflect no more a need that must be satisfied but an intention that must
be refined. The purpose of the personalization is to facilitate the expression of users’
needs. It allows them to obtain relevant information by maximizing the exploitation
of their preferences grouped in their respective profiles. In this work, we present a
matrix completion method that minimize the nuclear norm to construct our users’
profiles. Then we expose their query enrichment process expressed in SPARQL to
interrogate data sources described by ontologies.

Abstract Attuali sistemi informativi permettono un piu facile accesso a fonti di dati
multiple, distribuite, autonome e potenzialmente ridondanti. I loro utenti potrebbero
non conoscere le fonti hanno messo in discussione, né la loro descrizione e ne’ il
contenuto. Di conseguenza, le query riflettono non pit un bisogno che deve essere
soddisfatto ma un'intenzione che deve essere raffinata. Lo scopo della
personalizzazione é quello di facilitare l'espressione delle esigenze degli utenti. Esso
consente loro di ottenere informazioni pertinenti, massimizzando |’espressione delle
loro preferenze raggruppate nei rispettivi profili. In questo lavoro, presentiamo un
metodo per il completamento di una matrice che minimizza la norma nucleare per
costruire i profili dei nostri utenti. Poi, si mostra il processo di arricchimento delle
query espresse in SPARQL, per interrogare le fonti di dati descritti da ontologie.

Key words: Personalization, User profile construction, Matrix completion,
Enrichment, Ontologies.
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1 Introduction

The multiplicity of data sources, their scalability and the increasing difficulty to
control their descriptions and their contents are the reasons behind the emergence of
the need of users’ requests personalization. A major limitation of these systems is
their inability to classify and discriminate users based on their interests, their
preferences and their query contexts. They cannot deliver relevant results according
to their respective profiles[1]. Consequently, the execution of the same request
expressed by different users over an ontology-based mediation system will necessarily
not provide the same results. We will talk here about a personalized access to data
sources using ontologies. A user accessing an information system with the intention
of satisfying an information need, may have to reformulate the query issued several
times and sift through many results until a satisfactory, if any, answer is obtained.
This is a very common experience. A critical observation is that: different users may
find different things relevant when searching, because of different preferences, goals
etc. Thus, they may expect different answers to the same query. The personalization
of a query uses the user profile to rephrase his request by integrating elements of his
interests or his preferences. Storing user preferences in a user profile gives a retrieval
system the opportunity to return more focused, personalized and hopefully smaller
answers.

The objective of the query personalization process is to enhance the user query
with his related preferences stored in his profile. This process focuses on the system
user, enables the exploitation of what is called personal relevancy[2] instead of
consensus relevancy. In the first one, the information system computes relevancy
based on each individual's characteristics, unlike the second one where it presumes
that the relevancy computed for the entire population is relevant for each user. This
work presents a matrix completion method based on the optimisation of the nuclear
form of the matrix that represents the preferences of our users over items. It then
enrich the user query expressed in SPARQL to be evaluated over ontologies.

The remaining of this paper is organised as follows. Sections 2 and 3 present our
proposed approach where section 4 discusses our experimental results. Finally, we
conclude by exposing the next challenges for data management using learning
methods in an information retrieval context.

2 Proposed approach

In our work, the enrichment and the rewriting process are dependent. These two
algorithms add predicates to the user query. Profile predicates for enrichment and
semantic links for rewriting.[1] It identifies the contributing sources in the execution
of the user query and uses their definitions to reformulate it. The user expresses his
query according to the terms of a global schema that procures a transparent access to
multiple data sources. The rewriting process transforms it in order to evaluate it on
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the different data sources schemas. However, the user query rewritten is an enriched
one. It contains predicates reflecting the preferences of the user over the research
domain. The user profile regroups these preferences.

Figure 1: Enrichment-rewriting process

With: Py: User profile, Qu: User query, V,: Data sources descriptions, Q" : Enriched
user query, W' : Enriched user query rewritten.

The first process -the personalization process (enrichment process)- integrates
elements of the centre of interests or preferences of the user in his query. Based on
[2], the user profile is composed of a set of weighted predicates. The weight of a
predicate expresses its relative interest to the user. It is specified by a real number
between 0 and 1. The phase of profile construction should rely on a machine learning
method.

Once the user query enriched the second process, take place. It is the query
rewriting process. It depends on the way the system defines mappings. Our system
adopts the Local-As-View approach. It defines each sources relationships by a query
in terms of the virtual or global schema obtained by a global ontology. This mediation
approach facilitates the incorporation of the dynamicity sources. Indeed, changing a
source means changing a single query.

Each data sources integrated in the system disposes of a local schema describing
its structure and content. This schema is obtained through a local ontology. The
adoption of a Local- As-View approach for mediation assumes that the system defines
every data source according to the terms of the global schema procured by a global
ontology. This system frees the user from having to locate sources that are relevant to
a query; interacts with each one in isolation, and combines data from multiple sources.
The users do not ask queries in terms of the schemas in which the data is stored, but
in terms of the mediated (global) schema. The mediated schema is a set of relations
designed for a specific data integration application, and contains the salient aspects of
the domain under consideration. The tuples of its relations are not actually stored in
the data integration system. Instead, it includes a set of sources descriptions that
provide semantic mappings between the relations in the sources’ schemas and the
relations in the mediated schema. An ontology-based mediator purveys information
and provides mutual access to knowledge. [1]

The users’ profiles construction is the key personalization enabler and the useful
tactic in data integration tasks dealing with irrelevancy problem. It takes elements of
the user preferences as input and determines his profile as output. A user profile is a
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set of weighted elements that defines preferences of its owner over items. Machine
learning approach enable the possibility to manipulate profiles automatically as much
as possible.

User

[ ] | (o]
Global schema = Global catology

Figure 2: Ontology-based mediation architecture

3 Matrix completion for personalized access to data

Our proposed enrichment query process relies on the three main following steps:
- A learning process to identify users and preferences clusters; A predictive method
using clusters found in step 1: A user query enrichment using the predicted
preferences in step 2.

We starts our learning process by a Singular Value Decomposition of our matrix
R(m,n) modelling the users of our systems as its rows and the preferences as its
columns and its transpose R’. The objective is to reduce the dimensionality of the
matrix. This process apply the K-means algorithm twice. The first one, to obtain the
users clusters while the second to obtain the preferences clusters. After the clustering
of the items and users, the prediction process starts in the aim to complete the ratings
given by a user for a corresponding item. For a given user, respectively an item, we
identifies clusters in which the selected user, respectively the preference, belongs. The
predicted score or rate is the result of Singular Value Thresholding SVT algorithm
[3] applied on the matrix containing rates that users in the selected user cluster given
to preferences in the selected preference cluster . It has as an objective function

Minimize |[R]+ + %2 my||R|
Subject to Qx X=b
Where: ||R]|+is the nuclear norm that sums the amplitude of the nonvanishing singular
values and ||R||r is the Frobenius norm of the matrix R.
The adopted algorithm takes as parameters three mandatory elements.
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- € the set of locations corresponding to the observed entries. It might be defined in
three forms. The first one as a sparse matrix where only the elements different of 0
are to take into account. The second one as a linear vector that contains the position
of the observed elements. And the third one where Q is specified as indices (i,j) with
(i,j) €EN.

- b the linear vector which contains the observed elements.

- m, the smoothing degree.

The application of the SVT algorithm in blocks procures in some cases certain
results that are out of range. In this case, we use an aggregation process to predict the
following rates. It is equal to the mean of all rates found by intersection between the
cluster to which the user belongs and the cluster that contains the preference. For each
user, the preferences with their weights are classed to select the K predicates with the
heights weights to integrate to the initial user query for its evaluation over an ontology
describing a data source.

4 Experimental results

The evaluation of the approach is done using the MovieLens dataset. The
MovieLens dataset consists of: 1- 100 000 ratings from 943 users on 1682 films from
1 to 5. 2- Each user has rated at least 20 movies. 3- The data sets are 80% 20% splits
into training and test data.

We performed the first step of our approach to detect 10 clusters, 5 for users and
another 5 for films according to the rating scale. This step has as complexity of O(nkt)
where n refers to the number of data objects while t is the number of iteration, k of
course is the number of classes generated. The second step that corresponds to the
predictive method allowed us to recover the initial matrix R as the matrix R the which
dimension is 943x1682 from only 100 000 known data that corresponds to almost
6.5% of global data. In the objective to demonstrate the efficiency of the combination
between the aggregation method and the SVT algorithm per blocks, we applied
several methods of Low-Rank Matrix Recovery and Completion over our
experimental data. These methods minimize the nuclear norm of our users-preferences
matrix in the aim to recover the missing data with a precise rank. We cite Augmented
Lagrange multiplier method ALM [4], Accelerated Proximal Gradient method
APG][5], Dual Method DM [6] and Fixed-Point Continuation method FPC[7]. Only
SVT, FPC and ALM algorithms recovered the matrix with the desired rank 943.

The following table presents a comparison of the results obtained according to
four metrics: Mean Absolute Error MAE, Root Mean Square Error MSE, Relative
recovery error, Relative recovery in the spectral.
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Table 1: Experimental results

Method MAE RMSE E; E;

Proposed approach ~ 1.105209¢-02  1.822554e-02 1.451178e-01 3.788417e-02
SVT algorithm 3.045597e-02  3.570902e-02 2.031278e-01 1.207209e-01
FPC algorithm 3.563525¢-02  4.086687¢-02 2.173032e-01 1.294834e-01
ALM algorithm 7.431944e-02  1.978355e-01 4.781151e-01 2.570103e-01

5 Conclusion

A major limitation of the ontology based information retrieval systems is their
inability to deliver pertinent results according to the users preferences. Indeed, they
depend on the users’ queries, which are insufficient for giving a complete picture
about what the users are looking for. In fact, these systems return the same result
regardless of who submitted the query. In addition, the same user query is not
essentially the same intent. In this work, we presented a construction profile process
that is considered to enrich the user query expressed in SPARQL. It is based on three
main steps wish are: A learning process to identify users and preferences clusters. A
predictive method using clusters found in step 1 that is based on the SVT algorithm
for nuclear norm minimization and an aggregation function. A user query enrichment
using the predicted preferences in step 2. The next challenge now is to increase the
pertinence and the precision of information retrieval process by updating
automatically the profile after each user-system interaction. We talk here about two
operations namely: the user construction from a small-observed set of data and the
user profile overloading after a modification of a user preference.
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The Trieste Observatory of cardiovascular
disease: an experience of administrative and
clinical data integration at a regional level
L’Osservatorio delle malattie cardiovascolari di Trieste:

un’esperienza di integrazione di dati amministrativi e

clinici a livello locale

Giulia Barbati', Francesca Ieva?, Francesca Gasperoni?, Annamaria Iorio,
Gianfranco Sinagra!, Andrea Di Lenarda*

Abstract The Trieste Observatory of Cardiovascular Diseases has been established
in 2009 with the aim to integrate administrative and clinical data sources in order to
conduct epidemiological studies based on real-world population. Our interests are
focused on two main areas: from an epidemiological point of view, the aim is
minimizing various source of bias in the design of the study, that commonly could
arise in observational settings and are moreover a crucial point when using
administrative data sources. Methodological research comparing different
approaches to the analysis of longitudinal measures and their impact on time to event
data, considering recurrent and competing events, represents the specific statistical
domain of interest.

Abstract L ’'Osservatorio delle malattie cardiovascolari di Trieste e stato istituito
nel 2009, con [’obiettivo di integrare fonti di dati amministrativi e clinici per
condurre studi epidemiologici basati su popolazioni del mondo reale. Il nostro
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interesse é focalizzato in due aree: dal punto di vista epidemiologico, minimizzare le
possibili distorsioni nel disegno dello studio, particolarmente frequenti in ambito
osservazionale ed in particolare utilizzando fonti amministrative. Dal punto di vista
statistico, linteresse e centrato sul confronto tra metodologie appropriate per
lanalisi di dati longitudinali nel contesto di dati di sopravvivenza ed eventi
ricorrenti e rischi competitivi.

Key words: Administrative Health Data, Epidemiology, Cardiovascular Diseases,
Population Attributable Fraction, Multi-State Models

1 Introduction

At the Outpatient Clinic of the Cardiovascular Center and at the Cardiovascular
Department of the University Hospital of Trieste, the “Trieste Observatory of
Cardiovascular Diseases” has been established in 2009. The Observatory is based on
the integration at a regional level of administrative and clinical data sources.

The administrative source is the Regional Epidemiological Repository (RER) of the
Friuli-Venezia-Giulia region, that includes several databases such as: Registry of
Births and Deaths, Hospital Discharge (SDO), Laboratory tests performed in the
public hospital as in- or out-patients, reimbursable by the National Health System
(NHS), Public Drug Distribution System database, District Healthcare Services
(Intermediate and Home Care). The clinical source is the electronic-chart (Electronic
Health Recording, HER, Cardionet®) a cardiological medical record that includes
medical information and history as collected by cardiologists during routine clinical
practice (both in ambulatory visits and during cardiological hospitalizations).
Diagnostic codes, laboratory tests, procedures (as for example echocardiography and
electrocardiogram) and cardiological drugs prescription are recorded at each visit.
Medical records are routinely reviewed by clinicians in each clinical evaluation to
update medical history, diagnostic procedures, and treatment. This integrated
database covers the Trieste population, i.e., 237.000 inhabitants. The RER is
implemented in a SAS system, and the e-chart Cardionet® has been fully integrated
in the same Data Warehouse via a dynamic single anonymous identification code.
Previously, data were extracted by means of ad-hoc queries in a Business Object
system, with the possibility to identify patients. Of note, population-based research
of cardiovascular diseases is feasible in the area of Trieste because public health
system care is largely dominant (87.1% of all cardiovascular ambulatory clinical
evaluations, based on administrative reports). This is one of the first attempt in Italy,
to the best of our knowledge, of a systematic integration between administrative and
EHR system at regional level.
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2 Applications

We have focused our interest on evaluating characteristics and outcome of “real-
world” Heart Failure (HF) patients. HF prevalence steeply increases with aging,
from less than 1% in the population aged between 20 and 39, to more than 20% in
individuals over 80 [1, 2]. Population based studies report that one-year mortality
rate ranges from 35% to 40% [3, 4] and more than 50% of patients are readmitted to
hospital between six and twelve months after the first diagnosis [5]. In this
epidemiological scenario, elders with HF are representative of the growing segment
living longer with chronic health conditions prone to multiple transitions from
hospital to home that negatively affect their quality of life and consume substantial
healthcare resources [6]. Moreover, HF is a highly clinical variable syndrome that
occurs across the entire range of left ventricular ejection fraction (LVEF), from
patients with preserved LVEF (HFpEF: LVEF > 50%) to those with reduced LVEF
(HFrEF: LVEF < 50%). In line with the aging of population, there is an increase in
concomitant noncardiac conditions affecting chronic HF patients. These
comorbidities frequently complicate management and may contribute to adverse
outcomes. Given this public health issue, there is an urgent need to rearrange HF
healthcare systems in order to improve evidence-based practice and create seamless
care systems. To this purpose, we recently conducted two studies using data from the
Observatory: in the first one, the aim was exploring the differential prevalence and
the attributable risk of noncardiac comorbidities on outcomes between HFrEF and
HFpEF patients in a large contemporary, community-based population.

In the second one, we investigated clinical factors contributing to lengthen hospital
stays and to increase multiple readmission rates to both hospitals and community
services as Integrated Home Care (IHC) activations and Intermediate Care Unit
(ICU) admissions.

2.1 Prevalence and Prognostic Impact of Noncardiac
Comorbidities in Heart Failure Outpatients: selection of the
cohort, covariates and outcomes definition

The cohort of consecutive ambulatory HF patients that attended the Outpatient Clinic of the
Cardiovascular Center of Trieste between November 2009 and December 2013 was selected,
and the first visit in the period was considered as a starting point (index visit). To identify the
cohort we used firstly the EHR with diagnostic codes presenting clinical findings compatible
with HF. The diagnosis of HF was made by using criteria of the European Cardiology Society
[7]. Patients were divided into two groups according to the LVEF: preserved (LVEF > 50%)
and reduced (LVEF<50%). Clinical variables, including cardiac and noncardiac
comorbidities, were determined according to the data of EHR integrated with diagnoses based
on ICD-9CM derived from previous hospitalizations, laboratory data, and/or specific
treatment of chronic illnesses. On the basis of the Charlson comorbidity index [8], we
included the following noncardiac comorbidities: peripheral artery disease (PAD),
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cerebrovascular accident, dementia, chronic obstructive pulmonary disease (COPD),
rheumatological disorders, acquired immunodeficiency syndrome, peptic ulcer disease,
diabetes mellitus, liver disease, malignancy, chronic kidney disease (CKD), psychiatric
disorders, and anemia. According to Ather et al [9], we also included obesity and
hypertension, because of their prognostic significance in HF patients. For each patient, the
total number of comorbidities was calculated. Body mass index was calculated as the ratio of
weight to square height (kg/m?), and obesity was defined if the body mass index was > 30
kg/m?. Hypertension was defined with a systolic blood pressure of >140 mmHg and/or a
diastolic blood pressure of >90 mmHg at the index visit, and/or with a history of
hypertension. Renal failure was defined in case of an estimated glomerular filtration rate
(GFR) < 60 ml/min/1.73m?. Anemia was defined according to World Health Organization
criteria (Hb <13gr/dL in men and 12 g/dL in women). Study outcomes of interest included
death from any cause, all-cause hospitalization, HF hospitalization, and noncardiovascular
hospitalization. Deaths were collected from the regional Registry of Birth and Deaths. First
all-cause hospitalization, HF hospitalization, and noncardiovascular hospitalization were
collected from the Hospital Discharge Registry. The principal discharge diagnosis for each
hospitalization was assessed using primary ICD-9CM code, which is assigned by clinical
personnel after discharge, and reflects the main reason for admission. The administrative
censoring date was December 31th, 2014.

2.2 Prevalence and Prognostic Impact of Noncardiac
Comorbidities in Heart Failure Outpatients: statistical methods

To examine the relationship between noncardiac comorbidities and outcomes, we estimated
population attributable fractions (PAF) of each noncardiac comorbidity expressed by
percentage in the overall HF population and in the LVEF subgroups. This proportion of
incidence would not occur if the factor were eliminated [10]. The estimated PAF was reported
with corresponding 95% confidence intervals (Cls). The unadjusted PAF in the exposed
group (PAFexp) was calculated using the following formula: PAFexp = (RR-1)/RR, where RR
is the relative risk of event computed for the exposed group with respect to the unexposed
group. The unadjusted PAF in the overall population (PAFpop) was calculated using the
following formula: PAFpop =p* (RR-1)/(p* (RR-1)+1), where p is the prevalence of
exposure in the population. The corresponding adjusted estimates for both measures were
derived from a logistic regression model adjusted for age and sex. In order to assess the
interaction between LVEF groups and comorbidities (both individually, and as a sum of
comorbidities per patients) hazard ratios of the interaction terms in Cox models adjusted for
sex and age were calculated. To examine the effect of comorbidity load on all-cause mortality,
HFrEF and HFpEF populations were divided into groups with different comorbidity loads
(absence, 1, 2, >3 comorbidities); event curves for each comorbidity group were estimated
using the Kaplan-Meier method within each LVEF group. Covariates for multivariable
models of mortality were selected on the basis of a backward stepwise algorithm in a Cox
proportional hazards model. The model included demographic, medical history, laboratory
values, and the interaction between comorbidity load (absence, 1, 2, >3) and LVEF groups.
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2.3 Multi state modelling of Heart Failure care path: selection of
the cohort, covariates and outcomes definition

Between 2009 and 2014, a cohort of patients discharged with HF diagnosis hospitalized in the
Trieste area was identified. HF diagnosis included ICD-9CM codes for HF (428:x) and
hypertensive HF (402:01, 402:11, 402:91) according to the National Outcome Evaluation
Program (in Italian PNE-Programma Nazionale Esiti) made by the National Agency of
Regional Health-Care Services (in Italian AGENAS - AGEnzia NAzionale per i servizi
Sanitari regionali). Patients were classified as Worsening Heart Failure (WHF) or De Novo
on the base of the presence of at least one HF hospitalization in the 5 years preceding the
index admission, which is the first admission during the study period. The administrative
censoring date was September 30th, 2015. For each cohort member, data included gender and
age, length of stay, department of admission and discharge, diagnostic code at discharge, stay
into Emergency/Intensive Care Units during the hospitalization, cardiological evaluation
before the hospitalization (when performed), laboratory tests, LVEF (when performed). The
Charlson Comorbidity Index was calculated using hospital diagnosis based on ICD-9CM that
occurred within five years before the first admission and integrated with laboratory data and
diagnosis recorded at the index admission. In particular, for the diagnosis of diabetes mellitus
we integrated information about glycosylated haemoglobin at admission and the recorded
diagnosis of diabetes mellitus in the previous 5 years. Similarly, to assess the presence of a
chronic kidney disease, we integrated the creatinine value at admission to compute the
estimated glomerular filtration rate (eGFR) < 60 ml/min with the reported diagnosis of a
chronic kidney disease in the previous 5 years. Study outcomes of interest included death for
any cause, all-cause rehospitalization, and transitions in IHC/ICU. Deaths were collected
from the regional Registry of Birth and Deaths. All-cause hospitalizations and admissions in
IHC/ICU were collected respectively from the Hospital Discharge Registry and the District
Healthcare Services database. The principal discharge diagnosis for each hospitalization was
assessed using primary ICD-9CM code. Each cohort member was followed from the starting
date (i.e. discharge from the index admission) until the end of the study or the date of death.

24 Multi state modelling of Heart Failure care path: statistical
methods

The first multi-state model (hereafter Model 1) replicates a dynamic similar to the one
described in [11] for repeated hospitalizations only (we are omitting community services in
this case), i.e. a multi-state model fitting a cox-type regression for each transition. It provides
a convenient description of the admission-discharge dynamics, pointing out which covariates
act in certain transitions and how they affect the relative risk as well as the risk (i.e. the
instantaneous probability) of moving from one status to another one. This model accounts for
patient specific risk profile (distinguishing covariates acting on different transitions) as well
as clinical information. The second model (hereafter Model 2) is still a multi-state model
where patients are assumed to be in one of the following five states: in hospital, in ICU, in
THC, out (of hospital, or ICU or IHC) and dead. Through this model, we would like to detect
what is the impact of patient characteristics on the risk of moving among these states. Both
models include the adverse outcome of death as absorbing state. The death of a patient is a
competing event with respect to all the other transitions.



120 Giulia Barbati and Francesca Ieva

4 Results

4.1 Prevalence and Prognostic Impact of Noncardiac Comorbidities
in Heart Failure Qutpatients

A total of 2772 patients met the pre-defined HF criteria during the study period. Of these, 209
(13%) patients were excluded because quantitative LVEF had not been documented, and 98
(4%) were excluded because of left side severe primary valvular disease. Thus, a total of 2314
patients met study selection criteria. Of these, 1373 (59%) patients were identified as HFpEF
(i.e., LVEF >50%) and 941 (41%) patients were identified as HFrEF. Overall, mean age was
77+10 with a substantial proportion of female patients (43%), significant background
prevalences of ischemic heart disease (46%), hypertension (80%), and atrial fibrillation
(54%). During median follow-up of 31 [IQRs 16 - 41] months, 472 (20%) patients died.
Overall, there was a high morbidity burden, with first hospitalizations from any cause in 1533
pts (66%), hospitalizations for HF in 510 (22%), hospitalizations for noncardiovascular cause
in 1422 (61%). Among all noncardiac comorbidities, anemia, CKD, COPD, diabetes mellitus,
and PAD were all strongly associated with mortality in the overall HF population (adjusted
HR [95% CI]: anemia=1.9 [1.5-2.4]; CKD=1.7 [1.3-2.1]; COPD=1.6 [1.3-1.9]; diabetes=1.4
[1.2-1.7]). Similar findings were observed for all-cause hospitalization, noncardiovascular,
and HF hospitalizations (data not shown). Considering PAF (PAFexp and PAFpop) for all-
cause mortality, anemia, CKD, diabetes mellitus, COPD, showed the highest quantitative
contribution (PAFpop [95% CI]: anemia=14% [10-17]; CKD=17% [11-23]; COPD=14%
[11-16]; diabetes=11% [8-15]). All other noncardiac comorbidities showed a PAF below
10%. Findings were similar for all-cause hospitalization, with exception of PAD which
showed a high contribution only for all-cause hospitalization. For each LVEF groups, the
noncardiac comorbidities presented similar quantitative contribution (data not shown).
Concordantly, for all-cause mortality, noncardiac comorbidities had no significant
interactions by LVEF, confirming no differences in their prognostic impact. This was
confirmed to be similar for all-cause, HF, and noncardiovascular hospitalizations (data not
shown). When we grouped HF patients according to comorbidities burden, the presence of >3
comorbidities was related with increased risk (HR 2.3, 95% CI: 2.1-3.5) for all-cause
mortality. This trend was similarly observed in both LVEF groups (p=0.81 for interaction). In
multivariable Cox models, an increasing number of noncardiac comorbidities was associated
with a higher risk for all-cause mortality (HR 1.25; 95% CI 1.1 - 1.3), all cause
hospitalization (HR 1.17; 95% CI 1.12 - 1.23), HF hospitalization (HR 1.28; 95% CI 1.19-
1.38), noncardiovascular hospitalization (HR 1.16; 95% CI 1.1 247 1-1.22). The
multivariable Cox model revealed no significant difference in mortality rates between LVEF
groups (HR 0.95; 95% CI: 0.63 to 1.42). This trend was confirmed also for morbidity
outcomes (data not shown).

4.2 Multi state modelling of Heart Failure care path

A total of 4904 patients hospitalized with primary HF diagnosis between 2009 and 2014 were
identified. The mode of clinical presentation of patients was De Novo HF, 4129 patients
(84%), and WHF, 775 patients (16%). Overall, the mean age was 81+10 with a substantial
proportion of female patients (55%), and significant background prevalences of non cardiac
comorbidities. 2923 (71% out of 4129) De Novo patients had a previous hospitalization for
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any cause. Indeed, more than half of the cohort (61%) had a renal disease and the median of
LVEF, when recorded, was 53% (30% with LVEF < 40%; 13% with LVEF 40-49%; 57%
with LVEF >50%). Comorbidity burden was high, with the median of Charlson score of 2
(40% with Charlson score >3). The rate of admission in cardiological ward (CW) was 23% at
the first hospitalization. The median follow-up was 26 months, IQR [11-48]. In Model 1, a
significant effect of aging and increasing of comorbidity burden on the rehospitalization risk
was observed. Likewise, a relevant impact of WHF was observed in all readmission rates. No
significant role of gender emerged. The probability of being discharged from hospital, i.e.
shortening the Lenght Of Stay (LOS) was inversely related to age and Charlson score.
Conversely, a direct relation with admission in cardiological ward was observed. When we
considered the effect of covariates on risk of mortality related to readmission, the
hospitalization in cardiological ward was protective up to the second hospitalization, while,
after that, this effect was nullified. Ongoing, the aging and increasing of Charlson score were
still associated with in and out of hospital death through all readmissions, whereas almost any
adverse effect on death was observed for clinical condition of WHF. In Model 2 we observed
that the aging and higher Charlson index increased the risk of being readmitted to hospital,
ICU and IHC. When we considered the covariates effect on time spent in different states of
Model 2, aging process was directly related to time spent in hospital, while it was inversely
related to time spent in IHC. Furthermore, we noticed a higher risk of admission in ICU for
female patients. WHF condition increased the risk of being readmitted to hospital and it
behaved as a protective factor for death outside.

5 Conclusions and Perspectives

In the first study, we confirm in a contemporary community-based population that
noncardiac chronic illnesses confer significant risk for mortality and hospitalization
in HF patients. For the first time, we demonstrate the effect of noncardiac
comorbidities, by estimating associated attributable risks in an HF community setting
within each LVEF phenotype. Remarkably, the adverse impact of noncardiac chronic
diseases appears similarly significant, irrespective of LVEF groups. Of all individual
noncardiac comorbidities, CKD, anemia, diabetes mellitus, COPD, and PAD showed
the highest significant association with mortality and morbidity.

In the second application, for the first time, we demonstrate the effect of certain
clinical conditions in a community setting on multiple readmissions by including
intermediate care states (IHC/ICU). These findings significantly enhance our
understanding of clinical pattern of patients with HF for adverse prognosis and have
implications for the management approach to HF patients. From a policy
perspective, identification of patients at high risk for multiple readmission must
encourage the implementation of appropriate preventable intervention strategies
[12]. Future developments in data sources integration will include the individual
linkage of socio-economic indicators from the ISTAT Census 2011 at a regional
level, and the development of persistence/adherence indicators to the therapy
prescribed at the cardiological visits and after episodes of hospitalization. From an
epidemiological point of view, efforts will be addressed in minimizing various
source of bias in the study design, that commonly could arise in observational studies
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and are moreover a crucial point when using administrative data sources. From a
statistical point of view, methodological research comparing different approaches to
the analysis of longitudinal measures and their impact on time to event data,
considering recurrent/competing events, will be the area of interest [13,14,15].
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Marginal modeling of multilateral relational
events

Modelli marginali per eventi relazionali multilaterali

Francesco Bartolucci, Stefano Peluso and Antonietta Mira

Abstract We implement the methodology of marginal modeling of relational events
involving groups of actors, as developed in [3]. Current relational data analyses
suffer from the representation of an event through edge variables, with potential
loss of information when the events generate a set of multiple relations rather than
bilateral connections or ties. To fully exploit the informational content of relational
events, we model an event as a binary vector of response variables representing
actors participating to the event. Univariate and bivariate distributions of the events
are modeled through marginal parameters having a clear social interpretation.
Abstract Implementiamo il metodo proposto da [3 ] per la modellizzazione marginale
di eventi relazionali che coinvolgono gruppi di attori di diversa numerosita. Di-
versamente dagli attuali metodi statistici disponibili in letteratura, nel modello
marginale proposto, I’evento é rappresentato tramite un vettore binario che indica
gli attori partecipanti o meno all’evento stesso. Presentiamo una parametrizzazione
delle distribuzioni marginali univariate e bivariate facilmente interpretabile in ter-
mini di comportamento individuale e collettivo degli attori.
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1 Introduction

In many relational contexts, a set of events is observed, with each event involving
a group of actors; this gives rise to a set of multiple relations rather than to single
bilateral connections. In these applications, the interest is not only in studying the
relation between units, taking into account that the same event may involve more
than two actors, but also to model the tendency of each actor to be involved in
different events, not excluding cases of events participated by a single actor.

Common strategies to analyze social networks originated from a sequence of
events are based on models for edge variables of type Y;; associated to each pos-
sible pair of actors (i, j) in a network of n actors: Y;; is equal to 1 if there is a
connection between actors i and j and to O otherwise. Then, standard models for
cross-sectional social networks, such as exponential random graph models (ERGM)
or latent space/blocks model, may be fitted to draw conclusions [for a review see
10]. When the edge variables are time or event specific, more sophisticated strate-
gies are based on models for network dynamics, of which at least three approaches
may be highlighted: actor-oriented models [11], dynamic ERGMs [9], and hidden
Markov models [12, 2].

To fully exploit the information provided by each relational event, we propose an
approach based on the direct representation of the outcome of an event e by a vector
of response variables Z(¢) = (de) yee ,Z,(,e>), with Z,.(‘)'> equal to 1 if unit / is involved
in the event and O otherwise. Following [3], we then formulate a statistical model for
the response vectors 29, with parameters having meaningful interpretations from
a social behavior perspective. In particular, the distribution of Z(®) is parametrized
through a marginal model [1, 4] based on the specification of its univariate and
bivariate marginal distributions. The parameters involved in the univariate marginal
distributions represent the general tendency of an actor to be involved in an event.
The parameters involved in the second-order marginal distributions account for the
concordance between behaviors of two actors, that is, the tendency to be jointly
involved (or not) in the same event.

In our approach, we take advantage of the availability of a typically long series of
events to estimate in a reliable way individual parameters associated to the actors in
the network. In particular, we rely on a fixed-effects composite likelihood approach
[8], which is rather straightforward to use even with large networks.

We pay particular attention to the representation of the results. In this regard we
introduce parametrizations that allow us to represent trajectories of the tendency
to be involved in an event and of the concordance of behaviors with other units,
highlighting their evolution over time. Furthermore, we can express the association
parameters based on the euclidean distance between two actors in terms of suitably
estimated subject-specific latent vectors. Then, a “map” may be visualized, with
close units characterized, as in the latent space model of [7], by a high chance to be
tied.
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2 Model Description and Inference

In the present section we briefly outline the modeling framework introduced in [3].
Let n be the number of actors and r the number of events, with the binary vari-
able ZI-(E) and the binary vector Z(¢) defined in Section 1. Also define the bivariate
probability vector

p(z =02 =0)
©_ |z =0z"=1)
P p2 = 1,29 ~ o)

p(z =1,z =1)

fori=1,....n—1,j=i+1,...,n,ande=1,...,r, with z,(e) denoting the observed
value of Zfe) and I(-) denoting the indicator function. A marginal parametrization
for the distribution of the random vector Z(®) is based on effects of the following

type, for a suitable series of subsets of response variables with index in A:

(o)
7, =z
log P2 =2) » ) ga(2)mn. )
P(ZA =0)

In more detail, we specify first- and second-order effects for all the individuals and
events as

’ iil,...,l’l, (2)

ivj:1:~"7n7i7éj7 (3)

which is obtained from (1) with A = {i, j}. As already mentioned in Section 1, the
marginal logit nl-(e) and the log-odds ratio nl.(;') are interpreted, respectively, as a
measure of tendency of subject i to be involved in event e and as a measure of the
concordance between the behaviors of subjects i and j to collaborate in event e.
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Parameter estimation is performed through numerical maximization of the pair-
wise composite log-likelihood function:
n—

pl(6) =Y i‘,

1 r
Y Wi 0gp!) . @)
i=1 j=i+le=1

where @ collects all individual parameter vectors and every probability vector p,(;)
is obtained from suitable elements of @ by an explicit formula elaborated by [6].
This numerical maximization exploits an expression for the derivative of p¢(0) with
respect to 6 that is rather easy to be computed.

For large networks we also propose an estimation algorithm that explicitly groups
individuals in separate clusters. Each cluster includes actors that are homogenous
in terms of tendency to be involved in an event and tendency to be involved (or
not) in the same event (concordance). This method is based on the classification
version of the pairwise log-likelihood function defined above, formulated following
the approach adopted by [5] in a simpler context.

3 Application

The approach is illustrated by some applications in which trajectories of the ten-
dency to be involved in an event and concordance with other units are of interest,
with special focus on the closeness between pairs of units and on its suitable depic-
tion.

In more detail, we apply our method to a temporal network of e-mail exchanges
between users affiliated with a large European research institution.! The network
was generated using anonymized information about all incoming and outgoing e-
mails between members of the research institution. The e-mails represent communi-
cation between institution members only, and the dataset does not contain incoming
messages from or outgoing messages to the rest of the world.

In our approach to analyze these data, each e-mail is seen as a multilateral event
e involving a different number of recipients from which an appropriate realization
of the vector Z(9) is easily obtained assigning value 1 to the elements corresponding
to the receivers, while all other elements are equal to 0. We also have four sub-
networks corresponding to the communication between members of four different
departments at the institution. The whole network counts 986 nodes, with 332,334
temporal edges (time-stamped directed edges), spanned over 209,508 e-mails sent
in 803 days. The relevance of studying not only bilateral relations between recipi-
ents is manifest in our application, since more than 18,000 e-mails are sent to more
than two addresses, and more than 170,000 e-mails have a unique address, with a
maximum of 39 receivers per e-mail. We report the diagram for the number of recip-

' the data are freely available at https://snap.stanford.edu/data/
email-Eu-core.html.
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ients per e-mail in Figure 1. Subject heterogeneity is clear: the number of received
e-mails per subject ranges from 0 to 4,637, with mean and median equal, respec-
tively, to 332 and 138 e-mails, and standard deviation 478.6, clearly evidencing a
network composed of actors with very different social behaviors.

The application is based on two phases: fixed-effects estimation and clustering.
In the first step, we assume polynomials of order 2 for the effect of time, and we es-
timate the corresponding parameter vectors. This first result allows the derivation of
trajectories in terms of tendency to be recipient of an e-mail in a certain period. Pe-
riods can be created arbitrarily, merging sending times falling in the same specified
period, or can be fixed to avoid the presence in the same period of e-mails involving
multiple ties among users, or can coincide with the effective times the e-mails are
sent. The other interpretation we can draw from the estimates of the fixed-effects
parameters is in terms of tendency to be recipient (or not) with other users in the
same e-mails. We are able to represent these tendencies and their evolution over
time.

In the second phase of our procedure we cluster the users according to their
behaviors in terms of tendency to receive e-mails and of tendency to receive (or
not) common e-mails. The two clusters are not necessarily overlapping, since they
express two different features of the user: a user can be very active in receiving
e-mails but always involving the same restricted number of collaborators.

Number of recipients per email

> 8
Q o
c o
o O
=) —
g
£ 3
S
o
0
o — T T T
TTTT

TTTTTTTTTT T T T T T I I T T T I I T TT TTTT
1 4 7 10 13 16 19 22 25 28 31 34 37

Fig. 1 Distribution of the number of recipients per e-mail
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New Insights on Students Evaluation of
Teaching in Italy

Nuove analisi sulle valutazioni degli studenti in Italia

Bassi Francesca, Grilli Leonardo, Paccagnella Omar, Rampichini Carla and
Varriale Roberta

Abstract This work presents new analyses on the relationship between student eval-
uation of teaching and student, teacher and course specific characteristics, exploiting
the richness of information collected by a new survey carried out among professors
of the University of Padua. Data collected in this survey are able to highlight teacher
needs, beliefs and practices of teaching and learning. This allows to introduce in the
study some subjective traits of the teachers. The role of these new variables in ex-
plaining student evaluations is deeply investigated.

Abstract In questo lavoro vengono presentate delle nuove analisi sulla relazione
fra le opinioni espresse dagli studenti per la valutazione della qualita della didat-
tica universitaria e caratteristiche specifiche del corso, degli studenti e dei docenti,
sfruttando la ricchezza di informazioni raccolte per mezzo di una nuova indagine
realizzata tra i docenti dell’ Universita di Padova. Questa indagine ¢ in grado di evi-
denziare i bisogni, le credenze e le pratiche dei docenti legate alle loro attivita didat-
tiche, permettendo di introdurre nelle analisi un insieme di caratteristiche soggettive
dei docenti. 1l loro ruolo viene quindi approfonditamente studiato nelle successive
analisi.
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1 Introduction

Students’ opinions and judgements of teaching performances play a substantial role
in higher education, particularly as instruments for gathering information on the
quality of education and evaluating university courses [1, 8]. The relationship be-
tween student-, teacher-, course-specific characteristics and student evaluation of
teaching (SET) is the topic of a huge amount of works in the literature (see an
extensive review provided by [6]). However, findings concerning the relationship
between SETs and the characteristics of courses, students and teachers are some-
times contradictory. Thus, these characteristics usually explain only a small portion
of the total variance in SETs scores [5].

Itis generally accepted that a multilevel analysis of the students’ ratings is a satis-
factory approach for investigating teaching evaluations, because of the hierarchical
nature of the data (i.e. university students nested into classes) [3].

This work aims at enriching the multilevel literature on the student evaluation of
teaching proposing some original analyses based on a wider set of teacher-specific
characteristics, including also teachers’ opinions on their teaching activities. This
work exploits an innovative and original dataset available at the University of Padua,
obtained after linkage of survey and administrative data coming from three different
sources: first, the conventional survey on the student evaluation of teaching carried
out among university students; second, administrative data related to the main fea-
tures of the teachers and the didactic activities (DAs) they are involved; third, a
new CAWI survey carried out by means of the research project PRODID (Teacher
professional development and academic educational innovation). It started at the
University of Padua in 2013, with the aim of developing strategies to support aca-
demic teachers and enhance their teaching competences. A specific questionnaire
was then developed and addressed to all professors involved in almost all didactic
activities of the University. This new survey collected opinions, beliefs and needs of
the professors, with regard to their teaching activities developed in their classes.

This work is organised as follows. Section 2 introduces the data of this analy-
sis, while the empirical application (model specification and results) is described in
Section 3. Section 4 ends the paper, highlighting the main conclusions and some
suggestions for future works.

2 The data

This work investigates data obtained by merging three different datasets coming
from the University of Padua. The reference is the 2012-2013 academic year.

The first one is the standard online survey carried out by the University to mea-
sure students’ opinions on the didactic activities. It involves all students who have
been attending lessons of any degree courses of the Athenaeum. Students were asked
to express their level of satisfaction on a scale from 1 to 10 (being 1 the lowest level)
to a set of 18 items (seven if the student attended less than 30% of the lessons).
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The second one is the administrative dataset that collects information on the
teachers and the didactic activities of all Padua academic institutions.

The third one is an innovative dataset, collected by means of a new online sur-
vey aiming at providing a picture of the teaching experiences developed in the uni-
versity classrooms. Indeed, the University of Padua in 2013 promoted the PRO-
DID project (Teacher professional development and academic educational innova-
tion - "Preparazione alla professionalita docente e innovazione didattica”) with the
purpose of developing an integrated system to improve teaching competences and
academic innovation. The PRODID project promoted a research-based approach to
creating training programs, faculty learning communities, pilot experimental con-
texts where teaching innovation could be tested and monitored ([2]). Following an
evidence-based approach, the project aimed at highlighting teachers’ needs, beliefs
and practices of teaching and learning, which may constitute a privileged context
for the development of innovative teaching activities within the institution.

The final questionnaire was developed according to the Framework of Teaching
of [7] and was composed by three sections. The first section focuses on practices
developed by the Padua professors in their teaching activities. The teacher is thought
as a facilitator of the learning processes and for this reason the section asks for each
DA (at most three) about the application (or not) of some specific practices in his/her
activities. Eight items are collected. Six indicators are then constructed and five of
them are obtained considering separately as dummy variables the first five items:
implementation of practices for actively getting involved students; proposal of exter-
nal contributions (i.e. stakeholder); monitoring students learning during the course
by means of specific tests/other ways; assessment of students learning using vari-
ous types of examination; modification of teaching practices according to SET. The
sixth indicator is calculated summarising in a single dummy variable the last three
items of the section (reporting at least one activity involving technology practices),
since these three questions collect similar information on these practices. The sec-
ond section deepens teachers’ beliefs about teaching in higher education. By means
of 20 questions, in a scale from 1 (fully disagree) to 7 (fully agree), some general
dimensions are investigated: the Person as Teacher, Expert on Content Knowledge,
Facilitator of Learning Processes and Scholar/Lifelong Learner. Considering also
some questionnaire validation analyses (a factor analysis in particular), six factors
are defined (they substantially replicate the aforementioned dimensions), calculated
as the average values of the answers within each factor. These factors may be sum-
marised as other subjective characteristics of the teachers: i) passion for teaching;
ii) passion for research; iii) feeling the need of support for improving teaching activ-
ities; iv) will to change teaching activities according to students needs; v) features
of teaching and learning methods; vi) features of teaching and evaluation activi-
ties. The third section focuses on teachers’ needs, that are collected through some
open-ended questions (however, they are not exploited in this analysis).

The PRODID questionnaire was addressed to all teaching staff of the University
of Padua involved in any DA during the academic year 2012-2013; the response rate
of this survey was slightly lower than 50%.
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In this analysis we consider only students who attended at least 50% of lessons,
involved in courses of the bachelor degree and enrolled in any undergraduate pro-
grammes, but Medicine. In the end, we excluded courses with a number of units
smaller than five (in order to avoid comparisons based on too few ratings). Ac-
cording to these criteria, the linkage of the different sources led to a final dataset
composed by 23605 complete records, based on students’ evaluations.

3 The analysis

The analysis of the dataset described in the previous Section is based on the es-
timation of a multilevel random intercept model [4], where the level-1 dependent
variable is the overall level of satisfaction (based on Item 14). Level-2 units are the
DAs of each teacher. This choice follows from the fact that, within each course, the
student is asked to evaluate the activities of each professor having a minimum num-
ber of hours taught in the course. The student degree is not a further level, but it is
controlled by means of fixed effects. The total number of level-2 units is equal to
590, while 40 is the average number of observations per group.

In general, the rating of a student to a given item for a certain course may de-
pend on course-related factors (class size and heterogeneity, course difficulty and so
on), student-related factors (gender, age and so on) and teacher-related factors (age,
gender, personal traits and so on) [6]. According to the aims of this work and the
features of our dataset, the set of our explanatory variables may be divided in:

e Course characteristics: compulsory course, total number of hours, more than one
teacher involved, location (in Padua or outside), shared course.

Student - general characteristics: gender, age.

Student - university career: year of enrolment, average (per year) number of
passed exams, average grade of the exams in the referred academic year.
Teacher - general characteristics: gender, age.

Teacher - university career: academic position.

Teacher - DA characteristics: proportion of the total number of hours within DA.
Teacher - subjective characteristics: according to Section 2, the six indicators of
teaching practices and the six factors of teacher beliefs.

This specification allows to particularly investigate the role of objective teacher
characteristics and the one of subjective teacher characteristics.

3.1 Main results

Results from the estimation of the random intercept model described in previous
Section is reported in Table 1.
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On the one hand, student characteristics are strongly related to the overall sat-
isfaction rating of the DA, particularly those related to the academic experience of
these students. The main features of the courses play a weak role instead.

On the other hand, there are some interesting results on the relationship between
SETs and teacher characteristics. Objective teacher traits are weakly related with
SET ratings: age is the only variable reporting a strong statistically significant esti-
mate (the older, the better the teacher is evaluated, ceteris paribus). Subjective fea-
tures of the teachers are also related to SET scores, but in some particular ways. Two
indicators of practices and even four factors of beliefs are statistically significant. In
particular, looking at these teacher beliefs, interesting relationships appear for those
factors related to the sensitivity and the aptitude of teaching. For instance, accord-
ing to the PRODID questionnaire the factor “Feeling the need of support to improve
teaching activities” may highlight those teachers who feel some difficulties or in-
adequacies in their teaching activities/performances and for this reason they need
help from experts. Students are able to perceive such difficulties and then reporting
a lower evaluation of the course (other things being equal). On the contrary, students
recognise those teachers with a high passion for teaching or the will to propose suit-
able and helpful instruments in their DAs: such traits may be able to enhance the
transmission of knowledge from the teacher to the student.

It is worth noting the different relationships that come to light between SET
evaluations and the passion for teaching and passion for research dimensions.

4 Conclusions

Exploiting the richness of information provided by an innovative survey on teaching
experiences and beliefs of professors working at the University of Padua, the role
of the teacher perceptions and needs on their activities is deeply investigated. Find-
ings clearly show that subjective characteristics of the teachers play an important
role in explaining SET ratings. However, this solution should be improved taking
into account the fact that the sample of professors, who completed the PRODID
questionnaire, is likely to be not randomly selected.

This work may be seen as a first step for enhancing the relationship between
quality of a course (or university) and students’ opinions. Indeed, teaching is a com-
plex and multidimensional concept, so a future research strand could be the analysis
of a multidimensional indicator of course quality, based on a battery of items.
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Table 1 Estimates of the random intercept model on the students’ overall satisfaction

Group characteristics Variable Point estimate
Course Compulsory course -0.036
Number of hours 0.432 *
More than one teacher -0.096
Location of courses in Padua -0.875 *
Shared course -0.126
Student - general Female -0.030
Age 0.304 ##*
Student - career  Second year of enrolment -0.216 ***
Third year of enrolment -0.140 *
Average number of passed exams (whole career) 0.088 **
Average grade of passed exams (in 2012/13) 0.338 #**
Teacher - general ~Female -0.169 *
Age -0.185 ***
Teacher - career  Full professor 0.017
Associate professor 0.077
Teacher - DA Proportion of hours in DA 0.231
Teacher - subjective Practices for actively getting involved students -0.110
(practices) Proposal of external contributions 0.192 *%*
Monitoring students learning during the course 0.003
Assessing students learning using different types of exam  -0.194 **
Modification of teaching practices according to SET -0.038
Reporting at least 1 activity involving technology practices 0.053
Teacher - subjective Passion for teaching 0.128 %
(beliefs) Passion for research -0.049
Need of support for improving teaching activities -0.110 ***
Will of changing teaching activities with students needs 0.075 *
Features of teaching and learning methods 0.137 k%
Features of teaching and evaluation activities -0.007
constant 6.152 ***
ICC 21.2%
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Bayesian Quantile Regression using the Skew
Exponential Power Distribution

Bernardi Mauro and Marco Bottone and Petrella Lea

Abstract Traditional Bayesian quantile regression relies on the Asymmetric Laplace
distribution (ALD) due primarily to its satisfactory empirical and theoretical per-
formances. However, the ALD displays medium tails and is not suitable for data
characterized by strong deviations from the Gaussian hypothesis. In this paper, we
propose an extension of the ALD Bayesian quantile regression framework to ac-
count for fat tails using the Skew Exponential Power (SEP) distribution. Linear and
Additive Models (AM) with penalized spline are used to show the flexibility of the
SEP in the Bayesian quantile regression context. Lasso priors are used to account
for the problem of shrinking parameters when the parameters space becomes wide.
‘We propose a new adaptive Metropolis—Hastings algorithm in the linear model, and
an adaptive Metropolis within Gibbs one in the AM framework. Empirical evidence
of the statistical properties of the model is provided through several examples based
on both simulated and real datasets.

Abstract L’analisi Bayesiana per la regressione quantile si basa sull’uso della dis-
tribuzione Laplace asimmetrica come strumento inferenzale. Tale distribuzione pur
fornendo performances soddisfacenti non ha un comportamento soddisfacente nel
caso in cui il fenomeno sotto indagine presenti code con andamento diverso da
quello gaussiano. In questo paper, per tener conto di code pesanti del fenomeno,
proponiamo 1’uso della distribuzione Skew Exponential Power (SEP) in un contesto
di regressione quantile. Considereremo modelli lineari e modelli additivi attraverso
I’uso di spline per effettuare I’inferenza bayesiana. Una distribuzione lasso a priori
sui parametri del modello viene proposta per tener conto del problema della con-
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trazione del numero degli stessi laddove lo spazio parametrico diventi elevato. Per
effettuare 1’inferenza bayesiana viene proposto un nuovo algoritmo adattivo di tipo
Monte Carlo Markov Chain e analisi di simulazioni verranno proposte per validare
il modello considerato.

Key words: Bayesian quantile regression; Skew Exponential Power; Additive Model.

1 Introduction

Quantile regression has become a very popular approach to provide a more complete
description of the distribution of a response variable conditionally on a set of regres-
sors. Since the seminal work of [1], several papers have been proposed in literature
considering the quantile regression analysis both from a frequentist and a Bayesian
points of view. Specifically, let Y = (¥1,Y2,...,Yr) be a random sample of T obser-
vations, and X; = (1,X; 1, ~~~7Xt,p71),a with t = 1,2,...,T equal to the associated
set of p covariates. Consider the following linear quantile regression model

Y, =XB.+&, t=12,.T,

where B, = (Bro,Bc.15---» [3741,_1)' is the vector of p unknown regression parame-
ters, varying with the quantile 7 level. As usual, & represents the error term that,
in the specific case of quantile regression, has the 7 quantile equal to zero and
constant variance. This assumption allows us to interpret the regression line as
the 7 conditional quantile of Y given the set of explanatory variables X = x, i.e.
Q¢ (Y | X =x) = x” B;. In what follows we omit the subscript T for simplicity. The
estimation procedure of the 7 — th regression quantile in the frequentist approach is
based on the minimization of the following loss

min}pe (e =%/ f)
t

with p; (u) = u(t—1(u <0)). From a Bayesian point of view [8] introduces the
ALD as likelihood function to perform the inference. For a wide and recent Bayesian
literature on quantile regression and ALD see for example [7], and [3]. Although the
ALD is widely used in the Bayesian framework it displays medium tails which may
give misleading informations for extreme quantile in particular when the data are
characterized by the presence of outlier and heavy tails. The absence for the ALD
of a parameter governing the tail fatness may influence the final inference. To over-
come this drawback we propose an extension of the Bayesian quantile regression
using the Skew Exponential Power (SEP) distribution proposed by [2]. The SEP
distribution, like the ALD, has the property of having the 7-level quantile as the nat-
ural location parameter but it also has an additional parameter governing the decay
of the tails. Using the proposed distribution in quantile regression we are able to
robustify the inference in particular when outliers or extreme values are observed.
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When dealing with model building the choice of appropriate predictors and con-
sequently the variable selection issue plays an important role. In this paper, we
approach this problem, by considering the Bayesian version of Lasso penalization
methodology introduced by [6] both for the simple linear regression quantile and for
the non linear additive models (AM) with Penalized Spline (P-Spline) functions. To
implement the Bayesian inference we propose a new adaptive Metropolis Hastings
algorithm in the linear model, and an Adaptive Metropolis within Gibbs one in the
AM framework for an efficient estimate of the penalization parameter and the P—
Spline coefficients. We show the robust performance of the model with simulation
studies.

2 Model and Inference

In their paper [2], the authors propose a parametrization of the SEP, that allows to
consider the location parameter as the 7—level quantile. With their parametrization
the SEP density function can be written as:

cl@ep{-L(42)"}, if y<u

c@e {4 (i) it you

f(y,,U,,G,T,a):

al— al—

where y € R, 1 € R is the location parameter, ¢ € R and a € (0, ) are the scale
and shape parameters, respectively, T € (0,1) is the skewness parameter while x =

-1
[Zaél" ( 1+ é)] and I"(-) is the complete gamma function. It can be showed

that u is the 7 quantile and that the ALD is a particular case with o« = 1. Several
model specifications can be obtained using the SEP likelihood by specifying a given
function for the location parameter.

In this paper we consider both the linear quantile regression framework

p=px)=xp )

where X, is a set of exogenous covariates than the Additive Models within a robust
semi-parametric regression framework:

J
1= (x.2)=x B+ Y i)
j=1

where x! 3 is the parametric component while z, = (z1,+ ,z, J)T is an additional
set of covariates and each f;(z;;) is a nonparametric continuous smooth function.
To implement the Bayesian analysis we assume that f;(z;;), can be approximated
using a polynomial spline of order d, with £+ 1 equally spaced knots.

Let’s consider more specifically the linear case where the likelihood function can be
easily computed starting from (1) by using u as in (2).
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The Bayesian inferential procedure requires the specification of the prior dis-
tribution for the unknown vector of parameters £ = (8,7, 0, a). Here in order to
account for sparsity within the quantile regression model, we generalize the prior
proposed in Park and Casella for the 8 parameter, assuming the hierarchical struc-
ture given below. The prior distribution is given by:

z(E)=nB|y)x(y)m(c)n(a),

with

7(B| 7)o ﬁL1 (8;10.7)

=114 v.o
=

(o)< .99 (a,b)

m(a) = H(c,d) 1y (@),

where B € R?. Here (y,®,a,b,c,d) are given positive hyperparameters and y =
(71,%,---,7) are the parameters of the univariate Laplace distribution:

Li(B;10.%) = Lexp {4 1Bil} 1w (B)-

with zero location and ¥; scale parameter. Here 4. 7994 and £ denote the Gamma,
Inverse Gamma and Beta distributions, respectively. Given its characteristics, the
Laplace distribution is the Bayesian counterpart of the Lasso penalization methodol-
ogy introduced by [6] to achieve sparsity within the classical regression framework.
By shrinking each regression parameter in a different way, we overcome problems
that may arise in the presence of regressors with different scales of measurement.
The Bayesian inference is performed by building an Adaptive Independent Metropo-
lis Hastings MCMC algorithm using the location—scale mixture representation of
the the Laplace distribution, see for example [9].

3 Simulation Studies

‘We have performed several simulation studies to highlight the improvements of our
model specification with respect to the well known ALD model tool. In particular
the first simulation experiment is built in order to show the robustness properties
of the proposed methodology for quantile estimation when the joint distribution of
the couple (%;,X;), forr = 1,2,...,T, is contaminated by the presence of outliers.
The second study shows the effectiveness of the shrinkage effect, obtained by im-
posing the Lasso—type prior, used when the multiple quantile linear model is of key
concern. The last experiment aims at highlighting the ability of the model to adapt
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to non-linear shapes, when data come from heterogeneous fat—tailed distributions.
All of the simulation studies showed the improvement in performances of the model
proposed in this paper with respect to the ALD quantile regression commonly used
in literature. Here we present only the second experimental study. In particular we
carry out a Monte Carlo simulation study specifically tailored to evaluate the perfor-
mance of the model when the Lasso prior is considered for the regression parame-
ters. The simulations are similar to the one proposed in [4] and [5]. In particular, we
simulate T = 200 observations from the linear model ¥; = X + &, where the true
values for the regressors are set as follows:

Simulation 1. B =(3,1.5,0,0,2,0,0,0)’,
Simulation2. S = (0.85,0.85,0.85,0.85,0.85,0.85,0.85,0.85)’,
Simulation3. B = (5,0,0,0,0,0,0,0)’,

The first simulation corresponds to a sparse regression case, the second to a dense
case, and the third to a very sparse case. The covariates are independently generated
froma .4 (0,X) with 0; ; = 0.5/, Two different distributions for the error terms
generating process are considered for each simulation study. The first is a Gaussian
distribution .#" (1, 6%), with u set so that the 7-th quantile is 0, while 67 is set as 9,
as in [4]. The second distribution is a Generalized Student’t 4.7 ( u,c2, v) with two
degrees of freedom, i.e. v =2, 6> =9 and p set so that the 7-th quantile is 0. For
three different quantile levels, 7 = (0.10,0.5,0.9) we run 50 simulations for each
vector of parameters () and each distribution of the error term. Table 1 reports the

median of mean absolute deviation (MMAD), i.e. median(zlm Y20 | xB —xB \),

and the median of the parameters ,B over 50 estimates. Results for the first sim-
ulation are reported, since results from the other two simulations are qualitatively
similar. The proposed Bayesian quantile regression method based on the SEP like-
lihood performs better in terms of MMAD for both distributions of the error term.
This is evidence that the presence of the shape parameter ¢ in the likelihood better
capture the behavior of the data. The estimated shape parameter is indeed greater
and lower than one in the Gaussian and Generalized Student’t cases, respectively;
this provides a more reliable estimation of the vector f3, regardless of the tail weight
of the error term distribution. These results are reinforced in the second and third
simulation (not reported here) in which we exaggerate the density and the sparsity of
the predictors structure. Furthermore, the proposed robust method reduces the bias
of estimated B for all quantile confidence levels. Regarding the shrinkage ability
of the proposed estimator, when the true parameters are zero, the SEP distribution
performs better than the ALD in identifying the parameters .
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ALD SEP

7=010 7=050 =090 7=0.10 7=050 7=0.90
MMAD 1.0131 1.1008 1.0579 0.9096 1.0955 0.9708

Error distribution Par.

B 3.1323 3.2209 3.2145 3.0744 3.0036 3.2127

B 1.6408 1.4786 1.6165 1.7656 1.4833 1.6800

B3 0.0444 0.0294 0.0267 0.0428 0.0228 0.0186

Gaussian Ba 0.0453 0.0243 0.0235 0.0248 0.0191 0.0156
Bs 1.2731 1.2379 1.3471 1.3969 1.8405 1.4702

Be 0.0185 0.0161 0.0205 0.0124 0.0127 0.0128

B 0.0112 0.0106 0.0120 0.0067 0.0063 0.0095

Bs 0.0073 0.0078 0.0064 0.0038 0.0047 0.0051

MMAD  0.5163 0.1807 0.4685 0.4777 0.1789 0.4275

Bi 3.0630 2.9884 2.9874 3.0826 2.9877 2.9934

B 1.0484 1.3700 1.1366 1.0952 1.3951 1.2110

B3 0.0304 0.0144 0.0325 0.0252 0.0135 0.0412

Generalized Student t Ba 0.0258 0.0181 0.0162 0.0263 0.0163 0.0138
Bs 1.7012 1.9036 1.7701 1.7558 19111 1.8052

Be 0.0128 0.0085 0.0137 0.0074 0.0072 0.0136

B 0.0055 0.0057 0.0101 0.0052 0.0066 0.0082

Ps 0.0067 0.0009 0.0002 0.0051 0.0011 -0.0021

Table 1 Multiple regression simulated data example 1. MMADs and estimated parameters for
Simulation 1 under the SEP and ALD assumption for the quantile error term.

4 Conclusion

We show how to implement the Bayesian quantile regression when the SEP distri-
bution is considered. Linear and Additive Models (AM) with penalized spline are
used with Lasso priors to account for the problem of shrinking parameters. Empiri-
cal analysis highlights how the SEP quantile regression better capture the behaviour
of the data when outliers or heavy tails are concerned.
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Bayesian Factor-Augmented Dynamic Quantile
Vector Autoregression

Stima bayesiana di modelli quantilici dinamici
autoregressivi fattoriali

Bernardi Mauro

Abstract This paper introduces a novel Bayesian model to estimate multi—quantiles
in a dynamic framework. The main innovation relies on the assumption that the
7-th level quantile of a vector of response variables depends on macroeconomic
variables as well as on latent factors having their own stochastic dynamics. The
proposed framework can be conveniently thought as a factor-augmented vector au-
toregressive extension of traditional univariate quantile models. We develop sparse
Bayesian methods that rely on state space representation and data augmentation ap-
proaches that efficiently deal with the estimation of model parameters and the signal
extraction from latent variables.

Abstract Questo lavoro introduce un nuovo metodo per la stima di quantili dinam-
ici multipli. L’innovazione consiste nell’assumere che il quantile di livello T di un
vettore di variabili risposta dipenda da fattori macroeconomici e da fattori latenti
aventi una loro dinamica. Il modello proposto puo essere convenientemente pensato
come [’estensione dei modelli quantilici univariati tradizionali per un modello fat-
toriale autoregressivo vettoriale aumentato con l’introduzione di fattori latenti. La
stima dei parametri e [’estrazione del segnale latenti sono effettuati proponendo un
algoritmo Gibbs sampler con una distribuzione a priori che introduce stima sparsa
dei parametri.

Key words: Quantile vector autoregression, Bayesian inference, Asymmetric Laplace,
factor models, sparse estimation.

1 Introduction

Quantile regression models have been becoming increasingly popular because of
their attractive characteristics of modelling the quantile of a response variable as
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a function of some covariates. Indeed, quantile models provide a more complete
picture of the conditional distribution of the response variable than the traditional
regression approach without relying on strong assumptions about the form of the
error term. However, despite their obvious powerfulness, quantile methods have
been mostly confined on modelling univariate response variables, see, e.g., Koenker
(2005). In this paper we extend univariate quantile regression models to deal with
multivariate response variables. Specifically, we model the marginal quantiles of a
multivariate random variable as a function of macroeconomic variables and of latent
factors having their own stochastic dynamics. Dynamic latent quantiles have been
introduced by De Rossi and Harvey (2009) an extended to the bivariate Bayesian
framework by Bernardi et al. (2015). We develop Bayesian methods that rely on
state space representation and data augmentation approaches that efficiently deal
with sparse estimation of model parameters and the signal extraction from latent
variables. A multivariate Asymmetric Laplace distribution in imposed to the error
term of the measurement equation in order to model 7 (0, 1)—th level quantile of
each marginal random variable. When dealing with multivariate latent models the
curse of dimensionality prevents any parametric inferential procedure. To overcome
this problem we rely on sparse methods and in particular on the spike—and—slab
(Mitchell and Beauchamp 1988 and George and McCulloch 1993) Least Absolute
Shrinkage and Selection Operator (LASSO) prior of Tibshirani (1996).

The remainder of the paper is organised as follows. Section 2 introduces the
multivariate Asymmetric Laplace distribution and its main properties. Section 3 in-
troduces the dynamic factor—augmented quantile model and Section 4 deals with
Bayesian inference and signal extraction.

2 Multivariate Asymmetric Laplace distribution and quantiles

In this Section we first introduce the multivariate Asymmetric Laplace (AL) distri-
bution and its stochastic representation which will be useful to develop the data—
augmentation Gibbs sampler scheme. Then we prove that the multivariate AL dis-
tribution characterises the univariate marginal quantiles.

Definition 1. Consider a p—dimensional random vector Y = (Y,Y>,...,Y,) € R?
from a multivariate Asymmetric Laplace (AL) distribution (see Kotz et al. 2001).
The density of Y ~ AL, (¢,&, X) is given by

X "p-lp-1(y— v/2
fv(y\zxi,z):zep{“’ D™ (y ﬂ)}[ﬁ(y,ﬁ,z)}

(2m)" | 2|12 2+EP1E

x K, <\/(2+§’¥’*1§) Sy, 0,2)) , (D

where © € R” and & € R? are a p-dimensional vector of location and shape
parameters, respectively. Moreover, D = diag{oi,0v,...,0,} with 6; > 0, for
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j=12,...,p and ¥ is a correlation matrix, such that X = D¥D, v = 2%”

5(y,9,2) = (y— ) Z- ' (y—9) is the squared Mahalanobis distance between y
and ¢ and K, (+) is the modified Bessel function of the third type with index param-
eter V.

The multivariate AL distribution can be represented as a Gaussian location—scale
mixture with the Exponential distribution acting as mixing random variable.

Proposition 1. Let Y ~ AL, (9, &, X) as introduced in Definition 1, then

Y = 0+ DEW + ZVWZ, )

where Z~Np, (0,1,), W ~ Exp (1) withZ; LW for j=1,2,...,p, see, e.g., Kotz and
Nadarajah (2004). It follows from equation (2) that Y |W =w ~ N, (¥ +DEw, Zw)
and that the unconditional distribution of Y is given by equation (1), see Kotz et al.
(2001).

The following remark instead characterises the behaviour of the marginal distribu-
tions of each component Y}, for j =1,2,...,p.

Remark 1. Let Y ~ AL, (¢, &, X) as introduced in Definition 1, then
where ©¥; € Riis the j—th element of ¥, &; € R is the j—th element of &, and 0'/2 eER*
is the j—th element of the diagonal of the scale matrix D, see Kotz et al. (2001).

The next proposition characterises the AL distribution as the natural candidate for
modelling the innovation term in multivariate quantile models.

Proposition 2. Let Z = (Z1,Z,,...,Z,) € R? with Z ~ D, where D is an unknown
probability density function, if we assume the AL as misspecified density for Z, i.e.,
Z~AL,(0,&,X), then

IP](Z_/'< 19]‘):’[, 4)
if and only if
1-27
St ©
22
%= t(1-1)’ ©)

for j=1,2,... p, where Gj2 is the j—th diagonal element of the matrix D, &; € R*

and T € (0, 1) is the quantile confidence level.

Proof. Following Kotz et al. (2001) the marginal distribution of Z;, for j=1,2,...,p
is Asymmetric Laplace, i.e., Z; ~ AL (15j, &, 0'/2> , and imposing the conditions (5)—
(6) the result follows immediately, see, e.g., Yu and Moyeed (2001).
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3 Dynamic latent factor-augmented quantile model

In this section, we introduce the dynamic latent factor—augmented quantile model.
!/

Lety; = (y14,924,--->Ydy) € R and x; = (x1,,%2,,.--,Xp,) € R? be random vec-

tors, we assume that (y/,x})’ is a linear function of latent factors

Y| A ﬁ X Id _
[Xf] B {O(PXS) Ip} L‘f} " {017] o r=he T @

where A is a (d xs) matrix of loadings of the stochastic latent factors y, =
(X1 X2+ -+ X ) B is the (d X p) matrix of loadings of the observed factors x;, I
and I, denotes an identity matrices of dimension d and p, respectively, and 0,
and 0, denote zero matrices of dimension p X s and p X p, respectively. The stochas-
tic term &, = (611,7821,7 . ,edvt) follows a multivariate Asymmetric Laplace distri-
bution defined in equation (1), i.e., & ~ ALy (9,&, X). The state space formulation
is completed by specifying a dynamic evolution for the latent and observed factors
X, and x;

X1 _ P 0 X — _
|:Xt+1:|_‘u+|:0 (pz X +n[7 t_172:37"'7T 1’ (8)
where 17, ~ Nyip, (051, 2;) with
Ql,l 91‘2
Q= {Qétl 22| ©)

positive definite matrix of order d 4 p with Q,"'l AR !2,2"2 AL Qt]"l €
P QP = .(2,1’2/, and & and P, are (s x s) and (p x p) transition matrices and
w= (), uh) € R4P with y, € RY and y, € R”. Here .74 denotes the space
of matrices of dimension p x g. The transition equation (8) specifies first order vec-
tor autoregressive processes (VAR) for both the latent and observed factors. Indeed,
alternative more flexible autoregressive specifications can be imposed by exploit-
ing the companion form representation of VAR models, see, e.g., Harvey (1989).
Furthermore, without loss of generality, we assume the VAR dynamic for x; to be
stationary, i.e., all the eigenvalues of the matrices @, for j = 2 are outside the unit
circle.

Concerning the specification of the initial states, we assume y; ~ N (??1\071’1\0)»
where the variance—covariance matrix Py|g can be diffuse to handle the presence of
non stationary elements of the latent states y,. Moreover, given the imposed sta-
tionary dynamic evolution of the observed states x;, we assume x; ~ N (21‘07 v 1|0),

-1
where %9 = (I, — @2)71 1, and vec (Vl\o) = (Ipz - ¢2> vec (2,,) and
€5, is the square matrix of dimension p x p of the long—run matrix £, =
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lim; o0 !2,2’2. ‘We name the model defined in equations (7)—(8), the Factor—-Augmented
Quantile Vector Autoregression (FAQVAR) model.

4 Bayesian inference for the FAQVAR

The theory underlying the signal extraction and the Bayesian posterior computation
and simulation of the quantiles can be stated for a generic model in state space form
(see, e.g., Harvey 1989 and Durbin and Koopman 2012), where, without loss of
generality, we assume the scale parameter of the AL distribution depends on time.
Signal extraction and posterior mode computation of the latent generalised quantile
are based on the Kalman filter (Kalman and Bucy 1961) and the associated smoother
algorithm, see, e.g., De Jong and Shephard (1995) and Durbin and Koopman (2002).
Let

ﬁ:m, ﬂ:&} (10)
then
yi =Zyx +He, an
X = u+Tx +n,, t=1,2,....T—1 (12)
20N (20, Pl) (13)

where the selection matrix H, and the measurement and transition matrix (Z, T) are
defined as

Id} { A [3} { D1 0 )}
ae ] z- . oT= DL a4
{0,, 0(pxs) Ip 0pxs) P2

P (s o\ pt _ PI\O 0(s><p) o el
and ), = (%1\07"1\0) Pl = [O(pxs) Vio }, where A, 8, @1, @; and 7)), X/,
Py and V) have been defined in the previous section.

The linear state space model introduced in equations (11)—(12) for modelling
time—varying conditional quantiles is non—Gaussian because of the assumption
made on the measurement innovation terms. In those circumstances, optimal fil-
tering techniques used to analytically marginalise out the latent states based on
the Kalman filter recursions can not be applied (see Durbin and Koopman 2012).
However, exploiting the stochastic representation of the AL distribution in terms of
location—scale continuous mixture of Gaussian in Proposition 1, the non—Gaussian
state space model defined in equations (11)—(12), admits as conditionally Gaus-
sian and linear state space representation. More specifically, equations (11)—(12)
become:
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Y, =am,+Zy] + He/ (15)
A =u+Ty +n,, t=23,....T (16)
i ot pt
2N (20 Pl) a7)
D¢ . .
where a = 0( ) ,withD = {0'11|762_’2.,...,(7d1d},8, ~Nd(0d,w,2),z: 1,2,....T,
pXx
are i.i.d. are Qaussianjnnovations, @; ~Exp (1) independent of &, forr =1,2,...,T
and £ = D¥D, with D = /6D and § = ﬁ ‘We assume the following prior dis-
tributions for the parameters = = (4,8,0;,j=1,2,...,p, ¥, 1, P1, P2,8;)
A~ Niaxy) (15,5 ® E}) s
B~ Nigwy (152§ 2 54) (19)
d
G;}NI_Il|G(007b0)7 j=12,...p 20)
=
i<j ) )
vy, i ~C H {(1 —m)N (O’Vo) T11y (i) + 7N (0=V1) T (‘/’zz)}
ij=12,...d
21
u~N (uﬁ’zg) @ ~N (’ugl ’Z&) 22
@y ~N (ugz,zg,;) T, (02) @ ~ W (0, 2,1), 23)

which are Normal, Inverse Gamma and Inverse Wishart respectively, with densities

ﬂ:(x)ocx_(“o*'l)exp{f@} (24)

X

7 (M) o< |Col0 M|~ (0 5") exp { —tr (CoM ™)},

and 6;; = {0j;,j=1,2,...,d} and 0,; = {0;;,i,j=1,2,...,d,i < j}, where
0;,; denotes the (i, j)—th entry of the matrix X. Standard Gaussian priors are im-
posed on the loading factors (A, ) even if shrinkage Lasso could be used instead.
Concerning the prior specification of the variance—covariance matrix X, we follow
the same approach of Wang (2015) which extends the spike—and—slab approach of
Mitchell and Beauchamp (1988) and George and McCulloch (1993) to positive—
definite matrices, which has recently received much attention as a viable alternative
to Lasso prior to introduce sparsity in large dimensional regression models as well
as to model variance—covariance matrices in Gaussian graphical models. Specifi-
cally, we impose an Inverse Gamma prior on the main diagonal elements of X in
equation (20) and a spike—and—slab prior for the off-diagonal elements in equation
(21). The values of vy and v; are further set to be small and large, respectively and
the term C represents the normalising constant that ensures the integration of the
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density function 7 (X) over the space of positive-definite matrices is one, and it de-
pends on {G,-J,i,j =1,2,...,p+d,m,vo,v } Prior in equation (21) can be defined
by introducing binary latent variable Z = (Z;;),_; € 2 = {0, 1} P pHd=1)/2 gng
the corresponding hierarchical model

n(Z|Z) :HN(G,—_J- |0,v§i_/_> (25)
i<j -
w(2) =[] (= (1-m)'), 26)
i<j
vo if z;=0 . . . .
where v;, ; = i The rationale behind using Z for structure learning
Vi 1 Zi‘j = 1.

is as follows. For an appropriately chosen small value of v, the event z; ; = 0 means
that o; ; comes from the concentrated component N(0, v}), and so o;, j is likely to be
close to zero and can reasonably be estimated as zero. For an appropriately chosen
large value of vy, the event z; j = 0 means that 0; ; comes from the diffuse component
N(0,v?) and so 0; ; can be estimated to be substantially different from zero. Because
zeros in X determine missing edges in graphs, the latent binary variables Z can
be viewed as edge-inclusion indicators. Given data y', the posterior distribution
of Z provides information about graphical model structures. The next proposition
characterises the full conditional distribution of the parameters (¥, o).

Proposition 3. Give the latent indicators L and the latent variables @, the condi-
tional posterior distribution of ¥ = HXH' can be factorised as follows

72:('{’,0'|Y,W,Z)o<|Z\%exp{—%tr(Sf)”'f’*lf)*')}
Xexp{f%tr(ﬁ'Y'f)_li’_l)}
1 5
xexp{fitr(W@)éé"P 1)}
02-
XHexp{ W” }Hexp{ "}, (27)

i<j er

where & =&, W = diag {®,,®>,...,0r}, Y =HYH and S = YWY, with

Y=[yi—-Zx,y2—Zx, ... yr —Zx7] (28)

is the d x T matrix of observations y; —Zy,, t = 1,2,...,T stacked by row. Then
7 (o)) 1Y, W.2,%,0.;) < N(fio, %) T o) (07} ) 29)

with file = T (b0+ f) and T = %,forjz 1,2,...,d and
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ﬂ(lllj | Y7W7Z7 lflfjﬁ G) o< Nd*l <ﬂy/j7%V(f> 1(—1,1) (V/Ij) ) (30)

with

T

~ A—-Li—1/— A—1/25—-1/-1/2 —

Hy; = Ty; $1.2D7 19Dy | +a0,D, %D, +b’1,z¥’141120’r} @D
t=1

=1 _ /-lg-1 —In-1 . /1291 F—-17/—1/2
Ty, =D WS D+ D T ALY D
T
VLB Y B ()

t=1
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Does data structure reflect monuments
structure? Symbolic data analysis on Florence

Brunelleschi Dome

La struttura dei dati riflette le caratteristiche strutturali dei
monumenti? Analisi di dati simbolici relativi al

monitoraggio della Cupola del Brunelleschi a Firenze

Bruno Bertaccini, Giulia Biagi, Antonio Giusti and Laura Grassini'

Abstract.

The paper describes the work in progress about the analysis of the behaviour of the
web cracks on the Brunelleschi’s Dome of Santa Maria del Fiore in Florence. The
web cracks in the Dome have always given rise to concern about the stability of the
monument. The mechanical and electronic instruments have generated more than 6
million measurements, and the analyses performed so far, showed a steady increase
in the size of the main cracks and, at the same time, a relationship with the
environmental variables. The paper provides a continuous monitoring through those
(big) data with the methods of the Symbolic Data Analysis techniques.

Abstract. I contributo presenta l’attivita in corso circa l'analisi del comportamento
dell’insieme di fessure presente sulla cupola del Brunelleschi di Santa Maria del
Fiore a Firenze. La “ragnatela” di crepe nella cupola ha sempre dato adito a
preoccupazioni circa la stabilita del monumento. Gli strumenti meccanici ed
elettronici installati sulle fessure hanno generato oltre 6 milioni di misurazioni, e le
analisi effettuate finora, hanno mostrato un costante aumento delle dimensioni delle
principali crepe e hanno evidenziato, allo stesso tempo, un rapporto con le variabili
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ambientali. 1l presente contributo intende fornire, attraverso tecniche di analisi di
dati simbolici, un’analisi di monitoraggio nel tempo del dataset a disposizione.

Key words: Symbolic Data Analysis, Big data, Brunelleschi’s Dome.

1. Introduction

In Gothic style to the design of Arnolfo di Cambio and completed in 1436 with the
dome engineered by Filippo Brunelleschi, Santa Maria del Fiore does not need to be
mentioned, except to state that by 1418 all that was left to finish was the dome.
Weighing 37,000 tons and using more than 4,000,000 bricks, Brunelleschi's dome
was the greatest architectural feat in the Western world.

First cracks in the dome appeared at the end of the 15th century, because “the
weight of the upper dome and of the lantern (at the top of the dome) exceeds the
resistance of the base of the monument”. In 1695, a first commission with the task to
investigate on the stability of the Dome was established, but nothing concrete has
been done so far. To date Brunelleschi's dome is the only large dome of the
Renaissance that had not yet been protected by actions of containment (rigid
structures). For this reason, the monitoring system installed in the Dome, with more
than 160 instruments (e.g., mechanical and electronic deformometers, thermometers,
piezometers), is currently one of the most accurate control systems installed on a
historical and architectural monument.

Cracks are now present in all eight webs, mainly in the fourth and sixth webs,
both at the opposite of the nave. In web 4, currently the main crack shows an
average increase of 5.5 mm/century. 23 deformometers are currently monitoring
webs 4 and 6 (13 in web 4 and 10 in web 6) since 1988. With 4 measurements per
day, there is a lot of produced data which requires a multifaceted approach to deal
with the long term patterns, seasonal and climatic reactions, impact of other
temporary factors (for example: earthquakes).

Those data are already analysed by various researchers (see for example: [1],
[2]). In particular, Bertaccini in 2015 [2], tried to explain the complex
interrelationships between deformometer measures through a SEM model, in order
to represent the so called breathing mechanism of the Dome over time: the cracks
tend to expand and shrink cyclically according to seasonal, climatic factors, some in
a concordant way and others not.

In this paper, we present a descriptive analysis of that large amount of data,
using interval valued variables, according to the Symbolic Data Analysis (SDA)
approach [3]. SDA has already been used in studies concerning the health
monitoring of civil engineering structures with the generally aim to provide tools
and instruments to monitor the behaviour of a structure and detect or announce any
abnormal behaviour ([4], [5], [6]), and a first study of the Brunelleschi’s Dome data
was presented in [16].

The aims of this work are:
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1) to compute variability of measurements over time, by trying to discover
any underlying trend;
2) to explore the relationships between the various cracks as discussed also in
[2], relationships which resembles the breathing mechanism of the Dome
over time.
The common theoretical framework for both point 1 and 2 is the properties of
decomposition of covariance according to [7], [8], [9]. In fact, the covariance
between two interval valued variables can be decomposed into the sum of the within
component, related with the size of the intervals, and the between component, which
is simply the covariance between the intervals midpoints.

Data are provided from the arithmetic mean of the intra-day measurements of 23
deformometers installed on webs 4 and 6. An interval variable reporting the 10th
and 90th percentile of the daily average within each week, since 1988 and July 2007,
has been defined. In this way, we drastically reduce data size and allow for
situations in which daily measures, for temporary faults, are less than 4.

The paper is structured as follows. Sections 2 recall some basic algebra for
interval valued data. Section 3 describes the empirical analysis, and Section 4
contains some final remarks.

2. Arithmetic of interval symbolic data and statistical parameters

Before analysing the statistical indices applied on symbolic interval data, it is useful
to recall some algebra related to interval analysis [10].

Let us consider two intervals X = [xq,x,] and Y = [y;,y,] where [x;,x,] and
[y1, ¥,] are respectively the minimum and the maximum of each interval.

The addition and subtraction between two intervals are respectively:
[x1, 2] + [y1, ¥2] = [ %1 + y1, %2 + y2]
[x1,%2] = [y1,¥2] = [x¥1 — Y2, %2 — 1]

Moreover, the linear combination of two intervals with coefficients a, b is:

[ax, + by, ax, + by,] if a>0,b>0
alxy, x,] + by, y,] =< lax, + by,,ax, + by,] if a>0,b<0 €))
[ax, + by,, ax, + by,] ifa>0,b<0

Let us consider, now, a set of observations on X and Y represented by n intervals:
Xi =[x %] Y= [y, yiel s =10, .
The centre of each interval i is the midpoint of the interval. For X:

= Xi1 +xi2

i > @
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and the overall mean is:

n

X= %Z X; = %i(’cu + Xi2) 3)

i=1 i=1
Several definitions of sample variance are introduced in the SDA field. Billard
[7] suggests the following:

,_ 1 En 2 2 1 En
Sy = 3. 1(951'1 + X Xip +x5) — a2 | 1(751'1 + x;3)
1= =

It is derived by [11] under the assumption of uniform distribution within each
interval. It is proved that (4) can be rewritten as

2

“

1% _ _ _ _
nSZ =3 ) [ = X0 + G = XD (i = X + (w2 = X0?)
B 5)
Xi1 + xLZ o 2
+
2. (5-7)

Expression (5) shows that the total deviance nSZ can be decomposed as the sum
of two components: (1) the internal variations of the data (SSW) and (2) the between
variations (SSB), expressed by the comparison between the interval means and the
overall mean:

SSW, =

W =

Z[(xn = X)? + (1 — XD (xip — X)) + (xi2 — X)?]
i=1

= %Z(’Ciz - xi1)2
SSB, = zn: (x” * %z ‘) Z(X _ X2 )

i=1

(6)

Finally, also the sample symbolic covariance between two interval variables can
be expressed as the sum of within and between components [7, 9]:
CODEVT = nCov(X,Y) =y, L=  yu (7, —R)(F,-7) (8)
where the left and right elements in the sum are, respectively, the within (CODEVW)
un-centred codeviance on the ranges, and the between sample co-deviance
(CODEVB) between X and Y. These expressions are derived under the assumptions
of uniform distributions within the intervals. From (8), we see that the within
component (CODEVW) is not a true covariance matrix of the ranges because it is not
computed on ranges centred on the mean. CODEVW is always positive and its
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magnitude depends on the intervals' ranges. Therefore, the within codeviance
incorporates information about the size of the individuals' rectangles. The between
component is the co-deviance of the centres, in the classical framework.

The codeviances, CODEVT, are always larger than the classical codeviance
matrix based on midpoints, which coincides with the between part and is used in the
centres method. It follows that there are fewer negative terms in CODEVT than in
CODEVB, and that the sign of CODEVB may be negative while the sign of
CODEVT positive.

From (8), we can derive the symbolic correlation between two interval symbolic
variables. A crucial advantage of the symbolic covariance between two intervals is
that it fully utilizes all information in the data.

3. Data description and analysis

The data taken into account in the analyses are provided by part of the electronic
monitoring system installed by ISMES in 1987. That system consists, among the
others, of 66 deformometers, 56 thermometers, and two piezometers. This system
records data every 6 hours starting on January 8, 1988. Data used in this work end
on July 31, 2007 [12, 1], which means 35,100 measures per deformometer, for
approximately 6 million measurements.

Each deformometer records the deformation of the building: since 1988, it has
been recording the growth (with positive values) and the reduction (with negative
values) of a crack. The minimum and maximum values over a given time period
define an interval valued variable. The centre of that variable is the average growth
or decrease of the crack with respect to the 1988 status, under the hypothesis of
uniform distribution within the interval.

Available data are affected by the presence of missing data and outliers [2],
mostly due to storms and blackouts that often cause calibration problems. In order to
analyse a complete data matrix, we used the cleaned data provided and used in [2].

The localization of the deformometers in the structure determine their behaviour:
those located near the tambour are more stable and exhibit less variability and a
more similar time pattern.

Web 6 exhibits, on the average, a larger variance than web 4, although the
contribution of the within component is much lower, on the average (0.37% for web
6, 4.94% for web 4).

However, the cracks behaviour changes in time and it requires to take into
account the dynamic nature of data. Therefore, we have computed a moving
variance, by using a moving window of 52 weeks (one year). The idea is to explore
the different time variability of the cracks, by selecting the year as the basic time
window.

The use of adaptive methods and the choice of an annual period are not new in
structural health monitoring and is practiced also with multivariate methods (for
example, moving and recursive principal component analysis [13], [14], [15]).
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Moreover, moving or rolling statistical indices are commonly computed to assess the
constancy of model parameters. In this case, we wish to assess the importance of the
between components of the variance.

Figure 1 shows the time patterns of the moving symbolic variance and the
variance between, for some measurements. We can appreciate the different
relevance of the within component, which is higher for some cracks (see graphs on
the left) than others (see graphs on the right), depending on the placement of the
cracks.
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Fig. 1: Moving symbolic variance (black) and moving variance between (red) for some deformometers’
measurements of webs 4 and 6

The exploration of the relationships among deformometers’ measures is
accomplished by the symbolic covariance matrix (see Figure 2a), in which we can
appreciate the presence of strict positive relationships and not only within the same
web. Only the deformometer D4.9 shows a negative correlation but it is mainly due
to the abnormal behaviour in the early stages (Fig. 3). The variables are ordered to
enlighten the similar behaviours. The determinant of the correlation matrix is almost
zero, confirming the high linear relationships. However, there are 10 cases with a
positive symbolic correlation and a negative correlation between midpoints,
although the size of the correlation is very low. This huge presence of positive
correlations may be determined by the positive contribution of the within
covariance. For this reason, we provided the between correlation matrix as well (see
Figure 2b).

From both matrices we see that the breathing mechanism of the Dome is mainly
(about completely) characterized by a harmonious movement of the cracks as the
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positive correlations are definitely dominant and stronger than the negative
correlations.

Excluding deformometer D4.9, negative correlations occur specifically for the
cracks D4.1, D4.2, D6.1, D6.7, which tend to counteract the behaviour of most
cracks.
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Fig. 2a: Symbolic correlation matrix (order: first
principal component)

Fig. 2b: — Between correlation matrix (order: first
principal component)

Fig. 3: Time plot of the min and max values for D4.9

4. Final remarks

The findings are consistent with the ones of [2]: the structure of the Dome may be
assimilated to what in physics is defined as a “closed system”, in which the
structural constraints define the relationship of forces between the various cracks,
which in turn are subjected to the action of meteorological and seismic variables. To
date, in literature a study that involves all variables simultaneously detected by the
monitoring system is missing. A joint analysis of all available data determinates
serious computational burdens and estimation and interpretation problems, due to
the complexity of the relationship between the variables and the number of measures
acquired per day.

With a reduced computational effort and working on a dataset reduced at less
than the 15% of the one based on the daily averages, the Symbolic Data Approach
conserves the same structure in the data. We are confident that the methods proper



156 Bruno Bertaccini, Giulia Biagi, Antonio Giusti, Laura Grassini

of the Symbolic Data Analysis will permit to solve all those critical aspects that until
now have prevented a comprehensive description of the mechanisms of the static-
structural evolution of the monument, and to simulate the possible “reactions” to
environment changes of exceptional nature.
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A latent markov model approach for measuring
national gender inequality

Modello latent markov per la misura delle disequita di
genere nazionali

Gaia Bertarelli and Franca Crippa and Fulvia Mecatti

Abstract Gender inequality - both in space and time - is a latent trait, namely only
indirectly measurable through a collection of observable variables and indicators
purposively selected. Even if composite indicators are normally used by social-
scientists, when measuring gender-gap they are known to have case-specific tech-
nical limitations. In this paper we propose an innovative approach based on a mul-
tivariate Latent Markov model (LMM) for the analysis of gender inequalities as
measured by the aforementioned indicators.

Abstract La Statistica di Genere si occupa di sviluppare metodologie atte a cogliere
disparita e differenze nella situazione delle donne e degli uomini in tutti gli aspetti
della vita. Negli ultimi anni le disponibilita di dati per ’analisi di genere é aumen-
tata poiché sempre pii paesi stanno adottando survey specifiche. Gli strumenti pii
comuni nella letteratura della statistica di genere sono gli indicatori compositi che
tuttavia presentano note limitazioni metodologiche. Vogliamo proporre un approc-
cio innovativo alla statistica di genere basato su un modello latent markov multi-
variato per le analisi delle disuguaglianze.

Key words: Gender Statistics, Clustering, GID-Database OECD, latent variable.

1 Background and Introduction

Gender equality is a recognized goal of modern democracies and an objective for
global civilization since the effects of policies and actions capable at reducing gen-
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der disparities would actually benefit the society as a whole, both women and men.
The availability of good quality data for engendered statistical analysis at the na-
tional level has increased since the 90’s. Gender statistics based on household sur-
veys and administrative records are becoming widely available. Gender inequality
is a latent trait, namely only indirectly measurable through a collection of observ-
able variables and indicators purposively selected as micro-aspects contributing to
the latent macro-dimension. This is one of the main reasons for the popular use of
composite indicators as current gender statistics indicators, i.e. aggregations - usu-
ally linear combinations - of a collection of simple indicators each singled out for
assessing a puctual micro-aspect of the latent gender dimension. Several world rank-
ings, based upon national gender composite indicators, are periodically released by
supranational agencies (see for instance [2] for a comparate review). Even if nor-
mally used by social-scientists, such gender-gap measures are known to have case-
specific technical limitations [3], which often lead to internal inconsistency since the
ranking of a single country can vary in relation to the indicator considered. More-
over, a significant amount of the literature criticizes the use of composite indicators
on the ground of trivial marginalization and arbitrariness [4]. In this paper we pro-
pose an innovative approach to gender inequality measure based on a multivariate
Latent Markov model (LMM).

2 Data

We focus on two inequality indexes, the Gender Inequality Index (GII) and the
Global Gender Gap Index (GGGI). A main reason for selecting them is their recent-
ness, whose the aforementioned technical issues ask for advanced knowledge. The
GII, introduced by UNDP in 2010, measures gender inequalities in three aspects
of human development: reproductive health, empowerment and economic status.
The GGGI was first introduced by the World Economic Forum in 2006 as a frame-
work for capturing the magnitude of gender-based disparities and for tracking their
progress. Three basic concepts underlie the GGGI. First, the index focuses on mea-
suring gaps rather than levels. Second, it captures gaps in outcome variables rather
than in input variables. Third, it ranks countries according to gender gaps rather than
women’s empowerment. It measures four aspects: economic partecipation and op-
portunity, educational attainment, health and survival and political empowerment.
Rankings based on these indicators are different from each other as well as not con-
stant over time, as a consequence of different choices in both measurable variable
selection and aggregation system. In this paper we consider a multivariate model of
latent markov type, able to receive as input both indexes as well as a set of covari-
ates. An improved gender inequality measure is expected as a result. A preliminary
univariate analysis is conducted for the period 2010-2016 able to assess possibly
measurement errors in GGGI and GII. After considering constitutional gender eq-
uity (see http://constitutions.unwomen.org/en) and social structure
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as covariates in the latent model component, we introduce time use in the measure-
ment part.

3 Model

LMMs (see [1] for a general review), are a class of statistical models for longitudi-
nal data which assume the existence of a latent process which affects the distribution
of the response variables. The existence of two processes is assumed: an unobserv-

able finite-state first-order Markov chain Ul@, i=1,...,nand t = 1,...,T with
(®)

state space {1,...,m} and an observed process Y;
(®)

i

,i=1,...,nandr=1,...,T,

denotes the response variables for area i at time ¢ and similary for U, o,

where Y ;

We assume that the distribution of Yl@ depends only on Ul-([): the latent process
fully explains the observable behaviour of an item together with possibly available
covariates. Therefore it is important to distinguish between two components: the
measurement model, which concerns the conditional distribution of the response
variables given the latent process, and the latent model, which concerns the distri-
bution of this latent process.

The unknown vector of parameters ¢ in a LMM includes both the parame-
ters of the Markov chain ¢,,, and the vector of parameters of the state-dependent

distribution ¢ ,.. The measurement model involves ¢,  and it can be written

as Y Et>|Ui(t) ~ f(y,u,9 ). The latent model includes the parameters ¢, of the
Markov chain which are the elements of the transition probability matrix IT =
{#ya} > with u,@ = 1,...,m; where m,; = P(in = u|U,-(’71> =1) is the probability
that area i visits state u at time ¢ given that at time 7 — 1 it was in state #, and the
vector of initial probabilities & = (7, ..., 7,,. .. ,7rm)/ where 7, = P(Ui(l) =u)is
the probability of being in state u at the initial time for u = 1,...,m. In this work we
consider homogeneous LMMs.

LMMs can assess the presence of measurement errors or account for unobserved
heterogeneity between areas in the analysis including covariates in the measurement
model which do not completely explain the heterogeneity in the response variables.
In LMMs the effect of the unobservable variable has its own dynamics. Moreover,
a latent clustering of the population of interest can be pointed out. Our proposal
is based on adapting the LMM to the gender statistics framework by interpreting
national gender gap as the latent status of interest and using the distributions of
the GGGI and GII as response variables. This metodology is derived by integrating
into the same LMM both the selected composite indicators and a set of available
observable covariates of any and possibly mixed nature. Our metodology organizes
countries in ordinal clusters representing of the severity of gap. The classification
is produced taking into account the values of the considered covariates and this
overcomes the so called ”world-at-two-speed” effect, i.e gender inequalities due to
the denial of basic human rights (under-developing or in transition coutries) or due
to uneven opportunities between men and women (developed countries with gender
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equality stated by law) ([2])) which is evident especially in the GII’s distribution.
However, looking at the temporal distributions, it seems that this gap goes to dwindle
with time. Because of this, a longitudinal analysis is appropriated. We conduct a
two-step analysis. At the beginning we apply a LMM with only spacial and gender
constitutional equality covariates on the latent model in order to identify clusters of
countries actually comparable under the "two-speed” effect mentioned above. Then
we apply a LMM within each cluster considering social and economic covariates in
the measurement model to detect main differences and variability within the same

group.

4 Expected Results

‘We propose to integrate into the same LMM both the selected composite indicators
and a set of available observable covariates of any and possibly mixed nature, cate-
gorical, ordinal and quantitative, fully exploiting the multidimensional latent nature
of gender imbalance. The model would provide an organization of the countries in
a (optimal) number of ordered cluster. The classification is produced taking into
account the values of the considered covariates and this overcomes the so called
”world-at-two-speed” effect which is evident especially in the GII’s distribution.
Moreover the proposed methodology deals with the forecasting of the future re-
sponse and the path prediction.
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Eurostat's methodological network: Skills mapping
for a collaborative statistical office

Agne Bikauskaite and Dario Buono

Abstract Collaboration, interaction and exchange of knowledge among staff are important
components for development and enriching of scientific intelligence within a statistical office.
Eurostat's methodological network has been built as a skills mapping tool aiming identify in-
house competencies for innovation and affordability of diffusion of knowledge, promotion
and modernisation of collaboration on methodological issues, and processes within statistical
office. We mainly focus on staff's knowledge and working and academic experience in
methodological areas, domains and tools on statistics and econometrics. Quantitative network
analysis metrics are used to measure the strengths of existing methodological competencies
within Eurostat, to identify groups of people for collaboration in providing results on specific
tasks, or characterise areas that are not fully integrated into methodological network. By
combining network visualisation and quantitative analysis, we able easily assess competency
level for each dimension of interest. Network analysis helps us in making decisions related to
improvement of staff communication and collaboration, by building mechanisms for
information flows, filling competency gaps. Data represented as mathematical graph makes
readily visible general view, absorbs its structure, permits us to focus on persons,
competencies and relations between them. Modernisation of ways of working leads to a more
cost effective use of existing resources.

Key words: complex network, data analysis, network visualization, bipartite graphs,
network projection, ego network, network analysis

1 Introduction

Collaboration, interaction and exchange of knowledge among staff are important
components for development and enriching of scientific intelligence within a
statistical office, especially when this exchange happens across areas of interest by
both interacting sides. Methodological network has been built as a skills mapping
tool aiming identify in-house competencies for innovation and affordability of
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diffusion of knowledge and information, and promotion and modernisation of
collaboration on methodological issues and processes within statistical office. We
mainly focus on staff's knowledge and working and academic experience in
methodological areas, domains and tools on statistics and econometrics. This paper
provides a set of mathematical network analysis measures from basic ones as size
and degree to more complex as clustering coefficient and their correlation with
degree that evaluates and makes better understandable the methodological
knowledge network structure.

2 Methods

Quantitative network metrics are used to measure the strengths of existing
methodological competencies within statistical office, to identify groups of people
for collaboration in providing results on specific tasks, or characterise areas that are
not fully integrated into methodological network. Network analysis helps us in
making decisions related to improvement of staff communication and collaboration,
by building mechanisms for information flows, filling competency gaps. By
combining network visualisation and quantitative analysis, we can easily assess
competency level for each dimension of interest.

2.1  Bipartite graph

Network data consists of a set of elements with relations on those elements and it
may be represented as a graph. Our research subjects, individuals, form links which
characterise their competencies in statistics and econometrics. Formally we have a

graph G =(V,E), where G is a relational structure consisting of set of vertices
V' and set of edges E [2]. We say that a graph is bipartite when the vertex set V' is
divided into two finite, disjoint V, (1V, = sets [4]. When V, composed of the

first mode vertices and ¥, of the second mode vertices, we have the bipartite graph

G =(V,,V,, E) where ties map the elements of different modes only.

2.2 Network analysis

In order to understand organisational methodological network and its structure
network analysis statistical models have been employed. Data arranged as person by

skill matrix A of size ny, Xny , where the rows correspond to methodological
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network members interested in collaboration and knowledge exchange and the
columns to the dimensions of competencies:

1, if personi hasa link to methodologicalskill j ;
v 0, otherwise.

The two most basic parameters of the graph are the number of vertices
n=n, +n, , where n, Z‘Vl‘ and 7, =|V2|, and the number of edges
m=|E|. [3]

Degree of the vertex helps to identify the best known competencies, and to diagnose
critical areas within the methodological network. The average degree of sets of
vertices V| corresponding to survey respondents and V, characterising listed

methodological competencies are commonly used summarizing how well connected
the network is, and is defined as proportions of number of links the network and
number of nodes [1]

k, = ﬂ, wherek =1,2.
n

Ve
Vi

While the average degree of overall network is obtained from the total numbers of
nodes and edges by following equation [1]

2m
k=—.
ny +ny,
The density O of the bipartite graph G measures average ratio of the actual degree

of the nodes in the network and the maximum possible degree, which corresponds to
the number of nodes in the set of different mode nodes

5G) ="

ny,

I’le

This index is equal to 1 for the fully connected network (i.e. G has one component)
and takes value of 0 when network is fully disconnected (i.e. G is composed
entirely of isolates).

The clustering coefficient which concerns link correlation gives an idea of how
compact is the network. The clustering coefficient of a node i is the proportion of
links between the nodes within its neighbourhood divided by the number of edges
that could possibly exist between the nodes [4]

_ 9iii
(k;, =) +(k,—n,) +qy

CCin
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here j and [ are a pair of neighbours of node i, q;; is the number of squares

which include these three nodes, and 77, =1+qij,+9ﬂ with ﬁj, =1if i

neighbours j and / are connected with each other and 0 otherwise.

Existing correlation of links allows us to sustain collaboration between
methodological network members, while otherwise would not be able to function. If

persons [ and k form links to common competencies j and [, then efficient
cooperation between them is more likely possible.

3 Results

The methodological knowledge network of this study case is simple, undirected,
unweighted, static, and structured as bipartite graph, which consist of 117 vertices
connected by 595 edges. The competencies degree of staff participated in the survey
ranges from 3 to 11 which a mean of 8.88. While the degree of competencies nodes
ranges from 0 to 39, with a mean of 10.2, what indicates, that each competence from
the list has been indicated as well known by 10 respondents on average.

Degree sequence of competencies in statistics and econometrics indicates that most
of methodological network members are familiar to Data Analysis and Time Series,
highly competent in Social Statistics and National Accounts, and experienced in R
and SAS statistical analysis software. While the biggest gap within methodological
network observed of experts on Micro-data access and Statistical confidentiality,
knowledgeable in Transport and Energy statistics, and capable to work with Hadoop
tool. Other competencies from defined list are more or less covered and known by
methodological network members.

The standard density measure gives a value 0.17, which shows a fairly sparse
network with presence of 17 per cent of the possible links for average node.
However, in this particular case the standard denominator is clearly not appropriate
defining methodological network members' competencies. Due to restriction of
choice of maximum 11 dimensions out of 50 possible, it cannot be interpreted as
actual possible density. Using modified denominator, network obtain density of 0.79,
which indicates high competency level of methodological network members.

In network studied, the clustering coefficient of competencies vertices set is not so
high, above 20 per cent. The moderate correlation between clustering coefficient and
degree is detected.

Data represented as mathematical graph makes readily visible general view, absorbs
its structure, and permits us to focus on persons, competencies and relations between
them. We distinguish the two node sets by colours, so that nodes of the same type
have the same colour. The vertices of staff willing collaborate are coloured in green,
blue, and red depending on the type of interest in involvement, while the set of
yellow vertices corresponds to 28 methodological areas, 12 statistical domains and
10 tools. The size of the label and vertex is proportional to its degree.
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Figure 1: Organisational methodological knowledge network

In order to simplify visualisation, for deeper analysis of existing knowledge features
and easier identification of clusters of correlated areas, methodological network has
been divided into sub-networks by different breakdowns. Projections into one mode
networks to grasp weighted relations between the same set of vertices had been made
available as well by multiplying matrix A4 and its transpose A’ . Analysing sub-
networks we notice the tendency of increase of the density when average degree
decreases. Overlapping of the structure of the nodes is very small, what points that
there is large community of the methodological network members with knowledge
and skills in different variation of areas.

4 Conclusions and discussion

In this study we map and evaluate existing methodological skills within the statistical
office applying network analysis techniques. Networks as analytical and visualisation
tools provide a number of useful outcomes. By detecting and then mapping
methodological skills within organisation we are able to understand, spread, monitor
and maintain existing skills, to develop tools for better knowledge accessibility and
modernise information diffusion ways.
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Obtained results provide quantitative evidence that methodological network
members are qualified in different areas, given measures ensure possibility of well
collaboration performance within the statistical office. Network is highly connected,
significant gap of competencies is detected only in one methodological area from the
defined competencies list of interest.

We can outline the importance of detecting and monitoring existing knowledge and
skills within modern statistical office. Two employees could affect each other only if
they know about each other and that common competencies are available between
them, as efficient communication and collaboration within the organisation is
possible only when we know with whom we could potentially contact. As well
modernisation of the statistical office's ways of working leads to a more cost
effective use of existing resources. Network is a key source in promoting and
supporting of knowledge diffusion and expanding, enriching professional and
personal skills and filling knowledge gaps within statistical office.
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Big Data and Population Processes:
A Revolution?

“Big Data” e processi di popolazione: una rivoluzione?

Francesco C. Billari and Emilio Zagheni

Abstract We first discuss the centrality of data paradigms in demography, doc-
umenting their rise and fall over time also making use of Google Books Ngram
Viewer. We then move on to discuss the undergoing “Data Revolution” in demog-
raphy, with a focus on emerging forms of big data access and on the use of digital
breadcrumbs.

Abstract I/ contributo discute la centralita dei paradigmi basati su dati in de-
mografia, documentando il loro emergere e declino anche usando informazioni
derivate da Google Books Ngram Viewer. Successivamente si discute [’attuale data
revolution in demografia, focalizzando I’attenzione sulle forme emergenti di accesso
ai “bid data” e sull’uso di “briciole di pane” digitali.

Key words: computational demography, Big Data, digital demography

1 Four demographic data paradigms?

In Kuhn’s well-known discussion of the role of paradigms and “normal science” in
scientific progress, the “normal” data to be used within a group of scholars are cen-
tral to a paradigm. Discussions and debates take place in relation when paradigms
are challenged: “The pre-paradigm period, in particular, is regularly marked by
frequent and deep debates over legitimate methods, problems, and standards of
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solution” [19]. Given the data-intensive nature of demography, we characterize
paradigms in demography by referring to the “normal” data used within a given
paradigm.

We now illustrate four data paradigms in demography !. In order to illustrate the
rise and fall of data paradigms we use the approach based on the prevalence of com-
bination of terms (Ngrams) in books indexed in the Google corpus and accessible
through Google Books Ngram Viewer?. [2].

1.1 Census and administrative records

That the study of population processes needs “Big Data” should come as no sur-
prise. Indeed, data on population processes have always been “Big”, relatively to
the epoch. It is useful to shortly recall here instances from the history of popula-
tion research, taking into account that, historically, governments, churches and local
authorities were the monopolists of data collection, curation and storage: census
and administrative records are the paradigmatic data in this first demographic data
paradigm.

In addition to Malthus’ ground-breaking work on the relationship between pop-
ulation change and economic development, which has been linked to the emer-
gence of the modern population census, demographic research originates histor-
ically from the creative and innovative use of data originally collected for other
purposes. Graunt’s 1662 Natural and Political Observations Made upon the Bills of
Mortality are considered the founding essay for demography, as well as for epidemi-
ology and statistics. The patient and pioneering analysis of the bills, which were
published at a weekly rate, together with the low technological level then available,
tells us that Graunt’s population data were already “Big”, relative to the epoch.

In historical demography, Henry and his colleagues pioneered the systematic
linkages of parish registers to reconstruct population processes. They started from a
village to extending this reconstruction to broader geographical areas, and general-
ized the effort through the careful preparation and analysis of linked data [9]. The
family reconstructions of Henry and colleagues were again already “Big data” for
the epoch.

The use of population-wide individual-level register data has become the marker,
and the comparative advantage of Nordic demographers, with later efforts to link
individual-level Census records and other registers extending to other countries

! This section is loosely inspired by Gray’s idea of a fourth paradigm [15]. Our characterization
of four paradigms in demography differs from the one of Courgeau and Frank, who refer to the
micro-macro perspective through which relationships between the individual- and population-level
have been seen over time [6].

2 https://books.google.com/ngrams. Figures 1,2, 3 and were generated using Google
Books Ngram Viewer with the English language 2012 corpus, using data between 1800 and 2008.
The robustness of results was checked against case sensitiveness. Héran [14] carried a detailed
analysis of the “demographic vocabulary” using the same approach
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such as Belgium and the Netherlands in particular. Register data with individual
identifiers (PINs, i.e. Personal Identification Numbers) that allow to link multiple in-
dividuals and to follow individuals over time are “Big Data”. Systems of PINs have
been implemented in Sweden in 1947, in Norway in 1961, in Finland in 1964, and
in Denmark in 1968 [22]. This lead, after some time, to the abolition of population
censuses, with register-based “Big Data” also replacing the census for population
counts.
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Fig. 1 The rise and fall of the “Census” in English books indexed in Google books. Source:
https://books.google.com/ngrams

The demographic data paradigm based on census and administrative records is
interested only in macro-level outcomes. Even when individual-level data are used
as the starting point, the main interest is to quantify population-level parameters.
Formal demography has emerged, developing the mathematical basis of the mea-
surement of population-level quantities and of the study population dynamics, to
complement and to inspire data analyses. To quantify the rise — and fall — of this
paradigm in a graph, we here consider the emergence of the “census” as referred in
books is depicted in Figure 1, where the peak is in the mid-1970s. 3

1.2 Theory-driven micro-level data

After World War II, sample surveys began to be widespread to study population
processes, following up on earlier development during the 1930s. During this period,
“Demographers at the Bureau of Census, in collaboration with applied statisticians,
began to develop sampling methods for meeting demands for timely measures of
unemployment levels” [29]. By the end of the 1950s, at least in the United States,
sample surveys have become central in social science research, including population
research. By the end of the 1960s statistical packages have become available to

3 A similar trend over time could be found when restricting the search to “population census”.



170 Francesco C. Billari and Emilio Zagheni

analyze what were the “big Data” of that epoch. Theory-driven micro-level data are
the paradigmatic ones in this second demographic data paradigm.

The World Fertility Survey (WFS), coordinated by the London office of the In-
ternational Statistical Institute (ISI), is the first major attempt to field a comparable
sample survey across a wide range of countries, with 61 countries fielding a WES
between 1973 and 1984. At the outset of the programme, Sprehe, on behalf of the ISI
states the basic aim of the WFS: “to provide scientific information that will permit
each participating country to describe and interpret its population’s fertility” [32].
All WFES have to include “independent variables” that measure factors affecting fer-
tility, to be included in micro-level statistical analyses. The choice of these factors
is based on existing fertility theories, and builds on earlier survey-based research.

Since the WFS, sample surveys have become a prime, if not the major, source
for population research during the last quarter of the Twentieth Century, in particular
for what concerns family and fertility research. Demographers have also engineered,
through formal demography, ways to exploit limited and defective data in order to
estimate population-level parameters from information available through, for in-
stance, the Demographic and Health Surveys (DHS), the successor of the WES for
developing countries. This “demographic estimation” approach has been recently
and systematically illustrated by Moultrie and colleagues [24].

While traditional formal demography remains significantly anchored at the macro-
level within this paradigm, there is a parallel development in which micro-level out-
comes become the target of demographic research. The emergence of micro-level
data, and of micro-level outcomes, as a central target in the study of population pro-
cesses, and therefore to the second data paradigm in demography, is linked to the
role of how micro- and meso-level factors influence demographic choices. Statistics
comes to support this micro-level focus, and the 1972 article by David Cox [7] pro-
vides an elegant and general regression-based approach to life-table, three centuries
after Graunt.

To quantify the rise — and fall — of this second paradigm, we look at two trends.
First, the presence of the ngram “life table” or “life tables” as compared to “pro-
portional hazards” in Figure 2. By the early 2000s “proportional hazards” basically
reached the frequency of “life table” and seems to have started its decline. Second,
in Figure 3, we show the rise and fall of the WFS as compared to the DHS and the
Fertility and Family Survey between 1970 and 2008.

1.3 Data-driven discovery meets theory-driven discovery

The key critique to the second demographic data paradigm, is that it leads to for-
get population-level processes, the ultimate object of population scholars [21]. The
idea that a multi-level paradigm should substitute the micro-based one has been
suggested, among others, by Courgeau and Frank [6].

One way to see the link between demography targeting macro- and micro-level
outcomes, as well as the link between data and theory in population research, is
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Fig. 2 Ngram prevalence for “life table” and of “proportional hazards” in English books indexed
in Google books. Source: https://books.google.com/ngrams
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Fig. 3 Ngram prevalence for “World Fertility Survey”, “Demographic and Health Survey”, and
“Fertility and Family Survey” in English books indexed in Google books. Source: https://
books.google.com/ngrams

to cast a two-stage view of demographic research, distinguishing a discovery stage
from an explanation stage [5]. The first-discovery—stage aims at the production of
novel evidence at the population level. While description is often abhorred in the so-
cial sciences, research on population processes has shown that it is fundamental to
anchor science to solid empirical bases. However, only novel evidence contributes
to the cumulation of knowledge. The second—explanation— stage aims at develop-
ing accounts of demographic change and tests how the action and interaction of
individuals generate what is discovered in the first stage.

The distinction between discovery and explanation does not refer to the fact that
discovery on population processes should only be data-driven. However, discovery
should not only only be theory-driven, as for instance advocated by some social
theorists [35] who do not give empirical discoveries a proper role in social science.
The meeting between data-driven and theory-driven discovery has emerged in pop-
ulation research more recently, with a marriage between demography’s “powerful
descriptive potential” and causal analysis [25]. A data example of this meeting is the
effort to link administrative records with theory-based survey data. The Generations



172 Francesco C. Billari and Emilio Zagheni

and Gender Survey, for instance, in Nordic countries has exploited the available
administrative records and linked them with the theory-based questionnaire [36].

In terms of methods, the key challenge for this third demographic data paradigm
has been to link micro-level (data and theory) processes with macro-level population
processes. The spread of computational, agent-based modeling has been seen as a
potential solution. It is however too early to say whether this approach has made it to
the core of a paradigm [2]. The systematic approach linking data- and theory-driven
micro-founded simulation models with data at the population level has however
become visible on demographic journals [3][17].

1.4 A fourth paradigm?

Are we at the dawn of a fourth demographic data paradigm? Yes and no: we are
observing debates and trends that are typical of pre-paradigm shifts. The outcome is
yet to be determined, but we identify three key crossroads.

Centralization vs Decentralization. Data collection and data interpretation, the
essence of research, have been so far in the hands of a small minority of experts.
Internet and the digital revolution have marked a discontinuity in practices of re-
search. Everyone can potentially collect data for their own use or for research pur-
poses, in various forms that include collecting genealogical family trees or using a
mobile phone app to monitor health. The process is completely decentralized. How-
ever, corporations have emerged to tap into these new sources and bring them to
a centralized repository. Similarly, the “open science” movement has brought non-
professionals into the realm of research. Wikipedia is an example of a revolution-
ary form of mass-collaboration that goes beyond professional scientists to produce
knowledge.

Bias vs Variance. Against the backdrop of decreasing survey response rates and
the increasing availability of non-representative data, we are observing a strong in-
terest in developing rigorous techniques to make sound inference from biased, non-
probabilistic samples. For example, Wang et al. (2015)[37] showed that it is feasible
to forecast election using data from surveys run on the videogame Xbox, if an ap-
propriate approach that involves post-stratification is used.

Re-purposing data vs Re-purposing methods. Although there has always been
data collected for goals other than research, today the mere scale of data that are
available to anyone is so large that it is driving new directions of research. Re-
purposing data might become the norm in social sciences and it may lead to the
development of new methods, as well as re-purposing classical approaches to the
new “Big Data” context.
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2 Here comes the Data Revolution

The potential emergence of a fourth paradigm, has not gone completely unnoticed
within the demographic research community. The International Union for the Scien-
tific Study of Population (IUSSP) has joined the movement initiated by the United
Nations towards a Data Revolution, i.e. a “new international initiative to improve the
quality of statistics and information available to citizens” [1]*. We shortly address
two aspects of this Data Revolution: “new” old Big Data and the so-called digital
breadcrumbs.

2.1 “New” old Big Data

Ruggles [30] describes an “explosion” in the availability of “Big Microdata” for
population research. The approach pushed by Ruggles and his colleagues at IPUMS,
with a strong basis at the University of Minnesota, is to make micro-level population
data from censuses and other sources as accessible as possible for other researchers.
These data should allow unprecedented opportunities for population research over
time and place, with rich geographical detail.

Other examples on how old big demographic data can be used in a new way
use innovative approaches, including crowd-sourcing, to extract information from
paper-based demographic documents, including hand-written ones [11]. In this case,
the meeting between demographers and computer scientists has been fruitful and is
promising in potentially delivering a wide range of (big) micro data about several
sources.

2.2 Digital breadcrumbs

2.2.1 Re-purposing data

The global spread of Internet and digital technologies, as well as the rapid diffu-
sion of smartphones, have profoundly transformed our lives. As a consequence of
the digital revolution, individuals leave an increasing quantity of traces online that
can be analyzed to advance knowledge on population processes. Here we include
examples of research that leveraged online data to study the three main components
of demographic change: fertility, mortality and migration.

Fertility. Web searches represent the main online data source that has been used to
study fertility. Reis and Brownstein (2010) show that the volume of Internet searches
for abortion is inversely proportional to local abortion rates and directly proportional

4 The two authors of this paper are also co-chairing the TUSSP Scientific Panel on “Big Data and
Population Processes” established for the 2015-18 period.
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to local restrictions on abortion [28]. Billari et al. (2013) show that Google searches
for fertility-related queries, like ‘pregnancy’ or ‘birth’, can be used to predict fer-
tility intentions and fertility rates several months ahead [4]. Ojala et al. (2017) use
Google Correlate to detect evidence for different socio-economic contexts related
to fertility (e.g., teen fertility, fertility of high income households, etc.)[26] One of
the most important messages of this line of literature is that combining traditional
data sources with new data, like Web searches, can improve the predictive power of
demographic models. However, that cannot be done in a naive way as correlations
between aggregate Web searches and individual intentions may not persist for long
periods of time. For example, the widely known Google flu approach to track in-
fluenza symptoms and detect potential outbreaks using Web searches [12] has been
very useful and successful. However, at times, it also produced largely erroneous
estimates, typically when the nature of the relationship between searches, news and
behaviors changed [20]. Thus the results of these models have to be interpreted
carefully and with caution.

Mortality. In the context of mortality analysis, the main source of online data
results from decentralized collaborations that have produced genealogical data sets.
For example, Fire and Elovici [8] use data collected from the WikiTree website
to study correlations in lifespans among parents and children, as well as spouses.
Similarly, Kaplanis et al. (2017) [16] leverage the data produced by enthusiasts of
genealogy to evaluate population genetics theories on the dispersion of families. The
key here is that (a) there are digital records that are left behind by people or institu-
tions and (b) there is a critical mass of people who organize the data in meaningful
ways for their own purposes and common goals.

Migration. Trends in international migrant flows have been estimated by track-
ing the locations, inferred from IP addresses, of users who repeatedly login into a
Web service (e.g., Yahoo! [39, 34]). Geo-located Twitter tweets have been used to
integrate the dimensions of internal and international migration [38] and to study
global mobility patterns [13]. LinkedIn data have proven useful to evaluate trends in
migration by educational attainment and sector of employment [33]. Google+ data,
which provide pseudo migration histories, have proven useful to study how migrants
connect countries within a network of flows. [23]

2.2.2 Re-purposing methods

Data science is about data, including re-purposing data. However, above all it is
about the scientific use of data to advance knowledge. In this section we include a
couple of examples of applications of classic social science methods and research
design to the new data environment.

Demographic calibration. Non-representative digital breadcrumbs have to be
calibrated against ‘ground truth’ data in order to evaluate biases and model them.
Zagheni and Weber develop a method that combines the parsimonious perspective
of model life tables, based on level and shape parameters, with standard calibra-
tion techniques [39]. The approach is inspired by calibration models for stochastic
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microsimulations [31]. The underlying idea in the microsimulation literature is that
simulations may generate estimates of quantities of interest that are biased. Identify-
ing and modeling the bias is thus key to make statistical inference. We can consider
social media and the Internet as “laboratories” that produce estimates of quantities
of interest that are biased, but in a systematic way. Here, “systematic”, means that
there are hidden, potentially stochastic rules that determine the relationship between
the online data and the offline quantities of interest. Conditional on a model for the
bias, statistical inference for the quantities of interest can be made usingtechniques
like the Bayesian melding [27, 31].

Difference-in-differences. In some situations, “ground truth” data do not exist.
Without any knowledge about the size and the direction of the bias, providing a
reliable picture for the quantity of interest at one point in time is not possible. In
these cases, instead of estimating the absolute value of variables of interest, a more
modest task can be accomplished: estimating relative changes in quantities. This
can be done using a difference-in-differences approach. A first demographic exam-
ple includes estimating trends in migration patterns using geo-located Twitter data.
[38] A second type of application relates to the evaluation of how shocks, like anti-
immigrant laws, shape public sentiments about migration. [10]

2.2.3 Can formal demography make a comeback?

Can digital breadcrumbs offer new opportunities for formal demography? Online
users form populations that can be analyzed using classic tools of formal demo-
graphic analysis. In turn, new types of population dynamics generate new questions
that require new ways of formalization. Here we offer an illustrative example.

Consider users of a social media platform, like Twitter. The date when customers
sign up for the service can be interpreted as a birth. The date when they stop tweeting
for a long-enough interval of time can be interpreted as a death.

Figure 4 shows the age structure of a sample of active Twitter users (mid-2016).
The histogram, which is equivalent to a population pyramid, reveals an age struc-
ture tilted towards ‘young’ users. In other words, it is a population that is growing
rapidly. With these data only, we cannot say whether the growth in the population
of Twitter users is driven by bots or real users, or whether it is related to ‘life course
transitions’ of users, who may be quite active when they sign up, but then stop
tweeting after a certain interval of time. However, we can use standard demographic
techniques to estimate an approximate rate of growth in Twitter customers.

The problem can be stated as follows: given the number of individuals P, at age
x and P, at age y, at time 7, the goal is to find the rate at which the births were
increasing between years t —x and ¢ — y. It turns out that, under the assumption of
exponential growth of births, the population rate of growth r is (see Keyfitz and
Caswell [18]):

1 P Ly,

el ¥

) ()]

where L, and L, are the fraction of people surviving x and y years, respectively.
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For the illustrative example based on a small sample of Twitter users, one obtains
an estimated annual growth rate of the Twitter population equal to around 0.3. This
is extremely fast growth, compared to rates for human populations.

3 Not a conclusion: The Data Revolution is not a dinner party

If we believe that a paradigm shift in the study of population processes, around the
emergence of “Big Data”, is undergoing, it is by definition impossible to make firm
conclusions. For sure, this “Data Revolution” will not be a dinner party.

Conventional wisdom will need to be challenged. Existing borders between dis-
ciplines might become a hindrance to scientific progress. Sticking to traditional
approaches within the demographic research community might prevent further
progress, or just let other, bolder, communities of scholars bring the advances
needed to further our understanding of population processes. These challenges will
need to be accompanied by new types of training for the younger generations of
scholars—and perhaps even more relevantly, for the older generations. A fruitful
way ahead is perhaps to combine traditional approaches with new one: counting
and now-casting, indirect estimation and the used of non-representative Web-based
data, official statistics and digital breadcrumbs.

A bit of patience, despite the speed of the field, is needed. Setbacks will happen
and mistakes will be made within the “Data Revolution”. Trial and errors are needed.

Age distribution of a sample of active Twitter users (birth=signing up)
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Fig. 4 Age distribution of a sample of active Twitter users (mid-2016), where ‘birth’ indicates the
date when the user signed up. Source: own elaboration of data collected using the Twitter APL.
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Taking a very conservative stance that requires a new paradigm to have fully shown
its potential in order to legitimize its approaches would however be an even bigger
mistake. For the study of population processes, the Data Revolution is already here.
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Bayesian Tensor Regression models

Monica Billio and Roberto Casarin and Matteo lacopini

Abstract In this paper we introduce the literature on regression models with tensor
variables and present a Bayesian linear model for inference, under the assumption
of sparsity of the tensor coefficient. We exploit the CONDECOMP/PARAFAC (CP)
representation for the tensor of coefficients in order to reduce the number of pa-
rameters and adopt a suitable hierarchical shrinkage prior for inducing sparsity. We
propose a MCMC procedure via Gibbs sampler for carrying out the estimation, dis-
cussing the issues related to the initialisation of the vectors of parameters involved
in the CP representation.

Key words: Tensor regression, Sparsity, Bayesian Inference, Hierarchical Shrink-
age Prior

1 Introduction

The increasing availability of large sets of data presented in different formats (the
most general class of examples includes all data that comes as images, such as EEG
or the outcome of many other medical tests, video recordings and so on) has put for-
ward some limitations of the existing multivariate econometric models. In the era of
the so-called “Big Data”, the traditional mathematical representations of informa-
tion in terms of matrices has some non-negligible drawbacks, the most remarkable
of them being the difficulty of accounting for the structure within the data. When
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the information is available in the form of a collection of matrices, or in higher-
order structures, such as tensors (e.g. in text or image processing), one approach to
inference relies on vectorizing the object of interest by stacking all the elements in a
column vector, which is then studied by means of multivariate analysis techniques.
Though this way is well established in the literature, it is suited for dealing with low
dimensional and unstructured arrays, but is not advisable in higher dimensions. By
stacking all the elements of the object of interest in a long unidimensional array,
we lose the structural information encrypted in the original shape of the variable.
In other words, the physical features of the data matter since the value contained,
for example, in a cell of a matrix is highly likely to depend on the values of a sub-
set of the whole matrix; however, the process of vectorization does not allow to
preserve this kind of information. Thus the introduction of novel methods able to
treat 2-dimensional or multidimensional data as they are, that is, without modify-
ing their shape by vectorization, still an open challenging question in statistics and
econometrics.

Matrix models in econometrics have been employed over the past decade, espe-
cially in time series analysis where they have been widely used for the state space
representation of these models. However it is only recently that the attention of the
academic community has moved towards the study of matrix models. Continuing
the stream of literature on time series models, [5] utilized these tools for studying
dynamic linear models. Other fields of application include the analysis of Gaussian
graphical models and the classification of longitudinal datasets.

A different stream of literature concentrates on tensor regression models and can
be divided into two categories, according to the specification of the model. First of
all, linear models as in [7] and [6] generally include in a regression function the
scalar product between a tensor 2~ € R% %% and a tensor of coefficients & €
R41>-xdp More in detail, [6] propose a multivariate model with tensor covariate
for longitudinal data analysis; whereas [7] uses a generalized linear model with
exponential link and tensor covariate for analysing image data.

Following a different purpose, [3] generalizes the univariate or multivariate re-
gression by allowing both the response and the covariate to be tensor-valued. He
exploits the Tucker product, which has been originally developed as a tensor rep-
resentation method, then follows the Bayesian approach for the estimation. From a
frequentist perspective, the literature is still limited, partly due to the highly complex
optimisation problems involved in the estimation process, which generally relies on
iterative maximum likelihood procedures.

Motivated by the need for new methodologies able to deal directly with two- or
higher-dimensional variables, we propose a new linear regression modelling frame-
work well suited for data that are available in the shape of tensors, as both the
response variable and the covariate are concerned. The general model we propose
is shown to encompass both univariate and multivariate regression as special cases.
Furthermore, we address the issue of dimensionality by the exploitation of a suitable
parametrization which enables to achieve both parameter parsimony and to incorpo-
rate sparsity in the coefficients. For what concerns inference, the Bayesian approach
is very appealing in this framework as it allows the necessary flexibility while re-
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taining analytical and computational tractability. Therefore adopt this perspective
and provide a Monte Carlo Markov Chain (MCMC) procedure for carrying out the
estimation.

The main contribution of this paper is to provide a unifying framework for ex-
isting econometric models, which generalises to higher-dimensional and structured
variables. From a computational perspective, we focus on the issues related to the
initialization of the Gibbs sampler for the vectors of parameters involved in the
CONDECOM/PARAFAC (CP) representation of the tensor of regression coeffi-
cients.

The remind of the paper is the following: in Section 2 we present the model
and briefly discuss its most relevant characteristics. The inferential approach is then
outlined in Section 3 and the results of the estimation process based on a simulated
dataset are given in Section 4. Finally, we draw conclusions and give an outline of
current research in Section 5.

2 Bayesian Tensor Regression Model

Define a tensor as a generalisation of a matrix into a D-dimensional space, namely:
X € RU>-xdp where D is the order of the tensor and d; is the length of dimen-
sion j. Clearly, matrices, vectors and scalars are particular cases of tensor variables,
of order 2, 1 and 0, respectively. The common operations defined on matrices and
vectors in linear algebra can be applied also to tensors (henceforth, to be intended
of order > 3), via slight generalisations in their definition. Moreover other opera-
tors and representation can be defined on tensors which are not defined on lower
dimensional objects. For a remarkable survey on this subject, see [4].

The general tensor linear regression model (see [1] for greater details) we present
here can manage covariates and response variables in the form of vectors, matrices
or tensors. It is given by:

iid

Y=o +Bxprvec(Z)+C xpt+ D W+, E~Na. ap(0,Z1,...,Zp)
9]

where the tensor response and errors are given by %, & € R% XX while the

covariates are .2; € R - xdyy W, e R xdy and 2, € R%. The coefficients are: .7 €

Rd;x.“xd[)’ B e Rle...XdI)Xp’ ¢ c Rdlx“.xdpxd,’ 7= Rdl><...><d,,,|><d§v><d,,+1...><dp

where p = [];d¥. The symbol x, stands for the mode-n product between a tensor

and a vector, as defined in [4].

Notice that this model provides a generalization of several well-known econo-
metric linear models, among which univariate and multivariate regression, VAR,
SUR and Panel VAR models and matrix regression model (see [1] for formal
proofs).

We focus on the particular case where both the regressor and the response vari-
ables are square matrices of size k X k and the error term is assumed to be distributed
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according to a matrix Normal distribution:

iid

Y, =B xsvec(X)+E  E S Mx(0, 2, 5)). 2)

In this case the coefficient is a three dimensional tensor # € RF*xK | Since the
model is overparametrised, in order to provide a significant reduction of the number
of parameters we assume a CONDECOM/PARAFAC (CP) representation (more
details in [4] and [1]) for the tensor, as follows:

PRI SR (WO (")
Y& =Y B o .oBy, S

where the vectors ﬂy) €R% Vj=1,...,D are also called margins of the CP rep-
resentation and R is the CP-rank of the tensor. Since estimation of R is a NP-hard
problem, in the following we are assuming a fixed value for it. The CP decompo-
sition permits a significant reduction of the number of parameters of the tensor of
coefficients. For a D order tensor with length d; of dimension i, it decreases from
Hll»):1 d; to RZ,D:| d;. The corresponding gain we obtain by making this assumption
in model (2) consists in a reduction of the complexity from & (k*) to &'(k*(R+1)).

3 Bayesian Inference

We follow the Bayesian approach for inference, thus we need to specify a prior dis-
tribution for all the parameters of the model. The adoption of the CP representation
for the tensor of coefficients is crucial from this point of view, as it allows to re-
duce the problem of specifying a prior distribution on a multi-dimensional tensor,
for which very few possibilities are available in the literature, to the standard multi-
variate case. In fact it suffices to define a prior distribution for all the margins: this
can be done in a very flexible way by using multivariate distributions. As a conse-
quence, we are allowed to embed the prior knowledge of sparsity of the coefficient
by the choice of a suitable hierarchical shrinkage prior.

Building from [2], we define a prior for each of the margins ,B(/-r> of the tensor
coefficient # by means of the following hierarchy: '

(ﬁ W, 0,7) ~ A5,(0,20,W;,)  Vr=1,...,R ¥j=1.2.3 @)
T(Wpjs) ~Exp(A;,/2) Vr=1,...R Vj=123 Vp=1,..d; (5
n(§) ~ Dir(a,...,x) Vr=1,...,R (6)

7(t) ~Ya(ac,bsr) @)

The idea behind this prior construction is to induce sparsity of the tensor % in
a flexible way via the introduction of hyperparameters accounting for the different
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levels. The component W; ;. is a d; x d; diagonal matrix whose entries ({w,,,.,;,}z'": D
represent the individual (local) share of the variance; instead ¢, introduces sparsity
at a medium level by shrinking all the r-th margins of the CP representation in
eq. (3). Finally, 7 provides a global control on the variance, common for all the
vectors.

We complete the prior specification by assuming two Inverse Wishart as prior
distributions for the covariance matrices of the error term:

71'(2,) ~ jy/k(vrylpr) (3
T(Ze) ~ IV i (Ve, ) 9

In compact notation, the joint prior distribution is given by:
n(0) = n(BIW,9,7)n(W)r(9) (1) m(Le) T(Zy). (10)

Given a sample (Y,X) = {¥;,X;}]_, and defining x, := vec (X,), the likelihood
function of the model (2) is given by:

L(Y,....Yr|6) =

LRk k 1, P

H(Zn’) X |72 E | 2exp _EZC (i — B x3%)Z (Y, —BX3%) ¢
=1

1D
The details of the Gibbs sampler along with the analytical derivation of the full
conditionals are given in [1].

4 Simulation

The model poses a problem for the initialisation of the vectors { By) }j,r» since there
is no guidance in which could be a suitable starting value for the Gibbs sampler
(which is known to be sensitive to the initial point). A naive way to initialise the
vectors is to use an accept/reject algorithm based on a proposal corresponding to the
prior distribution. However this approach has been proven to converge slowly due to
the low acceptance rate of good starting values. Instead, we address this issue by ini-
tialising the vectors { Bgr)} j,» with the outcome of a simulated annealing algorithm.
This is a stochastic optimisation algorithm close in spirit to the Metropolis-Hastings
algorithm: by the choice of a tempering process, at the initial iterations it makes big
moves on the domain, allowing exploration of the parameter space, while at suc-
cessive steps the reduction of the temperature contracts the range where optima are
looked for, until convergence. For a suitable tuning of the tempering scheme, this
algorithm is able to provide the global optimum. In practice, it delivers good starting
points for the Gibbs in fast computing time.
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We performed a stimulation study by drawing a sample of 7' = 100 couples
{Y:,X;}; of square matrices of dimension k = 10. The regressor is built by entry-
wise independent AR(1) processes:

Xija— M= 0 (Xija—1 — )+ Miju Mija ~ A (0,1)

(12)
Vija = 10+ Bijxijs + &ijy gj:~A(0,1)

where E[1;,:M,v] = 0, El€; €x,,] = 0 and E[1;; 1 &1,,] =0,V (i, j) # (k1) and V1 #

v; moreover E[n;;,]. In addition the coefficients are drawn from o;; ~ % (—10,10)

and ﬁij ~ @/(*17 1).

We demeaned the simulated data, then we initialised the marginals of the tensor
A by simulated annealing and run the Gibbs sampler for N = 10000 iterations.
As an indicator of the goodness of fit of the estimated parameters, we computed
the Frobenious norm between the original tensor and the one reconstructed via the
posterior of the marginals. The outcome is shown in Fig.(1): in blue it is shown the
trace plot, while the red curve is the progressive mean across iterations. In order
to reduce the autocorrelation of the posterior sample, we performed thinning by
keeping one observation every 50, the final autocorrelation function after this step
is plotted in Fig. (2).

Fig. 1 Trace plot
(blue) and progres-
sive mean (red) of
Pirue _ ggpost HZ

Fig. 2 ACF of recon-
structed tensor from
B1.B,.B5 after thin-
ning, by keeping one
simulated value every
50.

We report also the results for the parameter 7, which drives the global component
of the shrinkage, in Fig. (3): the trace plot and progressive mean indicate the con-
vergence of the algorithm, however even in this case the autocorrelation between
iterations is present, though lower than for the marginals. This is due to the fact
that the 3, B,, B are sampled individually by approximating their joint distribu-
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Fig. 3 Trace plot (blue) and [ kil daibboh bbb Ll
progressive mean (red) of . ‘

tion via the full conditionals of each single ﬁ§r>. For the sake of comparison with

the previous graph, in Fig. (4) we report the autocorrelation function of the posterior
sample of 7 thinned by taking one value every 50. Mayor details on the results of
the simulation are reported in [1].

Fig. 4 ACF of 7, after thinning by keep-
ing one simulated value every 50.

We are currently working on simulations for models of bigger size as well as for
applying this methodology for the study of temporal dynamics of real networks.

5 Conclusions

We propose a linear regression model for matrices which is a generalisation of stan-
dard econometric models and allows each entry of the covariate to exert a different
effect on each entry of the response. The model is a reduced form of a general ten-
sor regression, nonetheless all the analytical and computation results discussed are
directly applicable to the more general form. In particular, the delicate issue of the
initialisation of the sampler has been carried out by means of an efficient imple-
mentation of simulated annealing. The model has been testes on a synthetic dataset,
showing good performance in the reconstruction of the true tensor of coefficients.
We plan to apply the methodology to real network datasets in order to study their
temporal dynamics.

Acknowledgements This research has benefited from the use of the Scientific Com-
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Bayesian nonparametric sparse Vector
Autoregressive models

Modelli Autoregressive multivariati: un approccio
Bayesiano nonparametrico con sparsita

Monica Billio and Roberto Casarin and Luca Rossini

Abstract Seemingly unrelated regression (SUR) models are useful in studying the
interactions among economic variables. In a high dimensional setting, these mod-
els require a large number of parameters to be estimated and suffer of inferential
problems. To avoid overparametrization issues, we propose a hierarchical Dirichlet
process prior (DPP) for SUR models, which allows shrinkage of coefficients toward
multiple locations. We propose a two-stage hierarchical prior distribution, where the
first stage of the hierarchy consists in a lasso conditionally independent prior of the
Normal-Gamma family for the coefficients. The second stage is given by a random
mixture distribution, which allows for parameter parsimony through two compo-
nents: the first is a random Dirac point-mass distribution, which induces sparsity in
the coefficients; the second is a DPP, which allows for clustering of the coefficients.

Abstract I modelli di regressione (SUR) sono utili per studiare le interazioni tra
variabili economiche di interesse. Quando si lavora con grandi dimensioni, questi
modelli richiedono la stima di un gran numero di variabili e soffrono di problemi
inferenziali. Per evitare i problemi di sovraparametrizzazione, noi proponiamo una
prior di tipo Dirichlet gerarchico (DPP) per il modello SUR, dove si permette la
contrazione dei coefficienti attraverso diverse posizioni. Noi proponiamo una prior
gerarchica a due stages, dove il primo stage consiste in una lasso prior per i co-
efficienti dalla famiglia delle Normali-Gamma. Il secondo stage usa una mistura
di distribuzioni random attraverso due componenti: la prima ¢ una distribuzione di
Dirac su un punto, che induce sparsita per i coefficienti; la seconda invece si basa
su una DPP, che permette la clusterizzazione dei coefficienti.

Key words: Bayesian nonparametrics, Bayesian model selection, Shrinkage, Large
vector autoregression.
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1 Introduction

In the last decade, high dimensional models and large datasets have increased their
importance in economics (e.g., see [8]). The use of large dataset has been proved
to improve the forecasts in large macroeconomic and financial models (see, [1],
[3], [5], [9]). For analyzing and better forecasting them, SUR/VAR models have
been introduced [11, 12], where the error terms are independent across time, but
may have cross-equation contemporaneous correlations. SUR/VAR models require
estimation of large number of parameters with few observations. In order to avoid
overparametrization, overfitting and dimensionality issues, Bayesian inference and
suitable classes of prior distributions have been proposed.

In this paper, a novel Bayesian nonparametric hierarchical prior for multi-
variate time series is proposed, which allows shrinkage of the SUR/VAR coef-
ficients to multiple locations using a Normal-Gamma distribution with location,
scale and shape parameters unknown. In our sparse SUR/VAR (sSUR/sVAR), some
SUR/VAR coefficients shrink to zero, due to the shrinking properties of the lasso-
type distribution at the first stage of our hierarchical prior, thus improving efficiency
of parameters estimation, prediction accuracy and interpretation of the temporal de-
pendence structure in the time series. We use a Bayesian Lasso prior, which allows
us to reformulate the SUR/VAR model as a penalized regression problem, in order
to determine which SUR/VAR coefficients shrink to zero (see [10] and [7]).

As regards to the second stage of the hierarchy, we use a random mixture distri-
bution of the Normal-Gamma hyperparameters, which allows for parameter parsi-
mony through two components. The first component is a random Dirac point-mass
distribution, which induces shrinkage for SUR coefficients; the second component
is a Dirichlet process hyperprior, which allows for clustering of the SUR/VAR co-
efficients.

The structure of the paper is as follows. Section 2 introduces the vector au-
toregressive model. Section 3 describes briefly the Bayesian nonparametric sparse
model. Section 4 presents some simulation results for different dimensions. Section
5 concludes.

2 The Vector Autoregressive model

Lety, = (¥},---»¥y,) € R" be a vector-valued time series. We consider a VAR
model of order p (VAR(p)) as

P
yi=b+Y By i+e&, )
i=1

forr=1,...,T,wherey, = (yi4,--.,Yms) s b= (b1,...,by) and B; is a (m X m) ma-
trix of coefficients. We assume that & = (&1, ...,&n,) follows a independent and
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identically distributed Gaussian distribution ./4;,(0,X) with mean 0 and covariance
matrix X.
The VAR(p) in 1 can be rewritten in a stacked regression form:

v =(n®x)B+&, @)
where x; = (1,y,_y,...,,_,)" is the vector of predetermined variables, B = vec(B),
where B = (b,By,...,B,), ® is the Kronecker product and vec the column-wise

vectorization operator that stacks the columns of a matrix in a column vector.

3 Bayesian nonparametric sparse VAR

In this paper we define a hierarchical prior distribution which induces sparsity on
the vector of coefficients . In order to regularize (2) we incorporate a penalty us-
ing a lasso prior f(B) = [Tj=; 49 (B,10,7,7), where 4% (B|u,7,7) denotes the
normal-gamma distribution with location parameter u, shape parameter ¥ > 0 and
scale parameter 7 > 0. The normal-gamma distribution induces shrinkage toward
the prior mean of u, but we can extend the lasso model specification by introducing
a mixture prior with separate location parameter /.L;‘ separate shape parameter V;
and separate scale parameter 7 such that: f B) = NG (B_,-\/.t}‘, Vi TJ*) In our
paper, we favor the sparsity of the parameters through the use of carefully tailored
hyperprior and we use a nonparametric Dirichlet process prior (DPP), which reduces
the overfitting problem and the curse of dimensionality by allowing for parameters
clustering due to the concentration parameter and the base measure choice.

In our case we define 8* = (u*, ¥*, 7*) as the parameters of the Normal-Gamma
distribution, and assume a prior Q; for ij, that is

ind

0;,1Q, % @, @)

forj=1,...,rpand/=1,...,N.
Following a construction of the hierarchical prior similar to the one proposed in
[4] we define the vector of random measures

Ql(del) = 7LﬂP()(d91) + (1 — ﬂ])P] (dol),

: (5)
@N(dON) = ﬂN]P)()(deN) + (1 — EN)]PN(dON)?

with the same sparse component Py in each equation and with the following hierar-
chical construction as previously explained,

Po(d0) ~ (0,9, )1 (@ (1,7, 7)),



190 Monica Billio and Roberto Casarin and Luca Rossini

P;(d8) "% DP(&, Go)

n " Be(m|1, o), 1=1,...,N,
(1, 70) ~ &(%, | Vo, Po,s0,10),
GO N;/V(,U|C.d) Xg(’}/.,'r‘vl,Pl,Sl,nl)

I=1,...,N, (6)

where J(y,1(¥) denotes the Dirac measure indicating that the random vector ¥ has
a degenerate distribution with mass at the location ¥, and g(10, ) is the conjugate
joint prior distribution (see [6]). We apply the Gibbs sampler and the hyperparame-
ters given in [2] for the posterior approximation.

4 Simulation Results

The nonparametric prior presented in Section 3 allows for shrinking the SUR co-
efficients. In order to assess the goodness of the prior we performed a simulation
study of our Bayesian nonparametric sparse model. We consider different datasets
with sample size T = 100 from the VAR model of order 1:

Y, =By, | +&, & 4,0,Z) t=1,...,100,
where the dimension of y, and of the square matrix of coefficients B can take dif-
ferent values: m = 20 (small dimension), m = 40 (medium dimension) and m = 80
(large dimension). Furthermore, we choose different settings of the matrix B, focus-
ing on a block-diagonal structure with random entries of the blocks:

o the block-diagonal matrix B = diag{B1,...,By/s} € M m) is generated with
blocks Bj (j=1,...,m/4) of (4 x 4) matrices on the main diagonal:

bi1,j ... bia
Bij=1| + + 1,
b41yj b441j

where the elements are randomly taken from an uniform distribution % (—1.4,1.4)
and then checked for the weak stationarity condition of the VAR;

e the random matrix B is a (80 x 80) matrix with 150 elements randomly cho-
sen from an uniform distribution % (—1.4,1.4) and then checked for the weak
stationarity condition of the VAR.

Figure 1 exhibits the posterior mean of A, which shows us the allocation of the
coefficients between the two random measures Py and [P;. In particular, we have
that the white color indicates if the coefficient d;; is equal to zero (i.e. sparse com-
ponent), while the black one if the §;; is equal to one, for nonsparse components.
The definition of the pairwise posterior probabilities and of the co-clustering matrix
for the atom locations u allows us to built the weighted networks (see Figure 2),
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(a) m=40 (b) m = 80 with random numbers

Fig. 1 Posterior mean of the matrix of § for m = 40 (left) and for m = 80 (right) with random
element.

where the blue edges represent negative weights, while the red ones represent the
positive weights. In each coloured graph the nodes represent the n variables of the
VAR model, and a clockwise-oriented edge between two nodes i and j represents a
non-null coefficient for the variable y;,; in the i-th equation of the VAR.

(a) m =40 (b) m = 80 with random numbers

Fig. 2 Weighted network for m = 40 (left) and for m = 80 (right) with random elements, where
the blue edges means negative weights and red ones represent positive weights.
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5 Conclusions

This paper proposes a novel Bayesian nonparametric prior for SUR models, which
allows for shrinking SUR coefficients toward multiple locations and for identify-
ing groups of coefficients. We introduce a two-stage hierarchical distribution, which
consists in a hierarchical Dirichlet process on the parameters of the Normal-Gamma
distribution. The proposed hierarchical prior is used to proposed a Bayesian non-
parametric model for SUR models. We provide an efficient Monte Carlo Markov
Chain algorithm for the posterior computations and the effectiveness of this algo-
rithm is assessed in simulation exercises. The simulation studies illustrate the good
performance of our model with different sample sizes for B and y;.
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Using GPS Data to Understand Urban Mobility
Patterns: An Application to the Florence
Metropolitan Area

Analizzare i comportamenti di mobilita urbana attraverso
i dati GPS: un’applicazione all’area metropolitana
fiorentina

Chiara Bocci, Daniele Fadda, Lorenzo Gabrielli, Mirco Nanni Leonardo Piccini

Abstract Big Data, originating from the digital breadcrumbs of human activities,
let us observe the individual and collective behaviour of people at an unprecedented
detail. In this paper we investigate the informative potential of the digital tracking
that GPS-enabled devices can offer to academic research and to policy makers, with
a specific attention for urban and metropolitan settings. The unstructured nature of
the dataset requires a careful consideration and correction of possible biases which
could lead to unreliable results. We use the 2011 census commuting matrix as a vali-
dation tool for our proposed methodology. GPS data contain information that would
not be otherwise available, i.e. non-systematic mobility patterns. The produced es-
timates are then used to analyse mobility patterns within the Florence Metropolitan
Area in a more exhaustive and detailed form.

Abstract L’evoluzione tecnologica ha portato, nel corso degli ultimi anni, ad un
notevole incremento dei dispositivi in grado di produrre e memorizzare tracce dig-
itali dei nostri comportamenti quotidiani. In questo lavoro vogliamo indagare il
potenziale informativo contenuto nelle tracce prodotte da apparecchi dotati di sis-
temi GPS per scopi di ricerca o di pianificazione delle politiche, con particolare
riferimento all’ambito urbano e metropolitano. La natura spontanea e non strut-
turata dei dati richiede un’attenzione particolare alle possibili fonti di distorsione.
Utilizziamo la matrice di pendolarismo del censimento 2011 come strumento di
validazione dei risultati. I dati GPS contengono informazioni altrimenti di difficile
reperibilita, come i comportamenti di mobilita non-sistematica. Le stime ottenute
sono utilizzate per un caso di studio incentrato sull’Area Metropolitana Fiorentina.
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1 Introduction

Technological evolution brought along, in recent years, a remarkable increase in
the diffusion of devices that can record digital footprints of our behaviour on a
daily basis, tracking a vast degree of activities. Constant and basically unintentional
production of such tracks generates huge datasets that contain a precious quantum
of information about socio-economic behaviour that may be extracted and used for
socio-economic research and for policy analysis [1].

Big data sources may support policy makers in the ex-ante phase of policy im-
plementation, by providing a more sophisticated depiction of the socio-economic
environment and may be used for ex-post evaluation purposes in quasi-experimental
design and counterfactual settings.

Literature on the matter and practical experiences have highlighted pros and cons
of this approach [5]. Some of the pros include timeliness, cost effectiveness, spatial
and temporal disaggregation, emergence of unexpected and/or unobservable phe-
nomena. On the other hand, since the relative novelty of the methodologies used
to deal with these data, extra carefulness needs to be used to acknowledge possible
shortcomings in terms of quality, accessibility, applicability, relevance, privacy pol-
icy and ownership of the data, all of which may affect the quality of policy evalua-
tion and appraisal. Nonetheless, we believe that big data sources can be successfully
used to foster the capabilities of the public institutions to deal with complex prob-
lems, to plan effective policies and to evaluate the outcomes of their actions. To this
extent, we propose a methodology that allows us to use data collected from GPS-
enabled devices, installed on private vehicles for insurance purposes, to analyse and
understand mobility patterns within a urban setting.

2 Research statement, objectives and data sources

The aim of the paper is to find a viable method to use GPS data to produce a
non-biased Origin-Destination matrix for the selected study area, i.e. the Florence
Metropolitan Area. Since the GPS dataset is derived from private car mobility, our
focus will be mainly on this type of flows. However, since we want to use our es-
timates to assess the intensity and characteristics of the relations between different
geographic zones within the metropolitan area, we need to find a way to correct
for the different propension on public transport usage which we expect to observe
across the different Origin-Destination pairs.

Typically, this kind of data is collected systematically every 10 years, during
the nationwide official census. However, census data, while very rich with informa-
tion and details, has two major drawbacks: the temporal lag between census, during
which we have no information on mobility, and the focus on what we call systematic
mobility, i.e. the mobility which happens almost every day and is mainly related to
home-to-school or home-to-work trips, leaving out an increasingly relevant segment
of non-systematic mobility, which, by its own nature, is difficult to capture with tra-
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ditional methods. If our methodology is correct, we can thus increase our analytical
capability with an informative base that can be updated almost continuously and
that includes all mobility and not only the systematic one.

For this study we use GPS data that are provided by a leader company in the In-
surance Telematics that deals with about the 2% of the total vehicles circulating in
Italy. Our dataset counts about 150k private vehicles crossing Tuscany in the month
of June 2011, and represents a primary source of information for studying the mo-
bility behaviours. Data on vehicle fleet in Italy provided by the Italian Automobile
Club (ACI), Census data provided by ISTAT, and trip duration and distances with
different transportation means computed using Google services are used to re-scale
the vehicle sample to the real mobility flows. Once we validate our data and esti-
mate a reliable O-D matrix, we can use the data to carry out an extensive descriptive
analysis of mobility patterns in our selected geographic area. To demonstrate the in-
formative potential of this kind of data, we choose the Florence Metropolitan Area
as a case study.

3 Estimating a detailed O-D Matrix using GPS data

As we previously discussed, GPS data contain an inherent bias: they account only
for private cars usage (specifically, for the fraction of vehicles that have a GPS de-
vice installed for insurance purposes and that are being monitored by our provider).

Since we want to use GPS data for socio-economic analysis and for policy plan-
ning and evaluation, we need to find a way to scale back the flows that we observe
towards our real population, which means accounting for (at least) three missing
dimensions:

1. We observe vehicles, but we want to estimate the number of people actually
travelling, which means accounting for average car occupation;

2. We observe a fraction of vehicles that is geographically heterogeneous, so we
want to account for different market penetration by our provider;

3. We observe only private cars, so we want to account for an heterogeneous share
of public transport users.

In order to estimate a complete O-D Matrix, we use the 2011 Census Origin-
Destination Matrix as a validation tool. Such matrices are usually released with a
territorial detail that corresponds to the administrative units of municipalities. These
matrices contain information on municipality of origin, municipality of destination,
time of departure, duration of the trip, mean of transport, gender and purpose of
the trip (work- or school-related). A geographically more detailed matrix is also
released by ISTAT, with a disaggregation to the census zones, but with less informa-
tion on the characteristics of the trip (only the purpose). Since we want to be able to
estimate an O-D Matrix to analyse urban areas, we want a sub-municipality disag-
gregation for lager municipalities. We therefore use the more detailed matrix for our
validation. Since we also need at least the mean of transportation for our validation



196 Bocci et al.

we split our flows using the share of public transportation registered between the
corresponding municipalities.

Our starting dataset is comprised of systematic trips observed over the month of
June 2011 and aggregated by the 2011 Census zone partitions. If we hypothesise
our data to be a random sample extracted from the population of all car movements
happening within Tuscany borders during our time frame, we can estimate our target
values (a census zone O-D matrix of people using all available means of transporta-
tions) with the following formula

XFlow; j= flow; j*car.pen;* avg.occ; * public.t.ind; ;

where X Flow is our desired estimate from zone i to zone j, flow is our observed
flow from zone i to zone j, car.pen is the market penetration of our data provider
for the municipality within which zone i falls, avg.occ is the average occupancy rate
for systematic mobility departing in municipality within which zone i falls (derived
from census data), public.t.ind is a public transport accessibility index calculated
between zone i and zone j (calculated using google services).

4 Validating GPS data using the Census O-D Matrix

Once we estimate our O-D Matrix, we want to check how our estimates perform
against our reference values, i.e. the 2011 census O-D Matrix. Literature on matrix
comparison has produced different indicators that asses how similar two matrices
are (see [2] to an detailed presentation and discussion of these indicators). Moreover,
one recent thread of research has been trying to evaluate the similarity of O-D ma-
trices by using image quality assessment techniques mutuated from image process-
ing methodologies [6, 7]. We test the performance of our estimated matrix applying
different measures: some classical statistical indicators (like the R? association mea-
sure, the Root Mean Square Error (RMSE) and the Pearson y? test), the Geoffrey E.
Havers (GEH) statistic which evaluate the level of closeness of each pair of cell of
the two matrices, and the recently proposed (and still under study) Mean Structural
Similarity Index (MSSIM) by Van vuren and Day-pollard [6], which compare two
O-D matrices considering the means, variances and covariance of contiguous matrix
cells evaluated within a moving block of cells in each matrix.

5 Using the estimated Matrix for socio-economic analysis

Once we have validated the estimation, we can use our matrix to produce a variety
of indicators that can help policy makers understand the connection and mobility
patterns which operate within their territories. The case study area that we selected
is the Florence Metropolitan Area.
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5.1 Filling the gaps and assessing mobility patterns

We can use our methodology to estimate an O-D Matrix for subsequent years and
compare the results as a time series. Moreover, since we can unpack our matrix in
a spatially detailed manner, we can assess mobility patterns within the municipality
boundaries. As an example, in Figure 1 we can determine the average speed of the
observed trajectories as it varies hourly within the day and for different partition of
the city (in this case, the 5 administrative neighbourhoods of the city of Florence).

Distribuzione oraria traiettorie in uscita

Fig. 1 Average speed by hour and zone of departure

5.2 The boundaries of the city

Generally the border of the city are measured looking at just census data i.e. pop-
ulation density in absolute terms, or the variation over time [4, 3]. We propose a
clustering approach aimed at partitioning territories on the basis of human move-
ments inferred using Big Data.

The aim of our work is to contribute to this debate, by providing a tool for policy
makers to build a novel definition of regions, seen as functional areas. Focused on
the Metropolitan Area of Florence, we aggregate territories that maximise internal
traffic and minimise external one.

Given two generic nodes a and b, we define internal traffic, the sum of the flows
from a to b and vice versa. For each pair a,b we calculate the distance matrix as the
percentage of internal flow respect to the total flows. The clustering methods seeking
the best partitioning minimises the distances contained in the matrix provided as
input, so each pair of the distance matrix is calculated as d = 1 — %internal flows.

We provide the distance matrix as input to DBSCAN and we evaluate the possible
values of epsilon and we extract the territorial partition shown in Figure 2.
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Fig. 2 Boundaries of Florence Metropolitan Area using GPS data

6 Conclusions and future research

The proposed methodology allows us to reliably use GPS data for urban mobility
behaviour analysis, without relying on the snapshot provided every ten years by
the national census. The informative potential of this source is very high and flex-
ible. Future lines of research include expanding the methodology to validate non-
systematic data and further validation using GSM data (call records from mobile
phones usage).
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Relative privacy risks and learning from
anonymized data

Privacy e learning in dati anonimizzati

Michele Boreale and Fabio Corradi

Abstract We consider group-based anonymized tables, a popular approach to data
publishing. This approach aims at protecting privacy of the involved individuals, by
releasing an obfuscated version of the original data, where the exact correspondence
between individuals and attribute values is hidden. When publishing data about in-
dividuals, one must typically balance the learner’s utility against the risk posed by
an attacker, potentially targeting individuals in the dataset. Accordingly, we pro-
pose a MCMC based methodology to learn the population parameters from a given
anonymized table and to analyze the risk for any individual in the dataset to be
linked to a specific sensitive value when the attacker has got to know the individ-
ual’s nonsensitive attributes. We call this relative risk analysis. Finally, we illustrate
results obtained by the proposed methodology on a real dataset.

Abstract Nel lavoro consideriamo tabelle anonimizzate realizzate per rendere
disponibili informazioni sulla popolazione, nascondendo pero ['attribuzione dei
dati sensibili ai singoli rispondenti. Si valuta ’informazione sulla popolazione che
rimane disponibile e il rischio di violare i la privacy dei rispondenti, fornendo di-
verse forme di apprendimento e di valutazione. Vengono riportati i risultati di un
esperimento condotto su un dataset reale.
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Table 1 A table (left) anonymized according to Local recoding (center) and Anatomy (right).

ID| Nat. ZIP Dis. ID| Nat. | ZIP Dis. GID| Nat. ZIP Dis.
1 [Malaysia[45501| Heart 1 [{M,J}|4550%| Heart 1 | Japan |45502|| Heart
2| Japan (45502 Flu 2 |{M,J}|4550%| Flu 1 |Malaysia|45501|| Flu
3| Japan |55503| Flu 3 | Japan |5550%| Flu 2 | Japan |55504| Flu
4 | Japan |[55504(Stomach| |4 |Japan |5550*|Stomach 2 | Japan |55503||Stomach
5| China [66601| HIV 5 |{C,J}|66601| HIV 3 | Japan |66601|f HIV
6| Japan |66601|Diabetes| | 6 |{C,J}|66601|Diabetes| | 3 | China |66601| Diabetes
7| India [77701| Flu 7 [{I,M}|77701| Flu 4 |Malaysia|77701 Flu
8 |Malaysia|77701| Heart 8 |{I,M}|77701| Heart 4 | India |77701| Heart
Original table Local recoding Anatomy

1 Introduction

It is a common practice to release datasets involving individuals in some
anonymized form. The goal is to enable the computation of population character-
istics with reasonable accuracy, at the same time preventing leakage of sensitive
information about individuals in the dataset. We are interested in group-based tech-
niques, put forward in Computer Science in the last 15 years or so: k-anonimity
[5] and its variants, like ¢-diversity [2], and Anatomy [8]. Despite their weakness
against attackers with strong background knowledge, these techniques are a com-
mon choice when it comes to table publishing [3]. In group-based methods, the
anonymized or obfuscated version of a table is obtained by partitioning records in
groups enjoying certain properties (see Section 2). Generally speaking, even know-
ing that an individual belongs to a group of the anonymized table, it will not be
possible for an attacker to link an individual to a specific sensitive value in the
group. Two examples of group based anonymization are in Table 1, adapted from
[7]. The original table collects medical data from eight individuals; here Disease
is considered as the only sensitive attribute. The central table is a 2-anonymous ta-
ble, obtained by local recoding: within each group, the nonsensitive attributes are
generalized so as to make them indistinguishable. This is an example of horizontal
scheme. Generally speaking, each group in a k-anonymous table consists of at least
k records, which are indistinguishable as far as the nonsensitive part is concerned.
Finally there is an example of application of Anatomy: within each group, the non-
sensitive part of the rows are vertically randomly permuted, thus breaking the link
between sensitive and nonsensitive values.

We put forward a probabilistic model to reason about the relative risk posed by
the release of anonymized datasets (Section 2), i.e. the leakage of sensitive informa-
tion for an individual in the table, beyond what is implied for the general population.
To see what is at stake here, consider the central table of Fig. 1. An adversary may
reason that, with the exception of the first group, a Japanese is never connected to
Heart Disease. This hint can become a strong evidence in a larger, real-world table.
Suppose now that the attacker’s target, a Malaysian living at ZIP code 4550%, is
known to belong to the table, so he must be in the first group. On the basis of the
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evidence about Japanese not suffering from Heart Disease, the attacker can then link
with high probability his target to Heart Disease. Here, the attacker combines knowl-
edge learned from the anonymized table and about his victim with the group struc-
ture of the table itself. To formally reason about this phenomenon, we will define
the relative privacy risks by comparing two conditional probability distributions, en-
coding respectively: what can be learned about the population from the anonymized
table; and what can be learned about a the victim, given knowledge of her/his non-
sensitive attributes and presence in the table (Sections 3). Generalizing Kifer [1]
and Wong et al. [7], we propose a MCMC to learn both the parameter’s population
and the attacker’s probability distribution from the anonymized data (Section 4). We
finally illustrate the results of an experiment on a real-world dataset (Section 5).

2 Group based anonymization schemes and the probabilistic
model

Given a dataset of N individuals, let # and .7, ranged over by r and s, be finite
nonempty sets of nonsensitive and sensitive values. A row is a pair (s,r) € . X Z.

In a group based scheme a cleartext rable is an arrangement of a multiset of N
rows, say d = (s1,71), ..., (sy,7n), into a sequence of groups, t = g1, ...,8x, where
each group is a sequence g; = (sj,,7j,);---, (Sjnj7rjnj ). Given a generic group g, its
obfuscation is a pair g* = (I,m), where m = s1,s2,... is the sequence of sensitive
values occurring in g, and [/, called generalized nonsensitive value, is:

e a superset of g’s nonsensitive values for horizontal schemes (e.g. k-anonymity);
e the multiset of g’s nonsensitive values {| r1,r2,... |}, for vertical schemes.

Given a table t = g1,..., gk, an obfuscated table is a t* = g7,..., g}, such that each

g is an obfuscation of the corresponding group g;. An anonymization algorithm of

is a — possibly probabilistic — mechanism that maps collections of N rows, d, into

obfuscated tables, ¢*.
Our model consists of the following random variables with the associated mean-
ing.

e I, taking values in the set of full support probability distributions & over . x
Z: the (unknown) joint probability distribution of the population.

e T = Gjy,...,Gy, taking values in the set of tables. Each group G; is in turn a
sequence of n; consecutive rows in T, G; = (S, R, )+, (Sjj+n;, Rj +n;); the
number k of groups is not fixed, but depends itself on the rows S;,R;

e T* =Gj,...,G}, taking values in the set of obfuscated tables.

We assume that the above three random variables form a Markov chain IT —>
T — T*. In other words, the joint probability density f of these variables can be
factorized as:

f(@0,07) = f(m) f(t|m) £ (7)) - (1)
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We also assume the following.

e 71 € P is encoded as a pair of (75, 7|s) such that f(s,r|m) o f(s|ms)f(r|7m).
Here, each 7 is a distribution over ., and each 7y is viewed as a collection
of distributions over %, Tig|s = (7g|s)sc.- We posit that the 75 and the 7g|ss are
chosen independently, according to Dirichlet distributions of hyperparameters
a=(o,...,0) and B* = (Bf, ...,Bﬁ%,‘), respectively. In other words

f(m) = Dir(ns| a) - [ ] Dir(rgs|B°). )

ses

e The N individual rows composing the table ¢, (s1,71), ..., (sy,rn) are assumed to
be drawn i.i.d. conditionally to I1. This amounts to positing that:

f(t|m) o< fs1,r1|7) -~ f(sn,rn| 7). ©)

3 The honest learner, the attacker and measures of relative risk

A honest learner is someone who, after observing 7* = t*, updates his knowledge
on the population parameters 7. In addition an atfacker also knows the nonsensitive
value ry of a victim in 7. In what follows we shall fix once and for all #* and r, such
that f(ry,*) = f(ry occurs in T, T* =1*) > 0. Let py(s,r) be the joint probability
distribution on the population that can be learned given from ¢*. Formally, for each

(s,7)

A

P  Enpiae fsrlm)] = [ fsrmfaiyar. @)
ASKZ

Of course, we can condition pp on any given r so also the victim’s nonsensitive

attribute r, and obtain the corresponding distribution on ..

PLsI) £ Exgiain [f6Im)] = [ Gl dn. o)

Given knowledge of r, and knowledge that the victim is in 7, we can define

the attacker’s distribution on .# as follows. Let us introduce a random variable V/,

identifying the victim as one of the individuals in 7'. In other words, V is is an index,

which we posit is a priori uniformly distributed on 1..N, and independent from I1, 7.

Recalling that each row (S;,R;) is identified by a unique index j, we can define the
attacker’s probability distribution on ., after seeing t* and ry, as:

* A *
pa(s|ry,t™) = f(Sy =s| Ry =ry, t"). (6)
Theorem 1 provides pa (s|ry,t*) only based on the marginals R; given t*.

Theorem 1. Let T = (S;,R;) je1.n and s; the sensitive value in the row j of t*. Then
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palslr.r’) =< Y f(R;j=r|r"). @
Jisj=s
We now define some measures of relative privacy risk to be put at work in Section
5.

Definition 1 (risk measures). Let p a full support distribution on . and (s, r) a row
in 1. We say this row is af risk under p if p(s) = maxy p(s'), and that its risk level
under p is p(s). For an individual row (s, 7) in ¢, which is at risk under pa (-|r,7*), its

relative risk level is R(s,r,t,t*) e Zi((fl‘:;::g For ¢ € {L, A}, let us define (using the

multiset notation {| - - - [}) Ny(t,*) 2 I{| (s,r) €t : (s,r) is at risk under p,(-|r,t*) [}].
The global relative risk of t given t* is: GR(z,1*) = max {0, %}

4 Gibbs sampling

For real world datasets, none of the distributions (4), (5) or (7) will be computable
analytically. Nonetheless, we can build accurate estimations of these distributions
from samples of the marginals of the density f(m,z|*), with t = g1,...,gx (note
that here the sensitive values s; are actually fixed and known from 7*). This can done
using a Gibbs sampler, provided we can effectively sample from the full conditionals
of mand g;, for 1 < j < N. This is discussed below.

The Gibb’s chain state sequence (ﬂi,ti), i=0,1,..., is defined in the usual way,
starting from an initial state xo = (7°,7°) and sampling in turn 7" and each of the
groups of 1! = g’i, ...,g}; separately, from the respective full conditionals. From equa-
tions (1), (2) and (3), it is easy to check that:

f(mlt, 1) = f(xle) ®

Fgjli—jm,1™) o< flgjlm)flgjlt) (1 <j<h. ©®

Each of the above two relations enables sampling from the corresponding full
conditional on the left-hand side. Indeed, (8) is a posterior Dirichlet distribu-

tion, from which effective sampling can be easily performed. Denote by ¥(¢) =
(-,7.)) the vector of the frequency counts ¥ of each s; in ¢. Similarly, given

s, denote by 8°(1) = (67, ..., 6&,‘) the vector of the frequency counts &; of the pairs
(ri,s), for each ry, in ¢. Then, for each 7 = (7s, Tz|s), we have

f(m|t) = Dir(zs | @ +¥(1))- I—;Dir(ﬂm: |B*+8°(1)).

Let us discuss now (9). Here we will confine ourselves to the important case when
the following conditions are satisfied: (a) the obfuscation function is deterministic,
so that f(g7]¢) equals O or 1; (b) the set &; of the g;’s such that f(g}]g;,t—;) =1
depends solely on g} = (I;,m;), and is given by

@ — {g=(s1,r1)s-c0,(Sp,rn) : e €lj for1 <L<n} (horizontal schemes)
T W {e=(s1,73,)s ey (Sn513,) ¢ for vy ... ri, a permutation of m; } (vertical schemes).

(10)
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This assumption is exact in many important cases (e.g. Anatomy) and reasonable
in the remaining ones. Under assumptions (a), (b) and (10) above, sampling from
(9) amounts to drawing an element g; € ¢; with probability o< f(g;|7). This can be
achieved via different techniques in each of the two cases of interest, horizontal and
vertical; the details are omitted here due to lack of space.

5 Experiments

We have put a proof-of-concept implementation of our methodology at work on
a subset of the Adult dataset from the UCI machine learning repository [6]. The
considered subset consists of 5692 rows, with the following categorical attributes:
sex, race, marital status, education, native country, workclass, salary class, occu-
pation, with occupation considered as the only sensitive attribute. Using the ARX
anonymization tool [3], we have obtained three different anonymized versions of
the considered dataset, enjoying k-anonymity for, respectively: k =4, k =5 and
k = 10. The average size of the groups varied from 38 rows (for k = 4) to 355 rows
(for k = 10). We run the Gibbs sampler on each of these three anonymized datasets.
We obtained the following figures for the global relative risks (cf. Def. 1) of the
three datasets: GR; = 3.98%, GR; = 1.7% and GR3 = 1.86%. In absolute terms,
the fraction of rows of t* correctly classified by the attacker ranged from 27.3% to
29.4%. The maximal relative risk level R ranged from about 1.9 to 3.93.

All in all, these results indicate that, in each case the considered anonymized
datasets imply a significant relative privacy risk, for an appreciable fraction of the
TOWS.
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A stochastic volatility framework with analytical
filtering

Giacomo Bormetti, Roberto Casarin, Fulvio Corsi and Giulia Livieri

Abstract Motivated by the fact that realized measures of volatility are affected by
measurement errors, we introduce a new family of discrete-time stochastic volatility
models having two measurement equations relating both the observed returns and
realized measures to the latent conditional variance.

Key words: Bayesian Inference, Monte Carlo Markov Chain, High-frequency, Re-
alized volatility, ARG, Stochastic volatility

1 Introduction

In this paper we introduce a new family of discrete-time Stochastic Volatility (SV)
models, for the joint modelling of returns and realized measures of volatility. The
proposed model is characterized by having two measurement equations for the latent
volatility: (i) a Normal density for the daily returns and (ii) a Gamma density for
the RV measure. We then term the general version of the proposed model as SV-
ARG. A salient feature of the SV-ARG is that it allows for analytical filtering
and smoothing recursions for the latent factor that guides the dynamics of daily
returns. This permits us to develop an effective Bayesian inference procedure for
both parameters and latent factor.
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2 The model

Consider a financial log-return process r;, a realized variance process y; and a latent
volatility process h;. Let % = o (r1,y;) be the o-algebra containing the information
about observable quantities (log-return and realized variance y,) available at time 7,
and L%H = 0 (%—1,h). We assume the following model for the dynamics of the
log-returns:

r= e, & R (0,1), !

t=1,...,T, where y is the risk-free rate and 7y is the market price of risk. .4 (m, 62)
indicates the univariate normal distribution with mean m and variance 2. The dy-
namics in Equation (1) differs from that employed in Corsi et al. (2013); Majewski
et al. (2015) for daily log-returns inasmuch in these works authors consider as driv-
ing process for returns a realized measure of volatility. Specifically, they employ
the continuous part of the realized variance, hereafter RV, defined as the sum of
squared returns over non-overlapping intervals within a sampling period. We refer
to Equation (1) as return equation.
Since the RV contains information on the latent volatility process, we follow au-
thors in Hansen and Lunde (2006); Engle and Gallo (2006); Shephard and Sheppard
(2010); Takahashi et al. (2009) and introduce another measurement equation, termed
realized variance equation, which relates the observed RV to the latent process #;.
Specifically, we assume that the realized variance y; is sampled from a Gamma dis-
tribution
Hid.
wlF~ G (ah), @)

where o € Ry is constant. In the previous equation, ¢ (k,?}) denotes a Gamma
distribution with positive shape, k, and scale parameter, ¥.

We assume that /i, follows an autoregressive gamma process with transition distri-
bution (see Gouriéroux and Jasiak, 2006):

— d -
ht|fg\£17rt—hyt—l N%(V%htfu,C). 3)

In the previous equation, 4 (v, %ht, 1,¢) denotes the non-central gamma distribution

with shape v > 0, scale ¢ > 0 and non-centrality %h,q. Using the Poisson mixture
representation for the non-central gamma distribution (see Gouriéroux and Jasiak,
2006, for more details), we rewrite Equation (3) as

i.d
|z G (v+z,c),
id
|l ~ P (Ohi-1),
where, in general, Z0(v) indicates the Poisson distribution with intensity parameter

v. The latter representation is useful for both the characterization of 4, and the in-
ference procedure. The stationarity conditions, the conditional moment generating
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function of this process and its risk neutral dynamics are given in (Bormetti et al.,
2016).

3 Analytical filtering and smoothing

Applying similar argument as in Creal (2015), we are able to provide analytical
expressions for the: (i) conditional likelihood, (ii) Markov transition, (iii) initial dis-
tribution of z, (iv) filtering and the smoothing of the latent process #;. In particular,
the following two propositions hold.

Proposition 1. For the SV-ARG model described in Equation (1), (2) and (3) the

conditional likelihood, p(r:,yt|z, ), the Markov transition, p(z:|z—1,r1—1,Y1—1,0),
and the initial distribution of z;, p(z1;0), are respectively given by:

o Alzr)
P(myr\zt;(’):211(&,}':;9)1%(@)( l//)(“)( XW)

@)
Pala1rio1,31-156) <7 (A<z,4>,x<'*‘>¢c wﬁ)
p(z1;0) < N B (v,q)(")) ,

with
exp (yptir) P! 1

V5 0) = ,
M@y 6) = = T Tv e
Hiy =1 —H,
o =a,
A(Zr) :V+Zt*05171/27
29 = pd + 240,
Mot = Y,

2
y=y+-.
C

Proof. See Bormetti et al. (2016).

Proposition 2. Let A(z;), x*) and y be the quantities defined in Proposition 1. The
marginal filtered, p(h|X1.4,Y1:4,Z1:4, X143 0), and smoothed, p(hs|x1.7,¥1.7,21:7,X1:75 )
distributions are

P(he|1, Y1, 210, X103 0) o< Gig (/l(z,)f’),w),

(d)
p(l|rir,yir, 217, X175 0) < Gig (MZ:%LZHI»X(’)-,V/JFZ‘?T) ;
t=1,---,T.
Proof. See Bormetti et al. (2016).



208 Giacomo Bormetti, Roberto Casarin, Fulvio Corsi and Giulia Livieri

4 Simulation results

For the SV-ARG model we simulate 50 data-series of 1,000 observations. For each
data-series we run the Gibbs sampler in Bormetti et al. (2016) for 100,000 itera-
tions, discard the first 20,000 draws to avoid dependence from initial conditions,
and finally apply a thinning procedure to reduce the dependence between consec-
utive draws. We test the efficiency of the algorithm in three different scenarios:
LOW-PERSISTENCE (8 = 0.3), MEDIUM PERSISTENCE (f3 = 0.6), and finally, HIGH
PERSISTENCE (8 = 0.9). The true values for the other parameters used in the sim-
ulations are reported in Table 1together with the grand average of the parameter
posterior means along with their robust standard deviations. The results in Table 1
indicates the accuracy of the MCMC scheme is remarkable for all the scenarios
(Low PERSISTENCE, MEDIUM PERSISTENCE, HIGH PERSISTENCE). As regards
the efficiency, the magnitudes of the inefficiency factor after applying a thinning
procedure are below ten.

Table 1 SUMMARY OUTPUT OF THE PARAMETER ESTIMATES FOR THE SV-ARG MODEL
Low PERSISTENCE MEDIUM PERSISTENCE HIGH PERSISTENCE
0 TRUE ESTIMATE STD ESTIMATE STD ESTIMATE ~ STD

0.0 0.0018 0.0118 -0.0051 0.0177 -0.0074  0.0358

1.0 1.0552 0.0738  1.0523 0.0720 1.0685  0.0784
. 0.8428  0.0572  0.8327 0.0575 0.8474  0.0647
0.8 0.8033 0.0371 0.7981 0.0394 0.8182  0.0576
1.0 09654 0.0938  0.9706 0.0909 0.9395  0.0790
03118 0.0595 0.6376 0.0746 0.9702  0.0839

o
= < QRTE
(=}
oo

5 Conclusions

Motivated by the presence of measurement errors in the empirically computed re-
alized volatility measures we introduce a new family of discrete-time models. We
derive the analytical filtering and smoothing and show that they can be used for
efficient inference on the parameters and the latent volatility process.
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Estimating Italian inflation using scanner data:
results and perspectives

L’uso degli scanner data per la stima dell’inflazione:
risultati e prospettive

Alessandro Brunetti, Stefania Fatello, Federico Polidoro

Abstract Scanner data coming from the retail trade outlets of modern distribution
represent a crucial challenge for the inflation indicators. Istat is actively participating
in the European project aimed at obtaining and processing scanner data to compile
HICP. Since the end of 2013 a stable cooperation has been set up among Istat,
Association of modern distribution, retail trade chains and Nielsen in order to
provide Istat with scanner data. For 2014, 2015 and 2016, scanner data of grocery
products have been collected by Istat through Nielsen for about 1400 outlets of the
main six retail trade chains for 37 provinces. For 2016 and 2017 scanner data of
about 2100 outlets for the entire national territory will be available. In sight of the
adoption on large scale of scanner data to estimate inflation, scheduled for January
2018, experimental HICPs/CPIs of one ECOICOP group (non-alcoholic beverages)
for two provinces are compiled using scanner data. A comparison with the indices
currently released is carried out, providing some preliminary evaluation about the
impact of the new sources of data on inflation estimation. Issues concerning formula
of indices are dealt with and those regarding missing observations, imputations and
replacements are explored.

Abstract Gli scanner data provenienti dai punti vendita della grande distribuzione
organizzata costituiscono un’opportunita cruciale per la stima dell’inflazione.
L’Istat partecipa al progetto europeo finalizzato all’acquisizione ed elaborazione di
queste informazioni per il calcolo degli indici dei prezzi al consumo, avviando, dalla
fine del 2013, una stretta collaborazione con [’Associazione Distribuzione Moderna,
le catene della grande distribuzione e Nielsen. Per gli anni 2014, 2015 e 2016,
I’Istat ha acquisito i prezzi dei prodotti grocery di circa 1400 punti vendita, delle
principali sei catene della grande distribuzione organizzata, per 37 province. Per il
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2016 e 2017 é prevista la fornitura di dati scanner riferiti a oltre 2100 negozi, a
copertura dell’intero territorio nazionale. In vista dell’adozione su larga scala degli
scanner data per la stima dell’inflazione, prevista dal 2018, il paper sviluppa un
confronto tra indici ufficiali e indicatori sperimentali (basati sugli scanner data) di
un gruppo ECOICOP (bevande analcoliche) di due province, fornendo una prima
valutazione dell’impatto delle nuove fonti sulla stima dell’inflazione. L’analisi si
concentra poi sulle formule utilizzate per il calcolo degli indici ed esplora i
problemi relativi al trattamento delle mancate risposte, alle imputazioni e alle
sostituzioni di prodotto.

Key words: Scanner data, inflation, modern distribution, dynamic approach

1 Introduction (extended abstract)

Scanner data coming from the retail trade outlets of modern distribution represent
a crucial challenge for the inflation indicators. Istat is actively participating in the
European project aimed at obtaining and processing scanner data to compile HICP.
Since the end of 2013 a stable cooperation has been set up among Istat, Association
of modern distribution, retail trade chains and Nielsen in order to provide Istat with
scanner data. For 2014, 2015 and 2016, scanner data of grocery products have been
collected by Istat through Nielsen for about 1400 outlets of the main six retail trade
chains for 37 provinces. For 2016 and 2017 scanner data of about 2100 outlets for
the entire national territory will be available.

In sight of the adoption on large scale of scanner data to estimate inflation,
scheduled for January 2018, experimental HICPs/CPIs of one ECOICOP group
(non-alcoholic beverages) for two provinces (Rome and Turin) are compiled using
scanner data. Experimental indices are calculated starting from unit values of, on
average, more than 75,000 product-offers' available in about 300 outlets included in
the samples selected for the two provinces for years 2015-2016 (in paragraph 2 a
detailed description of the dataset used is provided). The aggregation process of
elementary data is addressed in paragraph 3, in which particular attention is devoted
to the formula used to calculate micro-indices. As discussed in the paper, the choice
of the aggregation method, at the lowest level of calculation of indices, strictly
depends on the approach used to define the sample of product offers (references)
within the single outlets. Specifically, in what follows a dynamic approach to
sampling is adopted: according to this methodology, the set of product-offers
selected in each outlet varies from month to month. In this framework, monthly

I “product-offer” or “reference” mean a specific item, tagged by a GTIN code, sold
in a specific outlet for which information on turnover and quantities are available.
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indices at the very first step of aggregation are calculated by chaining monthly
relatives based on the same sample over two adjacent months.

In the fourth paragraph of the paper, the results of the present analysis are
discussed. A preliminary estimate of the impact of the new sources of data on
inflation is provided by comparing the experimental indices of the two chief towns
with the corresponding indicators currently released.

Conclusions of the paper focus the attention on the open issues (above all how to
deal, in the monthly selection of references, with temporarily not available product-
offers, replacements and seasonal goods), tracing in general the solution that Istat is
going to adopt and the future development of the project.

2 Description of the dataset

Scanner data provided by the six main retail trade chains represent, at national
level, about 57% of the turnover of modern distribution. Istat receives weekly data
for each outlet distinguished by outlet-type (hypermarket and supermarket) for food
and grocery products (excluding fresh with variable weight).

The analysis has been carried out on all outlets of the provinces of Rome and
Turin delivered by Nielsen for two years 2015 and 2016. Table 1 contains the
number of outlets by retail chain, outlet-type and province in each year considered.

Table 1: Number of outlets by retail chain, outlet-type and province (2015-2016)

2015 2016

Rome Turin Rome Turin

Chain GDO  Hyper Super Hyper+Super  Hyper Super HypertSuper Hyper Super HypertSuper Hyper Super HypertSuper
Conad 4 38 2 2 10 12 4 3 37 2 10 12
Coop Italia 7 8 15 6 19 25 7 8 15 6 19 25

3

3

Esselunga -
Auchan 6 9 4 26 30 3 5 8
Carrefour Italia 4 7 75 13 25 38 4 7 75 13 26 39
Selex - 26 26 1 34 35 - 26 26 1 7 8
Total 19 170 189 28 94 122 19 164 183 28 67 95

'S
~
=
.

Scanner data coming from retail chains contain weekly data on turnover and
quantities sold per item code or GTIN. GTIN (Global Trade Item Number) is the
current name of the barcode, formerly known as EAN, and the most commonly used
code when dealing with scanner data. GTIN identifies a unique product and
consistently refers to the same product over time. Therefore unit value prices per
item code can be derived as the average of prices actually paid by households for
products. Per each GTIN weekly price (weekly unit values) can be calculated
dividing weekly turnover with weekly quantities and monthly prices (monthly unit
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value) can be calculated dividing monthly turnover with monthly quantities.
CPIs/HICPs can be calculated using the first three full weeks of the month but in the
following analysis the indices are calculated considering also two weeks or only one.
The underlying hypothesis is that the missing weeks are estimated with the others
weeks of which information are available.

To go up from each GTIN to the ECOICOP lowest level of classification, it was
necessary to pass through the lowest level of ECR classification (ECR-market), that
is the classification of products shared by the industrial and distribution companies
and to which each GTIN code is attributed. Istat mapped ECR-markets (about 1600
voices) to Italian ECOICOP-6 level (consumption segments), so that GTINs are
automatically classified within the ECOICOP-6 level.

In each consumption segment there are a variable number of ECR-markets with
very different turnover shares. ECOICOP group 01.2 “Non-alcoholic beverages” has
been chosen for the analysis and in table 2, for each ECOICOP-6 level belonging to
this group, the corresponding number of ECR-markets and turnover shares of all
outlets of Rome and Turin in the years 2015 and 2016 are reported. ECR-market
within each specific outlet is defined the elementary aggregate (EA) and this is the
lowest level witch the elementary indices are calculated using scanner data. Table 3
shows the average number of GTIN within COICOP-6 level used to calculate
elementary indices in both provinces for each year.

Table 2: Number of ECR-markets within COICOP-6 level with turnover shares by province (2015-2016)

2015 2016

Coicop-6 level Description N° markets Rome Turin Rome Turin

01.2.1.1.0 Coffee 13 24,0 27,0 24,2 27,5
01.2.1.2.0 Tea 12 5,7 6,2 5,9 6,3
01.2.1.3.0 Cocoa and powdered chocolat: 3 1,5 1,4 1,4 1,4
01.2.2.1.0 Mineral or spring waters 15 31,8 28,0 32,4 28,9
01.2.2.2.1 Carbonated soft drinks 13 18,5 17,4 18,3 17,0
01.2.2.2.2 Otbher soft drinks 8 5,0 7,3 4.8 6,8
01.2.2.3.0 Fruit and vegetable juices 43 13,6 12,8 13,0 12,0
Total 107 100,0 100,0 100,0 100,0

Table 3: Number of GTINs within COICOP-6 level by province (2015-2016)

2015 2016

Coicop-6 level  Description Rome Turin Rome Turin

01.2.1.1.0 Coffee 8.722 5.360 9.190 5.010
01.2.1.2.0 Tea 7.077 5.039 7.239 4.467
01.2.1.3.0 Cocoa and powdered chocolate 953 666 984 609
01.2.2.1.0 Mineral or spring waters 6.132 3.253 6.196 3.048
01.2.2.2.1 Carbonated soft drinks 7.700 4.920 7.987 4.442
01.2.2.2.2 Other soft drinks 5.182 3.148 5.066 2.694
01.2.2.3.0 Fruit and vegetable juices 12.606 7.875 12.847 7.120

Total 48.372 30.259 49.508 27.390
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3 Index calculation formulas

In compliance with the dynamic approach, a sample of those product-offers that
are present in both the current and the preceding month is monthly selected in each
outlet. Particularly, the dynamic basket of references is obtained by using a set of
filters to select a matched sample each month comparing the current month with the
preceding month. To this aim, the following three different filters are considered:

e A dump filter that removes products where strong decreases in price and

turnover/quantities;

e  An outlier filter that removes prices that drop/increase above certain

thresholds

e A low-sales filter that filters out item codes with very low sales (the low-

sales filter is empirically determined so that the selected item codes
represent about 80% of turnover at the ECR-market level)

The EA index is calculated on the basis of the matched set of representative item
codes, classified in a given ECR-market, that are actually sold in two subsequent
periods in a given outlet. Specifically, in each ECR-market, in each outlet, an
unweighted Jevons index is calculated over the current and preceding month as

follows:
% 7 ol
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The EA chain-linked index is then as follows:
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It has to be noted that relaunches (new versions of the same item with some
superficial differences and a new item code) and replacements (discounts that
receive a new item code; products of a certain brand replaced by similar products of
another brand) form a potential problem for this sampling method as the system does
not automatically link a disappearing product-offer with its relaunch or replacement.
For this reason, algorithms have to be implemented in order to detect and treat
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relaunches and replacements appropriately (by combining old and new product-
offers and then calculate unit value indices for the combination). Moreover, prices
for item codes that are not present in subsequent periods should be imputed to ensure
seasonal items re-enter the index at the correct time.

For the calculation of experimental indices commented in this paper, however,
neither the treatment of relaunches/replacements nor the imputation of absent
references have been taken into account.

Concerning the ECOICOP experimental indices (3 and 4 digits level), they are
calculated as Laspeyres indices, through successive aggregations of EA indices:

1) Firstly, the ECR-market indices for different outlet type (hypermarket and
supermarket) at the retailer’s level are obtained as weighted arithmetic mean
of EA chain-linked indices, with weights proportional to the share of
turnover of the concerned outlets.

2) The ECR-market indices of the two outlet types (hypermarket and
supermarket) are then compiled by aggregating the corresponding indices of
the different retailers (weights proportional to turnover shares).

3) The provincial ECR-market indices are calculated by aggregating the ECR-
market indices of hyper and supermarket (weights proportional to turnover
shares).

4) Finally ECOICOP indices results from the aggregation of ECR-market
indices (weights proportional to turnover shares at the 7 digits level, and
HICP weights for 6 to 4 digits indices).

4 Results

Figure 1 and figure 2 show the first results of the present analysis for the group
considered and one class (mineral waters, soft drinks, fruit and vegetable juices).
The annual rates of change calculated with experimental scanner data indices are
compared with the corresponding indicators calculated with territorial data collection
(provincial HICPs for Rome and Turin are compiled for this purpose).

In both provinces the figures show a similar trend for the two annual rates of
change compared. Two main evident differences emerge from a preliminary analysis.
The first one is the more regular trend of the indices compiled with scanner data. The
second one is the higher inflation registered by the experimental indices. As a matter
of fact, annual rate of change on average in 2016 of prices of non-alcoholic
beverages in Rome is +0.4% with scanner data and 0.0% with territorial data (in
Turin +0.4% versus -0.3%) and the same results emerge for mineral waters, soft
drinks, fruit and vegetable juices (respectively +0.6% versus -0.3% in Rome and
+0.6% versus -0.2% in Turin).

Although this empirical evidence is circumscribed, it shows that the use of big
amount of data (as those represented by scanner data) that better cover time (not just
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collected once a month as in the territorial data collection) and space (a huge number
of outlets with respect to present sample currently used, all the GTINs belonging to a
segment of consumption not just the most sold product-offer) should allow eliminate
the volatility coming from the limits of the present territorial data collection.

Moreover the results obtained show that the sign of the impact on inflation
estimation deriving from the adoption of scanner data, at least locally, could be
different (up) from what is expected (down).

It is clear that there is not possibility to generalize the results obtained. The
reason lies not only on the limited test (two ECOICOP aggregations, two towns) but
on the issues concerning the use of scanner data whose solutions, for the time being,
have not been implemented: replacements, treatment of relaunches and seasonal
goods, imputations, combing indices calculated with scanner data coming from
modern distribution with indices compiled for traditional distribution.

It is just worth to note that, for what concerns replacements and relaunches, the
filter used in dynamic approach adopted in this test ensures good representativeness
of the sample in terms of turnover.

Figure 1: Harmonized index of consumer price of non-alcoholic beverages. M/M-12 rates of changes -
Year 2016
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o W »°

@ & b o ¢ o o
= R o WL

&
%59 & & & 6@" &

>h o}h w\h &h ‘r\b c\b o‘é’ g\b \:\' \b :@ \5) q’:@ \b \:\o t‘{g .z'\’ «.'."
F & EF FEFFIFIEFF&FEH

—SD ——Ter. 5[} s TRIT.

Figure 2: Harmonized index of consumer price of mineral waters, soft drinks, fruit and vegetable
juices. M/M-12 rates of change - Year 2016
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5 Concluding remarks and open issues

The potential improvements coming from the use of scanner data in inflation
estimation makes this source a key point of the project of modernization of price
statistics pursued at Italian and European level. Qualitative improvements emerge
also from the analysis carried out in this paper and they depends on the
characteristics of scanner data: wide temporal and spatial coverage, prices referred to
actual transactions, information of quantities sold and turnover, the possibility of
reducing the administrative burden which now, for example, weighs on the
Municipal Offices of statistics that are involved in data collection of elementary
price quotes in the field.

Together with these potentialities, also the issues have to be stressed in order to
deal with them. Most of these issues, in addition to those ones represented by the
dependency on the retailers for the data provision, are of methodological nature. As
cited before, they regard relaunches, disappeared items and their replacements,
treatment of seasonal goods and imputations of missing observations.

Since Istat is moving towards the adoption of a dynamic approach for the
sampling of references and taking into account the big amount of data to be treated
on monthly basis, automatic solutions have to be adopted to work on all the
references that is not possible to match in the monthly sample (the disappeared
references of the previous and the new references of the current month), evaluating
their nature (seasonal or not), if they are relaunches, if it is better to impute the prices
or not for the disappeared references, if and how to possibly replace them.

Dealing with issues is the main and crucial task that Istat has assumed for the
next weeks and months toward the adoption of scanner data to calculate official
HICPs/CPIs in 2018.

Intermediate results of this challenging work will be discussed in a workshop in
Istat scheduled for the beginning of July.
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Clustering of histogram data : a topological
learning approach

Tecniche di raggruppamento di dati a istogramma: un
approccio basato sull’apprendimento topologico

Guénaél Cabanes, Younes Bennani, Rosanna Verde and Antonio Irpino

Abstract An histogram data is described by a set of distributions. In this paper,
we propose a clustering approach using an adaptation of the Self-Organizing Map
(SOM) algorithm. The idea is to combine the dimension reduction obtained with
a SOM and the clustering of the data in this reduced space. The L2 Wasserstein
distance is used to measure dissimilarity between distributions and to estimate local
data densities in the original space. The main advantage of the proposed algorithm
is that the number of clusters is found automatically. Applications on synthetic and
real data sets demonstrate the validity of the proposed approach.

Abstract I dati a istogramma sono descritti da distribuzioni (rappresentati in forma
di istogramma). In questo lavoro, proponiamo un approccio di classificazione uti-
lizzando un adattamento dell carte auto-organizzate (SOM). L’idea ¢ di utilizzare
una combinazione della riduzione dimensionale ottenuta con una SOM con la clas-
sificazione dei dati nello spazio ridotto. Per misurare la dissimilarita tra le dis-
tribuzioni viene utilizzata la distanza L2 di Wasserstein. La stessa viene utilizzata
per la stima di densita di dati locali nello spazio originario. Il principale vantaggio
dell’algoritmo ¢ che il numero di gruppi viene determinato automaticamente. La
validita dell’approccio proposto viene mostrata attraverso la sua applicazione su
dati artificiali e reali.
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1 Introduction

An histogram data is described by a set of distributions, represented by histograms
variables. A histogram is constituted by a sequence of continuous intervals with as-
sociated a set of weights (e.g. the relative frequencies). They have been introduced
in the context of Symbolic Data Analysis (SDA) by Bock and Diday, in the SDA
reference book [1]. As histogram data-sets mostly from empirical distribution, the
techniques recently developed for such data refer to distributional data. A field of
research on distributional data analysis has also provided by the use of a suitable
distance, the L, Wasserstein distance, to compare distributions. This measure al-
lows a different way of computing the distance between distributional data. The L,
Wasserstein distance can be decomposed in two components: the first related to the
means (location parameter) and the second related to the higher moments (scale and
shape parameters). In such away, the results of distributional data analysis take into
account the main characteristics of the data. Such two components can be into con-
sideration, separately, to analyse the influence of the size and shape of the data in
the analysis.

SOM for symbolic data was firstly proposed by Bock [1] to visualise in a re-
duced subspace the structure of symbolic data. Further SOM method for particular
symbolic data, the interval data, have been developed using suitable distances for
interval data, like Hausdorff distance; L2 distance, adaptive distances [2]. In the
analysis of histogram data, that represent another representation of symbolic data
by empirical distributions, SOM has been proposed by [3] based on the Wasserstein
L2 distance to clustering distributions. Adaptive Wasserstein distance has been also
developped in this context to find, automatically, weights for the variables as well as
for the clusters. However, the most part of these methods can provide a quantifica-
tion and a visualization of symbolic data (intervals, histograms) but cannot be used
directly to obtained a clustering of the data. The recent algorithm proposed by [4]:
S2L-SOM learning for interval data, is a two-level clustering algorithm based on
SOM that combine the dimension reduction by SOM and the clustering of the data
in a reduced space in a certain number of homogeneous clusters. Here, we propose
an extension of this approach to histogram data. In the clustering phase is used the
L2 Wasserstein distance according to the dynamic clustering algorithm proposed by
[5]. The number of cluster is not a priori fixed as parameter of the clustering algo-
rithm but it is automatically found according to an estimation of local density and
connectivity of the data in the original space, as in [6].

The paper is organized as follow. In section 2 we present the proposed approach.
Section 3 shows the experimental protocol and the results obtained to validate our
approach. Finally, a conclusion and future work is given in section 4.
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2 DHSOM: a topological density-based clustering for Histogram
data

2.1 Principles of the approach

A SOM consists of a set of artificial neurons that represent the data structure. These
neurons are connected with their neighbours according to topological connections
(also called neighbourhood connections). The input dataset is used to organize the
SOM under topological constraints of the input space. Thus, a correspondence be-
tween the input space and the mapping space is built. Two observations, close in
the input space, should activate the same neuron or two neighbouring neurons of
the SOM. Each neuron is associated with a prototype and, to respect the topological
constraints, neighbouring neurons of the Best Match Unit of a data (BMU, the most
representative neuron) also update their prototype for a better representation of this
data. This update is important because the neurons are close neighbours of the best
neuron.

In DS2L-SOM [6], the prototypes of a SOM are enriched with local estimations
of density and connectivity, allowing an estimation of the underlying distribution
of the data. More specifically, we compute an estimation of the local density of the
data: a measure of the data density surrounding the prototype. The local density is
an information about the amount of data present in an area of the input space. We
use a Gaussian kernel estimator [7] for this task. The connectivity measures how
close are to prototypes for the data representation. The connectivity value of two
prototypes is the number of data that are well represented by both of them (the two
prototypes are the first two Best Match Unit for these data). From this estimation,
it is possible to compute a clustering of the prototypes (as a representation of the
data’s clustering) as described in [6]. In tat case, clusters are defined as region of
the representation space having a relative high density, separated with regions of
relative low density. As in most density-based methods, the number of clusters is
detected automatically.

To adapt the principles of DS2L-SOM to histogram data, we need a modified
version of the Self-Organising Map and an adapted enrichment of the prototypes.
We chose here a SOM algorithm for histogram data that have been proposed in
[3], where each prototype is defined as an histogram and the distances between
data and prototype are computed with the L, Wasserstein distance. In addition, the
estimation of the local densities and variabilities in DS2L-SOM are mainly based
on the distance between the data and the prototype. By using the L, Wasserstein
distance in the enrichment step, the clustering of histogram data becomes possible.
It is worth of notice that the density estimated by this metric, allows to keep into
account the all information about the characteristics of the data.
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2.2 SOM for histogram data

The adaptation of SOM for histogram data is based on two principle: each prototype
is an histogram and the distances between observations and prototypes are computed
with the L, Wasserstein metric. In this paper we propose the use of a batch version
of SOM adapted to histograms. The fist step of algorithm is the competition step,
where each observation is assigned to the neuron with the closest prototype (i.e. the
BMU': Best Match Unit) according to the L, Wasserstein distance. The second step
is the Adaptation step, where each prototype is updated to minimise the average
distance between the prototypes and the observations, weighted by the topological
structure of the map. The function to minimize is the following:

R(w) =

M=
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where x is an observation represented as an histogram, w is a prototype, N represents
the number of learning samples, M the number of neurons in the map, u*(x*) is the
neuron having the weight vector closest to the observation x* (i.e. the best match
unit: BMU), and K;; is a positive symmetric kernel function: the neighbourhood
function. The relative importance of a neuron i compared to a neuron j is weighted
by the value of the kernel function K;; which can be defined as:
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A(t) is the temperature function modelling the topological neighbourhood extent.
A; and Ay are respectively initial and the final temperature . f,,4, is the maximum
number allotted to the time. d (i, j) is the Manhattan distance defined between two
neurons i and j on the map grid. To minimize eq.1, each prototype is updated to
represent the barycentre of the observations, weighted by K;;. The prototypes can
be computed using a decomposition of the center and radius in each dimension. The
weighted barycentre is then expressed as follow:
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The introduction of the L, Wasserstein distance between histograms pass through
the piecewise quantile functions. So that a linear combination of quantile function
is again a quantile function only if the weights are positive. The complete algorithm
is described in algorithm 1.
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Algorithm 1 SOM for histogram data

1: Define the topology of the SOM.

2: Initialize the prototypes w/.

3: repeat

4:  for all histogram data x* do

5 Select the BUM u* (x*) according to the L, Wasserstein distance;
6 end for

7. for all prototype w' do

8.

9

0:

Update w' according to eq. 2 and 3.
end for

10: until t = t,4,

2.3 Prototypes Enrichment

When the prototypes are computed, the model can be enriched with additional in-
formation associated to each prototypes, in order to improve the representation of
the underlying structure of the data. Two information are computed in this step (al-
gorithm 2). The connectivity between neurons is a measure of discontinuity in the
topological space and allows to detect clusters separated by an empty region of the
representation space. As this region are often not well represented by the prototypes,
this assure the detection of cluster borders between two adjacent neurons. However,
when the clusters’ boundary is defined by a region of lower density between two
regions of higher density, the connectivity is not sufficient and an estimation of lo-
cal densities is necessary. The local density D;, associated to each prototype w, is

estimated as follow: )
1 d\%‘/ (wi k)

4

N
D;=1/N e
l / k; 2
with: o a bandwidth parameter chosen by user and dﬁ, (wi,xk> the distances between
the M prototypes w' and the N histogram data x*, computed with the L, Wasserstein
metric.

Algorithm 2 Enrichment of prototypes

Input: The Wasserstein distance between each observation and each prototype
Output: A density value D; for each neuron w' and a connectivity value v;; for each pair of
neurons 7 and j.
for all neuron i do
Compute the local density D; using eq. 4.
end for
for all data x* do
Find the two closest prototypes (BMUs) u* (x¥) and u** (x*) using:

u* (*) = argminidz, (w',x¥)

Compute v; j = the number of data having i and j as two first BMUs.
end for
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2.4 Clustering of prototypes

Various prototypes-based approaches have been proposed to solve the clustering
problem [8, 9, 10]. However, the obtained clustering is never optimal, since part of
the information contained in the data is not represented by the prototypes. Here we
uses the density and connectivity to optimize the clustering (see algorithm 3).

Algorithm 3 Clustering of enriched prototypes

Input: the density values D; and the connectivity values v; ;.
Output: The clusters of prototypes.
1: Extract the sets of connected neurons P = {C;}%, , such as:

Vm € C;,3n € C; such as vy, , > threshold
2: In this paper threshold = 0.
3: forall C, € P do
4:  Find the set M(Cy) of density maxima.
M(Cy) = {w' € C | D; > D;,¥w’ neighbor to w'}

Prototypes w; and w' are neighbour if v; ; > threshold.
5:  Determine the merging threshold matrix:

. e 11\
S=ISE i j=1micy) WithS (s ) = (5 + E)
i j

6:  for all prototype w; € Cy do

7: Label w' with one element label (i) of M(Cy), according to an ascending density gradient
along the neighbourhood. Each label represents a micro-cluster

8:  end for

9:  for all pair of neighbours prototypes (w,w/) in C; do

10: merge the two micro-clusters if:

label (i) # label(j),D; > S(label(i),label(j) and D; > S(label(i),label(j))

11: end for
12: end for

The main idea is that the core part of a cluster can be defined as a region with high
density. Then, in most cases the cluster borders are defined either by low density
region or “empty” region between clusters (i.e. large inter cluster distances) [11].
At the end of the enrichment process, each set of prototypes, linked together by
connectivity value v > 0, defines well separate clusters (i.e. distance-defined). The
estimation of the local density (D) is then used to detect cluster borders defined
by low density. Each cluster is defined by a local maximum of density). Thus, a
“Watersheds” method [12] is applied on prototypes’ density for each well separated
cluster to find low density area inside these clusters. Finally, for each pair of adjacent
subgroups we use a density-dependent index [13] to check if a low density area is a
reliable indicator of the data structure.
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3 Experimental results

We generated six datasets with different number of clusters and dimensions. Each
dataset contains 1000 observations, each observation is constituted by 2 or 10 his-
tograms (i.e. 2 or 10 dimensions). For each histogram, 1000 values were generated
using a Gamma distribution with 3 parameters: the mean value, the standard devia-
tion and a shape parameter, controlling the skewness of the distribution. From this
values, an equi-depth histogram is computed using the 10th percentiles of the values
for each interval of the support of the histogram, for a total of 10 intervals per his-
togram, such that each interval has a weight £ = 0.1. The observations are generated
in respectively 3 or 5 clusters according to different parameters of the gamma dis-
tribution. In our proposal, the Wasserstein distance takes into account the different
components of the distribution (mean, standard deviation and shape). We expect that
the results are strongly depending on the distance. To validate our method (’Prop”),
we compare the results with different strategies based on different dissimilarities.
We tested measures using only the component ¢; ("Center) and r; ("Radius”) in the
Wasserstein distance decomposition. We also tested a distance based on the "means”
u of the distributions, and a distance based on the standard deviation (”Std”) ¢ of
the distribution. Finally, we tested two distances between interval data computed
from support values of the histograms. In the first case ("Int1”) has been consider-
ing the lower and upper values over the distribution support to define the interval
bounds: [min, max]. In a second case ("Int2”), we considered the mean and standard
deviation of the distribution to compute the interval bounds: [u — o, 1L + G].

The obtained results are shown in Table 1. The performance of the different ap-
proaches is evaluated using the adjusted Rand index. This index take values in [0, 1],
1 being a perfect match with the expected clustering and 0 denoting a random solu-
tion.

Table 1: Adjusted Rand Index for each dataset and each approach. Param is the
parameter defining the differences between the clusters, & is the number of clusters,
d is the number of dimensions (i.e. the number of histogram per data)

Param‘k‘ d ‘Prop‘Cemer‘Radlus‘Mean‘ Std ‘Intl ‘Int2
Mean (3|2 |1.00| 0.88 | 0.00 | 1.00 |0.00{0.00|1.00
Mean |5|10(1.00| 1.00 | 0.00 | 1.00 (0.00{0.43(1.00
Shape 3|2 {0.95] 0.57 | 0.00 | 0.00 [0.00|0.52{0.00
Shape|5(10{0.81| 0.60 | 0.00 | 0.00 [0.00|0.19]0.00

Std |3|2(1.00( 1.00 | 0.00 |0.00 [1.00|0.98(1.00

Std |5|10/1.00| 1.00 | 0.99 | 0.00 [1.00|1.00(1.00

From the result we can see that the proposed method ("Prop”) with the L, Wasser-
stein is able to detect correctly the cluster separations (and therefore the correct
number of clusters) for the 6 datasets. Our approach is the only able to detect cor-
rectly the difference in shape in the distributions, in addition to detect clusters with
different means or standard deviations.
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4 Conclusion

In the paper we proposed a two-level clustering method for histogram data. The
approach takes into account all the information about size and shape of the distribu-
tional data in the analysis thanks to the L, Wasserstein metric. This method is fast
and doesn’t require the number of clusters to be fixed by the user. Indeed, the clus-
ter’s boundaries are detected automatically based on an estimation of local densities
and connectivities in the partitioning process. The core part of the cluster being de-
fined as the region with higher density, the Wasserstein distances between histogram
data allows to detect areas of low density between clusters.

The specificity of the presented strategy is that the density is different from the
density of classical data. Indeed, the Wasserstein distance allows to compute the
data density according to the characteristics of the data distributions, resulting in a
richer model of the data structure. We have shown how the proposed method give
better results than concurrent strategies.
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Measuring Wellbeing by extracting Social
Indicators from Big Data

Estrarre Indicatori Sociali dai Big data per misurare il
benessere
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Abstract Traditionally, the construction of social indicators is based upon the avail-
ability of data collected on purpose (e.g., official statistics). It is a common view
that constructing social indicators can benefit from the availability of new sources
of data, that is, big data. One of the big challenges in dealing with new data sources
is related to the possibility of describing complex social phenomena from different
perspectives in order to enrich already used indicators and/or build new ones. How-
ever, this possibility introduces new issues in constructing indicators. Our study
intends to explore how the classical methodology for social indicators construction
should be re-considered in light of using data collected for other aims. In this per-
spective, the individual sales receipts, collected during the period 2007/13 and made
available to our group by a big Italian chain of stores, allow us to explore not only
a particular social phenomenon but also the methodological implications in deal-
ing with big data. In particular, we try to (i) understand what kind of information
can be extracted from these data, important and informative in constructing social
indicators; (ii) study different families’ behaviour in a crucial period, by detecting
possible changes in people’s lifestyle and eventually the role of the crisis of last
years in these changes; (iii) elaborate and test a model aimed to extracting social
indicators from big data. The study is enriched by the possibility to observe across
different areas the groups behaviour (by referring to the territorial distribution of
the stores) and to trace the individual spending behaviour over time, while ensuring
the anonymity of the sensitive information eventually present in data. The starting
stage of our study presented here can show some results obtained by analysing data
with data mining clustering techniques, in order to identify some typical purchase
behaviour but also to test if and how starting from this information it is possible to
estimate other structural information.

Key words: Big Data, Social Indicators, Clustering, Classification

1Universita degli Studi di Firenze, 2ISTI-CNR di Pisa, >Universita di Pisa, 4Sapienm Universita di
Roma

227

Alessandra Petrucci, Rosanna Verde (edited by), SIS 2017. Statistics and Data Science: new challenges, new generations.
28-30 June 2017 Florence (Italy). Proceedings of the Conference of the Italian Statistical Society
ISBN (online) 978-88-6453-521-0 (online), CC BY 4.0, 2017 Firenze University Press



228 Campagni et al.

1 Introduction

The aim of this project is to define new social indicators describing the customers
behaviors, starting from the analysis of big data related to their purchases in stores of
a chain of supermarket. Traditionally, the construction of social indicators is based
on data collected specifically, as in the case of official statistics but, in recent years,
with the availability of new data sources such as big data, it is spreading the need
to build new social indicators from this information. One of the great challenges
in deal with these new data sources is related to the possibility to describe com-
plex social phenomena by different points of view. Figure 1 shows the phases of
the project that aims to discover information than can be extracted from these data
and that can serve to the construction of social indicators. By analyzing the behav-
ior of different families in a crucial period, we can observe possible changes in the
lifestyle of the people and the role of the crisis of recent years and we can develop
and test a model aimed to define social indicators starting from big data. The study
of social behaviors and lifestyles of families, for which several articles in the jour-
nal Social Indicators Research are published by Springer, can help in defining new
social indicators, as discussed in [2] and [3].

The dataset labeled BigData at the top left of Figure 1 identifies the data of the
starting process; the second BigData dataset represents the data after the selection
phase, that is, data suitable for the project purpose. The output of the analysis phase
is the third dataset labeled profiles, which corresponds to the groups of customers
based on the classification emerged from the analysis phase, performed by using
data mining techniques. The dashed arrow going from the definition of the indica-
tors to the first dataset indicates the iterativity of the process that, in the case where
the process has led to a good definition of the indicators, can indicate the application
of these to another dataset. It can happen that a first iteration of the process does not
produce any good indicators, then the process begins again from the selection of
useful informations. The project therefore aims to explore how the classic method-
ological approach of the definition of social indicators may be reconsidered in light
of using the data collected for other purposes, such as for example those adminis-
trative. Starting from transactional data, such as analyzed in [5] and [6], or by the

BigData | ’ Fase 1 I 4 BigData

Fase 3 Profili Fuse 2

Fig. 1 Flow of the entire iterative project.
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receipt of customer purchases, collected during the period 2007 to 2013, the project
aims to explore not only a social phenomenon particular, but also the methodologi-
cal implications that are encountered in dealing with big data. Through the analysis
of this information particular categories of consumers can be identified, classified
also in accord to how customers changed their purchasing behaviors in the period of
economic crisis that in recent years has involved Italy. This classification, together
with the analysis of purchasing changes, can allow to estimate the particular social
and/or economic hardships. The analysis can also be done by deepening the behav-
ior of particular groups of customers in relation to the geographical component, that
is, by referring to the territorial distribution of the stores, but also trying to trace the
individual spending behavior over time and to verify whether and how the results
obtained with it is possible to estimate other structural information (e.g., the size and
structure of the family). We analyze data of our case study, concerning purchases
in a single store of the chain, selected with the appropriate features (for example
not affected by the seasonality problem), by using the software R [8] for traditional
descriptive investigations and the software KNIME [9] for data mining analysis.

2 Understanding the customers behaviours
2.1 Defining Social Indicators

The idea is to define indicators starting from the analysis of data stored for other
purposes, with which we can have a higher freshness than that one obtained with of-
ficial indicators; the purpose is to control important signals, resulting from changes
in customers purchases behaviors, which can be important to predict changes in the
macroeconomic framework. The methodology that we propose starts from grouping
customers using clustering techniques, with the aim to identify, for each group of
customers, typical characteristics of each cluster, defined by how much, what, and
how they have purchased. These three analysis dimensions are translated at macro-
scopic level, respectively in the total expenditure, in the total quantity of products
purchased and the number of times in which customers have been shopping. The
choice of the temporal component, that is, the unit of observed period, is very im-
portant in this first phase of the project; in this analysis it is the year.

2.2 Clustering and classification: customers profiles

We explore, through the classification of the categories to which products belong,
if when the values of the parameters listed in the previous section change, also the
types of products purchased change. For example, by deepening the analysis on the
categories of products purchased, we can find that, during the crisis, a customer
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segment decreased the purchase of niche products, to the benefit of basic/low-level
products. The study analyzes customer data concerning amounts, quantities and
number of expenses aggregated on the year. Starting from amount and quantity we
can deepen the analysis to the level of the category. Firstly, the three attributes of
analysis are analyzed in yearly level one at a time, in such a way that, for example
starting from the information on the total amount in each year, we can associate to
each customer a sequence of seven values, which are the amounts in the seven years
involved. We apply the K-means clustering algorithm to data organized as shown
in Table 1, in order to identify K clusters, containing customers who had similar
behaviors over the years for what concerns yearly amounts. A customer can be rep-
resented as a series of n points, one for each year; we can thus represent the behavior
of a customer with a broken line describing its total annual expenditure trend. From
this metaphor graphics, proposed by the authors in [1], the analysis shows customer
groups that follow the same pattern in several years. Then the analysis is repeated
by considering other information, that is, data relating to the quantity and to the
number of expenses, as well as on the attribute given by the ratio amount/number of
expenses. The results of these different analyzes can be interpreted and investigated
together to understand, for example, what is the relationship between customers
who have been assigned to a particular cluster for what concern the amounts or the
relationship between those who have been assigned to the clusters obtained with the
analysis of quantity. A peculiarity of the analysis with the K-means algorithm is
the choice of the number K of clusters; for this, a choice of the value of this pa-
rameter based on different values SSE (Sum of Squared Error), as reported in [7],
obtained from several values of K, was adopted, to locate on the curve, which has
a decreasing trend when increases the value of K, the point of maximum bending,
which we know it can give good results.

Table 1 An example of yearly information concerning customer 10.

Customer_Id| Year0) Yearl ... Year(n-1) Type
10 5 4 . 8 number of exp.
10 100 120 ... 250 quantity
10 300.75 600.604 ... 1050.10 amount

2.3 Clustering and classification: products profiles

From the analysis presented in the previous section can emerge some customers
groups which may suggest analytical insights with the aim to find which products
have led to a change of purchase behaviors of customers. The analysis focus moves
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so by the customer to the product: it is therefore important to understand if and
over what types of product, over the years affected by the economic crisis, pur-
chasing behaviors changed. In particular, we apply clustering techniques to group
customers to understand if there are changes in shopping cart. We would like to
know what happens for what concern the typologies of products purchased when
amounts, quantities or number of expenses significantly change. During crisis, it
can happens that a group of customers reduced purchase of niche products, to the
benefit of lower-end products. The goal is to find which are the products that can
be considered sentry products; by keeping under control these products can help us
to identify important signs of change in peoples lifestyle. We start from aggregated
data, by selecting products being to 75° percentile, that is, products that are been
bought at least from the 75% of customers; for each year and for each category we
have the purchased quantity, as shown in Table 2.

Table 2 An example of product quantities aggregated on the year.

Category |Year0 Yearl ... Year(n-1)

bread | 5460 6745 ... 18271
dried fruit| 2900 3036 ... 4194
potatoes | 5971 5910 ... 5553

The analysis begins by performing a clustering step of products data concerning
the first year, illustrated by K-Means node in the figure; then the resulting model
of this first step is used to group data of the others years (illustrated by Clustering
Assigner nodes in the figure). At the end of the process to each product is associated
the list of clusters that it passed through over the years. Table 3 illustrates this result
where the first clustering step was performed by finding & clusters. The value of &
was chosen by considering the trend of the SSE value. Our methodology adopts a
convection regarding the name of the resulting clusters: we assign them numerical
labels so that the cluster corresponding to the lowest values of the amount of prod-
uct purchased is the one with the number 0, the one corresponding to the highest
values both the one with the number n, in the interval between these minimum and
maximum values there are any other cluster labels.

The ultimate aim is to know if there are any products that could reveal inter-
esting behavior hidden in purchases that customers made. We can assign labels to
clusters obtained by numbering them from ones containing products purchased in
smaller quantities to those purchased in greater quantities; this agreement helps us to
identify those groups of products that, over the years under analysis, have remained
constant or have been purchased gradually more or, on the contrary, they have been
bought for less.



232 Campagni et al.

Table 3 An example of products trend over the years regarding the products purchased by cus-
tomers.

Category | Year( Yearl ... Year(n-1)
bread |cluster(k-2) cluster(k-2) ... cluster(k-1)
dried fruit|cluster(k-1) cluster(k-1) ... cluster(k-1)

potatoes |cluster(k-1) cluster(k-1) ... cluster(k-1)

3 Case study

We observed purchases of about 13000 customers during 2007-2013 by analyzing
several attributes describing the way in which they have been shopping in a store of
a big supermarket. The dataset on which has been held the first stage of the analysis
that we performed has 39192 lines, corresponding to 13064 customers for seven
years from 2007 to 2013. For each customer and for each year, we have information
about the number of expenses, quantity of products purchased and amounts spent.
A preliminary analysis of the data showed that the information useful for this first
study on the purchasing behaviors are those relating to customers who in each year
have a total amount of spending under 10000 euros. From the initial dataset we
removed 1048 customers, obtaining a final dataset of 10095 customers.
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Fig. 2 : Trajectories of the centroid clustering on annual data, by amount, with K = 6.

According the previous sections, we performed three K-means clustering analy-
sis, respectively, on data concerning amounts spent, quantities of products purchased
and the number of expenses; Figure 2 shows the results obtained from the analysis
about the amounts of expenses, with K = 6. We observed and investigated some inter-
esting behaviours-groups respect to the annual amounts: LC Low Constant (yellow
line, 2485 customers) representing the group of customers who in the years spent
low constant amounts; LG Low Growing (light blue line, 1580 customers) repre-
senting the group of customers who made purchases by spending low increasing
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amounts. At least, MG Medium Growing (green line, 1527 customers) that repre-
sents the group of customers who made purchases by spending medium increasing
amounts. According to the section 2.3, for each of the groups of customers selected
by the result of the previous phase, we chose the products that were purchased from
most customers, that is those being to 759 percentile. With this choice, for each of
the three behaviours-groups we selected, we are dealing with about 100 categories
of products; it is important to note that we are using a merchandise classification
reaching down to the details of the product category, in the food sector, related to
400 products categories. By analyzing the trend of products categories purchased
from LC customer, we obtained that many products quantities remain constant in
the period, but we observe a particular behaviour of some sentry products:

and decrease, while internal production bread
increases.The trend of products categories purchased from LG customer put in ev-
idence the same sentry products, but with some differences: internal production
bread increases, decreases, decrease, but
in this case in a lightly way. For the MG group of customers, the trend of products
categories purchased instead shows a different behaviour: de-
crease, internal production bread increases, remains constant
and decreases. We used the colors green, red and yellow, only vis-
ible in the electronic version of this paper, to correlate the results to what we can
observe through some corresponding color maps. We precise that color maps can
be produced by considering only the values of selected purchased products for each
customers group under analysis. We validate the results of the analysis on customer
profiles, by considering the entropy of price. In particulare, for each customer, has
been calculated the variation in price of goods in the basket. The entropy of price,
calculated between O and 1, suggests how much an individual has a stable expen-
diture (low entropy) or variable (high entropy). For the three groups of customers
corresponding to LC, LG and MG cluster, we obatined that, for what concerns the
LC group, we measured a higher but constant variability, which can mean a search
for continuous offers. For LG and MG groups we found an increase in the annual
expenditure, showing an almost constant trend index of entropy, that means a less
attention to the price of products purchased. We also calculated the entropy of price
for the customers groups corresponding to the red line in Figure 2 and for the de-
creasing lines brown and violet; for the red group we observed a minor change in
the price, indicating a customer loyalty on the chain. Brown and violet groups, re-
lated to customers who, due to the crisis, spend less annually, show an increase in
entropy, signifying a change of the basket in terms of price; with high probability
there is more attention to the price than to the quality of purchased products. We
combined and compared our results with some official statistics, that are in accord
with our results; in particular, such as in [10, 11, 12], we analyzed the trends of
some official indicators and indexes related to the city and to the region to which
data analyzed in our case study refer. The period corresponding to the object of our
analysis and that is monitored only by two temporal points (census surveys of 2010
and 2011), presents no big changes in the indicators considered, unless a slight in-
crease in the employment rate; besides, we observe that there are no information
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about the indicators considered in the period between the two censuses, where there
could be fluctuations are important.

4 Conclusions and future works

In This study, that has to be seen as a phase in the definition of indicators that can
measure the wellbeing, we explored how customers change their buying patterns and
we found out important signals putting in evidence a crisis that is also reflected in
purchasing of essential goods. Sometimes customers opted to buy cheaper products,
in other cases someone decided to reduce the purchase of certain products for the
benefit of others. We are interested to understand the reason for which customers
behaviours change: it can be because the shops network change or because people
generally start to eat less a food, for example the meat.
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Assessing Selectivity in the Estimation of the
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Division in the Italian Couples

Selettivita nella Stima degli Effetti Causali del
Pensionamento sulla Divisione del Lavoro nelle Coppie
Italiane
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Abstract Analysing the data on the Use of Time in Italy, it emerges that the
influence of the latent bargaining process between partners affects for selectivity the
estimation of the effect of the man’s retirement on the housework time of the woman
in the family. We apply a proper estimation procedure in order to estimate the causal
effects of retirement on the labour division between partners controlling for the
selectivity of bargaining process. The results of a sensitivity analysis confirm the
robustness of our estimates.

Abstract Dai dati dell’Indagine Istat sull’Uso del Tempo in Italia emerge che il
processo latente di contrattazione fra i partner comporta una stima distorta
dell’effetto del pensionamento dell uomo sulla riduzione del lavoro domestico della
donna. Tuttavia, adottando una particolare procedura di matching come stimatore,
si possono controllare le stime degli effetti causali del pensionamento dell 'uvomo
dalla selettivita del processo di contrattazione. La robustezza delle stime ottenute é
confermata dall’analisi sulla sensitivita dei risultati.
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Introduction

The retirement of the male partner in older Italian couples does not seem to lead to a
more equitable distribution of housework between partners [7,2,3]. One of the
possible explanations is that Italian married men have a strong bargaining power and
leave most of the housework to their wives, even after retirement. However, being
the bargaining between partners strongly dependent on their latent cultural and
psychological characteristics, the influence of the bargaining process on the
relationship between retirement and partners’ housework division is generally
misspecified. Misspecification of bargaining involves a "reverse-causality" effect,
that is the latent endogenous influence of bargaining leads to an overstatement of the
effect of the man’s retirement on the time devoted to housework by a woman with a
higher bargaining power and, conversely, leads to an understatement of the effect of
the man’s retirement on the housework time of a woman with lower bargaining
power. In this study, we try to solve this problem taking into account the extent to
which the endogenous component of the bargaining process influences the causal
effects of retirement on the housework time of both partners and correcting the
estimation results accordingly.

To estimate causal effects of retirement, we apply a propensity-score matching
procedure to compare the housework time of the couples in which the male partner is
retired and the housework time of the couples in which the male partner is not
retired. In order to control the estimated propensity to retire by the latent influence of
bargaining, we perform a Bivariate-Probit (Biprobit) regression model [6], in which
the two binary response-variables are given, respectively, by the decision to retire of
the male partner (Retirement Equation) and by the satisfaction expressed by the
woman (if she is satisfied or not) with labour division within the couple (Satisfaction
Equation). The woman’s satisfaction with labour division is here assumed as a proxy
of the woman’s bargaining power. A Maximum Likelihood estimator allows us to
correct Biprobit estimates for the influence of the correlation between the error terms
of the two equations such as a Seemingly Unrelated Regression model (SUR), being
this correlation assumed as a measure of the endogenous influence of the bargaining
power of the woman on the man’s decision to retire.

The result to be obtained after the correction of the estimated propensity scores
for the cross-correlation in the error terms is that differences in latent characteristics
of individuals who decide to retire (treated) and of individuals that choose not to
retire (untreated) can be considered not relevant for the propensity score estimation
and for the results of matching ("ignorability" condition). In order to verify if the
ignorability condition does hold, we perform a sensitivity analysis to verify the
extent to which both estimated propensity scores and estimated causal effects change
as a consequence of the influence on matching results of a simulated “confounding”
covariate, introduced in the regressors set of Biprobit.

In the next paragraph we explain how the matching procedure here adopted can
be used as an estimator, and we discuss the properties of the estimated parameters in
evaluating the causal effects of retirement on partners’ working activity. In the third
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Section we discuss the estimation results and show how a marked reduction of the
woman’s domestic activity as a causal effect of the retirement of the male partner is
registered prevalently in the couples where the woman is generally satisfied with
housework division in the family. Finally, the results of the sensitivity analysis show
that controlling matching estimates for heterogeneity due to the latent bargaining
process leads to obtain robust findings [8].

Data and Methods

We compare the value of the observed housework time of a woman, y1;, whose partner is
retired, with the housework time of a woman with the same characteristics, but observed in a
counterfactual condition (the male partner is not retired), given by yo. We will denote a
woman who experienced the partner’s retirement as “treated”, and a woman who did not
experience this event as “untreated”. The parameters here considered to evaluate the causal
effects of retirement of man on women’s domestic work are the Average Treatment Effect
(ATE), the Average Treatment Effect on Treated (477), and the Average Treatment Effect on
Untreated (47U). We assume that the observed variables Z;, influencing the propensity to
retire are the same for treated and untreated, while the decision to retire is indicated by the
binary dummy Ri(0;1), with R; = 1 signalling if the male partner is retired. Adopting the
simple matching estimator of ATE based on propensity score, we compute

ATE = % fl[(ﬁn - JA’Oi}Zi] M
iz

The estimator (1) can be easily modified conditioning the differences yi; — yoi,
respectively, to Ri =1 (477) and to R; = 0 (4TU).

The estimated propensity of the male partners to retire, obtained by the Biprobit
estimation, are used to perform the matching procedure. That is, we match women of
the two groups (partner retired or not). Modelling both retirement equation and
perceived fairness equation as a Biprobit model, we assume that the decision of man
to retire, R; and the perceived-fairness of woman, S;, are specified as follows:

R; =2 By +upi 2
With R;= 1 (partner retired) if R”; >0, and R;= 0 (partner not retired)
St = 25 Bs +ugj 3

1
With S; = 1 (woman satisfied with the housework division) if §*; > 0, and S; = 0
(woman dissatisfied). z’,; and z’y; are, respectively, row vectors of the matrices Z,
and Z, of the observable variables conditioning, respectively, the propensity of man
to retire and the perceived fairness of woman. B, and B, are vectors of coefficients.
We assume that the error terms u,; and uy are normally distributed N(0, X). The
correlation between the error terms can be considered as a measure of the latent
influence of bargaining on the decision of man to retire. The Equations (2) and (3)
are estimated performing a Maximum Likelihood (ML) procedure (as in a SUR
model) taking into account the endogenous influence of bargaining measured by the
errors correlation. We use the predicted propensities to retire, provided by Biprobit
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regression, to apply the Simple Matching Estimator (SME), above reported by Eq. 1.
In addition, in order to avoid the selectivity bias due to the unbalancing in the
observed covariates, Z, and Z,, which condition the matching, we perform also a
“Bias-Corrected” matching estimator (BCME) and a “Stratification-Matching” (SM)
estimator [8,1,9]. For this study we use cross-sectional microdata selected from the
2008-2009 ISTAT Survey on Time Use in Italy, in which the use of time is surveyed
with the diary method. The selected sample is composed of No. 3,126 elderly women
living with their male partners (aged 50-66), equitably distributed by area of
residence. Male partners of the selected couples are employed (equal to 2,096) or
retired (equal to 1,030).

Estimation Results

Estimation results obtained performing Biprobit model (Table 1) show that the
retirement of man, more frequent in the North-Centre of Italy, is negatively related to
his education level. In addition, the retirement of man is positively related with the
retirement of the woman.

Table 1: Biprobit estimation results

Siz Ri:

Dependent variables: Woman ’s satisf.ac:tt'.on Man's re'ztl.'rement

in housework division decision

(dummy: 1= satisfied) (dummy: 1= retired)
Explanatory variables: coef. coef.
Intercept 2.96* -14.05%**
Education of woman (years of schooling) 0.01 0.02
Education of man (years of schooling) 0.01 -0.06%**
Religiosity: 1 if the woman attends church? 0.11*
Children living in the family: 1 yes?® 0.05 0.11
Worried: 1 if the woman feels in trouble for his work® -0.27%** -0.15%
Woman’s Economic Dependency? 0.07 0.27*
Age of woman -0.12* 0.09
Age”2 of woman 0.001* 0.0001
Age of man 0.01 0.20%%*
Area of residence: 0= North-Centre; 1= Southern regions® -0.10%* -0.32%%*
Help received in paid form: 1 = yes? -0.08 -0.43%%*
Health: 1 = Sick? 0.17*
Woman retired: 1= yes? 0.48%%*
Retirement Eligibility of man (Eligibility) = 1 if he is 58 0.49%%%
years old, at least)
Eligibility *(Age-58) 0.09
[Eligibility *(Age-58)"2 -0.08
[Eligibility *(Age-58)"3 0.01*

Note: Estimated correlation between error terms, rho = 0.19 (LR test on p = 0: Chi*2 = 26.29; p<
0.0001). P-value: *p<0.05; ** p<0.01; *** p<0.001; * Dummy Variable

Note that the estimated correlation between the error terms of both Retirement
and Satisfaction equations (rtho = 0.189) is positive and significant. This confirms
that an endogenous relationship between retirement of man and bargaining occurs.
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Our results indicate a partial reallocation of the intra-household housework time in
favour of the woman. In fact, the estimation of the treatment parameters show a
reduction of the commitment of woman in domestic work and a simultaneous
increase of the commitment of the male partner (cf. Table 2). More in detail, the
estimation results on the full sample show a modest reduction of the housework time
of woman as an effect of the retirement of the male partner. Considering the average
of the results obtained by applying the three estimators (SME, BCME and SM), we
have, as an estimated ATE, a reduction in the woman’s housework of about 17-25
minutes per day and a reduction of about 17-25 minutes as an estimated A7T.
Contextually, the man’s housework increases by an average of 90 minutes per day as
reported by the SME estimates of both ATE and ATT (without bias correction).
However, markedly lower results have been obtained applying BCME and SM
estimators (approximately 60-70 minutes). The estimates reported in table 3 show
that women with higher bargaining power (satisfied with labour division) generally
obtain a higher reduction of the housework time than women with lower bargaining
power (dissatisfied with labour division). The reduction of housework time estimated
by SM indicates a difference of about 20 minutes in a day in favour of the women
with higher bargaining power.

Table 2 - Estimated causal effects of man’s retirement on housework time (minutes in a day).

Matching estimators: ATT SE ATU  SE ATE SE HI

Domestic work ~ SME -19.94 8.72 -24.89 838 -22.52 837 041
of woman BCME -17.38 1436 -15.83 1533 -16.66 13.18 -0.07
SM -25.03  22.20 -25.44  22.70 -25.16 20.37  0.01

Domestic work ~ SME 91.55 7.31 86.22  6.92 88.77 695 0.53
of man BCME 58.38 12.60 8594 13.44 71.13 11.59  -1.50
SM 72.33 17.09 6340 16.95 67.88 15.13 0.37

Note: HI = Heterogeneity Indicator: HI = (ATT - ATU) / SEurr - aTU)

Table 3 - Estimated causal effects on housework time (minutes in a day) by satisfaction of the
woman with labour division within the family

Matching Woman satisfied Woman dissatisfied
. ATT SE ATU SE ATE SE ATT SE ATU SE ATE SE

estimators:
Domestic SME ~ -18.17 13.37 -23.23 15.06 -20.77 11.75 -14.39 14.31 -23.55 12.28 -19.24 13.08
work of BCME -30.98 15.61 -24.56 14.99 -27.68 13.65 -7.9 17.64 -22.85 18.25 -15.82 16.08
woman SM -37.05 28.98 -36.09 26.93 -36.61 27.58 -6.95 35.54 -10.67 34.79 -8.36 32.03
Domestic SME 96.5 10.58 101.55 9.03 99.1 873 7439 12.64 6541 12.61 69.63 10.13
work of BCME 63.73 12.53 64.91 12.51 6434 11.18 48.71 17.07 52.58 15.49 50.76 14.53
man SM 64.14 24.36 65.73 23.98 64.95 20.94 55.64 27.3 59.73 29.61 57.41 26.53

1.1 Sensitivity Analysis

We follow a parametric approach to sensitivity analysis in order to test the effect of a
confounder variable on the estimated propensity scores and on the treatment
parameters, such as ATT [4,5]. In particular, we replicate estimates of both
propensity scores and A77, by including a simulated endogenous confounder in the
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regressors set of the Biprobit regression, with the purpose to violate the condition of
Conditional Independence assumption (C/4). In doing this, a confounder covariate,
U, is simulated using the predicted values of a linear regression of the outcome
variable y;, (housework time) on the covariates which condition the propensity score.
We draw random values from the confidence intervals of the regression coefficients
in order to generate the confounder and replicate the estimation procedure (No. of
replications =1000). In Table 3 we report the results of sensitivity analysis.

Table 4 - Sensitivity analysis of SME estimation using a confounder variable

Confounder in Confounder in Confounder in
Retirement eq Satisfaction eq both eqs
mean SE mean SE mean SE
Wilcoxon Signed-Ranks Test on matched- 0.189 0.016 -0.189  0.228 0.192 0.018
pairs of propensity score values
ATT for woman’s domestic work -24.696 0.118 -20.456 0.045 -24.662 0.120
Student-t test on paired causal effects -0.233  0.013 0.081 0.013 -0.225 0.013

Note: value for the ATT estimates using SME: Mean= -19.935; SE=9.135; 95% Conf.
Interval (-37.875;-1.995)

Sensitivity analysis confirms the robustness of matching procedure using
Biprobit. The average ATT computed on No. 1000 replications of SME procedure
using confounder does not differ substantially with respect to the estimated value
without confounder. In particular, the treatment parameter A77 does not change
significantly as a consequence of the endogeneity of the woman's perceived fairness
(endogeneity of bargaining), simulated by introducing the confounder in the
Satisfaction equation.
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Composite indicators for ordinal data: the
impact of uncertainty

Indici compositi per dati ordinali: I’'impatto
dell’incertezza

Stefania Capecchi and Rosaria Simone

Abstract Composite indicators are becoming one of the most prominent analysis
tools, especially in social sciences where the need arises to compare and rank groups
of respondents by managing huge and diversified amounts of data. The aggregation
of information is a powerful yet incomplete operation since it usually disregards of
accounting for uncertainty. Uncertainty is here meant as the inherent indeterminacy
of any decision process, specifically with reference to the discrete-choice process
yielding interviewees to provide an ordinal evaluation out of their latent perception.
The class of CUB mixture models for ordinal data is grounded on the probabilistic
specification of this component, thus establishing a direct control for heterogeneity.
Empirical evidence and methodological studies set this framework as an effective
statistical modeling among well-known consolidated theories. In this setting, our
contribution proposes a technique to build model-based composite indicators that
discloses the role of uncertainty also at an aggregated level. The presentation is lead
by applications to real data and comparisons with existing methods.

Abstract Gli indici compositi sono spesso annoverati tra i pin rilevanti strumenti
di analisi, specialmente nell’ambito delle scienze sociali in cui emerge la neces-
sita di confrontare e classificare gruppi di rispondenti gestendo grandi quantita di
dati. L’aggregazione delle informazioni é un’operazione complessa e puo risultare
incompleta se prescinde dalla considerazione dell’incertezza. Qui per incertezza si
intende 'intrinseca indeterminazione di ogni processo decisionale. In riferimento
al processo di scelta discreta che porta gli intervistati ad esprimere una valutazione
ordinale della loro percezione latente, la classe dei modelli CUB per dati ordinali é
basata sulla specificazione probabilistica di questa componente, permettendo cosi
anche un controllo diretto dell’eterogeneita. Evidenza empirica e studi metodologici
rendono questa modellistica un’alternativa efficace tra teorie ben consolidate. In
questo contesto, il nostro contributo propone una tecnica di costruzione di indici
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compositi basata su modelli che rivelano il ruolo dell’incertezza anche a livello
aggregato. La presentazione é guidata da applicazioni a dati reali e confronti con
metodi esistenti.

Keywords: Uncertainty; Model-based Composite Indicators; Ordinal Data;
CUB Models

1 Introduction

Composite indicators are one of the most prominent tools in social sciences able
to synthesize several information on a specific topic [3], as in well-being measure-
ments, for instance [7]. Indeed, in the Big Data era, the introduction of composite
indicators allows to summarize efficiently complex and multi-dimensional issues
and to reduce the size of the available list of indicators [12].

Generally, composite indicators concern official data [8] and, in this respect, sev-
eral proposals are collected [9] and promoted [6]; thus, uncertainty and sensitivity
analysis are suggested for ensuring robustness and reliability of the results [12].
Then, the main burden is to discard as little information as possible in the synthesis.

In this area, our contribution concerns indicators computed on the basis of ordinal
data arising from surveys where people are asked to manifest their perception with a
rating over a set of discrete choices [13]. These data are frequent in several scientific
fields as, for instance:

e University evaluation: scores are collected for investigating characteristics of
both teaching and structures.
Elderly well-being: ratings concern medical, physical and mental abilities.
Customer satisfaction: many aspects of the relationship between clients and com-
pany are examined to investigate loyalty, for instance.

In the present work we assume that respondents express their ratings according to

CUB mixture models [10, 2, 5]. This modelling approach prescribes that responses
stem from the combination of two main components driving the decision process,
named as feeling and uncertainty, and it has been successfully applied to analyze
ratings on opinions, judgments and preferences in several disciplines. Here we pro-
pose a strategy to maintain these two main components also at an aggregated level
by presenting a model-based composite indicator. Due to space constraints, we de-
fer any unspecified detail to references and we limit to recall that the characterizing
uncertainty parameter () may be interpreted as a distance from a completely ran-
dom choice, and that each CUB model may be uniquely represented as a point in the
unit square.
The paper is organized as follows: in the next section, the new proposal is intro-
duced and in Section 3 some empirical evidence is discussed. Final considerations
about further generalizations and developments are summarized in the concluding
remarks.
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2 A new proposal

Consider a questionnaire designed to measure a latent trait (such as teacher’s per-
formance, customer satisfaction, etc.) via K observable variables Rj,...,Rg col-
lected on an ordinal scale (say, with m categories). Let ||r||, for i=1,2,...,n and
k=1,2,...,K the matrix of the responses given to K items by the n respon-
dents. Then, r; = (r;1,...,ri k) is the row-vector of observations on the i-th subject,
i=1,...,n

According to a model-based approach, we assume that a CUB model fits the data
in an effective parametric way; thus, Ry ~ CUB (f, &), for k =1,...,K, where:

—1

m
Pr(Rk:r|7rk7‘§k):7Tk(r_l

)k "(1=&) 1+(1—717k)f r=1,...,m.

Then, we propose a weighted CUB model R ~ cUB (7, &):

K
=Y wifty, E= Y wic 6]
k7

as a 2-dimensional composite indicator for the latent trait (Composite Indicator CUB
model, CI-CUB , for short). This choice allows to take both uncertainty and feeling
into account by assigning higher weights to the most relevant items (as meant, for
instance, by PCA).

Customarily, composite indicators are computed on individual basis by rang-
ing the data matrix per rows. Classical proposals include some average operations
(arithmetic, geometric, harmonic) of the individual ratings, or the selection of the
first component of a principal component analysis (PCA) performed to the data ma-
trix, say Y;:

Yy =a\Ry +---akRg,

with weights ay,...,ak such that: Z ak =1, and set wy = ak

Then, in order to get an overall assessment of the latent trait under investiga-
tion, their distributions should be suitably taken into account. For instance, a new
variable ranging from 1 to m can be obtained for each of them with a (uniform) dis-
cretization over m categories. In this way, comparisons with the CI-CUB proposal
can be enhanced by fitting a CUB model to each of the resulting variables and the
corresponding estimated parameter vectors (#,5) can be considered as model-based
composite indicator itself. For instance, if we consider the discretized version of the
arithmetic mean R4, we assume that R4 ~ CUB (#4,&4) is an adequate model for
the arithmetic mean composite indicator. Similarly, for the first PCA component and
the other average operators.
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3 Empirical evidence

We experiment the proposed approach (1) on the data set relgoods referred to a
survey on well-being and relational goods (available in the package CUB in R). As
for any measure of subjective perception, data related to personal awareness always
come with some remarkable caveats. Many studies have discussed the reliability of
self-reported measures, even with respect to frame-of-reference effects and adapta-
tions to life events: see [11], among others. Moreover, to detect progress and human
(well-being and/or) “good-life” it is necessary to build a set of reliable indicators to
make the information understandable to stakeholders [7].

Figure 1 displays a multiplot of CUB models of the selected items, the estimated
CUB models derived from the arithmetic (AM), geometric (GM), harmonic (HM)
averages, and from the first component of the PCA]1, as explained in Section 2. This
scatterplot is obtained by plotting estimated uncertainty 1 — 7 against estimated feel-
ing 1 — & for each model (weights for the CI-CUB here have been derived from the
first principal component). In addition, the mean CUB model (MeanCU B) obtained
by simply averaging both the estimated 7’s and &’s parameters (constant weights)
is shown.

Composite indicators for Relational goods

Parents
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PCA1
doftion MestRelatives
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Fig. 1 MultiCUB for relational goods and related composite indicators



Uncertainty and composite indicators 245

Differently from other proposals, From this visual inspection, the CI-CUB pro-
posal affords a more adequate aggregation of information since it coherently pre-
serves both uncertainty and feeling. Indeed, it reports the explicit evidence of a
possible heterogeneity in the responses. Conversely, PCA1, AM, GM and HM give
a rather biased synthesis of the data since the model-based versions of these com-
posite indicators is farther from the estimated data models and loose to catch the
uncertainty component.

4 Comparing groups and individuals

Customarily, composite indicators are exploited to compare and rank different
groups with respect to the investigated phenomenon (countries, departments of uni-
versities, teachers, clusters of respondents identified by covariates, and so on). To
pursue this task according to the CI-CUB proposal for ordinal responses, assume that
data are gathered into H groups.

Then, for h =1,...,H, consider the methodology described above to build a CI-
CUB Rj, ~ cUB (#,,&,):

o Let rfh) = (rl(ﬁ>7 . Jfﬁg) denote the vector of observations of the i-th subject
(unit) within the A-th group,i=1,...,n;, h=1,...,H.

e Forevery h=1,....H and k =1,...,K fit a CUB model to responses Ry in the
h-th group, resulting in R,((m ~ CUB (n,gh), 5,5}')).

e Then, for a suitable system of weights, consider the C/-CUB model R ~
cuB (7 EM) with:

>

K ~ 2
70 — Y e A/Eh>; g — Wké,fh)~
k=1 k=1

Since there is not a unique ordering of two-dimensional vectors, if the (la-
tent) phenomenon under investigation is positive in the direction of the scale, we
suggest to compare and rank the H groups according to the composite indicator
Pr(R® > m*| 7" EM) where m* < m is a threshold category lower-bounding the
positive responses. The reverse direction applies if the (latent) phenomenon under
investigation is negative in the direction of the scale. If, instead, an individual com-
posite indicator is more suitable for the analysis, a model-based proposal stemming
from the setting here developed is to consider:

K

Ii =) wiPr(Ry =riglt, &), i=1,....n.
=1
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5 Conclusions

As confirmed in the selected case-study, commonly acknowledged choices to build a
social indicator based on averages and PCA are highly data-dependent. Then, if the
first principal component is not really explanatory (for instance, the first principal
component captures only about 27% of the variability for the selected items of the
case study), the resulting index cannot be assumed for the latent trait under exami-
nation. In addition, they completely loose to account for the uncertainty component,
thus the standard approaches waste an important amount of information. Conversely,
the model-based approach that leads to the CI-CUB proposal gives satisfactory per-
formances and it easily lends itself to encompass more refined item-based analysis,
as when overdispersion [4] or shelter effect [5] are suspected for certain items: this
extension and further developments on the selection of optimal weights are left for
future works.
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The distribution of Net Promoter Score in
socio-economic surveys

La distribuzione del Net Promoter Score nelle indagini
socio-economiche

Stefania Capecchi and Domenico Piccolo

Abstract In marketing studies devoted to customer satisfaction and consumers’ loy-
alty analysis, Reichheld (2003, 2006) proposed the Net Promoter Score (NPS) to
synthesize by means of an excess index the distribution of the sample responses to
a question as: “How likely is that you would recommend our Company/Institution
to a friend or colleague?”, on an ordinal scale from 1 to 10. More specifically, this
measure is obtained by the difference between the proportion of “enthusiastics” mi-
nus that of “passives”. This index may be fruitfully exploited in different research
fields, of course, where the whole set of information is meant to be summarized
by comparing the relative frequencies of “supporters” and “detractors” with respect
to products, services, items, etc. Although the literature remarks critical and posi-
tive aspects of such an index, only recently Rocks (2016) are faced with inferential
procedures with regard to NPS. In this study, we search for the distribution of NPS
based on a convenient structure of the response patterns. Indeed, we assume a para-
metric mixture for the responses and verify the behaviour of NPS over the parameter
space.

Abstract Nell’ambito degli studi di marketing, Reichheld (2003, 2006) ha introdotto
il Net Promoter Score (NPS), una sorta di misura di eccesso per la distribuzione
delle risposte alla domanda, su scala ordinale da 1 a 10: “Quanto raccomanderesti
ad un tuo amico o collega la nostra Societd/Istituzione?”. L’indice ¢ la differenza
tra la proporzione dei rispondenti entusiasti e quella dei detrattori. Tale misura puo
essere proficuamente utilizzata anche in altri ambiti dove é opportuno confrontare
la frequenza relativa dei “molto favorevoli” a servizi, prodotti, items, etc. con quella
dei “critici”. In letteratura si discutono aspetti positivi e critici di tale proposta e
recentemente Rocks (2016) ha affrontato la questione da un punto di vista inferen-
ziale. In questo lavoro, esaminiamo la distribuzione dell’indice NPS sotto ’ipotesi
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che le risposte siano generate da una mistura idonea per le indagini con risposte
ordinali riguardanti giudizi e/o opinioni.

Keywords: Ordinal data, Net Promoter Score , Mixture models

1 Introduction

Customer satisfaction is one of the most important concern of the companies since
this variable summarizes reactions and sentiments of clients. More specifically, loy-
alty is indicated as a fundamental component to maintain success. Proposals have
been introduced to alert companies in order to monitor and predict this key driver.

Among the several syntheses aimed at interpreting the mood of clients, a main
question emerged as a signal of confidence and loyalty towards the Company: “How
likely is that you would recommend our Company/Institution to a friend or col-
league?”, with responses on an ordinal scale from 1 to 10. Thus, Reichheld [6, 7]
introduced the Net Promoter Score (NPS) as the proportion of extremely favourable
respondents minus the proportion of disaffected ones. Notice that NPS is a trade-
mark of Stametrix Systems, Inc., Bain & Company, Inc. and Freid Reichheld.

Briefly, NPS is considered as a customer loyalty metric able to measure bond, en-
dorsement and sponsor support between a provider and a consumer. Although some
critical comments, this measure is now regularly applied by thousands of compa-
nies. In general, it has become a benchmark for the policy of the companies and its
use may be easily extended to the fields of products, services, holidays, financial
advisors, banks, diets, sanitary protocols, educational training, and so on.

From a statistical point of view, NPS is an estimate of the mean value of a discrete
random variable whose probabilities are generated by a distribution expressing the
graduated opinions of a sample of respondents on an ordinal scale, ranging from 1
to m, for a given m.

In this paper we show that a large collection of models generate the same NPS.
In addition, the (underestimated) uncertainty always present in human decisions as
well as the heterogeneity of the respondents may largely affect the NPS value. The
framework of the analysis is a model-based approach for the data generating process
by which respondents express their judgements about the selected question.

2 Notation and formal background

Let R be a discrete random variable defined for a given m on the support {1,2,...,m}
and able to describe the mechanism of the ordinal responses. Assume that R is fully
characterized by the probability distribution p, = p,(0) = Pr(R=r|8), for r =
1,2,...,m, where 0 € Q(8). Then, the NPS is defined by:
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m a
NPS=Y p.—Y pr —1<NPS<+1;
r=b r=1

where 1 <a < b <m and a and b are given integers.

People with scores in R € [1,4a], R€ [a+1,b— 1] and R € [b, m] are denoted
as “detractors”, “passives” and “promotors”, respectively. Thus, we let: pg, = p1 +
“**+ Pas Ppas = Pa+1+ "+ Pp—1,and ppro = pp+ -+ pp. In common analyses,
m =10, a = 6, b =9; sometimes, the Likert scale starts at r = 0.

It is immediate to show that NPS coincides with the expectation of a discrete ran-
dom variable X defined on the support {—1,0, 1} with probabilities { per, Ppas, Ppro}
respectively. Thus, all the characteristic of this index are specified in the ternary sim-

plex. In particular, according to Huber[2],

2
E(X)=NPS= Ppro = Pdet 5 Var(X) = Dpro+ Ddet — [ppm 7pdet] .

As a mean value, NPS may be effectively estimated by

m a
Nes=Y fi-Y fii  —1<NPS<+1;
r=b r=1
where f, = n,/n and n,, for r = 1,2,...,m, are the relative and absolute fre-

quencies derived by the sampling distribution (ny, na,...,n,) of scores, with n =
ny + - -+ ny,. Of course, such frequencies are realizations of a Multinomial distri-
bution characterized by n and p, = p,(0), for r=1,2,...,m.

These results imply that NPS is an unbiased and consistent estimator of NPS
with variance n~!'Var(X). Moreover, the standardized NPS is asymptotically Nor-
mal distributed; thus, tests and confidence intervals may be assessed. A survey of
inference for the NPS estimator, with some improvements, is discussed by [8].

3 A model-based approach

On the basis of experimental evidence and statistical reasoning, we assume that or-
dinal responses of the customer judgements/opinions are generated by a CUB model
as in [5, 1]. More specifically, R ~ CUB (&, &) is a random variable defined over the
support {1,2,...,m}, for a given m, whose probability mass distribution is:

pr(R:r|o):n<”r1:11) Emr(1—E) 1 4 (1—7:)%, r=1,2,...,m.

The model is well defined over the parameter space: 2(0) = Q(n,§) = {(7,§) :
0<m<1; 0<&<1}anditis identifiable for any m > 3, whereas m = 3 represents
a saturated model [3].
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Then, (1 — ) increases with the indecision/heterogeneity of the responses whereas
(1 — &) increases with the confidence/loyalty of the client. Subjects’ covariates are
generally linked to parameters by a logistic function for simplicity; however, other
mappings are legitimate.

The advantage of this parameterization is the ability to capture different patterns
of the observed distributions (in terms of modal values, skewness and flatness) by
means of only two parameters 6 = (,&)’ which are easily interpreted with respect
to the components of the random process [4]. In addition, any CUB model admits a
visual representation as a point in the parameter space £2(0). Then, the introduction
of subjects’covariates permits to investigate if and how the individual characteristics
of the respondents affect the expressed opinions.
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Fig. 1 NPS contour plots over the parameter space of a CUB model (left panel). Subregion where
NPS is positive (left panel)

In this line of reasoning, the behaviour of NPS when responses follow a CUB dis-
tribution is investigated. The left panel of Figure 1 shows the contour lines for given
NPS over £(0) and distinguishes negative, null and positive values of this mea-
sure. Then, the right panel magnifies the top-left area of the parameter space where
NPS > 0: that is the area of interest for companies searching for a growth. As it is
expected, a rewarding NPS is the consequence of both a moderate uncertainty and

a substantially positive endorsement; however, infinitely many CUB models refer to
the same NPS.
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4 The role of uncertainty

In CUB models framework it is important to emphasize that (1 — ) is the weight for
the Uniform distribution and thus it measures both personal indecision of respon-
dents and the presence of different reactions in the sample (heterogeneity). This is a
twofold meaning which manifests in the same parameter: in fact, if people converge
on a category this means a low level of indecision among respondents and it gener-
ates a low heterogeneity within the sample. On the contrary, when respondents are
fuzzy and quirky they generate high heterogeneity. This component (which may be
effectively estimated in sample data) affects also the interpretation of NPS.

As a matter of fact, Figure 1 emphasizes the role of uncertainty in the assessment
of the NPS index. For instance, a feeling as high as 1 — & = 0.85 and a very low
indecision/heterogeneity of respondents expressed by 1 — & = 0.10 generates an
NPS = 0.50 whereas an increase of uncertainty up to 1 — 7 = 0.30, say, lowers NPS
to 0.25. This implies that a modal value very high in the responses distribution is a
necessary but not a sufficient condition to get an appreciable positive NPS.
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Fig. 2 Effect of uncertainty in the specification of NPS

Further insight may be derived from the consideration that the feeling of respon-
dents is modified by uncertainty/heterogeneity. In a sense, we would like to obtain
just NPS for the feeling (=NPS,,;, say) but we estimate NPS on the basis of the
expressed responses (which are a mixture of both components). A simple algebra
proves that:

NPS = TNPSgoe + (1 — ) const
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where const = (m+ 1 —a—b)/m and, in common cases, const = —0.4. Except for
7 = 1, that is a model without uncertainty, the presence of indecision/heterogeneity
in the data reduces NPS.

Figure 2 shows how the effect of uncertainty modify the correspondence between
the desired NPS,,; and the observed NPS by systematically lowering the second
one but for the bisector (where © = 1).

This effect propagates in a different way when a CUB model with covariates is
considered. In the simplest case of a dichotomous variable only affecting the feeling
(for instance, D; = 0,1 for men and women, respectively), the differential effect of
NPS between women and men, with obvious notation, is:

NesY —NpPS© = ¢ [NPS}LL ~ NP

As a consequence, a possible discrimination between the two clusters would ap-
pear attenuated by a factor of 7 due to the presence of uncertainty.

5 Concluding remarks

A widespread experience derived by more than a thousand of observed NPS [8]
shows that this measure takes values mostly between 0 and 0.50 with a variance in-
cluded in [0.50, 0.75]. As a consequence, effective studies should be concentrated on
the NPS distributions putting a large mass on this sub-region of the parameter space.
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News, Volatility and Price Jumps
News, Volatilita e Salti nei Prezzi

Massimiliano Caporin and Francesco Poli

Abstract From two professional news providers we retrieve news stories and earn-
ings announcements of the S&P 100 constituents and 10 macro fundamentals, more-
over we gather Google Trends of the assets. We create an extensive and innovative
database, useful to analyze the link between news and asset price dynamics. We de-
tect the sentiment of news stories using a dictionary of sentiment words and nega-
tions, and propose a set of more than 5K information-based variables that provide
natural proxies of the information used by heterogeneous market players and of re-
tail investors attention. We first shed light on the impact of information measures on
daily realized volatility and select them by penalized regression; then, we use them
to forecast volatility and obtain superior results with respect to models that omit
them. Finally, we relate news with intraday jumps using penalized logistic regres-
sion.

Abstract Ricaviamo da due news provider professionali le news e gli annunci sugli
utili dei componenti dell’S&P 100 e 10 indicatori macroeconomici, inoltre rac-
cogliamo i Google Trends associati ai titoli. Creiamo un database esteso ed in-
novativo, utile per analizzare il legame tra le news gli andamenti dei prezzi dei
titoli. Rileviamo il sentiment delle news usando un dizionario di parole associate a
un sentiment e delle negazioni, e proponiamo un insieme di pin di 5K variabili che
rappresentano l'informazione usata da agenti eterogenei e I’attenzione dei piccoli
investitori. Facciamo luce sull’impatto delle misure di informazione sulla volatilita
realizzata giornaliera e le selezioniamo con la regressione penalizzata; poi le usi-
amo per prevedere la volatilita, ottenendo risultati superiori rispetto a modelli che
le omettono. Infine, mettiamo in relazione le news con i salti intragiornalieri usando
la regressione logistica penalizzata.
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Key words: news, Google Trends, sentiment, volatility, forecasting, jumps, regu-
larization, big data

1 Introduction

According to the MDH mixture of distributions hypothesis: “A serially correlated
mixing variable measuring the rate at which information arrives to the market ex-
plains the GARCH effects in asset returns.” We want to verify its validity and, more
generally, to shed light on the link between news and volatility. In addition, we want
to understand which news indicators are likely to provoke price jumps.

We create a database which contains information useful to face the previous ques-
tions. From two news providers we retrieve news stories and EPS earnings per share
announcements of the S&P 100 constituents, and 10 macroeconomic announce-
ments. We also collect Google Trends of the assets, and use them as a proxy for retail
investors attention. We detect the sentiment of news stories using the sentiment-
related word lists developed by [6] and introduce a set of negations, with the aim of
extracting the sentiment of a financial text independently from its type, length and
audience. We propose a set of news measures that provide natural proxies for the
information used by heterogeneous market players. We end up with a large set of
news measures, each representing a different type of information potentially caus-
ing a different market reaction. We test the MDH and shed light on the impact of
news on volatility using the information-related variables we develop. We perform
an application using the database to explain realized volatility and selecting the most
important indicators with LASSO, then we improve volatility forecasting in an out-
of-sample analysis. Finally, we relate news with intraday jumps with Elastic Net.

2 Database Construction

We collect news and indicators from two news providers, FactSet-StreetAccount
and Thomson Reuters, and from Google Trends. We utilize the latter as a proxy
for retail investors attention, while providers gather information more relevant for
professional investors. Time range of the dataset corresponds to the period February
4th 2005 - February 25th 2015 and all data has minute-precision, except for Google
Trends that are daily.

We get firm-specific news and Google Trends of the S&P 100 constituents, since
they are highly capitalized and attention grabbing companies. We exclude from the
database 11 stocks since news about them were not available from both providers
for the whole sample. The information of the database can be classified in five types:

1. StreetAccount news stories (firm-specific). They are classified along 11 topics,
and we use 7 of them. News are filtered from irrelevant ones and are not redun-
dant, that is each news is released only once.
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2. Thomson Reuters news stories (firm-specific). Each story is organized accord-
ing to a topic and a level of significance. There are 36 topics, and we use 6 of
them, and four levels of significance: low, medium, high, top. They are also fil-
tered from irrelevant ones and are not redundant.

3. EPS announcements. They are released by StreetAccount and comprehend both
the company’s reported actual quarterly EPS and the consensus forecast figure.

4. Macro announcements. 10 macroeconomic indicators released by Reuters: con-
sumer confidence, CPI, FOMC rate decisions, GDP, industrial production, bal-
ance of payments, jobless claims, non-farm payrolls, PPI and retail sales. They
also comprehend both the reported indicator and its consensus forecast.

5. Google Trends. Relative indicators of internet search volume available from
Google. They summarize the searches performed through Google and represent
how many web searches have been done for a keyword in a period of time in
a given geographical area relative to the total in the same period and area. For
each stock, we look at the global volume of search queries for the name of the
company.

3 Sentiment Detection

We detect the sentiment of news stories, that is an indicator of whether the content
of a document is good, bad or neutral in relation to the issue it talks about.

We use the sentiment-related word lists developed by [6], which are tailored for
financial texts. They account for negation but use only six words and only if one of
them precedes a negative word, and apply the methodology to US companies 10-Ks.
We deal, instead, with news created by news providers, that are less limited in the
use of language. We introduce the following improvements: we invert the sentiment
each time a word, irrespective of whether it is positive or negative, is preceded by a
negation, and extend negations by employing 28 single words, 24 sequences of two
words (e.g. “far from”) and 6 sequences of three words (e.g. “by no means”). We
believe that this modification allows to extract the sentiment of a financial text with
more confidence and independently of its type, length and audience. The procedure
we develop works as follows:

1. positive words are given a value of 1, negative words -1 and the value is inverted
in case of negation

2. values of all words with a sentiment are summed up to get the sentiment sum:
Sent _Sum = Zﬁvzl s; , where i is the word index, N is the number of words with a
sentiment in a text and s; is the sentiment of the word indexed by i

3. Sent_Sum is divided by the number of words with a sentiment, obtaining the rel-
ative sentiment Rel_Sent, comprised between -1 and 1: Rel Sent = Sent _Sum/N

4. If Rel_Sent is bigger than 0.05 or smaller than -0.05 we associate, respectively, a
positive (1) or a negative sentiment (-1) to the news, otherwise neutral (0).
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4 Measures Creation

We go beyond the standard techniques used to assign numbers to textual informa-
tion: we identify a set of concepts/events which are based on how news are released
over different time horizons, with the aim to reconstruct the different portions of
information on which the different market players base their decisions. In total, for
each asset we end up with 5,159 news-related variables for daily analysis and 878
news-related variables for high-frequency analysis.

Concepts for News Stories Variables

The variables are built following a scheme of several concepts, each of which is
peculiar in the reaction it potentially causes in the market. All concepts refer to a
reference period and to previous periods of equal or longer length. We list the main
ones.

1. standard measures: number of news, number of words, sentiment. The first two
represent proxies for the quantity of information, sentiment was illustrated above.

2. abnormal quantity: quantity of news above a threshold. Investors’ reaction
could be triggered by the release of an unusual quantity of information.

3. uncertainty: occurrence of news with opposite sentiment within the reference
period. When this event happens, information is released but it is likely that in-
vestors are unable to detect whether it is good or bad.

4. quantity variation: variation across periods of the quantity of news, or words.
This concept takes into account the chance that investors’ reactions are triggered
not only by the release of information, but more generally by increases or de-
creases in the quantity of information.

5. news persistence/interaction: event in which the quantity of news is above a
threshold in each of two consecutive periods. Reminding that providers do not
supply redundant news, the occurrence of this event denotes persistence in the
release of news that are related in each period to a different issue.

6. sentiment inversion: event in which the sentiment of the reference period equals
the opposite of the sentiment of previous periods.

Standardized Surprises of EPS and Macro Announcements

EPS and Macro Surprises are constructed using techniques widespread in the liter-
ature. With regard to EPS, from actual figure and consensus forecast we compute
the SUE Standardized Unexpected Earnings score, which measures the number of
standard deviations the reported actual EPS differ from the consensus forecast.

With regard to macro announcements, from actual and consensus forecast of the
indicators we compute the standardized surprise as we do for earnings.
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Google Search Index

Google restricts the access to daily data for intervals longer than 10 months but
allows to gather daily data (relative to the maximum) for shorter intervals. From
the set of the daily series for each month and the monthly-aggregated series for the
whole sample we reconstruct the daily Google Search Index for the whole sample.

Proposed Measures Based on Different Time Horizons

We propose a set of news measures suitable to be linked to daily asset price dynam-
ics, by aggregating the information released during the following time horizons:

. daily: from market closing time of day #-1 to market closing time of day #;

. overnight: from market closing time of day -/ to market opening time of day ¢;
. weekly: last 5 days;

. monthly: last 22 days.

AW N~

We then develop a set of news indicators which can be related to high-frequency
asset price dynamics, by aggregating the information released during market open-
ing times in three different lagged intervals:

1. lag 0: last 10 min;
2. lag 1: from -30 min to -10 min;
3. lag 2: from -60 min to -30 min.

5 Volatility Forecasting and Intraday Jumps

We want to verify the validity of the MDH and to shed light on the link between
news and volatility. We also want to understand which news indicators cause jumps.

News Impact on RV

We compute daily realized volatility from five-minute returns. Then, we decompose
it into its continuous and jump components resorting to the jump test of [4], and
we model daily realized volatility with the HAR-TCJ linear model of [4], based
on the HAR-CJ model of [1] using their corrected threshold multipower variation
measures.

HAR-TCJ model:

RV; = o+ BuCa + BuCo + BuCon + BiJa + & )

RV, = ﬁ):?:,, RVi,Ci=Cr1,Co=Cr541,Cn=Cr224-1,Ja = J1-1)
Adding the news measures as regressors we obtain the HAR-TCJN model:
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RV, = Bo+ Bdéd + ﬁwé\w + Bmem + ﬁjfd + BIGeWSNeWStfl + & 2)

where Byeys is the k x 1 vector of coefficients and News;_; is the k x 1 vector of news
measures built on the basis of the information available before the market opening
time of day ¢. We face a dimensionality problem in the HAR-TCJN model since the
number of regressors is higher than the number of observations, and we resort to
LASSO to select the most useful measures. LASSO [7] is an estimation method for
linear models that performs variable selection and coefficients shrinkage, and was
already used to model realized volatility by [3].

We implement an in-sample analysis using the logarithmic counterparts ([4]) of
the models, and estimate the parameters of the HAR-TCJN model with LASSO.
Ranking the indicators by the number of assets for which their estimated f is differ-
ent from zero, it is possible to see that macro announcements and EPS are the most
important drivers of volatility, but news stories and Google Trends also have a role.
Macro announcements per se count, as well as surprises from expectations. Markets
tend to react more strongly to negative surprises, and on the basis of the information
released during several previous time horizons, from overnight to the last month.
EPS announcements per se and surprises are both important as well, and there is
no evident asymmetric effect between positive and negative surprises. Only EPS
information released during the last day seems relevant. News stories from Stree-
tAccount are slightly more useful to explain market reactions than Reuters news,
and variables based on day-to-day variations of the rate of information arrival are
the most useful. Earnings is the most important news topic. Retail investors attention
during the last week, caught by Google Trends, is positively linked with volatility.

In order to test the MDH, we perform two different OLS regressions with HAC
standard errors: one for the HAR-TCJ model and one for the HAR-TCJIN model
employing as news variables only the previously selected ones, and compare the
estimated autoregressive coefficients between the two models. Table 1 presents the
estimation results for the autoregressive coefficients (cross-sectional average) Sy,
B, Buws Bm and By for both models and their variation after the inclusion of news.
Coefficients are all positive and, with the exception of f3,, their value is lower for
the model HAR-TCIN, while the intercept f is higher for the HAR-TCIN model.
These variations highlight the relevance of news as a driver of additional informa-
tion, which involves effects on the estimated autoregressive coefficients. Results are
consistent with the MDH.

Evaluating the Forecasting Performance Improvement

Using a rolling window long 1000 observations, we iteratively estimate the HAR-
TCJ and the HAR-TCJN models and apply the estimated coefficients to the informa-
tion available the day following the last day used for estimation, obtaining the one-
step-ahead forecast of realized volatility. The forecasting performance of the two
models is compared with five metrics: MAE mean absolute error, MSE mean square
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Table 1

log HAR-TCJ  log HAR-TCIN Ap

Bo 0.34 (2.50) 0.65 (3.35) 031
Ba 0.26 (2.64) 023 (2.52)  -0.03
Bo 0.46 (2.88) 0.38 (2.86)  -0.08
B 0.20 (2.13) 0.22 (2.26) 0.02
By 0.18 (0.83) 0.14 (0.52)  -0.04

Estimated (cross-sectional average) Bo, Ba, Bw, B and B and their t-statistics in brackets for the
log HAR-TCJ and the log HAR-TCJN models, and variation of the coefficients between the two
models. OLS regression with HAC standard errors, using as explanatory variables for the HAR-
TCIN model the regressors of the log HAR-TCJ plus the news variables selected by LASSO.

error, R? of Mincer-Zarnowitz forecasting regressions, HRMSE heteroskedasticity
adjusted mean square error, QLIKE.

Table 2 reports the cross-sectional mean over all assets of the metrics, and in-
cludes in brackets, for all metrics except for the R> MZ, the percentage of assets for
which the Diebold-Mariano test [5] rejects with a 5% significance level the null hy-
pothesis of equal predictive accuracy in favor of each model, and in brackets for the
R? MZ the percentage of assets for which the metric is higher (i.e. a superior pre-
dictive accuracy) for each model. The HAR-TCJN model yields on average lower
MAE, HRMSE and QLIKE and a higher R* MZ. The average MSE is instead lower
for the HAR-TCJ model. The HAR-TCJN model imply a better forecasting power
which is statistically significant for a percentage of stocks ranging, depending on
the metrics, from 11.24% to 82.02%. The test never signals a statistically significant
superior predictive accuracy of the HAR-TCJ model.

Table 2

log HAR-TCJ log HAR-TCIJN
MAE 0.96 (0.00%) 0.95 (26.97%)
MSE 33.82 (0.00%) 34.30 (11.24%)
RZMZ 0.50 (26.97%) 0.51 (73.03)
HRMSE 0.92 (0.00%) 0.82 (59.55%)
QLIKE 1.45 (0.00%) 1.44 (82.02%)

One-step-ahead MAE, MSE, R? MZ, HRMSE, and QLIKE of the log HAR-TCJ and the log HAR-
TCIN models (cross-sectional average). In brackets, for each metric except for R> MZ: percentage
of assets for which the Diebold-Mariano test rejects with a 5% sign. level the null hypothesis of
equal predictive accuracy in favor of that model; for R> MZ: percentage of assets for which the
metric is higher for that model.
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News Measures and Intraday Jumps

We identify the precise intraday intervals at which jumps occur, relying on the pro-
cedure of [2] using the corrected threshold multipower variation measures of [4].
Indicators are selected using the Elastic Net ([9]) in a logistic regression with the
occurrence of jumps (1 for occurrence, O otherwise) as dependent variable. [8] point
out that the logistic regression is often plagued with degeneracies when the number
of covariates p is greater than the number of observations N and exhibits wild be-
havior even when N is close to p; the Elastic Net penalty alleviates these issues, and
regularizes and selects variables as well.

Results tell us that macro announcements, especially FOMC rate decisions, as
well as news stories, independently of their topic, cause jumps, and that all lagged
intervals used to aggregate information are relevant.

6 Concluding Remarks

Our empirical results validate the Mixture of Distributions Hypothesis, showing the
relevance of news as an important driver of volatility. Macro news and EPS are the
most influential, followed by news stories and Google Trends. Aggregating infor-
mation over different time horizons is important. By including news-based informa-
tion, we are able to improve volatility forecasting. Macro announcements, especially
FOMC rate decisions, and news stories are related to intraday jumps, which can fol-
low immediately or with a delay ranging from few minutes to one hour.
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Growing happiness: a model-based tree

Carmela Cappelli, Rosaria Simone and Francesca di Iorio

Abstract Tree based methods in statistics are gaining a renewed interest in the
Big Data era since they entail effective interpretation of results. In this setting, we
apply a model-based technique to build trees for ordinal responses relying on a class
of mixture models whose characteristic feature is the probabilistic specification of
uncertainty. An application to the perception of happiness shows that the integration
of tree methods with the chosen modelling boosts cluster analysis of respondents.

Abstract Nell’era dei Big Data, i metodi statistici basati sugli alberi ottengono
una grande rilevanza poiché permettono un’efficace interpretazione dei risultati. In
questo contesto, consideriamo una tecnica per crescere alberi per risposte ordinali
basata su una classe di modelli statistici il cui valore aggiunto ¢ la specificazione
probabilistica dell’incertezza. La validita dell’approccio e una sua applicazione al
clustering vengono discusse sulla base di un survey sulla percezione della felicita.

Keywords: Tree based methods; Uncertainty; Ordinal Responses

1 Motivations

Among the consolidated literature on ordinal data analysis [1], an alternative ap-
proach is based on CUB models [4, 5], whose rationale is that discrete choices arise
from a psychological process that involves two components: a personal feeling and
an inherent uncertainty. The effectiveness of this paradigm improves with the in-
clusion of explanatory covariates for parameters, leading to CUB regression models.
Lately, tree based methods [2] have gained widespread popularity because they are
a simple, yet powerful data analysis tool particularly useful to analyze large data
sets characterized by both qualitative and quantitative covariates. A key advantage
of trees methodology is the automatic selection of the most relevant covariates as
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well as their interpretability.

In the streamline of [6], in [3] the authors proposed a method to grow model-based
trees in which every node is associated with a CUB regression model. Then, the
terminal nodes of the tree identify alternative profiles of respondents based on the
covariates values and classified according to levels of uncertainty and feeling. Ad-
ditionally, similarity of the clusters so determined can be investigated exploiting a
graphical feature of the chosen modelling [3].

The paper is organized as follows: first we recall the basics of the chosen model-
based procedure (section 2). Then, in section 3, we present an application to a
data set investigating the perception of happiness. The whole analysis has been run
within the free R environment: the code is available upon request from authors.

2 Background and Methodology

Trees have proven to be a useful tool for high dimensional data analysis, able to
capture nonlinear structures and interactions. Growing trees [2] for a response vari-
able (either continuous or categorical) relies on a top-down partitioning algorithm
that is known as recursive binary splitting, as it is based on a splitting criterion that
allows to choose at each tree node (subset of observations), the best split, i.e. binary
division, of the current node, based on a set of explanatory variables. At each tree
node ¢, given an impurity measure I(s,t) that assesses the homogeneity of node ¢,
the algorithm chooses the split s* that induces the highest decrease in impurity with
respect to the child nodes of (#; and 7, respectively):

s* = argmaxAl(s,t), Al(s,t) =i(t) = [i(t))p1 +i(t,) pr]
s

where p; and p, represent the node weights. Once a node is partitioned, the splitting
process is recursively applied to each child node until either they reach a minimum
size or no further reduction of impurity can be achieved.

The tree methodology based on CUB models (CUB REgression MOdel Trees -
CUBREMOT for short) has been advanced in [3]. In a nutshell, CUB models paradigm
[4] designs the data generating process yielding to an ordinal evaluation out of the
latent perception as the combination of a feeling component (which drives sub-
stantial likes and agreement)-shaped by a shifted Binomial distribution- and an un-
certainty component- which is assigned a discrete Uniform distribution. Denoting
R;=1,...,mthe score assigned by the i-th respondent to a given item of a question-
naire, we say that R; is a CUB distributed random variable with uncertainty parameter
7 and feeling parameter & (for short R; ~ CUB (7, §)) if:

m—1 _ . 1
Pr(Ri:r|7r,-,§i):7r,-( 71>§im "1=-&) 1+(177T,*)%, r=1,...,m.

r
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In particular, the mixing proportion 7; is an indirect measure of heterogeneity while
1 —¢&; indicates a positive tendency in the data w.r.t. the topic under investigation.
Explanatory variables may be included in the model in order to relate feeling and/or
uncertainty to respondents’ profiles. Then, consider a CUB regression model with a
logit link between parameters and a dichotomous factor D:

logit(m;) = Bo + b1 Di, logit(&) = w+nD;. )

If no covariate is considered neither for feeling nor for uncertainty, the 7; = 7 and
& = & are constant among subjects. Estimation of CUB models relies on likelihood
methods and on the implementation of the Expectation-Maximization (EM) algo-
rithm for mixtures.

Since the process of descending son nodes from a father node is a binary split-
ting, the starting point to grow a CUBREMOT is the selection of a set of explanatory
variables to be sequentially transformed and associated with a set of dichotomous
factors. Then, for a given k > 1 and a dichotomous variable D, a CUB regression fit
to the k-th node provides it with a CUB (7, ék) distribution whose log-likelihood at
the final ML estimates is .%,, (7, ék) Then, the split induced by D associates the left
son node 2k (right son node 2k + 1, resp.) with the conditional distribution R|D = 0
(R|D = 1, respectively). The proposal in [3] relies on a splitting criterion based on
the log-likelihood increment from the father to the sons level for each possible split,
and at the given step chooses the one that maximizes the deviance:

ALy = [ Lo (o, Ea) + Loy (i1, Eaiei)] — L (A &) )

(here, n; denotes the size of the sub-sample conditional to D = i,i = 0, 1). Finally,
a node is declared terminal if none of the available covariates is significant (neither
for feeling nor for uncertainty), or if the sample size is too small to allow a CUB
model fit. Figure 1 shows the formal configuration of the split at node k.

R~ cus (7. &)

(RID =0) ~ cUB (1o €0z) (RID = 1) ~ CUB (o i 1. Ea 1)

Fig. 1 CUBREMOT : split at node k
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3 Application

The focus of the present contribution is the derivation of a CUBREMOT for mea-
surements on perceived happiness collected at University of Naples Federico IT
in December 2014 (the data set is available at: http://www.labstat.it/home/wp-
content/uploads/2015/09/relgoods.txt). Every participant was asked to rate the qual-
ity and the importance attributed to selected relational goods on a m = 10 point
ordinal scale (1 = “Never”, “Not at all good”, to 10 = “Always”, “A lot”, “Ab-
solutely good”), and to self-evaluate his/her happiness by marking a sign along a
horizontal line (with the left-most bound standing for “extremely unhappy”, and
the right-most one for the status “extremely happy”). This continuous measurement
has been uniformly discretized into an ordinal variable Happiness over m = 10 cat-
egories in order to allow direct comparisons with other questionnaire items. For
illustrative purposes, the case study considers only few subjects’ dichotomous char-
acteristics: Gender (1 for women), the marital status Married (1 for married), and
the smoking habit Smoke (= 1 for smokers). Also the association between happiness
and relationships with both Friends and Parents is considered (the latter measured
by a proxy quantifying the time spent with them).

The final CUBREMOT is displayed in Figure 2 (terminal nodes are squared): at
each split, the value of the deviance splitting criterion (2) and the sample sizes are
reported. Noticing that in this context the estimated 1 — f is a direct indicator of
happiness, Overall people are fairly happy (1 — él = 0.653) and evaluations are
affected by a modest level of indecision (1 — #; = 0.398). Some main comments
about CUBREMOT classification can be summarized as follows:

e The happiest group of respondents corresponds to males giving a low evaluation
for relationships with parents (Parents < 5) and an extremely positive percep-
tion about friendship (Friends > 9), with 1 — &s3 = 0.823. However, these re-
sponses are affected by a not negligible uncertainty, indicating that there could
be unobserved factors, as response styles effects. A comparable level of happi-
ness is observed within married people that speak very often with their parents
and that rate their relationships with friends of high quality (with an estimated
happiness of 1 — 531 = 0.808). In this case, this index can be considered also
as a precise classification measure since the node is characterized by a low un-
certainty (1 — 733 = 0.258). In addition, friendship is recognized a major role
in the perception of happiness especially among married people (perceived hap-
piness increases when descending from node 15). Instead, it is noticeable that
the married status does not come into play among those not having a good re-
lationships with their parents (from node 6 downward), whereas married people
are happier among those evaluating positively their relationships with parents
(1— &4 = 0.663 against 1 — &5 = 0.744).

e The unhappiest are those with a very poor quality of relationships both with
parents and with friends (1 — 54 = 0.147 and a fairly high level of indecision:
1 — 7, = 0.641). More specifically, among respondents assessing unsatisfactory
the relationships with friends (Friends < 5), one observes a sharp improvement
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Fig. 2 CUBREMOT for Happiness

from 1 — 34 =0.147to 1 — 55 = 0.501 in perceived happiness as soon as one
switches from giving a very low judgment (Friends < 3) to a medium-low scoring
(Friends = 4,5). In addition, the split of node 2 into nodes 4 and 5 has indeed
identified more homogeneous groups (1 — &, = 0.705 against | — iy =1 — 75 =
0.641).

e By looking at nodes 26 and 27, 112 and 113, and nodes 58 and 59, it can be
inferred that happiness hinges more on friendships for men than for women. For
instance, among the unmarried respondents which are satisfied with their family
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bonds (Parents > 6) and giving the highest evaluation for friendships (Friends
= 10), females are slightly unhappier than males (1 — &s9 = 0.681 against 1 —
Esg = 0.733).

As a by-product, a cluster analysis of CUBREMOT nodes can be performed once
they are represented as points in the parameter space with coordinates given by
corresponding uncertainty 1 — 7 and feeling 1 — £. Figure 3 shows the scatterplot of
the fist 59 nodes for Happiness: three clusters, highlighted by different symbols, are
identified using a simple k-means algorithm with £ = 3.

Fig. 3 CUBREMOT nodes in CUB parameter space
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Inequalities in access to job-related learning
among workers in Italy: evidence from Adult
Education Survey (AES)

Differenze nella formazione dei lavoratori in eta adulta

nei risultati della Adult Education Survey (AES)

Paolo Emilio Cardone'

Abstract Equitable access to adult learning for all is a goal for European education,
training and employment policies. In particular, all workers should be able to
acquire, update and develop their skills over their lifetime. How is it possible to
improve access to learning for older workers? This report provides a statistical
picture of older workers participation in job-related training in Italy, investigating its
variability and relevant inequalities. The analysis is carried out using Italian AES,
provided by Eurostat. It analyses adults’ learning activities and distinguishes formal,
non-formal and informal learning. Using logistic regression model it is possible to
estimate the learning-age gap between those aged under and over 50 years more
accurately. Overall the data confirm the existence of strong inequalities in access to
job-related learning among workers.

Abstract L’allungamento delle aspettative di vita e i cambiamenti demografici
rendono necessario lavorare piu a lungo e sostenere una forza lavoro competente,
adattabile al cambiamento e competitiva. Un equo accesso ai percorsi di
apprendimento per tutti i lavoratori, in particolare per quelli piu adulti, ¢ uno dei
principali obiettivi della Commissione Europea per le politiche di istruzione,
formazione e occupazione. In particolare, tutti i lavoratori devono essere in grado di
acquisire, aggiornare ¢ sviluppare le proprie competenze nel corso della loro vita
lavorativa. Come ¢ possibile migliorare l'accesso alla formazione continua per i
lavoratori piu adulti? Il presente contributo fornisce un quadro statistico della
partecipazione dei lavoratori adulti ai programmi di formazione legata al lavoro in
Italia, indagando la sua variabilita e le disuguaglianze piu rilevanti. L'analisi ¢ stata
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effettuata utilizzando 1 dati italiani dell’indagine AES, condotta da Eurostat. Essa
analizza le attivita di formazione degli adulti, distinguendo tra formazione formale,
non formale e apprendimento informale. Utilizzando un modello di regressione
logistica ¢ inoltre possibile stimare il divario tra gli occupati over 50 e under 50 con
maggiore precisione. Nel complesso i dati confermano l'esistenza di forti
disuguaglianze tra i lavoratori per quanto riguarda l'accesso ai programmi formativi
legati al lavoro.

Key words: Age management; Adult education; Lifelong learning; Logistic
regression model.

1 Introduction

Demographic ageing is an irreversible process. The direct effect of population
ageing is the increasing share of elderly people, who are in retirement age, compared
to the decreasing share of young people.

Furthermore, the European Commission 2012 Ageing Report suggests that
population ageing has been also affecting the age structure of population working
age. This is extremely important in the overall context of labour force in the EU
(particularly in Italy). On the labour market, the proportion of jobs that require
medium and high-level qualifications is expected to increase. However, there is still
an extremely high number of those of working age in Europe who have either low or
no qualifications.

The nature of jobs is changing, necessitating changes in the skills that are
required of workers and adapting lifelong learning systems to the needs of an ageing
workforce. The recent crisis has also highlighted the importance of education and
training at all stages of life, in particular for older adults to avoid unemployment,
vindicating the messages that “it is never too late to learn” and learning must be for
all. This requires older people to maintain and update the skills they have,
particularly in relation to new technologies. Continuous learning and development of
an ageing workforce are important for employers’ survival in competitive markets, as
well as for maintaining older people’s employability.

Equitable access to adult learning for all is a goal for European education,
training and employment policies. In particular, all workers should be able to
acquire, update and develop their skills over their lifetime. However, despite the
increasing need for learning later in life, participation and access to learning
decrease with age. How is it possible to improve access to learning for older
workers? This report provides a statistical picture of older workers participation in
job-related training in Italy, investigating its variability and relevant inequalities due
to key factors such as the influence of individual characteristics, jobs and
workplaces.
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2 Data and methods

In order to achieve this goal, the analysis is carried out using microdata from the
second and latest wave of Italian Adult Education Survey (AES-2011), provided by
Eurostat. The survey analyses the learning activities of adults and distinguishes
between formal, non-formal and informal learning, which takes place inside or
outside the workplace. It investigates adult participation in training in depth and
includes a sample of 11.500 individuals, 6.000 of which are workers (if weighted
they become 22 million, exactly the workers' amount in Italy).

Regular participation in learning activities does not include taking part in
formal training only, but also learning in non-formal and informal learning settings.
In particular, informal learning plays a greater role for older employees than formal
learning because it facilitates the transfer of knowledge and know-how between
generations, allows practical skills to be gained quickly and ensures the inclusion,
particularly for older workers, within the circles of relationships.

The organizing concept of the CLA (Classification of Learning Activities)
is based on 3 broad categories: Formal Education (F), Non Formal Education (NF)
and Informal Learning (INF). It is possible to classify all learning activities into
these 3 categories using some general concepts and definitions:

Lifelong Learning (LLL) is defined as encompassing “all learning activity
undertaken throughout life, with the aim of improving knowledge, skills and
competences, within a personal, civic, social and or employment related
perspective.”

Formal Education as “education provided in the system of schools, colleges,
universities and other formal educational institutions that normally constitutes a
continuous “ladder” of full-time education for children and young people, generally
beginning at age of five to seven and continuing up to 20 or 25 years old. Formal
education refers to institutionalised learning activities that lead to a learning
achievement that can be positioned in the National Framework of Qualifications
(NEQ).

Non Formal Education is defined as “any organised and sustained
educational activities that do not correspond exactly to the above definition of formal
education. Non-formal education may therefore take place both within and outside
educational institutions, and cater to persons of all ages. Non formal education
programmes do not necessarily follow the “ladder” system, and may have a differing
duration. Non-formal education refers to institutionalised learning activities, which
are not part of the NFQ.

Informal Learning is defined as “...intentional, but it is less organised and
less structured ....and may include for example learning events (activities) that occur
in the family, in the work place, and in the daily life of every person, on a self-
directed, family-directed or socially directed basis. Informal learning activities are
not institutionalised.
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The National Framework of Qualification (NFQ) is defined as “the single,

nationally and internationally accepted entity!, through which all learning
achievements may be measured and related to each other in a coherent way and
which define the relationship between all education and training awards”.

In synthesis, the process to allocate education and learning according to the

broad categories is presented in the decision making flowchart shown in Figure 1:

Figure 1 — Allocation of learning activities according to the 3 broad categories

oot tearming ) Qatormal tearming) (Gon-formal edug) ( Format edue.)

As shown in table 1, descriptive analisys shows a strong inequalities between under
and over 50 workers for all broad categories.

Table 1 — Learning activities participation according to the 3 broad categories (% values)
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Source: own elaboration on AES data

! The entity can take the form of an organization/body, or regulatory document. It stipulates
the qualifications and the bodies that provide or deliver the qualification (awarding bodies)
that are part of the National Framework of Qualifications.
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Using multivariate analysis (logistic regression models with Stata software) it is

possible

to estimate the learning-age gap between those aged under and over 50

years more accurately. The model has been developed for employed adults only and

includes

, first of all, adults’ socio-demographic characteristics (age, gender and

citizenship), secondly, job and size enterprise.
In order to achieve this goal, we have used “Learning” as the dependent variable
(weighted model). Learning=1 if the worker has participated at least one training

activity

(formal, non formal or informal). Concretely, in our study the following

variables are considered:

Gender. Categorical. Dummy variable: Female, Male (reference cat.).
Citizen. Categorical. Three values. Italian citizenship (reference cat.), Other
citizenship UE, citizenship extra UE.

JobISCO. Categorical. Nine levels. Elementary occupations (reference
cat.), Managers, Professionals, Technicians and associate professionals,
Clerical support workers, Service and sales workers, Skilled agricultural,
forestry and fishery workers, Craft and related trades workers, Plant and
machine operators, and assemblers.

Sizefirm. Categorical. Four intervals. From 1 to 10 (micro, reference cat.),
between 11 and 49 (small), between 50 and 249 (medium) and more than
250 (large).

Age. Dummy variable: Over 50 (reference cat.), Under 50.

Table 2 — Logistic regression models

Variables Beta ODDS Sign.

* Gender

Male (ref.) Female -0,10 0,91 0.174

o Citizen

Italian (ref.) EU -0,58 0,56 0.025
Extra EU -0,56 0,57 0.001

o Size firm

Micro (1-10) (ref.) Small (11 - 49) 0,19 1,21 0.019
Medium (50 - 249) 0,48 1,62 0.000
Large (250 +) 0,59 1,81 0.000

* Job ISCO

Elementary occupations (ref.) Managers 1,24 3,44 0.000
Professionals 2,24 9,44 0.000
Technicians and associate professionals 1,53 4,61 0.000
Clerical support workers 0,96 2,61 0.000
Service and sales workers 0,66 1,94 0.000
Skilled agricultural, forestry and fishery workers 0,84 2,32 0.002
Craft and related trades workers 0,34 1,40 0.018
Plant and machine operators, and assemblers 0,55 1,74 0.000

* Age

Over 50 (ref.) Under 50 0,20 1,22 0.009
Intercept -0,65 0,52 0.000

Source: own elaboration on AES data
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3 Conclusions

One principal finding of such an analysis is that people under 50 have a
probability of 1.22 and higher of participating in training when compared to those
aged 50 and more (table 2). Secondly, women are less likely to take part in training
than men.

Overall the data confirm the existence of strong inequalities in access to job-
related learning among workers: foreing individuals, in micro and small enterprises
and in occupations with lower skills participate in job-related learning to a much
lower extent.

This requires policy attention, to increase the focus on job-related training as
part of active labour market policies, to prevent skills’ obsolescence. In addition, it is
important develop a “learning culture”. It is a key factor for increasing the
productivity of older workers increasing e.g. the capacity to deal with technological
change (“it is never too late to learn™).

However, it will be crucial to increase the level of continuous vocational
training for all workers in future.

This is (or should be) the real challenge.
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Signal detection in high energy physics via a
semisupervised nonparametric approach*

Individuazione di un segnale fisico mediante un
approccio non parametrico semi-supervisionato

Alessandro Casa and Giovanna Menardi

Abstract In particle physics, the task of identifying a new signal of interest, to be
discriminated from the background process, shall be in principle formulated as a
clustering problem. However, while the the signal is unknown, usually even miss-
ing, the background process is known and always present. Thus, available data have
two different sources: an unlabelled sample which might include observations from
both the processes, and an additional labelled, sample from the background only. In
this context, semisupervised techniques are particularly suitable to discriminate the
two class labels; they lies between unsupervised and supervised ones, sharing some
characteristics of both the approaches. In this work we propose a procedure where
additional information, available on the background, is integrated within a nonpara-
metric clustering framework to detect deviations from known physics. Also, we
propose a variable selection procedure that allows to work on a reduced subspace.
Abstract Nell’ambito della fisica delle particelle la ricerca di un segnale di interesse,
che si manifesta come una deviazione dal processo di background, pud essere for-
mulata in termini di problema di raggruppamento. Tuttavia, mentre la presenza del
segnale non ¢ certa, lo ¢ quella del background, che rappresenta un processo noto.
Nelle analisi empiriche, si dispone non solo di dati non etichettati, che potrebbero
contenere segnale, ma anche di un campione di dati etichettati, provenienti dal solo
processo di background. Ha senso allora adottare un approccio semisupervisionato,
che si colloca a meta strada tra i metodi supervisionati e non. In questo lavoro si pro-
pone una procedura che integra I’informazione aggiuntiva a disposizione a tecniche
di clustering non parametrico per individuare deviazioni dalle teorie fisiche esist-
enti. Viene inoltre proposta una procedura di selezione delle variabili che permette
di operare su un sotto-spazio ridotto.
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Key words: high energy physics, nonparametric clustering, semisupervised classi-
fication

1 Introduction

Since the early Sixties, the Standard Model has represented the state of the art
in High Energy Physics. It describes how the fundamental particles interact with
each others and with the forces between them, giving rise to the matter in the uni-
verse. Despite its empirical confirmations, there are indications that the Standard
Model does itself not complete our understanding of the universe. Model independ-
ent searches aim to explain the shortcomings of this theory by empirically looking
for any possible signal which behaves as a deviation from the background process,
representing, in turn, the known physics.

The considered problem can be recasted to a classification framework, although
of a very peculiar nature. While the background process is known and a sample
of virtually infinite size can be drawn from it, the signal process is unknown, pos-
sibly even missing. Available data have, consequently, two different sources: a first,
labelled, sample from the background class only, and a second, unlabelled sample
which might include observations from the signal. A semisupervised perspective [2]
shall be then adopted, either by relaxing assumptions of supervised methods, or by
strenghtening unsupervised clustering structures through the inclusion of additional
information available from the labelled data.

In [5], the problem has been faced by building on a suitable adaptation of para-
metric density-based clustering to the semisupervised framework, according to the
same logic of anomaly detection tasks. In this work we follow a similar route, yet in
anonparametric guise. Such formulation appears consistent with the physical notion
of signal, i.e. a new particle would manifest itself as a peak emerging from the back-
ground process. Nonparametric -modal- clustering, in turn, draws a correspondence
between groups and the modal peaks of the density underlying the observed data.
Thus, the one-to-one relationship between clusters and modes of the distribution
would provide an immediate physical meaning to the detected clusters.

The main idea underlying this work is to semisupervise nonparametric cluster-
ing by exploiting information available from the background process. Specifically,
we tune a nonparametric estimate of the unlabelled data by selecting the smoothing
amount so that the induced modal partition will classify the labelled background
data as accurately as possible. As a side contribution we propose a variable selec-
tion procedure, specifically conceived for this framework, linked to the concept of
stability of the distribution underlying the data.

We adopt the following notation: 2, = {X;}i1 ..., n, denotes the set of labelled
data, supposed to be a sample of iid multidimensional observations from the back-
ground distribution f;,. Since the background is known and well explained by the
existing physical theories, we may assume 7y, to be as large as needed to estimate
fp arbitrarily well. 23, = {X;}i=1,...n,, has the same structure as 2} and denotes
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the unlabelled set of data, assumed to be drawn from the distribution fj; underlying
the whole process. We assume that fj,; and f}, could be different just because of the
presence of a signal which features as a new mode of fj;, not arising from f;,.

2 The statistical framework

According to the nonparametric formulation of density-based clustering, the ob-
served data 2" = {x;}i=1,.,

sample from a random vector with unknown probability density function f, whose
modes are regarded as the archetypes of the clusters, in turn represented by the sur-
rounding regions. After building a nonparametric estimate f of f, the identification
of the modal regions may occur according to different directions. One strand of
methods looks for an explicit representation of the modes of f and associates each
cluster to the set of points along the steepest ascent path towards a mode, e.g. via
the mean-shift algorithm. A second class of methods does not attempt explicitly the
task of mode detection but associates the clusters to disconnected density level sets
of the sample space, as the modes correspond to the innermost points of these sets.
See [4] for a review of these approaches.

Whatever direction is followed, any estimate of f leaves defined the modal struc-
ture and hence the clustering. However, nonparametric density estimation is a crit-
ical task, at least with respect to two aspects. First, the shape and the number of
modes of the density estimate depend on the regulation of some smoothing para-
meter, whatever estimator is chosen. While not binding, in the rest of the paper, we
focus on the specific case of product kernel estimator:

Y 1 nod X J — X j
f(""%’h)_n-hdizl,»f< 7 ) M
where K is the kernel, usually a symmetric probability density function, and 4 > 0 is
the bandwidth. A large bandwidth tends to oversmooth the density, possibly pulling
out its modal structure, while a small bandwidth favours the appearance of spurious
modes. How to set the amount of smoothing is then an issue to be tailored.

A second critical aspect related to density estimation, and worth to be accounted
for, is the dimensionality of the problem at hand. The curse of dimensionality is
known to have a strong impact on nonparametric density estimators and this explains
a worsened behaviour of modal clustering for increasing d. In high dimensions,
much of the probability mass flows to the tails of the density, possibly giving rise
to the birth of spurious clusters and averaging away features in the highest density
regions. Since a typical aspect of high dimensional data is the tendency to fall into
manifolds of lower dimension, dimension reduction methods are often advisable.
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3 A nonparametric semisupervised approach

Our contribution, to include a source of supervision in nonparametric clustering,
builds on the idea of exploiting available information on the known labelled pro-
cess to aid the most critical aspects of the nonparametric framework, i.e. density
estimation in high dimensions and selection of the smoothing amount.

To address the former issue, here we propose a variable selection approach spe-
cifically formulated for this context. The procedure is based on the idea that a pos-
sible different behavior between f; and fj, shall be only due to the presence of
a signal of interest in fj; hence, a variable will be considered to be relevant if it
contains any trace of signal. The approach here adopted consists in comparing re-
peatedly the estimates of multivariate marginal distributions of f;, and f,, at each
step on a different, randomly selected subset of variables. In this way we operate
in lower dimensional spaces, with a gain in density estimation accuracy, while ac-
counting for relations among variables. The comparison is based on the use of the
non parametric statistic [3] to test equality of two distributions. If a different beha-
vior is detected, the procedure updates a counter for the variables selected at that
step; at the end of the procedure the counter will indicate the relevance of each
single variable. The procedure allows for selecting a smaller subset of variables to
work with, leading both to interpretative and computational advantages.

To address the second critical aspect discussed above, we propose a procedure
whose rationale is the following. We identify the modal partition of the unlabelled
data associated with the nonparametric estimate fy,, which guarantees the most ac-
curate classification of the labelled background observations. Given an estimate f),
of fp, supposed to be arbitrarily accurate due to our knowledge of the background
process, a partition 92,(2},) of the background data remains associated. Then, we
get multiple estimates _f,,x(g Zbs,hps) of fps for hpg varying in a range of plausible
values. Each of these estimates identifies a partition 92;(.Z}s) and, eventually, also
a partition Zp,(2}p) of the background data, both defined by the modal regions of
fvs- The latter classification is obtained by assigning a background observation to
the cluster of fbs for which its density is the highest. 92,,(%}) is then compared
with P,( %)) via the computation of some agreement index I. The bandwidth /g
that maximizes / is then selected to estimate f;; and identify the ultimate partition
Pps(Zbs). The main steps of the procedure are listed in the Pseudo-algorithm 1.

From an operational point of view we use, to obtain partitions, the cluster-
ing method [1] and, as agreement index, the Adjusted Rand Index. Furthermore,
Pps(Zp) and P, (Z}) are not, in fact, compared on the whole background sample
%} but on a number of different bootstrap samples from .2}; this allows us to get
the empirical distribution of the agreement index / and obtain more reliable results.

Eventually we note that, besides the background process is known and 2} is
arbitrarily large, the procedure presented above requires an estimate of the back-
ground density fj, i.e. the relative choice of the bandwidth. To this aim we rely
on the concept of stability of the density estimate and select the bandwidth that
minimizes the integrated squared distance among density estimates computed from
different samples drawn from the background process.
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Pseudo-algorithm 1 Semisupervised procedure for bandwidth selection
Denote with: 2}, the background sample, 2, the unlabelled sample from the whole
process; it is assumed that the dimensionality of both samples has been already re-
duced via variable selection. Let %, be the background bandwidth; Ay, the whole
process bandwidth (to be determined); hg,i4: a grid of plausible values for /. Fi-
nally let &2(Z") be a partition of data 2" identified by the modal structure of
density f; and I(.<7, 98) an agreement index between partitions ./ and %
Input 2, Zps, hp, hgri-
. compute f(-; 25, hp);
: obtain Z,(2});
: for hin gy do
compute fis (3 Zbs, h);
obtain ybx('%fb);
compute I (P(23), Ps(Zs))-
end for
¢ hps = arg’tlaxhéhgridl(yb(‘%b)! ‘@bd(%b>)
: compute fus(+; Zhs, his);
: obtain Ppg(Zps);

SO XU A W~

—

Output: P ( Zbs)-

4 Empirical results

In this section, we show the results of the application of the proposed procedure on
a Monte-Carlo physical process simulated within the CMS experiment; the exper-
iment refers to high-energy proton-proton collisions where each observation cor-
responds to a single collision event and may produce particles from two different
physical processes: the QCD multijet background, and a signal known as fop pair
production. 2, includes n, = 20000 background observations, while 2}, include
nps = 10000 observations, whose the 16% comes from the signal process. For each
dataset we observe d = 30 variables related to the kinematic characteristics of the
particles produced by the proton collisions. While both 2}, and £} are labelled,
labels of Z} have been employed only for evaluating the quality of the results.

In Figure (1) the results of the variable selection procedure are displayed. Two
features (dp12 and jcsvI) show a remarkably different behavior between the back-
ground and whole process densities. In the subsequent analyses we have worked
with these two variables only.

After estimating f;, based on a bandwidth selected to guarantee the density sta-
bility as explained in the previous section, we applied the procedure reported in
Pseudo-algorithm 1. The obtained bandwidth was used to estimate the density fj;
of the whole process and thus obtaining a partition of 2, via the subsequent ap-
plication of nonparametric clustering. Results, reported in the right table of Figure 1,
compare the obtained partition with the known actual labels. The procedure identi-
fies four different groups: two of them clearly refer to the background process, while
the other two mostly contain observations coming from the top pair production sig-
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Clusters
Label 1 2 3 4
| Bkg[0.410 0.421 0.003 0.004
Sgn|0.008 0.011 0.088 0.055
. it

dp12

Variables

Clusters

Label 1 2 3 4 5 6 7 8 9 10
Bkg|0.056 0.180 0.066 0.073 0.097 0.099 0.092 0.033 0.139 0.004
Sgn|0.003 0.002 0.004 0.016 0.002 0.002 0.006 0.003 0.003 0.120

Fig. 1: Top left: results of variable selection procedure; variables are ordered decreasingly by
importance (higher bar implies higher importance). Top right: true process labels vs
clusters detected by the proposed semisupervised procedure. Bottom: true process labels
vs clusters detected by the benchmark method [5].

nal. The overall misclassification error is equal to 2.6% with a true positive rate
larger than 88%. For comparison purposes we also present results of the application
of the competitive methodology proposed in [5]. Data dimensionality have been pre-
viously reduced by keeping four principal components, as proposed by the authors.
Working in a parametric framework there is one-to-one relationship between mix-
ture components and clusters; hence the method find 9 background clusters and an
additional one capturing the signal. The overall error is equal to 4.5% with a true
positive rate amounting to the 74.5%.
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administrative archives and sample surveys

Metodologie per lo studio dell’occupazione dei laureati
Italiani attraverso il data linkage di archivi
amministrativi con quelli di indagini campionarie

Claudio Ceccarelli, Silvia Montagna and Francesca Petrarca

Abstract We discuss the issues and the related study methodologies raised by the
data linkage among different Istat archives to provide information on the employ-
ment status of Italian graduates. To this aim many different administrative archives
are integrated with data from sample surveys on university graduates’ vocational
integration. From this integration, a very complex situation emerges which must be
analysed and correctly interpreted. In this paper in order to show the feasibility of
our method, we discuss the comparison among these sources and we present the
strategy of constructing appropriate indicators.

Abstract Si discutono le problematiche e le relative metodologie di studio neces-
sarie messe in luce dall’integrazione di differenti archivi Istat per ottenere infor-
mazioni sullo stato occupazionale dei laureati Italiani. A questo scopo, sono stati
integrati diversi archivi amministrativi con i dati provenienti dalle indagini campi-
onarie sull’inserimento professionale dei laureati. Da questa integrazione é emersa
una situazione molto complessa che deve essere analizzata e correttamente interpre-
tata. In questo articolo, per mostrare I’applicabilita del nostro metodo, si discute il
confronto tra le diverse fonti e si presenta la strategia per costruire indicatori ap-
propriati.
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1 Introduction

In the last few years, Italian universities have shown an increasing interest in study-
ing the characteristics of the labour market demand for their alumni in line with the
requests coming from the Italian Industry [4]. Periodic reports have been produced
by public institutions, for example, the Italian National Institute of Statistics (Istat)
[10]-[9] or private entities, such as [5] and AlmaLaurea [1].

The information on the contracts obtained by each graduate retrieved in the inte-
grated database include data about the type and the job qualification, the sectors of
economic activity, the location of businesses and the educational curriculum of the
alumni in the period from upper secondary school diploma to university graduation.

A general plan of modernization which includes the Italian Statistical Institute
[11]-[2] and other National Statistical offices has the purpose to produce the best
possible estimates to meet user needs from multiple data sources, from surveys,
administrative archives and new sources such as big data, and moreover to reduce
burden and costs. Of course the problem of the integration of administrative archives
to produce useful statistics is an issue also addressed and discussed in the rest of the
world, (see, [6] and [8]).

In this paper, data are used to develop an explorative study on the transition of
graduates into the Italian labour market taking advantage from data coming from
administrative archives which guarantee sophisticated and robust statistical analyses
[7]-[3]-[12]-[14]. Our database also contains data coming from the sample survey
on university graduates’ vocational integration.

2 Sources of data

For the first time, administrative data concerning Italian graduates in the year 2011
and their employment status information in the following four years are available.
These data can be used for a benchmark among the answers given by the interviewee
and the evidence from administrative sources. It must be anticipated that the study
has a strong experimental character dictated by various reasons mainly related to
criticalities of the available sources.

The main data sources are:

1. Survey sample on university graduates’ vocational integration on graduates in
2011: the interview conducted in 2015, four years after graduation, detects the
training paths and employment outcomes in relation to different moments or time
intervals:

Before graduation;

at moment of graduation;

at one year from graduation;

at the moment of the interview.
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Survey final data are stored in an archive called Armida, which contains data
related to 58,400 individuals. For more details on the survey see [9] and [10].

In Tab. 1 we report the percentage of Italian graduates who were working at the
moment of the degree, after one year and after four year for different level of
Italian University degree coming from the survey.

Table 1 Percentage of Italian graduates which work at the moment of the degree, after one year
and after four year for different level of Italian University degree

At the moment of grad. |1 year from grad. |4 years from grad.
First cycle degree (bachelor) 28.7 37.4 72.8
Second cycle degree (master) 34.7 55.7 84.5
Single-cycle master degree 27.0 40.3 80.3

Sample Survey Source

2. The National Register of students (called ANS), Ministry of Education Univer-
sity and Research (MIUR) source, provides, for each individual, the personal data
and its university career from enrolment to graduation. In this paper, we consid-
ered all the graduates who got their university degree in the year 2011. Tab. 2
reports the number of graduates in 2011 for different levels of Italian University
degrees.

Table 2 Numbers of graduates in the 2011 for different levels of Italian University degrees

Graduates
All 299,449
First cycle degree (bachelor) {169,232
Second cycle degree (master)|86,593
Single-cycle master degree (43,624

MIUR administrative Source

3. The Integrated Base of Administrative Sources of Istat contains the employment
status of the Italian population. This administrative archive records all the busi-
ness relationships of the Italian population. In order to identify a business rela-
tionship, it is necessary to have in the database an administrative record confirm-
ing a relationship with an employer (evidence of type LEED-Linked Employer
Employee Dataset or Database'). The administrative record must be related to
a contributory position (INPS source) or a social security position (INPDAP
source), or other event associated with the worker and recorded in one of other
archives on employment available at the time of the analysis. [13].

Therefore, in this case the employment status of the graduates is given through
their contributory position or social security position. This information is recorded
for each month of the year. The main issue with administrative data is that we

' LEED is the result of research linking every employer to its employees and vice versa every
worker to his employer.
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must define a proper definition of graduate employed. In this study, we define
worker a graduate for whom at least a contributory position in a month of the con-
sidered year has been recorded in the Integrated Base of Administrative Sources
archive.

80
70

60

50
—4—First cycle degree

40
/ B Second cycle degree

30
Single-cycle master degree

20 +

In the year of 1 year after Year 2013 Year 2014
graduation graduation

Fig. 1 Behaviors of employment in the subsequent four years after graduation for different levels
of Italian University degrees coming from the administrative archive.

We report in Tab.3 data for the employment of the graduates in the year of grad-
uation and after graduation. Looking at the year 2014, first cycle degrees have less
chance of getting an employment respect to the other kind of degrees. The varia-
tion of employment, in the four years, can be seen in Fig. 1; this shows a similar
behavior for the curve of the second cycles and single-cycle master degree. The two
curves increase up to the year 2013 and then there is a saturation. In the case of
the first cycle degrees, the curve grows almost linearly. In the last column of Tab. 3
are reported the percentage of graduates who have an employment for each year of
the subsequent four years after graduation. Also for this type of graduates, the first
cycle degrees are the less favored.

Table 3 Percentage of Italian graduates who work in the four years after graduation for different
levels of Italian University degrees

in the year of graduation|1 year after graduation|2013 {2014 [ALL
First cycle degree (bachelor) [33.41 44.07 47.66(55.54|22.22
Second cycle degree (master)|42.33 63.58 69.58(69.56(31.77
Single-cycle master degree |36.13 59.25 66.17(62.16|28.11

Integrated Base of Administrative Sources of Istat
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3 Comparison

The statistical sample of the graduates in the 2011 (58,400 units) is merged with
the Integrated Base of Administrative Sources with the aim to compare the percent-
age of working graduates. We call this data combined. In first column of Tab. 4,
we show the percentage of graduates which are recognized as working graduates at
one year from graduation by analysing combined data. These percentages are ob-
tained by analysing the administrative information contained in the combined data
records. For the sake of comparison, in the second column of Tab. 4 are reported the
percentages obtained by the sample survey information contained in the combined
data records.

Table 4 Comparison between the percentage of Italian graduates who work at one year from grad-
uation.

Combined data
Administrative information | Sample survey information
First cycle degree (bachelor) 37.86 37.40
Second cycle degree (master) 55.06 56.70
Single-cycle master degree 40.89 40.30

We observe small differences of the results: the administrative information of the
combined data are slightly higher. This was expected because the use of adminis-
trative data reduces the possibility to loose units, in fact the results of the sample
survey are subjective and over dependent on the memory of the interviewee. More-
over, sometime, during the interview, people do not declare employments which are
not coherent with the educational path or of short duration. It is worth nothing that
in the case of administrative data the indicator of working graduates is able to get a
better classification of the working units.

We underline the importance of using administrative data for the study of the
entrance of graduates into the Italian labour market. We have briefly shown that
an administrative archive is flexible and rich enough to analyse the work paths of
graduates in the years following graduation. Moreover, the administrative data allow
us to study the evolution of graduates after the graduation and therefore to analyse
changes in their job position. We plan to perform these studies through longitudinal
analyses. The analyses on the Integrated database could be adopted as a permanent
monitor of the entrance of graduates into the Italian labour market over the years
which may be accompanied from the sample survey.
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Abstract. A series of challenges have recently emerged in the data mining field,
triggered by the rapid shift in status from academic to applied science and the
resulting needs of real-life applications. The recourse to statistical learning models
as support vector machines (SVM), or neural networks, is a common practice.
However, the performances of those algorithms strongly depend on the quality of
the data used. This constraint, oblige the data scientist to employ different statistical
methods before using those algorithms. This paper aims to apply feature selection
method on financial data of 20 firms in order to to set up our Support Vector
Machine (SVM) Model through which we can predict firms’ creditworthiness risk.

Key words: Feature Selection, Dimensionality Reduction, Factor Analysis Model,
SVM, Intelligent Financial Solution, Financial Health.

1 Introduction

Nowadays, due to the development that sciences and technologies have known
lastly, several data anomalies has appeared. The most common anomalies that we
find in real world data are in general the incomplete records, irrelevant and/or
redundant pieces of information, imbalanced class distribution and imbalanced error
costs, but the most redundant problem stills the big size of data.

Indeed, many scientific studies are featured by the huge number of variables used.
Because of these big numbers of variables that are into play, the study can become
rather complicated. In these cases, dimensionality reduction techniques are highly
used. In this paper, we perform a dimensionality reduction using correlation matrix
and factor analysis. The reduced dataset will be used as an input of a Support Vector
Machine algorithm in order to generate a prediction model. Experimental results on
a set of financial data for 20 Moroccan firms will be presented and discussed.
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This paper is structured as follows. Section 2 presents an overview on feature
selection and dimensionality reduction, in section 3 we will present the SVM
approach. In section 4 we present the data set and the experimental results. Finally,
the last section provides some concluding comments.

2 Feature Selection And Dimensionality Reduction of Data

Feature selection techniques have become an apparent need in many different fields
because of the constant growth of data. The objective of feature selection is three-
fold: improving the prediction performance of the predictors, providing faster and
more cost-effective predictors, and providing a better understanding of the
underlying process that generated the data [1]

Among the most used methods of feature selection we found the factor analysis
which aims to reduce “the dimensionality of the original space and to give an
interpretation to the new space, spanned by a reduced number of new dimensions
which are supposed to underlie the old ones” [2]

The Factor Analysis Model is one of several techniques which seek to explain the
correlation between a set of variables by a smaller set of random variables. It uses a
small number of imaginary variables to express the basic data structure by studying
the internal relationship between the variables, and reflects the main information and
interdependence of these original data.

The following assumes that the p observed variables (The X;) that have been
measured for each of the n subjects have been standardized.

X1 =a1F; + -+ amb, e
X, =a, F + -+ ay,Fp + e,

Xp = aplFl + -+ amem +e,

F; are the m common factors, e; are the p specific errors, and the aj; are the factor
p X m factor loadings.
In matrix form this can be written as:

prl = Apmemxl + €px1
It doesn’t make sense to use factor analysis if the different variables are unrelated;
this is why the starting point of factor analysis is a correlation matrix.
The correlation Matrix provides the inter-correlations between the studied
variables. The dimensionality of this matrix can be reduced by looking for
variables that correlate highly with a group of other variables, but correlate
very badly with variables outside of that group. These variables with high
inter-correlations could well measure one underlying variable, which is
called a factor.
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3 Support Vector Machine Model

Support Vector Machine (SVM) is a powerful method for pattern recognition and
classification introduced by Vapink [3]. The SVM maps the input data into a higher
dimensional feature space via a nonlinear map and construct a separating hyperplane
with maximum margin. It has been proposed as a technique in times series
prediction. The key characteristic of SVM is that a nonlinear function is learned by a
linear learning machine in a kernel induced feature space while the capacity of the
system is controlled by a parameter that does not depend on the dimensionality of
the space. The following shows the SVM algorithm [4]:

Consider a given training set {x,-, Vi :i:I,---l} randomly and independently
generated from an unknown function, where x; € XcR" yeYcR and [ is the

total number of training data.

The SVM approximates the unknown function using the following form:
()= (w, ®(x)) +b M
Where <,> is the dot product, w and b are the estimated parameters and @ is a

nonlinear function used to map the original input space R to high dimensional
feature space. So, the nonlinear function estimation in original space becomes linear
in feature space.

The optimization goal of standard SVM is formulated as:
Minimize %Mz +Cé1 &+ @
Subject to:
yi = (m(x))-b<e+é;,

(wgG)) +b -y <e+&)

Where the constant C >0 determines the tradeoff between the flatness of f and

the amount up to which deviations larger than are & tolerated and&;, &; are slack

variables and they are introduced to accommodate, respectively, the positive and the
negative errors on the training data. The formulation above corresponds to dealing
with the so called & -insensitive cost function:

0 ifld<e
RS

‘5‘ -& otherwise

The nonlinear function is obtained as:
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/ *
f(X)=i§1(0!i —a; ) K(x,x;) +b ®)

Where K(x;,x j) = <¢(xl~),¢(x j )> is defined as the kernel function. The elegance of

using the kernel function is that one can deal with feature spaces of arbitrary
dimensionality without having to compute the map @ . Any function that satisfies
Mercer’s condition can be used as the kernel function.

4 Proposed method and experimental results

In this paper, we propose to reduce the dimension of a real world data set using
factorial analysis before using the reduced data on a SVM in order to generate a
prediction model.

For our experiences, we choose a financial data over 3 years 2009-2011, which all
come from 20 Moroccan companies that belong to different sectors and have
different sizes. Firstly, we have selected 39 variables, over 3 years, which are
impacting the financial health of companies:

Table 1: Selected variables

A%! Tumover V14 | Equity/ Total assets V27 | Fancial costs / Gross op-
erating profit
V2 Net equity V15 | Workmg capital / Working | V28 | Fimancial costs / Operating
capital requi cash surplus
V3 Net cash V16 | Leverage ratio V29 | Gross operatmg profit
Tumover
V4 Net profit V17 | Coverage ratio V30 | Netprofit margin ratio
V3 Working capital V18 | Change in debts / Cash flow | V31 | Netprofit/ Net equity
V6 Working capital require- | V19 | Rotation net cash V32 | Net profit / Permanent capi-
ment tal
V7 Value added V20 | Inventory tumover V33 | Long term debts / Cash flow
A% Gross operating margin V21 | Delay of payment of cus- [ V3 Net profit / Equity
tomers
Vo Gross operating profit V22 | Delay of payment to ven- [ V35 | Staff costs
dors
V10 | Operating cash surplus V23 | Gross margin / Tumover V36 | Lenders
V11 | Free cash flow V24 | Cash flow / Tumover V37 | State
V12 | Cashflow V235 | Productivity ratio V38 | Current operating income
Vi3 Solvency V26 | Staff costs / Value added V39 | Non-operating mcome

When we assess a firm’s creditworthiness risk, we want to know if a company is
solvent, if it is profitable and if it is still productive; this is why we have computed
the correlation coefficients, using SPSS 10, between our 39 variables involved and
the three relevant components: Solvency, productivity and profitability, in order to
detect the variables that influence the most
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We next reduced the dimensionality of the input factors using Principal Factor
Analysis (PFA) approach by SPSS10, in order to obtain factors that create a new
dimension and that can be visualized as classification axes along which
measurement variables can be plotted [5].

Table 2 shows the 8 factors that will be retained instead of 39 variables. The eight
factors based on the data from 2009-2010 can explain 86% of the variance
contribution, which means the model has a good measuring effect. So, we can
reduce the input factors dimension to eight factors to predict the crediworthiness
risk.

Table 2: Input Factors.

Vanables |Factor1 |Factor2 |Factor3 |Factor4 |Factor5 |Factor§ | Factor 7 | Factor 8
Vi 0.921 -0.082 0.077 0.022 -0.021 0050 |-0.100 -0.061
V2 0.095 0.020 -0.022 -0.020 0.013 -0.008 |-0.032 -0.015
V3 -0.299 0.072 -0.085 0.747 0.401 0.081 0.165 0.188
v 0.086 -0.006 -0.023 0.073 0.051 -0.003 -0.002 ]0.001
V5 0021 -0.005 -0.023 -0.135 -0.000 -0.005 -0.005 -0.012
Vé 0.034 -0.016 0007  |-0.242 -0.070 0017 |-0.031 -0.040
v7 0.096 -0.031 -0.002 ]0.008 0.025 -0.013 -0.012 -0.013
vs 0.097 -0.032 0.000 -0.007 0.016 -0.015 -0.025 -0.017
Vo 0.290 -0.031 -0.009 0.035 0.039 -0010 |-0.010 -0.009
vio 0.012 -0.035 0.024 |0.335 0.178 0.014 0.040 0.052
Vil 0.873 -0.031 0.030 |0.404 0.201 0.026 0.063 0.077
vi2 0.201 0.009 0.045 0.362 0.211 0.010 0.045 0.070
Vis 0,299 0571 0.010 0.016 -0.076 0.194 0.263 -0.102
V15 -0.010 -0.014 0.000 0,124 -0.300 -0.17¢ |-0.212 0.586
Vié -0.070 -0.320 0.170 ]-0.266 |0.521 0.488 -0.175 -0.086
vi7 0.068 0313 0.809 -0.105 0.176 0.062 0.002 0.088
vis 0.021 0381 0.849 -0.001 0.101 -0.013 0.008 0.039
vie -0.026 0469 0.066 |0.351 -0.204 0.405 -0.200 -0.143
V20 0.020 -0.021 0076 |-0.220 ]0.163 -0.065 0.762 0.210
V2l 0.215 0.226 0.345 -0.067 0.139 -0.510 |0.159 0.058
V22 -0.032 0.585 0400 |-0.122 0.020 0.051 -0.133 0,273
Va3 0318 0432 0384 [-0.219 -0.154 0.320 0.203 0.256
V24 0.026 0.878 -0.282 -0.054 ]0.121 0.028 -0.150 0.001
V26 0.074 -0.030 0.016 -0.098 -0.026 -0.023 -0.056 -0.026
Va7 0.920 -0.006 0.010 -0.209 -0.075 -0.021 -0.077 -0.036
vasg 0.087 -0.029 -0.012 0.083 0.054 -0.00¢ -0.003 -0.001
vie 0.091 -0.028 0.012 0.032 0.020 -0.00° |-0.006 -0.007
V3o -0.211 0.020 0012 |0.345 0.135 0.044 0.06= 0.082
V3l 0.025 0.007 0.038 0.133 -0.020 |-0222 |-0.142 -0.302
V32 -0.031 -0.736 -0.059 0,093 -0.051 0.172 -0.002 0,021
V33 0.036 -0.159 0.082 -0.130 |-0.054 0.220 -0.365 0.580
V35 0.537 -0.321 0.077 -0.005 -0.300 0.351 0.242 0.175
V3é 0.050 0.871 0277 |-0.056 |0.089 0.011 -0.175 -0.017
V37 0.209 024290 0.209 0.320 -0.697 -0.15¢ 10.115 0.066
Vv3g -0.024 0.085 0.023 0.165 -0.326 |0431 0.161 -0.371
v3e 0.058 0313 0.8%9 -0.105 0.176 0.062 0.002 0.088

As cited befor, we use SVM to predict the model for the reduced data. To obtain a
good performance, we have carefully chosen some parameters that include the
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regularization parameter C, which determines the trade-off between minimizing the
training error and minimizing model complexity, and parameters of the Kernel
function.

In this simulation we test the classification using the kernel function RBF so two
parameters need to be chosen; they are the y width of the RBF function and the soft
margin parameter C of SVM [6].

One method often used to select the parameters is grid search on the log ratio of the
parameters associated with cross-validation. Value pairs (C, y), respectively was
assessed using cross-validation and then we have chosen the pair with highest
precision: (C, v) = (100, 0.1).

According to the architecture of the support vector machine, only the training data
near the boundaries are necessary. In addition, because the training time becomes
longer as the number of training data increases, the training time is shortened if the
data far from the boundary are deleted. Therefore, we have implemented a sample of
40 Moroccan companies whose financial data is extracted over (2009-2011) and
reduced on our 8 factors analysis. Then we have applied our SVM model over the
training set on a new sample of 20 Moroccan companies whose financial data is
selected over (2009-2011), with the purpose to measure the precision of
creditworthiness risk prediction as compared to the actual data of 2011.

In order to test the effectiveness of the proposed method, a series of simulations
were carried out to predict solvency, productivity and profitability, as follows:
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Figure 1: Solvency risk prediction
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Figure 3: Profitability risk prediction

As proved by the results above, the fact that the precision of the creditworthiness
risk prediction is about 90% means that the model has a good measuring effect.

5 Conclusion

We presented in this paper a simple and efficient way to improve the
performance of the SVM predictor and this by reducing the dimensionality of the
training set using factor analysis as feature selection technique. Experiences were
generated on a sample of financial data of 20 companies over 2009-201.

The simulation results show that our SVM model gives good precisions, and that
we are able to forecast the companies’ default and to give intelligent financial
solutions to investors and financial institutions to help them in decision-making.
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We consider this study as a beginning of a line of research in which we will
explore more parameters that can improve the performance of prediction.
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Contribution of extracting meaningful patterns
from semantic trajectories

Sana Chakri, Said Raghay, Salah El Hadaj!

Abstract Explosive growth in geospatial and temporal data emphasizes the need for
automated discovery of spatiotemporal knowledge, Different algorithms have been
proposed in the last few years for discovering different types of behaviours in
trajectory data, integrating trajectory sample points with geographical and contextual
data before applying mining techniques can be more gainful for the application
users. It contributes to produce significant knowledge about movements and provide
applications with richer and more meaningful patterns. Trajectory Outliers are a sort
of patterns that can be extracted from trajectories. We propose a new approach for
trajectory outlier detection based on semantic data besides than geometric data.

Key words: moving objects analysis, spatial databases, data-mining, semantic
clustering, semantic trajectories

1 Introduction

Researchers from spatial databases, GIS, data mining, and knowledge extraction
communities have developed several techniques for mobility analysis. As
consequence three research areas have been expended; The first one focuses on data
modelling to provide definitions and extensions of trajectory related data types such
as moving objects, points, lines, or regions. The second deals with data management
to optimize the storage of mobility data with suitable indexing and querying
techniques. And the last one that is the main topic of this research deals with the
analysis of patterns that can be extracted from stored data like trajectories by using
spatiotemporal data mining algorithms. Several data mining methods have been
proposed for extracting patterns from trajectories. However, the majority of them use

! Sana Chakri, Cady Ayyad University; chakri.sana@gmail.com

Said Raghay, Cady Ayyad University; s.raghay@uca.ma
Salah El Hadaj, Cady Ayyad University; elhadajs@yahoo.fr

293

Alessandra Petrucci, Rosanna Verde (edited by), SIS 2017. Statistics and Data Science: new challenges, new generations.
28-30 June 2017 Florence (Italy). Proceedings of the Conference of the Italian Statistical Society
ISBN (online) 978-88-6453-521-0 (online), CC BY 4.0, 2017 Firenze University Press



294 Sana Chakri, et al
trajectories without looking for any additional information, and yet by considering
only the raw trajectory data, discovering why an object followed a different route
become very complex since no additional information (called semantic) is given
about the moving object. This additional information can hide behind a lot of
meanings; in fact it can lead to a better understanding of the patterns extracted. This
is can be achieved by combining the raw mobility tracks (e.g., the GPS records) with
related contextual data in order to use semantic trajectories instead of focusing only
on the geometric side of trajectories [1, 2]. Semantics refers essentially to additional
contextual and geographical information available about the moving object, apart its
position. Semantics contain both the geometric properties of the moving object as
well as the geographic properties and any other additional information like the
moving object’s activity, mode of transportation, speed or any data that can help give
more meaning to the behaviour extracted. The purpose of this research is to find
spatial, spatiotemporal and temporal outliers among semantic trajectories.

In this paper we try to go further in semantic trajectory outlier detection, in order to
deduce the possible reason why an object moves differently than its group. More
specifically, we try to enrich trajectories with semantic data, and then extract outliers
based on both geometrical and semantic information to give more meaning to the
behavior extracted. The rest of the paper is organized as follows: section 2 the
methodology pursued to detect semantic outliers. Section 3 presents the
methodology to add meaning to patterns extracted, section 4 gives experimental
results on real trajectory data. Finally, section 5 concludes the paper with discussion
and comparisons.

2 Enriching trajectories with semantics

The purpose is to find spatiotemporal and temporal outliers between regions of
interest [3], Analysing them with semantic data to understand the meaning of the
outliers detected. Spatiotemporal outliers refers to sub-trajectories that have spatial
and temporal difference compared to common trajectories, while temporal outliers
refers to moving objects that behave spatially like the majority of the other moving
objects, but temporally they are different; for instance moving objects that took the
same route but they accelerate or they mark an important number of stops which
make them seen as suspicious moving objects. The analysis presented in this paper
are made on sub-trajectories that rely regions of interest which are shapes that have
different size and format, depending on the application, they can be regions ROI,
lines LOI, or even points POI, they can be districts, dense areas, hotspots, important
places, etc. generally a region of interest can be a pre-defined important place or
computed by an algorithm that finds dense areas. In our case we consider a region as
a point, line or polygon, which is a well-known concept in GIS community. The use
of regions allows filtering from the whole dataset only the sub-trajectories that move
between the same regions, outliers will be searched among these sets what
significantly reduces the search space for outliers. Among the trajectories that cross
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all regions, we are only interested in the part of trajectories (sub-trajectories) that
move between specific regions, we call these sub-trajectories Nominees. After
defining the set of nominees, we start looking for temporal outliers, and spatial
outliers in which we extract from them spatiotemporal outliers. A nominee will be a
spatial outlier when it follows a different path in relation to the majority of the sub-
trajectories from its group, and it can be a temporal outlier if it follows the same
path, but shows different behaviours compared to the other moving objects. In
general, we have two types of path: Populated path that have many trajectories in its
proximity. And depopulated Path, it has less trajectories around. The spatial and the
spatiotemporal outliers will be extracted from depopulated paths, while the temporal
outliers will be extracted from the populated paths.

3 Giving Meaning to patterns extracted

After extracting outliers from semantic trajectories, the main goal of the next step is
to add meaning to the outliers extracted. The next step is about splitting the outliers
extracted to several types according to their semantic interpretation;
A. Spatiotemporal outliers
1) Stop outliers
It occurs when the moving object made a stop for some time during the deviation.
We consider as a stop a sub-trajectory that its speed is close to zero for a minimal
amount of time (MT).
2) Emergency outliers
It occurred when the moving object took an alternative route and shows an
important acceleration of its speed, the reasons can be almost about an
emergency case like an ambulance transporting patient, or someone trying to
escape from police, etc. We consider that there is an emergency outlier if the
speed of the fast outlier is higher than the double of the average speed of the
synchronized outliers detected in the same derived route.
3) Regular outliers
It occurs when the moving object deviates from the populated route without an
important change of speed, or with a degradation of speed. This may reveal that
the populated route is temporarily busy or is under reconstructions, or there is an
accident, or even there is an event that block the path, so the moving object is
forced to deviate from the populated route, Which can cause a big traffic on the
alternative ways, and as consequence, the speed of the moving object may
decrease. Our algorithm assembles all these reasons in three types of outliers: the
blocked route outlier, the avoided route outlier, and the traffic jam outlier:

a) Blocked route outliers: Expresses any deviation because something
happens close to the populated route which causes some blockage, for
instance, an accident, and route reconstructions. To discover the reason,
we start by analysing only the part of the closest populated route deviated
by the outlier, then we look if there is an activity around the main
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segments, if yes, we verify the time of this activity to be sure that the
outlier was generated in the moment of the action. And finally we verify
that at the time of the activity, there are no synchronized segments in the
populated route, to prove that the path was blocked by the event.

b) Avoided route outliers: This type of outliers is similar of the first type,
the only difference is that there is an activity in the populated route, but
this activity doesn’t cause any blockage, an example could be a police
checkpoint.

¢) Traffic jam outliers: Expresses deviations due to a heavy charge at the
rush hour, it occurs if we found an outlier, but no activity is blocking the
populated route, so we start looking if there is a traffic jam. For that we
look for the slow traffic in the populated route at the time of the outlier.

B. Temporal outliers

Temporal outliers are common trajectories that follow the populated route, but
with an important difference of the speed compared to the other common
trajectories. We extract two essential types; temporal emergency outliers, and
temporal stop outliers.

1) Temporal emergency outliers

It occurred when the moving object stay in the populated route but shows an
important acceleration of its speed, the reasons can be almost about an
emergency case. We consider that there is a temporal emergency outlier if the
speed of the fast common trajectory is higher than the double of the average
speed of the synchronized common trajectories detected in the same populated
route.

2) Temporal stop outliers

the temporal stop outliers are common trajectories that Travers the populated
route with a very slow speed compared to the synchronized common
trajectories in the same route, it occurs when the moving object made a stop for
some time in the populated route. We consider as a temporal stop outlier a sub-
trajectory that its speed is close to zero for a minimal amount of time (MT).

4 Experimental results and comparison

For the experimental results we try to analyse real data sets to prove the efficiency of
our method, these datasets are taken from [4, 5, 6, and 7]. It contains trajectories of
Trucks dataset which consists of 276 trajectories of 50 trucks delivering concrete to
several construction places around Athens metropolitan area in Greece for 33
distinct days. Notice that we analysed only trajectories from Monday to Friday The
structure of each record is as follows: {obj-id, traj-id, date(dd/mm/yyyy),
time(hh:mm:ss), lat, lon, x, y} where (lat, lon) is in WGS84 reference system and (x,
y) is in GGRS87 reference system. These datasets are interesting for analysing
outliers because this type of drivers, in general, knows different routes to reach the
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same place. Therefore, we can find the alternative routes (outliers) in relation to the
standard path.

Figure 1: Trucks trajectories Figure 2: Common Trajectories Figure 3: Outliers extracted

Table 1: Trucks outliers extracted

Expected Spatiotemporal Common Temporal
Nominees
outliers outliers trajectories outliers
35750 9402 1157 26348 421

Table 2: Semantic spatiotemporal outliers trucks trajectories

Spatiotemporal outliers

Stop Emergency Regular
631
512 14 Blocked route Avoided route  Traffic Jam Others
14 345 225 47

Table 3: Semantic temporal outliers from trucks trajectories

Temporal outliers

P Emergency
387 43

In this experiment we consider as interesting regions the districts around Athens
metropolitan area. The application domain data are all about information about
drivers, the number of students for the school buses, the type and the number of
products for the trucks, the noun of the districts and the activities of the drivers and
regions in this period. The closest algorithms to our approach are TRAOD algorithm
[8] and Tra-SOD algorithm [9]. Until now we don’t have experimental comparisons
between the algorithms because the three algorithms provide different outputs, but
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we tried to classify some characteristics of each of them in the table below to clarify
the important difference between their characteristics. The algorithm TRAOD does
not consider regions, the main route and it does not perform any further analysis over
outliers. The algorithm TRA-SOD considers regions and searches for the main route,
and gives some further analysis for the outliers extracted. While the algorithm SOA
present two levels of classification of the outliers extracted; the first one is the speed
to classify the emergency outliers, then use semantic to reveal the reasons for the
regular outliers by extracting the reason of such type of outliers. The table below
resume the characteristics of each one the three algorithms.

Table 4: comparison between algorithms

TRAOD Tra-SOD SOA
Region of interests No Yes Yes
Populated/ Depopulated route No Yes Yes
Spatial /
No No Yes
Level of temporal
classification Speed No No Yes
Semantics No Yes Yes
Spatiotemporal Temporal
Stops
Geometrical Avoidance Stops
Types of outliers extracted Stops
outliers Traffic Emergency
Emergency
Jam Regular

5 Conclusion

In this paper we have shown that trajectory knowledge discovery depends directly on
the application domain, there is a need to integrate geographic information into
trajectories in order to create semantic trajectories before extracting meaningful
patterns. Several algorithms have been proposed for trajectory data mining, but only
a few consider semantics, and very few of them deal with semantics on trajectory
outlier detection. In this paper we gave importance to outliers extracted from
semantic trajectories, the algorithm shown in this experiment finds the main route
that the majority of trajectories followed, then detect all other deviations that
trajectories can followed to reach the same place, after that the algorithm divided the
results to spatial or spatiotemporal outliers according to their natures, the next step
will be the interpretation of the outliers detected, since the semantic data allow more
understanding to the behaviors detected.
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Towards The Register-Based Statistical System:

A New Valuable Source for Population Studies

Chieppa A., Ferrara R., Gallo G., Tomeo V.!

Abstract

The strong effort in micro-level integration among different statistical sources
together with the availability of an increasing number of administrative archives is
determining a big change in the processes that the National Institutes of Statistics
adopt to produce population statistics. The Italian National Statistical Institute, Istat,
is planning a new design for the next Census round, based on a convenient
integration of administrative data and surveys.

A thematic database has been created to study how administrative sources could
improve the quality and information of population registers: sources integrated are
official municipal population registers and Istat statistical population together with
administrative archives from labour market, education, data on income and taxation.
The aim of this work is to point out how this integration of data in proper registers
could allow discovery of new relevant information about population: clusters of
individuals determined by patterns emerging when analyzing ‘signals of presence’ in
different sources and their geographical distribution could be of great interest for
population studies. Moreover, emerging patterns could be very useful to design
population surveys and producing population counts: both for definition of statistical
models to assess accuracy of population enumeration and for implement sampling
frames, including Populations Census ones.

Key words: Permanent census, administrative data, Integrated microdata system,
groups of population
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For years, main sources for population studies and statistics have been demographic
surveys and Population Census on one hand, municipal population registers on the
other. In the past, the integration among these sources was set up at aggregated
level: results of Census were used to increase accuracy of municipal population
register; current demographic survey results were used to update Census population
counts to provide intercensal estimation or projection; and so on. Nowadays, the
strong effort in micro-level integration among different statistical sources together
with the availability of an increasing number of administrative data archives is
determining a big change in the processes that the National Institutes of Statistics
adopt to produce population statistics.

The population Census still remains the largest and most important statistical data
collection to provide population figures at the smallest geographical units: while
most statistical advanced countries still use the traditional scheme, with complete
enumeration of population and housing units (i.e, Usa and Canada), an increasing
number of countries base their Census production on statistical registers. Census
register-based can use exclusively registers data, as in the case of Scandinavian
countries (Netherlands, Sweden, Denmark, Finland and Norway), or can use a
combination of both registers and sample surveys data within the frame of the so-
called ‘combined Census’ (Spanish 2011 Population Census, for example).

The Italian National Statistical Institute, Istat, is planning a combined Census
scheme for the next Census round, by conveniently carrying on the integration of
administrative data and surveys and then exploiting this new informative richness.
During the last decade, Istat has being increasingly adopting administrative sources
for statistical purposes. Municipal population registers were the first administrative
microdata sources used in the field of populations statistics: from 2011, Istat has
been yearly collecting individual and households archives from this source. These
data were used to define the primary list of households respondents for 2011 Census.
Currently, variables collected from population registers (i.e, citizenship, age, gender
and place of residence) are used to fit the sampling social surveys (i.e., Labour
Force, Living Conditions, EuSilc and Consumer Expenditure surveys).

Starting with Population Census microdata and adding vital events (births, deaths,
internal and international migrations), Istat has been computing a statistical
population register, the so-called “ANagrafe Vlrtuale Statistica” (ANVIS). This
register ensures higher level of quality than municipal administrative population one
and represents a solid component for a frame of register-based production for
population statistics.

Since 2015 many experiments at Istat has being investigating the use of other
administrative sources to increase quality and information derived from population
registers. To manage the increasing number of administrative data sets and to
maximize the benefit, Istat built an integrated system of available administrative
sources, named SIM (Integrated System of Microdata). When a new administrative
archive is loaded in this system, recognition processes identify any individual or
economic unit present in data and assign it a permanent and unique identification
number (ID): if the unit is already present in Istat databases, this ID is the same the
unit was assigned in the past. ID assignment and the creation of proper links among
archives coming from different sources is the ‘core’ of microdata integration. Then,
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starting from this base, it is possible to construct specific data structures for
statistical processes and to create thematic (di Bella and Ambroselli, 2014).

The SIM, among all the archives loaded, comprises data coming from municipal
population registers and ANVIS, permits to stay, data referring to employees and
self-employed workers, compulsory education students, university students, retired
people, non-pension benefits records, and individual data on income and taxation:
these integrated data have been used to create a thematic database to study how
administrative sources could improve the quality and information of population
registers (Chieppa et al, 2016).

The aim of this work is to point out how this integration of data in proper registers
could allow knowledge discovery of new relevant information about population, not
directly deriving from exploitation of singular archives: clusters of individuals
determined by patterns emerging when analyzing ‘signals of presence’ in different
sources and their geographical distribution could be of great interest for population
studies. Moreover, emerging patterns could be very useful to design population
surveys and producing population counts: both for definition of statistical models to
assess accuracy of population enumeration and for implement sampling frames for
population surveys, including Populations Census ones.

The process of knowledge discovery to extract useful information need expertise in
domains of specific administrative sources, together with expertise in population
studies and technical skills: so a multidisciplinary team and tasks are needed. This
collaboration is essential, among other things, when selecting specific administrative
sources from all those available and identifying their hierarchy: labor and education
registers rank higher than the other sources given that they provide more detailed
information on the territorial level and activity duration.

With the goal of discover useful information to increase population registers quality,
signals of presence of individuals on the national territory are extracted from the
sources integrated in the database. These signals were deeply investigated to identify
more discriminant attributes and possible latent dimensions. Once relevant features
of signals have been selected or derived (in case of latent ones), they are used to
study specific clusters of individuals useful for the permanent Census purposes.

The duration of signals for each individual has result of a big importance, together
with their geographical distribution. Signals of administrative data can represent a
temporary or occasional presence, so it is necessary to carry out a characterization
process, by the means of analysis of data and subsequently constructing calculated
variables. Patterns of signals duration emerged: continuous and steady signals,
seasonal pattern, new entrance, and so on. This goal was achieved thanks to the
longitudinal perspective that integration of microdata allows.

So, signals can be used to derived new relevant variables for related individuals and
their type of living conditions. More specifically with regard to population counts,
this new information could identify cases of permanent presence that correspond to
the usual residence definition and concept of the international regulations, that not
always correspond to what is record into official administrative population registers.
Demographic variables, especially gender, age and country of citizenship as well as
the location of the signal on the territory have proved to be very significant variables
in defining specific sub-population profiles
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A more detailed analysis of the characteristics of sub-populations at risk of over-
and under-coverage in populations registers has highlighted some important topics
and specific clusters of individuals. The division into different clusters reveals the
sub-populations that require further thematic analysis: for example, the typical
foreign communities that elude the registers, but perform specific labor activities, or
people who frequent certain territories. These same groups can form the basis for
defining a census procedure formulated on the use of mixed techniques that combine
specific surveys and appropriate statistical models.

The potential over-coverage of population register counts 3 million individuals,
three out of four have Italian citizenship, and the foreigners are on average more
than six years younger than the Italians. This sub-population mainly consists of
people of working age (15-64 years) and it is linked to the geographical areas where
unemployment is higher such as the municipalities in the South and in some central
areas of Italy.

When considering under-coverage, the analysis shows the presence of several
distinct clusters. The continuous signals showing stable presence on the territory are
related to just over 400 thousand people who are mainly foreign nationals.
Geographical location and specific citizenship are essential for identifying the cross-
border workers, whose absence from the population register is admissible.

Analysis revealed that also some individuals with weak (not continuous) signals
may be associated with stable presence on the territory, and for this reason an
improved characterization of signals is needed.

Clusters of individuals emerged, relevant to assure the quality of populations counts,
could be effectively used to measure improve quality of Census survey: contributing
in the sampling design and also to properly assess quality of enumeration counts.
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Consulting, knowledge transfer and impact case
studies of statistics in practice

Consulenza, trasferimento della conoscenza e casi
reali di impatto pratico della statistica

Shirley Coleman!

Abstract There is a growing interest by companies in learning more about how
data science can benefit them by analysis of their company data. This has led to a
flurry of requests for consultancy work and a corresponding bottleneck of people
available to do the work. Many companies value the stamp of a university and highly
qualified business development staff are being employed by universities to bring in
more outside interest partly to achieve the impact case study requirements. This
mismatch can be problematic but does not detract from the satisfaction of having so
many enquiries. This talk will describe some of the interesting work currently
undergoing at Newcastle University with small and medium enterprises.

Abstract Negli ultimi anni si osserva da parte delle aziende un crescente
interesse per come il Data Science puo dare dei vantaggi nell analisi dei loro dati
aziendali. Tutto cio ha portato ad una imponente richiesta di consulenza, ma con
una conseguente carenza di persone competenti disponibili ad effettuare il lavoro.
Molte aziende attribuiscono valore al marchio di una universita, mentre le stesse
universita stanno impiegando personale altamente qualificato nello sviluppo
commerciale per suscitare interesse all'esterno e in parte qualificare l'impatto dei
loro casi di studio. Tale discrepanza potrebbe essere problematica, ma questo non
riduce la soddisfazione di avere cosi tante richieste. Questa presentazione sara
dedicata ad alcuni interessanti progetti con imprese medio-piccole che sono
attualmente in corso presso |'Universita di Newcastle (UK).

Key words: data science, data analytics, SMEs, business development

1 Introduction

The practical application of statistics is fundamental to the scientific approach to
managing a business and running a successful industry. Although many companies
have made use of statistics, many sectors are slow in the uptake and barriers in
communication hinder a more complete realisation of the benefits. The extent of the
successes and losses of opportunity varies across Europe and it has been a great
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advantage to have a pan European network of practitioners who can share
experiences and learn from each other.

Statistics in practice is the main focus of the European Network of Business and
Industrial Statistics (ENBIS) which was set up in 2000 as a network of statistical
practitioners. The Industrial Statistics Research Unit (ISRU) in the School of
Mathematics and Statistics at Newcastle University, UK was one of the founder
members of ENBIS and has supported its activities ever since its launch and
throughout its 17 years of annual conferences, subject-focused Spring meetings and
other activities.

ISRU is a self-financing consultancy unit dedicated to spreading the message of
statistics in practice. The unit was set up by G. Barrie Wetherill in 1980 as a
response to his growing involvement with process industries, in particular the
massive ICI which employed over 20,000 people in nearby Teesside. ISRU evolved
from providing consultancy in statistical process control (Wetherill and Brown 1992)
and design of experiments to tackling the underlying issues of understanding the
needs of industry and implementing the changes needed to realise the benefits of
statistical interventions. The work involved methods from Total Quality
Management and applying the Six Sigma approach.

ISRU functions in a deprived economic area where heavy industry such as
shipping and mining have given way to light engineering and many start up SMEs.
Typically these SMEs were slow to take advantage of innovation in terms of new
management methods, partly because of their lack of finance. The importance of
European funding was soon realised as a way to give SMEs an equal chance of
improving the quality of their products and processes as that enjoyed by large
organisations. Several million £ of support was obtained for helping companies make
use of statistics and take a more scientific approach to problem solving. Amongst the
EU projects that ISRU proposed was substantial funding to set up the thematic
network called pro-ENBIS. This initiative lead to the growth of ENBIS into the
established and well-respected group of statistical practitioners that it is today.

In response to the increasing availability of data and awareness by companies of
its importance, ISRU developed data mining offerings for business and industry and
carried out several projects with SMEs part funded by the UK government. These
included developing and implementing segmentation methods in retail, explorations
of the Kansei Engineering approach (http://www.kansei.eu), statistical training in the
healthcare sector and extensive data analytics in the gas industry.

The interest in statistics and data mining is now escalating with many SMEs
making serious enquiries as to what support is available for them. ISRU has the
capability to help companies analyse and benefit from their data. There is now an
issue of how to service these requests for consultancy services. University staff are
fully occupied with research and teaching and do not have time and motivation to
carry out consultancy tasks. However, all UK universities are now required to
demonstrate the impact of their academic activities although enthusiasm for taking
on consultancy is lacking, the increasing important of impact should help make it
more appealing.
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ISRU is in a pivotal position to help academics demonstrate impact. One major
impact theme is around big data analytics for SMEs. The rest of this paper will focus
on this theme. Section 2 describes SMEs, gives some background to big data and
considers SME relationships with big data analytics, section 3 describes a case study
from this impact work, section 4 discusses UK university impact requirements,
section 5 considers the implications of the growth in data science for statisticians and
for the practice of statistics, and section 6 is the conclusion.

2 SMEs and their relationship with big data analytics

Small to medium enterprises (SMEs) have fewer than 250 employees; a turnover of
less than £40m or a balance sheet less than £34m. They are considered to be the
driving force of the economy employing over half of EU employees. Eurostat shows
that the % of total value added by SMEs in 2014 was around 60% on average in
different EU countries (http://ec.europa.eu/eurostat/). However, it is noted that SMEs
are behind in their commercial exploitation of big data:

“SMEs are lagging behind in the usage of business and big data analytics. In
2012, the adoption rate of big data analytics among UK SMEs was only 0.2 per cent,
compared to 25 per cent for businesses with over 1,000 employees (e-skills UK
2013). Market studies expect an annual growth rate of the global SME big data
market by 42 percent over the period of 2013 until 2018 (TechNavio 2014). «

Big data analytics here refers to the analysis of the masses of data regularly
collected by businesses as part of their everyday activities. It includes data from
sales, inventory, logistics, quality improvement, new product development and
promotion. In particular where companies are concerned, the opportunities lie in the
monetisation of company owned data in conjunction with secondary and open data
(Coleman, 2016).

Compared with larger organisations, SMEs have

e Less money, available staff and access to consultants
e  Greater concern with privacy, security and confidentiality
e And are more risk averse

The ENBIS community is keen to address this shortfall and are in process of
composing a European co-operation in science and technology (COST) funding bid,
http://www.cost.eu/. As background to the proposal, ENBIS members published a
paper reviewing the state of the art and the needs (Coleman et al 2016). One of the
findings reported in this paper is that SMEs have 14 main challenges which are
concerned with skills, operational issues and practicalities. These are fully described
in the paper and in summary are:

e  Skills: Lack of understanding of big data; Dominance of domain specialists;
Cultural barriers and intrinsic conservatism; Shortage of in-house data science
expertise; Bottlenecks in the labour market.
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e Operational issues: Lack of business cases; Shortage of affordable consulting;
Confusing software market; Lack of intuitive software; Lack of management
and organisational models.
e Practicalities: Concerns on data security; Concerns about data protection and
privacy; Over-focus on venture concept; Financial barriers.

Of these challenges, the ENBIS COST proposal will in particular address the
lack of business cases; shortage of affordable consulting and financial barriers. There
are currently few examples of data analytics case studies in SMEs. Ahlemeyer-
Stubbe et al (2014) give recipes for dealing with company data but the focus is
mainly on marketing issues. This lack of business cases will be ameliorated by
making exemplars and case studies available. Consulting companies are disinclined
to offer their services to SMEs as they prefer larger more lucrative contracts; the
COST project will tackle this problem initially by clarifying what services are
available, helping SMEs find assistance and facilitating the communication between
SMEs and consultants, and rationalising the kinds of intervention that will be
beneficial to SMEs. As more and more SMEs take up the big data opportunity
consultants will find them a safer, more appealing prospect and it is to be expected
that their services will become more affordable as the consultants see the advantage
of working with SMEs. The financial barriers arise because of the intrinsically low
cash flow of most SMEs but also because there are fewer avenues for debt finance.
There is often an asymmetry of information between the SME and lender because it
is difficult for the SME to express the benefits they expect from investing resources
in big data analytics. The COST project will help clarify the costs and benefits and
make financial applications easier to compose and more likely to be successful.

3 Case study

An established approach to helping SMEs and large organisations to innovate using
big data analytics is funded knowledge transfer from universities to businesses. In
the UK, Innovate UK funds 67% of the costs for an SME undertaking a knowledge
transfer partnership (KTP) or 50% of the costs for a large organisation. These
partnerships have to address a substantial, specific research area of need in the
company and are usually of around 2 years duration. A graduate research associate is
appointed to work full time in the business whilst being employed by the university
and being mentored and supervised by an academic for at least 2 days per month.
KTPs are a 4 way partnership with the company standing to benefit from the work on
their problem without the risks of employing a new worker, the research associate
gaining valuable work-based experience, the academic gaining new material for
teaching and publishing, and Innovate UK showing added value for the funds they
have spent in terms of increased turnover and profit for a UK company.

Newcastle University currently has 17 such KTPs including projects in
agriculture, energy and historic records. KTPs were initiated in 1976 and over the
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years ISRU staft have supervised projects in retail, finance, shipping, energy and
assistive technology. One such KTP specializing in assistive technology was
completed in 2016 and provides a good example of the work. Assistive technology
refers to equipment and services that assist older people to deal with losing their
ability to undertake activities of daily living. Activities of Daily Living (ADLs)
include dressing, toileting, bathing, feeding and moving around. It is not always clear
which assistive technologies will be the most appropriate for each individual, and the
current socio-political-medical environment means that there are frequently long
waiting periods to access expert opinion. It is quite common for products to have
been developed specifically for an individual who has a particular need or
requirement, then the product is mass-produced and marketed. However, bespoke
products are not necessarily suitable for all who present with similar problems.

The SME in this project had developed an expert system to enable people to
interrogate information resources and find out which assistive technologies are
available and are suitable for them in their physical environment. The company had
14 years’ worth of assessment data resulting in several million cases with data that
can be indexed by person, assessment question, ADL problem and ADL solution.
The company was aware that their data is a rich source of insight and that more use
could be made of it and so they were eager to explore what could be done.

The KTP was designed to explore the use of data analytics to reveal insight about
the ageing sector and to be of benefit to the many stakeholders of the company. As
the company was built around the needs of the public sector, their income was
dependent upon Government sources, an additional important aim of the data
analytics was to provide a new revenue stream for the company to make it more
stable and robust to economic changes.

The project produced guidelines to help SMEs get started with analysing their
data:

Review strategic objectives.

Review IT options for data manipulation, access, analysis and presentation.
Identify relevant dimensions of the data.

Carry out a stakeholder analysis.

Quantify the importance of each data dimension to each stakeholder
Determine suitable revenue strategies.

Use data analytical methods to create insight.

Pilot and revisit step 1.

XN LD =

Exemplars were prepared and the completed KTP was considered to be a great
success by all partners. In particular, the company has completely changed it
relationship with data and sees data analysis as a key company offering. In addition
various stakeholders have committed to paying for insight and create the desired new
revenue stream.
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4 TImpact

A considerable part of the funding of UK wuniversities is based on impact.
Universities need to show that their research has a broad and deep impact on society
and the world at large. In the 2014 research excellence framework 25% of non-
student related income depended upon impact. Each department had to show:

e Quantifiable reach and breadth of research impact in the last 5 years on a
cohesive theme

e  With several >2* underpinning publications over the last 20 years

e  With 1 impact case study per 7-10 academic staff

ISRU and academic staff who undertake KTPs and consulting are in a good
position to provide impact case studies. ISRU contributed one of 3 case studies
submitted by the School of Mathematics and Statistics
(http://www.ncl.ac.uk/research/ref/unit/uoal0) and staff are currently involved with
preparing cases and helping other academics for the next research excellence
framework expected to be in 2020.

There is a growing mismatch between university administrative staff who want to
maximise the university income and impact opportunities and academic staff who
feel they are judged by their academic publications. The growing importance of
impact may help to bridge this gap. Somehow the profile of staff involved with
impact needs to be raised and the rewards made commensurate.

Consultancy does not have to be carried out by a university group, however,
many businesses like to have the stamp of approval of a university as an independent
voice on their methods and conclusions.

5 Consultancy

A European wide initiative to work with big data and SME:s is just one approach
to introducing and eventually embedding statistics in companies. Universities and
colleges have realised the need for more accessible training and there are an
increasing number of Master’s and other postgraduate courses available for study.
These are labelled variously as data analytics, business intelligence, data science and
others. Most such courses offer a combination of statistical training, business
awareness and IT skills (Coleman and Kenett 2016).

Data science is a fast growing concept that is becoming accepted in many walks
of life. It has attracted interest from the claims made on bill-boards and the fact that
even Governments are giving it extensive attention, for example the UK
Parliamentary Office of Science and Technology, http://www.parliament.uk/mps-
lords-and-offices/offices/bicameral/post/work-programme/big-data. Citizen scientists
are encouraged to collect data and contribute to major research programs. For
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example, in the Zooniverse project, https://www.zooniverse.org/, citizens are invited
to take part in research.

Data science has caused a stir amongst professions such as statistics and
operations research because many data scientists do not feel the need to be part of
these professional societies. The Royal Statistical Society debated whether to include
data science in all of its special interest sections or to start a new section devoted to
data science. After considerable discussion it was decided to start a new data science
section. The president strongly expressed the opinion that data science needs a sound
basis in mathematics and statistics and that the professions are an intrinsic part of the
new field of data science.

In ISRU’s consultancy work we are teaming up with computer science specialists
and with the client domain specialists so that we are addressing the three aspects of
data science in a cohesive way. Computer scientist input includes data access and
manipulation, machine learning methods and bespoke visualisation. Together we can
produce tailored client solutions which can be implemented and developed within
the company in a highly satisfactory manner.

The data science consultancy needs of large organisations are often met by
services provided as one small part of the offering from big consultancy firms who
are more familiar with other business activities. There is a large body of statisticians
working in government, health, finance and drug development but these statisticians
and statistical groups have limited opportunities to help SMEs. The issue of where
consultancy units are best placed was discussed in pro-ENBIS and a database of
consultancy provision across Europe was one of the project deliverables. A
comparison of academic based and commercial consultancy units was included in the
project book (Coleman et al 2008) produced as part of the dissemination. This issue
is still pertinent. Academic staff are judged by the quality and quantity of their
research output. Research income is not always valued. We have found that it is
difficult to attract academics to be involved in consultancy, but as stated above
impact requirements may be the key to solving the issue.

6 Conclusions

Consultancy is a vital service getting added value from research and providing real-
life examples for students. Mechanisms are needed to facilitate the exchange and
knowledge transfer partnerships are a good method. SMEs are increasing motivated
to explore data analytic options for their company data. The current focus on impact
in UK universities is helpful in giving consultancy a higher profile and encouraging
more staff to service the need. Academic based consultancies have an important role
to play and need to be encouraged wherever possible. European funding is needed to
help SMEs to take part in the data analytics revolution. ENBIS is an important peer
group to co-ordinate such activities.
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