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The Helium Poem

This little atom helium
is cause of great delirium.
When one predicts what it will do,
one often finds, one has no clue.

At cryogenic temperature,
where other atoms cease to stir,
helium alone does not stagnate,
but forms a superfluid state.

In supersonic gas expansion,
droplets grow by aggregation,
And they cool down to just a smidge:
To form a supersonic fridge.

If in this enigmatic juice
a spinning molecule’s let loose,
instead of slowing naturally,
it keeps on twirling merrily.

The secret behind this strange action
is the large superfluid fraction,
which to every one’s surprise
have even clusters of smallest size.
Though superfluid helium
was studied ad absurdum,
by Landau, London, Yang and Lee,
They missed the droplets completely.

Now the droplets are the greatest,
being cold and gentle is the latest,
clusters grow and self organize
and form structures which tantalize.

Let’s hope droplets of helium.
a most marvelous medium,
bring benefits to chemistry
for the rest of this century...

R. B. Doak, A. P. Graham, B. Holst, and J. P. Toennies
We dedicate this book to countless students, especially those not listed as coauthors. Without their optimism, enthusiasm, and hard work, many of the results in this book would not have been reported.
Superfluid helium nanodroplets have in the last 25 years opened up a new era of high-resolution spectroscopy. This has been made possible by their sub-Kelvin temperatures and the gentle nature of the superfluid. As a matrix for spectroscopy, helium droplets have provided a new perspective on the physics and chemistry of atoms, molecules, both inorganic and organic, and even large biomolecules, also in the form of clusters and large aggregates. New information has also been obtained on the reactions and structures of radicals and ions. Moreover, much has also been revealed about the photon-excitation dynamics of molecules. At the same time, the molecular spectra have provided new insight into the microscopic many-body coherent quantum physics of the helium superfluid. For example, the very first evidence that small finite-sized objects with even less than 100 helium atoms can be superfluid comes from this new spectroscopy.

This is the first book that provides the reader with a coherent overview of the progress made in the last 25 years. A quarter of a century suffices to present a comprehensive description of the progress in understanding and the potential of using helium nanodroplets as “The ultimate spectroscopic matrix?” as Giacinto Scoles and Kevin Lehmann, two of the pioneers, proclaimed already in 1998. Compared to the 1990s when about 500 articles appeared under terms similar to the book’s headline, presently more than 5000 articles appear every year. Additional evidence for the vitality of this area of research is the large number of 43 reviews that have appeared since 1998.

Spectroscopic matrices as molecular sample holders have a long tradition in chemistry. They were first introduced in the 1950s by George Pimentel and coworkers for stabilizing and studying unstable or reactive molecules by freezing and preserving them in a large excess of inert atoms or molecules condensed on a cold transparent substrate. This method has not only the advantage of synthetic variability...
but also the disadvantage of appreciable perturbations and the disabling of mobility like molecular rotation or reactive collision. In 1977, the seeded beam method was introduced by Richard Smalley, Lennard Wharton, and Don Levy as an alternative to matrix isolation. In this method, gas phase molecules to be investigated are cooled to low temperatures of several degrees Kelvin by coexpanding in an excess of an inert gas into a vacuum. At the end of the expansion, the molecules are unperturbed and are free to rotate and can even interact under single collision conditions with a crossed beam. The method is limited to small molecules to assure that the internal degrees of freedom are sufficiently cold.

The superfluid helium nanodroplet matrix unifies the advantages of both methods of synthetic flexibility and negligible perturbation enabling the molecules to move around and rotate, with the additional advantage of sub-Kelvin temperatures. Moreover, for helium droplets, the possible sizes of molecular dopant species are far larger. For example, large tailor-made molecular aggregates can be synthesised inside the droplets by consecutively adding the individual constituents to the droplets, which act as a kind of test tube. The secret behind these many advantages lies ultimately in the unique properties of helium. It is the only chemically completely inert element and the only element which remains liquid down to 0 K (at pressures below 25 bar) and below 2.17 K becomes the only naturally occurring superfluid.

In its eleven chapters the book provides a coherent overview of the many new advances that have been made in studying the physics and chemistry of a broad variety of atomic scaled systems doped into superfluid helium droplets. The eleven chapters are organized in the following way: The first two chapters serve to introduce the reader to the properties of pure helium droplets and to the extremely weak van der Waals interaction between two He atoms, which as described in the second chapter, leads to the largest of all small molecules. Then the next four chapters are devoted to the mass, infrared and optical spectroscopic investigations and chemical reactions of embedded foreign atoms, molecules, radicals and clusters. The following two chapters describe diffraction experiments to determine the structures of droplets and embedded large protein molecules. An overview of time dependent spectroscopy focusing on the short-term dynamics is provided in the next two chapters. Finally, the last chapter is devoted to the synthesize of new nanoscopic materials within nanodroplets.

Chapter 1 by one of the editors, J. Peter Toennies, starts with summarizing the history of superfluidity and droplet experiments. The different types of expansions used to produce droplets of different sizes and the velocities of droplets are surveyed. The theoretical and experimental studies of the physical properties of droplets, such as the total energies, excited state energies, densities, radial distribution and temperatures are also reviewed. Finally, the theoretical and experimental evidence for the microscopic superfluidity of droplets are summarized.

Chapter 2 by Maksim Kunitski is in a sense outside the area implied by the title of the book “Molecules in Helium” since his chapter is devoted to “Molecules of Helium”. The remarkable aspect of the Coulomb Explosion Imaging (CEI) technique described in this chapter is that it enables imaging directly the Quantum Probability Density (QPD) of these exceptionally dispersed quantum molecules with remarkable
precision. From the CEI measurements, the QPD could be determined over the entire quantum tunneling region from 14 Å out to 250 Å. From the exponential slope of the QPD, the extraordinarily weak binding energy of the helium dimer was finally precisely established to be $1.77 \pm 0.015 \text{ mK}$ in excellent agreement with the latest quantum chemical calculations which included also non-adiabatic interactions. The structure of the very fascinating extremely quantum-fuzzy Efimov state of the helium trimer could be measured and the tetramer is on the horizon. The CEI technique is also used in Chap. 8 to follow the psec. motions of molecules in droplets.

Chapter 3 by Arne Schiller and colleagues describes the latest results of the Innsbruck group of Paul Scheier on using mass spectroscopy techniques to explore pure and doped neutral and ionic droplets. Since mass spectrometry was historically the first experimental technique for studying helium droplets, their chapter starts with an informatively compact overview of past experiments. Their chapter then deals with new studies of ion abundance distributions of embedded metal atoms and organic molecules. The last part reports on new exciting results in which ionized droplets are again ionized to form multiply charged ions.

Chapter 4 by Gary Douberly brings the reader up to date on the tremendous progress made in using infra-red spectroscopy as well as Stark and Zeeman spectroscopy for studying the rotational fine structure of vibrational modes in order to analyze the structure of organic molecules, and highly reactive organic radicals as, for example, some containing a divalent carbon atom. This chapter also reports on reactions involving highly reactive organic radicals.

In Chap. 5, Alkwin Slenczka and his colleagues report on electronic spectroscopy namely fluorescence excitation and dispersed emission of polycyclic aromatic hydrocarbons including smaller ones like polyacenes up to larger ones such as phthalo-cyanine or porphyrins. Moreover, the formation of van der Waals clusters of these molecules mainly with rare gas atoms is analyzed with electronic spectroscopy. Several examples of photolysis reactions and the influence of the superfluid environment are discussed in detail. Comparison of helium droplet data with corresponding gas phase experiments reveals not only advantages but also some open challenges in understanding microsolvation in helium droplets.

In Chap. 6, the group of Gert von Helden at the Fritz-Haber Institute in Berlin report on their pioneering experiments in which large ionized and mass selected organic biomolecules from an electrospray source are inserted into large droplets. With their method, they have extended helium droplet spectroscopy into the realm of large biomolecules with up to about 2000 Da. Highly resolved infra-red spectra of mono-, di-, tri-, and tetra-saccharides measured with an in-house free electron laser can even distinguish between conformers at selected sites in these large molecules. Among the tetra-saccharides studied are biologically active blood group antigens and human milk oligosaccharides. The experiments point to the great potential of droplet spectroscopy in pharmaceutical research.

Chapters 7 and 8 report on relatively recent progress in directly imaging very large pure and doped droplets and the structures of large aligned biomolecules. In Chap. 7, Thomas Möller and his colleagues report on the method of coherent diffraction imaging using X-rays or extreme ultra-violet light. These experiments have revealed
that large droplets with up to $N \approx 10^{12}$ atoms and diameters of several hundred nanometers, previously thought to be spherical, have many different non-spherical shapes ranging from flat oblates to highly elongated prolate spheroids with aspect ratios up to 3.0. The images from xenon doped droplets show dopant traced superfluid vortex filaments and even Abrikosov vortex lattices. The shapes and vortex filaments reveal that the droplets are highly rotationally excited.

Chapter 8 by Wei Kong and colleagues describes their efforts to determine the structure of single oriented large biomolecules by electron diffraction. Most of what is known about the structure of large protein molecules is derived from X-ray diffraction from crystallites. Since many biomolecules cannot be crystallized, this experiment has the important goal of determining the structures of single biomolecules. In the ultracold superfluid environment of the droplets, the embedded molecules are easily aligned by an elliptically polarized laser field. The structures are then determined by diffracting electrons from different directions.

Chapters 9 and 10 are devoted to the time-resolved spectroscopy of molecules in helium nanodroplets. In Chap. 9, Henrik Stapelfeldt and his coworkers discuss the adiabatic and non-adiabatic alignment of molecules in the superfluid helium environment in comparison to the free molecules. They find that femtosecond or picosecond laser pulses can induce coherence in the rotation of embedded molecules that last for long times. Moreover, the Coulomb Explosion Imaging allows following the relaxation of laser pulse alignment of small linear species such as I$_2$, OCS, and CS$_2$ and in addition larger organic molecules and their clusters. Upon two-dimensional alignment, angular covariance maps of fragment pairs reveal deep insight into the structure of the solvated dopant system.

Chapter 10 from the group of Frank Stienkemeier also provides a picture of the dynamics of embedded molecules after they have been excited vibrationally or electronically via femtosecond pulse-probe spectroscopy. Separate subsections are devoted to time-resolved XUV spectroscopy and interatomic Coulombic decay processes and the dynamics of helium nano-plasmas. This chapter also introduces the reader to the technique of 2D spectroscopy, which enables observing the correlation between the absorption and emission processes in a single molecule. In their application, it is used to analyze Rb$_2$ and Rb$_3$ clusters on the surface of helium nanodroplets.

The last, but by no means less interesting, Chap. 11 by Florian Lackner describes the remarkable successes in synthesizing tailored nanoparticles. The chapter starts with an analysis of the mechanisms for nanoparticle growth. The discussion is illustrated with many examples of transmission electron microscopy, STM, and elemental images of core-shell metal, alloyed metal, and metal oxide and even metal core-transition metal oxide shell nanoparticles created in droplets and deposited on surfaces. The synthesis in helium droplet excels in the sub-10 nm size regime and has many potential applications in catalysis, plasmonics, magnetics, and photocatalysis.

Appendix A contains an annotated list of the 43 review articles devoted to the chemistry and physics of nanodroplets that have appeared since 1998. They provide a historical perspective and complement the chapters in this book.
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Abstract  In this introductory chapter, we begin by informing the reader about the fascinating history of superfluidity in bulk liquid helium. This is followed by relating attempts in using liquid helium as a low temperature matrix for spectroscopy. After a brief review of the thermodynamic properties of helium in Sect. 1.2, the different types of free jet expansions used in experiments to produce clusters and nanodroplets of different sizes are described in Sect. 1.3. First it is shown how they depend on the nature and location in the phase diagram of the isentropes which determine the course of the expansion. Depending on the four regimes of isentropes, different number sizes and distributions are expected. Next in Sect. 1.4, the results of theoretical and, where available, experimental results on the total energies, excited states, radial density distributions, and temperatures of clusters and droplets are discussed. Finally, in Sect. 1.5 the theoretical and experimental evidence for the superfluidity of nanodroplets is briefly reviewed. For more information on the production and characteristics of nanodroplets, the reader is referred to the chapters in this book and to the reviews in Appendix.

1.1 History

1.1.1 History of Superfluidity in Helium

The first evidence for the existence of helium was a new spectral feature in the Fraunhofer spectrum of the sun discovered in 1868 by the French astronomer Jules Jansen and quickly confirmed in the same year by English astronomers. It was thought then to be another alkali atom and was named after the sun Helios with an ending of “um” as with all the then known alkali atoms. Helium is the second most abundant element in the universe after hydrogen. It is, of course, prevalent in the sun where it is produced by the nuclear fusion of hydrogen. On the heavy planets Saturn and
J. P. Toennies

Jupiter it makes up 60–70% of their atmospheres. Because of the earth’s light mass, helium easily escapes and is virtually not present in our atmosphere.

Helium was first liquified by Kamerlingh Onnes in 1908 with a six-stage cooling cascade in Leiden, Holland. Three years later, the ultralow temperatures enabled Kamerlingh to discover superconductivity in mercury at 4.17 K. Thirty years later, in 1938, the superfluidity of liquid helium was discovered at temperatures below 2.141 K by Pyotr Kapitza in Moscow [1] and simultaneously by Allen and Misener in Cambridge [2]. Both results were published back to back in Nature. The fascinating stories behind the race to discover superfluidity have been recently reviewed [3–6]. In the same year, László Tisza published a Nature article where he postulated that superfluid helium consists of two interpenetrating liquids called the superfluid and normal fractions (two fluid model) [7]. Also in 1938, Fritz London proposed that Bose–Einstein Condensation (BEC) [8] could explain the superfluidity of helium [9].

Superfluidity manifests itself through many different apparently unrelated phenomena, such as a vanishingly small viscosity, the fountain effect, the ability to creep out of a container defying gravity, and the extraordinary ability to conduct heat much more efficiently than even the purest metals. These many strange properties are all *macroscopic*. These properties inspired Fritz London in 1954 to proclaim that “superfluid helium, also called liquid helium II, is the only representative of a particular fourth state of aggregation” [10].

In 1941 when Nazi Germany invaded Russia, Lev Landau, then in Tbilisi, was the first to formulate a microscopic theory of superfluidity by assuming that the elementary excitations in a superfluid are dominated by highly coherent phonons at low energies [11]. Consequently, he postulated that the phonon dispersion curves in the superfluid are different than in an ordinary liquid. For one they are sharply defined, as in a solid, and further exhibit a maximum which he called a “maxon” and a minimum called a “roton” (Fig. 1.1). He also pointed out that the sharpness of the dispersion curve and the roton would allow the frictionless motion of a particle at velocities below 58 m/s. The sharp dispersion curves coupled with the two-fluid

![Fig. 1.1](image-url) The dispersion curve of superfluid helium proposed by Landau. Particles moving in the superfluid at velocities less than the critical velocity of 58 m/s experience no resistance.
model of Tisza [7] and the suggestion by London relating Bose–Einstein Condensation with superfluidity [9] provided a unifying framework within which many of the above macroscopic observations could be described in the following years.

In contrast, on a microscopic level, the physical mechanisms behind many of the unusual properties of both the quantum liquids $^3$He and $^4$He are yet not fully understood. Even today, the statement made in 1984 that the “connections between Bose condensation and superfluidity (in $^4$He) remain a deep and complex problem” [12] is still valid despite considerable progress in explaining many related phenomena in Bose–Einstein condensed gases [13, 14]. On the other hand, superfluid helium droplets and trapped Bose–Einstein condensates are both quantum many-body systems and have much in common [15].

Superfluidity and superconductivity are closely related [16]. Both are ubiquitous phenomena which occur in solids, in the nuclear matter in stars, as well as in nuclei [17], and also in elementary particle physics, e.g. Higgs boson [18] The two volumes edited by Bennemann and Ketterson entitled “Novel Superfluids” list and discuss the many manifestations of superfluidity and superconductivity [19].

1.1.2 History of Helium as a Cryomatrix for Spectroscopy

The secret behind the advantages of helium as a cryomatrix for spectroscopy lies ultimately in the unique properties of the helium atom. The properties relevant to the use of droplets as a matrix are briefly summarized in the following four paragraphs:

1. The helium atom is the most inert of all atoms. No chemistry is known. In comparison with the simpler H atom, the He atom, with two electrons in a closed shell, is even smaller in size and has a three times smaller polarizability. The energy of the first excited state of 19.82 eV makes liquid helium transparent at wavelengths larger than 62.56 nm.

2. The inertness of the helium atom is responsible for the exceedingly weak van der Waals potential of the helium-4 dimer, which is just barely bound. As discussed in Chap. 2 by M. Kunitski in this book, the dimer has a mean internuclear distance of $45 \pm 2 \text{ Å}$. This is about 3 times greater than its classically allowed maximum distance and is due to quantum tunneling. Consequently, it is the largest of all ground state diatomic molecules. Because of its low mass in comparison with other atoms and molecules, it has a large zero-point energy and therefore forms the weakest of van der Waals bonds. With alkali and alkaline earth atoms, the helium atom even has no bound state.

3. The extremely weak He–He bond also explains that it is the only element that, as discussed in the next section, at atmospheric pressure does not freeze at 0 K. Thus, droplets are definitely liquid. Due to its light mass, weak bonding, and bosonic characteristics, liquid $^4$He undergoes a second-order phase transition below 2.17 K, a type of Bose–Einstein Condensation called superfluidity.
4. The extremely weak He–He bond also means that it has a very small heat of evaporation. In vacuum it evaporates very rapidly until the temperature is so low that further evaporation cannot occur. As discussed in Sect. 1.4.4, this property explains the low temperature of 0.38 K for $^4$He droplets and 0.15 K for $^3$He. Droplets are thus an ideal cryostat with a well-regulated constant temperature.

Most of the remarkable features listed above have been known for nearly a century through the extensive experiments carried out at the Physics Institute of the University of Leiden by Kamerlingh Onnes, his successor Willem Hendrik Keesom, and colleagues in the early half of the last century [20]. Only the superfluid nature of $^4$He is more recent. Thus, one may ask why hasn’t helium been used as an ideal matrix earlier?

One of the first attempts was undertaken in 1964 by Jortner et al. who deposited $N_2$ and $O_2$ on the surface of liquid helium to produce colloidal aggregates. These were excited by a $^{210}P_0 \alpha$-source and the electronic emissions $N_2(A^3\Sigma^+_n \rightarrow X^2\Sigma^+_g)$ and $O_2(C^3\Sigma^-_u \rightarrow X^3\Sigma^+_g)$ were observed [21]. The first attempt to inject atoms into the liquid made use of ion and electron emission from a hot filament. Later discharges were used as sources of ions and the ions were neutralized with electrons in situ. In 1973, Eugene Gordon et al. carried out a series of experiments in which a mixture of $N_2$: He (1: 1000) was passed through a discharge directed at the surface of liquid helium. Inside the liquid, a snow-like condensate was observed via the $(^2D \rightarrow ^4S)$ emission of the N atom [22]. The group of Gordon in Chernogolovka also pioneered the growth of high aspect ratio metal nanowires inside bulk superfluid helium [23]. Metal nanoobjects grown in helium droplets are discussed in Chap. 11 by F. Lackner in this volume. Several groups used laser ablation of the metal inside the cryostat and investigated the atoms by laser-induced fluorescence [24, 25]. So far, only metal atoms and clusters have been investigated spectroscopically in the bulk liquid and solid. For a review, see [26]. Generally, however, the atomic lines of metals are considerably shifted and broadened as a result of the strong Pauli repulsion between the helium electrons and the unpaired electron of the electronically excited atom.

Bulk helium spectroscopic experiments have the advantage as a spectroscopic matrix over droplets of temperature and pressure flexibility. Consequently, the spectra inside the normal liquid can be compared with that inside the superfluid and solid, [27] further allowing investigations over a wide range of temperatures and pressures. Unfortunately, it still remains a challenge to stabilize closed-shell atoms and molecules in bulk liquid helium. Once inserted, they drift to the walls or coagulate to form large aggregates [28].

Parallel with and independent of the above developments there were a few experiments and theories exploring the physics of large helium droplets formed in gas expansions in vacuum. In 1961 Becker, Klingelhöfer and Lohse reported on the first investigation of the time-of-flight of droplets of helium formed in nozzle expansions [29]. These scientists were interested in possible applications to plasma physics and the experiments have been reviewed by E. W. Becker in 1986 [30]. In 1983 Stephens and King reported distinct magic numbers of the ion signals in the mass spectra of
both $^3\text{He}$ and $^4\text{He}$ clusters [31]. The first reported theoretical prediction that finite-sized droplets like nuclei could be superfluid was published in 1978 [32]. In 1983 the nuclear theoretician V. R. Pandharipande and colleagues reported the first Variational Monte Carlo quantum calculations of the ground state properties of helium droplets as a function of the number of atoms up to $N = 728$ [33]. These pioneering calculations have been largely confirmed by many subsequent theories.

In 1986 our group reported mass spectroscopic investigations of $^4\text{He}$ clusters beams [34]. Then, in 1990, Scheidemann, Toennies and Northby reported the observation of additional Ne cluster ions in the mass spectrum of the droplet beam after it had been scattered from a Ne atom nozzle beam [35]. A more complete description of some of the early mass spectrometer experiments, can be found in the chapter “Mass Spectroscopy of Pure and Doped Droplets” by A. Schiller, L. Tiefenthaler and F. Laimer in this volume.

Shortly afterwards in 1992 Goyal, Schutt and Scoles observed two unusually sharp infrared lines of a CO$_2$ laser in the spectrum of SF$_6$ molecules, which they thought were attached to the helium droplets [36]. Two years later, Fröchtenicht and Vilesov from our laboratory used a tunable diode laser and observed well-resolved rotational lines of the P- and R-branches centered around a sharp Q-branch of SF$_6$ in droplets of several thousand atoms [37, 38]. This experiment demonstrated for the first time that single molecules could be inserted into droplets and that the molecules were free to rotate. Since then rotationally resolved spectra have found a wide application as reported in Chap. 4 by Gary Douberty.

### 1.2 Thermodynamic Properties of Helium

As implied earlier helium is a unique element. It is also the best characterized of all the elements in all its phases. The book by Keller from 1969 [39] and the book edited by Bennemann and Ketterson [40] still provide the most comprehensive introduction to the many remarkable thermodynamical and physical properties of helium. The more recent book by Tilley and Tilley is also recommended as a modern source [16].

Figure 1.2 shows the phase diagram of helium in a double logarithmic plot. Helium is the only substance that remains liquid and does not solidify at 0 K under atmospheric pressure. To solidify helium, high pressures of about $P = 29$ bar at below 1.73 K are required. Its critical point is at a pressure of $P_{\text{c.p.}} = 2.27$ bar and $T_{\text{c.p.}} = 5.2$ K. At atmospheric pressure below about 4.2 K helium becomes a liquid, denoted He I. Then, on further cooling to 2.17 K it undergoes a second-order transition into the new liquid superfluid phase denoted He II (Fig. 1.2). In place of the triple point, where in all other substances the gas, liquid and solid states coexist, it has a unique point at which the gas, liquid He I and superfluid He II coexist, called the $\lambda$-point. Furthermore, instead of a phase line marking the transition from the liquid to solid, as in all other substances, it exhibits a $\lambda$-line, which marks the transition from the normal liquid He I to superfluid He II. The name derives from the sharp spike in the specific heat which approaches infinity at the superfluid transition. At the $\lambda$-line,
helium undergoes many dramatic changes in its properties. For example, as a result of the superfluidity of He II the viscosity drops by 6 orders of magnitude to less than $10^{-11}$ poise and the heat conductivity jumps by almost 7 orders of magnitude.

Table 1.1 summarizes some of the thermodynamic properties of $^4$He and the rare $^3$He isotope. Because $^3$He is much lighter than $^4$He and is a fermion and not a boson as $^4$He, it has much different physical properties than the more abundant $^4$He. Below about 2.5 mK, $^3$He also becomes a superfluid by the pairing of two fermions to produce a type of boson. Because of the many different magnetic phases $^3$He is presently a hot topic in the low temperature community which regularly meet at the biannual conferences *Quantum Fluids and Solids* (QFS).

### 1.3 Formation and Characterization of Helium Nanodroplets

#### 1.3.1 Production of Nanodroplets in Free Jet Expansions

Beams containing helium clusters and droplets are readily produced by expanding the high purity gas or the liquid at a stagnation source pressure $P_0$ between 1.0 and 80 bar and low temperatures $T_0$ between 3 and 40 K into vacuum. A thin-walled orifice with diameter $d = 5 - 10 \mu \text{m}$ is commonly used as the source [41, 42]. Since the flow is not guided, as compared to a Laval-shaped relatively long nozzle, the corresponding jet is termed “free jet”. For preliminary collimation and to reduce the gas load on the vacuum system, the orifice is followed by a conical skimmer [43]. In the ensuing radial expansion of the gas, the particle density $n$ falls off with the inverse square of the distance $z$ measured from the orifice, $n \propto z^{-2}$. For a review on free jet expansions,
Table 1.1 Thermodynamic and physical properties of $^4$He and $^3$He

<table>
<thead>
<tr>
<th></th>
<th>$^4$He (boson)</th>
<th>$^3$He (fermion) (Fermi temp. 1.75 K)</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative abundance on earth</td>
<td>5.2</td>
<td>$7 \times 10^{-6}$</td>
<td>ppm</td>
</tr>
<tr>
<td>Boiling point, $T_B$</td>
<td>4.2</td>
<td>3.191</td>
<td>K</td>
</tr>
<tr>
<td>Binding energy per atom and heat of evaporation</td>
<td>7.15</td>
<td>2.7</td>
<td>K</td>
</tr>
<tr>
<td>Critical pressure $P_{c,p}$</td>
<td>2.2746</td>
<td>1.15</td>
<td>bar</td>
</tr>
<tr>
<td>Critical temperature $T_{c,p}$</td>
<td>5.2014</td>
<td>3.324</td>
<td>K</td>
</tr>
<tr>
<td>Critical enthalpy $h_{c,p}$</td>
<td>6.74</td>
<td>--</td>
<td>kJ/kg</td>
</tr>
<tr>
<td>Critical entropy $s_{c,p}$</td>
<td>5.70</td>
<td>--</td>
<td>kJ/(kg K)</td>
</tr>
<tr>
<td>Entropy at 2.0 K</td>
<td>3.85</td>
<td>12.95</td>
<td>J/mole K</td>
</tr>
<tr>
<td>Temperature of $\lambda$ point</td>
<td>2.1773</td>
<td>$2.5 \times 10^{-3}$</td>
<td>K</td>
</tr>
<tr>
<td>Surface tension $\gamma$ at $T = 0$ K</td>
<td>0.3544</td>
<td>0.15</td>
<td>dyn/cm</td>
</tr>
<tr>
<td>Compressibility at 0 K</td>
<td>0.120</td>
<td>0.361</td>
<td>cm$^3$/J</td>
</tr>
<tr>
<td>Viscosity at temperature of droplets</td>
<td>$\approx 0$</td>
<td>200</td>
<td>micropoise</td>
</tr>
<tr>
<td>Liquid mass density</td>
<td>0.146</td>
<td>0.0832</td>
<td>g/cm$^3$</td>
</tr>
<tr>
<td>Liquid particle density $n$ at 0 K</td>
<td>$2.18 \times 10^{22}$</td>
<td>$1.64 \times 10^{22}$</td>
<td>cm$^{-3}$</td>
</tr>
<tr>
<td>Velocity of sound at 0 K</td>
<td>239</td>
<td>183</td>
<td>m/sec</td>
</tr>
<tr>
<td>Gas to liquid volume ratio (at normal conditions)</td>
<td>662</td>
<td>866</td>
<td>–</td>
</tr>
<tr>
<td>Thermal conductivity at $T_B$</td>
<td>0.26</td>
<td>0.20</td>
<td>mW/cm$^2$ K</td>
</tr>
<tr>
<td>Conduction band (surface pot. Barrier)</td>
<td>1.2 eV</td>
<td>–</td>
<td>eV</td>
</tr>
<tr>
<td>Radius of electron bubble in liquid helium</td>
<td>18.91 (P = 0)</td>
<td>–</td>
<td>Å</td>
</tr>
<tr>
<td>Mean free path of quasiparticles at 0.38 K the temperature of droplets</td>
<td>$\approx 10^{-1}$</td>
<td>$\approx 5 \times 10^{-7}$</td>
<td>cm</td>
</tr>
<tr>
<td>Average kinetic energy per atom</td>
<td>$\approx 14$</td>
<td>$\approx 10$</td>
<td>K</td>
</tr>
</tbody>
</table>
gas or liquid can adjust adiabatically since it takes only less than about a hundred collisions ($\approx 10^{-12} \text{ s}$) to adapt to a new pressure and temperature. Thus, it is possible to describe the expansion by following the isentropes in the phase diagram shown in Fig. 1.2. The thermodynamic properties of helium and their dependence on pressure and temperature, as well as the isentropes, are available in tabular form from extensive calculations [49, 50] and measurements [51].

1.3.2 The 4 Regimes of Isentropic Expansions

The free jet expansions of helium depend on the nature of the corresponding isentropes. These can be divided into four flow regimes, which are denoted as Regimes I through IV. Figure 1.3 shows a number of isentropes as dashed colored lines starting from a fixed stagnation pressure of $P_0 = 20 \text{ bar}$ and for a range of source temperatures $T_0$ from 0 to 40 K. Regime I expansions are frequently referred to as supercritical since the temperature range lies above the critical temperature. Consequently, the

![Fig. 1.3 Pressure-temperature phase diagram for $^4\text{He}$ with isentropes (----) for free jet expansions starting from a stagnation pressure of $P_0 = 20 \text{ bar}$ and a range of temperatures $T_0$ [52]. As discussed in the text, qualitatively different behavior is expected for the four regimes indicated at the top of the diagram; Regime I: $T_0 \geq 12 K$, Regime II: $T_0 \approx 8 − 12 K$, Regime III: $T_0 \approx 2.8 − 8 K$, and Regime IV: $< 2.2 K$. The isentropes are based on data in [50, 51] for different temperatures $T_0$ and a single initial pressure of $P_0 = 20 \text{ bar}$ [52]. To obtain the state of the gas or liquid at the orifice, the velocity has been calculated from the change in enthalpy during the expansion (the lines of equal enthalpy are not shown). The sonic condition requires that the flow velocity equals the speed of sound at the narrowest point of the orifice and at this point the flow changes from subsonic to supersonic. Where this occurs is indicated by the dotted curves in Fig. 1.3 [52]. Reproduced from [52] with the permission of AIP Publishing]
Regime III expansions below the critical point are termed subcritical. In Regime II expansions the isentropes pass to or near the critical point. Whereas in Regimes I, II and III normal He I is expanded, in Regime IV a jet of superfluid He II liquid is formed. Each regime has different operation conditions and leads to clusters or nanodroplets with different sizes and size distributions.

1.3.2.1 Isentropes: Regime I

In Regime I the source temperatures are well above the critical temperature. Accordingly, the isentropes are nearly those of an ideal gas and accordingly follow straight lines, and cross the phase line from the gas into the liquid phase. Early on in the expansion, the flow reaches the sonic condition and the expansion continues along the isentrope beyond the orifice. For an ideal gas, the changes in state $(T,P)$ for adiabatic isentropic flow can be calculated from the following equation

$$T^\gamma P^{1-\gamma} = T_0^\gamma P_0^{1-\gamma}$$  \hspace{1cm} (3.1)

It follows then that for an ideal gas the temperature at some point downstream from the nozzle $z$ is given by

$$T(z) = T_0 \left( \frac{n(z)}{n_0} \right)^{\gamma-1},$$  \hspace{1cm} (3.2)

where $\gamma$ is the ratio of the specific heats ($\gamma = 1.67$ for atoms). The sharp drop in the density $n(z)$ beyond the orifice leads to a rapid decrease in the temperature. Stein has calculated the gas cooling rates of H$_2$, He, Ar, and N$_2$ as a function of orifice diameters at a source temperature of 100 K and higher [53]. The temperature drops continuously as long as the density is sufficient that collisions still occur in significant numbers to assure local equilibrium. Immediately, after crossing from the gas phase into the liquid He I or superfluid He II phase region the system will, before it can become liquid, continue on for some distance in a metastable supercooled gaseous state. At some point belonging to the Wilson line [54] condensation begins. The heat released will raise the temperature and bring the system trajectory back to the saturated vapor phase curve as the droplets continue to grow in size. This continues until collisions cease to occur (sudden freeze). Beyond the point of sudden freeze, the temperature of the droplets is determined by evaporation (see Sect. 1.4.4).

1.3.2.2 Isentropes: Regime II

In Regime II the source conditions correspond to isentropes that converge on or in the vicinity of the critical point. Table 1.2 lists the source temperatures $T_{CI}$ for several source pressures which correspond to critical isentropes passing exactly through the
critical point. In expansions which converge at and near the critical point unusual behavior is expected. Here, the correlation length becomes macroscopically large, corresponding to large fluctuations in density. Light scattering experiments under similar steady state conditions reveal a critical opalescence which indicates the presence of large clusters under static conditions [55]. Also the speed of sound is minimized and the surface tension vanishes [56]. The transition from Regime I to III is, therefore, not sharply defined and occurs over a range of isentropes and source temperatures.

Regime II was accessed in the first experiment demonstrating that He clusters could capture foreign particles, in this case Ne atoms [35]. The capture probability was found to be largest for expansions in this regime.

### 1.3.2.3 Isentropes: Regime III

In Regime III at source pressures of 20 bar and temperatures less than about 8 K, below the range of Regime II, but higher than the temperature corresponding to the superfluid transition of helium, the isentropes deviate greatly from the straight lines of the ideal gas. This is consistent with the increasing fraction of liquid and the large increase in heat capacity at the transition from He I to superfluid He II as the isentrope approaches the \( \lambda \)-line. Thus, the isentropes all bend downwards, and cross the liquid–gas phase line from the liquid side. Since the sonic point is at the phase line, the liquid flashes and disintegrates into large clusters after leaving the orifice. Related processes occur in the fragmentation of brittle materials, laser ablation, nuclear collisions, and in the big bang. Holian and Grady among others have simulated this phase transition in a molecular dynamics simulation which provided an expression for the distribution of cluster sizes after the break-up of a liquid [57–59].

### 1.3.2.4 Isentropes: Regime IV

At even lower temperatures in superfluid He II, the isentropes are vertical lines. The liquid leaves the orifice initially as a flowing cylinder with approximately the orifice diameter [60]. After a few millimeters, capillary instabilities inherent in the passage through the orifice lead to a Rayleigh break-up into a sequence of large, equally-sized droplets about 1.89 times the nozzle diameter. Depending on the orifice diameter,
droplets produced from liquid helium jet breakup could contain about $10^{10}$ atoms. Flashing has not been observed in these expansions [60].

### 1.3.3 Droplet Sizes and Size Distributions in Regimes I, II, III, and IV

Figure 1.4 presents an overview of droplet sizes obtained with 5 μ orifices as a function of source pressure and temperatures for each of the four regimes. Different nanodroplet sizes over a range of more than 10 orders of magnitude are obtained in the four different regimes. Correspondingly different methods have been found to be suitable for characterizing the sizes, size distributions and velocities. Some of the methods employed rely on the fact that the velocity of the helium cluster and droplet beams have a sharp velocity distribution.

The final cluster sizes are determined not only by growth processes, such as droplet coagulation, but also by subsequent cooling by evaporation with a correspondingly large loss of atoms. As discussed in Sect. 1.4.4, see also Fig. 1.14, the droplets lose about half of their atoms resulting from the extensive evaporation. The evaporation is very rapid and the internal temperatures drop with a time constant of about $10^{-11} – 10^{-9}$ s until the droplet gets so cold that the rate of evaporation becomes negligible. After travelling typical apparatus distances of one meter, the final droplet temperatures have been calculated to be $0.38K(^{4}He)$ [61, 62] and $0.15K(^{3}He)$ [61–63] (see Fig. 1.14).

#### 1.3.3.1 Droplet Sizes Regime I

The initial growth from the gas phase of small helium clusters, which serve as nuclei for further growth, is accelerated due to a quantum resonance enhanced cross section resulting from the weak 1 mK binding energy of the dimer [65, 66]. For a detailed description of the helium dimer see the chapter by M. Kunitski, *Small helium clusters studied by Coulomb explosion imaging*, in this volume. The resonance has been calculated to increase the cross section from 30 Å² at room temperature to 259,000 Å² as $T \rightarrow 0$ K [67]. The large increase in the quantum cross sections and resulting increase in collision frequency can also explain the narrow velocity distributions of $\Delta v/v \leq 0.01$ of helium atom beams at $T_0 = 80 – 300$ K [66, 68]. Under conditions where condensation does not take place, this narrow velocity distribution corresponds to an ambient temperature in the moving frame of the beam of only about $T_{amb} \cong 10^{-3}$ K. In mild cryogenic expansions ($T_0 = 30$ K, $P_0 = 5$ bar), the heat released in the coagulation to small clusters increases the velocity half width to only about $\Delta v/v = 0.015$ ($T_{amb} = 2 \times 10^{-3}$ K). In an expansion at higher source pressures ($T_0 = 30$ K, $P_0 = 80$ bar), the velocity half width increases further to $\Delta v/v = 0.06$ ($T_{amb}$
Fig. 1.4 Overview of the average number sizes $\bar{N}$ and liquid droplet diameters $D$ in Å of $^4$He clusters and droplets as a function of source temperature and pressures in the four expansion regimes (Fig. 1.2). In all regimes the sizes increase with decreasing source temperature. Small clusters and droplets are obtained in supercritical expansions (Regime I). Larger droplets are produced by expanding liquid helium in critical (Regime II) and subcritical (Regime III) expansions. Within Regime III at the lowest temperatures of about 3 K liquid He I leaves the orifice in a cylindrical column which breaks up into a series of nearly uniformly-sized droplets with about $10^{10}$–$10^{12}$ atoms. Similar phenomena are observed in the expansion of the superfluid He II liquid in Regime IV. Adapted from [64]
= 3 \times 10^{-2} \text{ K}) [69]. Compared to expansions with heavier rare gases, however, this resolution is still very good.

The growth processes leading to small clusters at \( T_0 = 6, 12 \) and 30 K, \( P_0 \leq 1.5, 7.0 \) and 80 bar, respectively, have been analyzed with a detailed kinetic theoretical model which takes account of three body recombination and break-up processes [69]. The formation of small clusters \( \text{He}_2, \text{He}_3 \) and \( \text{He}_4 \) from a 5 \( \mu \) diameter orifice starts already several nozzle diameters from the source and continue to grow up to a distance of about 220 nozzle diameters (\( \approx 1 \text{ mm} \)) [69]. There the expansion undergoes a “sudden freeze” which implies that collisions essentially cease and the clusters continue their forward motion in vacuum without further encounters.

In Regime I, \(^4\text{He}\) dimers, trimers, small clusters, and droplets have been produced with sizes up to about \( 10^4 \) atoms. The size distributions of small clusters up to about \( N \approx 100 \) have been measured with matter-wave diffraction from nanoscopic transmission gratings [69]. Since the diffraction pattern is made up of a superposition of many coherent de Broglie particle waves, which pass through the slots of the grating without interaction with the slits, the method is non-destructive. Matter-wave diffraction from nanoscopic transmission gratings is discussed in more detail in the chapter Small Helium Clusters studied by Coulomb Explosion Imaging by M. Kunitski in this volume.

In other matter-wave diffraction experiments from transmission nano-gratings at 1.25 bar and 6.7 K, the number size distributions peaked at about 10 atoms with an exponential fall-off extending up to cluster size of about 100 atoms [70, 71]. The results for helium clusters with \( N \) atoms at \( T_0 = 6.7 \) K have been shown to be well fitted by the following distribution: \( P(N) = AN^a e^{-bN} \) derived from a theory which accounts for all the recombination and break-up rate constants [72, 73].

For a review of experimental techniques to determine the sizes of larger clusters and droplets up to 1997 the reader is referred to the article by Knuth [74]. The size distributions of larger clusters and droplets of helium were first measured with mass spectroscopy [52, 75]. The ion intensity distributions are severely affected by the heat released (2.2 eV) in the recombination of the initially formed \( \text{He}^+ \) with a nearby \( \text{He} \) atom to form \( \text{He}_2^+ \), which is sufficient to evaporate about 3500 atoms [76]. For this reason, the method is not very suitable in Regime I. For the latest applications of mass spectroscopy see the chapter Helium Droplet Mass Spectroscopy by Schiller, Laimer and Tiefenthaler in this volume.

A more suitable and gentle method, which was pioneered by Gspann in 1981, consists of deflecting the helium droplet beam by collisions with a secondary beam of heavy atoms [77–79]. The method was later used in our group for studying the size distributions in Regime I by scattering from a secondary beam of heavy particles such as krypton or SF\(_6\) [80, 81]. A careful analysis of the deflected droplets, taking account of the velocity spreads of both beams, indicated that the Kr atoms were fully captured by the droplets so that the entire momentum was imparted to the droplets. From the angular distribution of deflected droplets at angles as small as \( 10^{-3} \) radians, the momentum distribution of the incident droplets could be measured. Moreover, since the velocity of the droplet beam is sufficiently sharp the droplet mass and number size distributions could be determined. The number sizes were found to be...
well fitted by a log-normal distribution shown in Fig. 1.5 and given in (3.3) [80].

\[ P(N) = \frac{1}{\sqrt{2\pi} N \delta} \exp \left[ -\frac{(\ln N - \mu)^2}{2\delta^2} \right], \]  

(3.3)

where the mean number of atoms \( \overline{N} \) is

\[ \overline{N} = \exp \left( \mu + \frac{\delta^2}{2} \right), \]  

(3.4)

and the width of the distribution (FWHM) is

\[ \Delta N_{1/2} = \exp \left( \mu - \delta^2 + \delta \sqrt{2\ln 2} \right) - \exp \left( \mu - \delta^2 - \delta \sqrt{2\ln 2} \right), \]  

(3.5)

Typically, the FWHM is very similar in size as the mean \( \overline{N} \). Best fit parameters \( \mu \) and \( \delta \) are tabulated in [81].

The mean sizes in Regime I over a wide range of temperatures and pressures have also been determined from the size dependent attenuation of the droplet beam by an electron beam [82] Based on these measurements and beam velocities, Knuth et al. have derived expressions for estimating the fraction of the beam which is condensed as liquid [83].

Mean sizes can also be estimated from kinetic and thermodynamic scaling parameters first introduced by Hagena for a wide variety of substances including metals [84]. Knuth found these scaling laws to be unsatisfactory for helium since they considered
the clusters to solidify [74]. Knuth introduced kinetic and thermodynamic scaling parameters which took account of the fluid nature of helium clusters and droplets to reliably predict the number sizes of droplets produced in Regime I.

The sizes of droplets from pulsed sources operating at cryogenic temperatures are much larger than droplets from the continuous sources. To investigate the distributions in pulsed beams, Slipchenko et al. [46] doped the droplet bursts with the dye phthalocyanine. The droplet sizes were estimated from the suppression of the laser-induced fluorescence (LIF) signal by scattering from argon gas. The beam attenuation provided information on the collision cross section, which in turn depends on the number size. Slipchenko et al. reported mean droplet sizes as a function of temperature from $T_0 = 10$ to $26$ K at $P_0 = 6$, $20$ and $40$ bar. In comparison with continuous droplet sources under the same conditions, they found an increase in droplet sizes between a factor 50–100 at comparable source temperatures. In Regime I Kuma and Azuma also reported a similar increase in sizes [85]. In a more recent experiment from the Vilesov group, the peak flux from a pulsed source was found to be a factor $10^3$ greater than with a continuous source [86].

Yang and Ellis observed that the heavier droplets with $10^5$ atoms from a pulsed source have significantly longer flight times than the lighter droplets with $4 \times 10^3$ atoms [87]. In several pulsed studies using dopants, which are ionized inside the droplet, the mass distribution of the host droplets could be measured from the intensity of the ions which passed a retarding potential grid [88]. For a similar recent experiment see the chapter by Zhang et al. entitled Electron diffraction of molecules and clusters in superfluid helium in this volume. In a very recent experiment from the same group, Pandey et al. measured the flight time of large droplets which had been doped with cations of the laser dye Rhodamine 6G from an electrospray source [89]. This technique opens up the possibility to select the sizes of droplets containing an ion.

1.3.3.2 Droplet Sizes: Regime II

In Regime II the source conditions correspond to isentropes that converge on the critical point. As mentioned earlier, since large fluctuations occur in the medium at the critical point the transition from Regime I to III is expected to occur over a range of temperatures near the critical isentrope. Gomez et al. carried out a careful study of the sizes in going from Regime I through Regime II to Regime III [90]. They found that there was only a small increase in in the droplet sizes in going from about 9 to 7 K at 20 bar and that a sharp increase by several orders of magnitude occurred below 7 K. As described in the next section, the same large increase could be found at about the same temperature with negatively charged droplets [91]. With pulsed beams, Verma and Vilesov observed a similar plateau in droplet sizes from about 9 to 7.5 K at source pressures of 5 and 10 bar [86].
Only a few studies have been carried at exactly or close to the critical expansion which at 20 bar is at $T_0 = 9.2$ K. (Table 1.2) As mentioned earlier, a large enhancement of the pick-up-probability was observed in expansions in which the isentropes converged on the critical point [35].

Only one experiment has been reported on the properties of beams emerging from the source at conditions corresponding to the critical point ($T_0 = T_{c.p.} = 5.2$ K, and $P_0 = P_{c.p.} = 2.3$ bar) [92]. As the critical pressure was approached, the velocity of the cluster beam dropped from about 200 m/s to only 50 m/s, whereas the velocity of the atom beam component remained surprisingly unchanged. In a subsequent investigation, the droplets were found to have sizes of $N = 1.5 \times 10^9$ atoms and a velocity half width of 5% [93]. Under similar source conditions, $^3$He droplets were found to have slightly smaller sizes of $10^8$ atoms [93]. Since the droplets have velocities below the Landau critical velocity of 58 m/s, they were used to demonstrate the superfluid transmission of He$^4$ and He$^3$ atoms through the droplets [93].

1.3.3.3 Droplet Sizes: Regime III

In Regime III, liquid He I flows from the orifice and then once in vacuum cavitates and flashes into smaller droplets and clusters. In 1986, in one of the first experiments in our group, the mass spectrometer signal at critical point conditions jumped-up by several orders of magnitude [34]. As mentioned above, at temperatures well below the transition to Regime III, the droplet sizes increase by about five orders of magnitude.

The first size measurements in this region made use of mass spectroscopy [52]. Jiang et al. [94] tagged the droplets by attaching electrons to their surface with very small binding energies of between $4 \times 10^{-6}$ and $1.8 \times 10^{-4}$ eV [91] so that fragmentation was minimal. The negatively charged droplets were either retarded or deflected in an electric field to determine the mass distribution [94, 95]. At $P_0 = 20.7$ bar they observed an increase from $N = 4.2 \times 10^4$ at 10 K to $5.5 \times 10^5$ at 6.5 K. Similar measurements were later carried out by Henne and Toennies [91]. As seen in Fig. 1.6 the distribution of negative ions and positive ions are similar for large droplet sizes with $10^5$ or more atoms.

Figure 1.7 shows the distribution of sizes measured at 20 bar from the deflection of positive ions at 10 K and 8 K on both sides of the critical isotherms at 9.2 K [91]. At 10 K (Fig. 1.7a) in Regime I in addition to the log-normal distribution an additional long tail extending out to larger sizes was found. Since the tail is much less intense than the log-normal distribution it was overlooked in the collisional deflection experiments described in Sect. 1.3.3.1. At 8 K the distribution displays a pure exponential shape (Fig. 1.7b). Confirmation comes from measurements in which the size distribution of very large droplets with more than $10^9$ atoms was determined by analyzing the amplitude of He$^2_2^+$ ion pulses following ionization by electrons of 100 eV. At 5.4 K (20 bar) an exponential size distribution of droplets was determined from the amplitude distribution of the He$^2_2^+$ ion pulses [96]. A combined theoretical and experimental study shows that an exponential distribution is also consistent with theory and is given by
Fig. 1.6 Mean number sizes of droplets in Regime III measured by deflecting the negatively and positively charged beams in an homogeneous electric field directed perpendicular to the beam direction. Despite the large loss of 3500 atoms upon ionization the cation sizes agree with anion sizes at sizes $N \geq 10^5$. Reproduced from [91] with permission of AIP Publishing.

Fig. 1.7 Typical number size distributions of ionized droplets produced at $P_0 = 20$ bar. The distribution of the positive ion current is measured by deflecting the charged droplets in an electric field. a) The distribution in Regime I at 10 K shows in addition to the expected log-normal distribution $N_{\text{ln}}$ a much smaller exponential tail $N_e$ extending out to $10^6$ atoms, which was overlooked in earlier scattering deflection measurements. b) In Regime III at 8 K a pure exponential distribution is observed with a most probable size two orders of magnitude larger. Reproduced from [97] with the permission of AIP Publishing.
Photographs of droplets in the early stages of a Regime III expansion at $P_0 = 20$ bars and $T_0 = 3.5$ K at distances from the orifice at the left. The dashed white oval at 0.5 mm indicates the point at which the liquid cylinder breaks up first into ligaments and then after 1.3 mm into discrete droplets. Adapted from [99]

\[
P_N = \frac{e^{-\frac{N}{N}}}{N}
\]

where $\overline{N}$ is the average number of atoms in the droplet [97]. This distribution is similar to that obtained in the theory of the fragmentation of brittle materials [98].

At very low temperatures of 3.5 K in Regime III, it was recently discovered by optical imaging that under these extreme conditions the liquid issues from the orifice as a liquid column before breaking up into larger entities [99]. As seen in Fig. 1.8, after a fraction of a mm from the orifice the liquid first breaks up into long ligaments and then, after about one millimeter further downstream, into small droplets. The droplets were measured to be 6.7–8.3 $\mu$ in diameter and larger than the source orifice of 5 $\mu$. This is consistent with the theory which goes back to a classic paper by Rayleigh (1879). The disturbances which lead to Rayleigh breakup have a length, which converted to the spherical droplets are estimated to have a diameter 1.89 times the nozzle diameter [100–102]. For a 5 $\mu$ nozzle, this translates to 9.45 $\mu$ droplets. These ultra large droplets have found applications as low-Z targets in high energy collisions in storage rings [103]. There, the interest is only in the alpha particle nucleus of the helium atom. A discussion of droplet sizes and size distributions and droplet properties in Regime III can be found in the review by Tanyag et al. [104].

These large droplets have been found to be filled with quantum vortices with interesting quantum properties. These are discussed in Chap. 7 entitled X-ray Imaging of Helium Droplets by Tanyag et al. in this volume. As discussed there, diffraction of X-rays provides detailed information on the sizes and even the shapes, which often deviate from spherical and can be either prolate or oblate. See also [105]
1.3.3.4 Droplet Sizes: Regime IV

Source conditions in the liquid superfluid phase have been explored in only one experiment [60]. A 2 \( \mu \) thin-walled orifice and also for comparison a convergent large aspect-ratio silica pipette with the same sized opening were used. The transition from the superfluid phase He II to the normal phase He I was explored at temperatures of \( T_0 = 1.5–2.6 \) K (\( P_0 = 2.0 – 20 \) bar). In both phases shortly after emerging from the orifice the intact beam disintegrated into a sequence of highly collimated droplets similar to those shown in Fig. 1.8. The liquid beam had a sharp velocity distribution of \( \Delta \nu = 0.01 \) both below and above the phase transition at velocities as low as 15 m/s [60]. Because of the high directionality a high brilliance of about \( 10^{22} \) atoms/s sr, which is 2–3 orders of magnitude more than possible when flashing occurs, is observed as in Regime III. At the second order superfluid \( \lambda \)-line phase transition, it appears that some turbulence was observed since the relative velocity spread increased from \( 1 \times 10^{-2} \) to \( 4 \times 10^{-2} \) and the beam doubled in the angular width. A similar and possibly related effect has been observed in the bulk liquid and claimed to be analogous to the formation of cosmic strings in cosmology [106, 107]. Presently, it is not clear how the droplet beams produced by expanding the superfluid differ from the beams from normal He I. Possibly, since the superfluid is a many body coherent system interesting interference effects might be observed in the scattering of two superfluid beams prior to break-up. Recently the break-up of jets of normal and superfluid liquid helium, issuing into the saturated vapor, where an entirely different behavior is expected, has been reported [108].

1.3.4 Velocities of Nanodroplets

In Regime I the velocities of small clusters with sizes up to about 6 atoms have been analyzed with a combination of matter wave diffraction and time-of-flight spectroscopy [69]. With increasing \( P_0 \) (0–80 bar at \( T_0 = 30 \) K) the velocities decrease from about 560 m/s by about 2% at 30 bar and then increase to 570 m/s at higher pressures. The increase is a result of the heat released in the condensation to clusters. At low pressures the velocities agree qualitatively with calculations based on the conservation of enthalpy, \( v = \sqrt{\frac{2h_0}{m}} \), where \( h_0 \) is the enthalpy per atom at \( P_0 \) and \( T_0 \). As a result of condensation heating, the velocity resolution at \( P_0 = 80 \) bar and \( T_0 = 30 \) K decreased to \( \Delta \nu = 6 \times 10^{-2} \) (\( T_{amb} = 3 \times 10^{-2} \) K) [69] from the very sharp velocity resolution of beams free of clusters with \( \Delta \nu \approx 10^{-2} \). Thus, in general beams of small clusters of helium have reasonable sharp velocities compared to cluster beams with heavier particles.

Figure 1.9 shows the velocities of nanodroplets as a function of the source temperature for 4 different source pressures encompassing Regimes I to III. As expected, the velocities increase linearly with the source temperature and do not reflect the sharp
rise in the droplet sizes following the transition region, Regime II. In the transition the linear increase shows only a small perturbation.

In Regime IV in expansions of He II very low velocities were achieved. With the pipette (see the previous section) in He II at $P_0 = 3$ bar the velocity was 30 m/s. At $P_0 = 0.5$ bar a velocity of 15 m/s was found [60]. Because of the low velocities in the apparatus great care had to be taken to avoid losing the beam by the downward deflection by gravity.

### 1.4 Physical Properties of Nanodroplets

The physical properties of pure helium clusters and droplets come mostly from theory. They have been calculated by many methods starting from a simple variational calculation in 1965 [110]. The methods used since then include the Green’s Function Monte-Carlo method (GFMC), [33, 111] the Variational Monte-Carlo method (VMC), [33, 111] the Diffusion Monte-Carlo (DMC) method, [112, 113] the
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All these methods are based on the assumption that the droplets have a thermodynamic temperature of 0 K. The Path Integral Monte-Carlo Method (PIMC) perfected by David Ceperley to simulate many of the temperature dependent properties of bulk helium [116] is one of the few temperature dependent methods.

1.4.1 Total Energies

Figure 1.10 shows an example of the many calculations of the total ground state energies per atom of $^4\text{He}$-nanodroplets as a function of the number of atoms for $N \geq 70$ from the HNC/EL and DMC calculations performed by Chin and Krotscheck [114]. The chemical potential given by $\mu(N) = E(N) - E(N - 1)$ is also shown in Fig. 1.10 and was determined from the energy per atom. $\mu(N)$ is also a measure of the evaporation energy per atom. As shown in Fig. 1.10, the ground state energy and evaporation energy for clusters and droplets increases from about 2–3 to 7.21 K with increasing size.

The calculated energies are customarily fitted to a mass formula as a function of powers of $N^{-1/3}$. Equation (4.1) is a fit to the calculations of Chin and Krotscheck, where the coefficients are in K [114].

![Fig. 1.10](image-url) The top curve shows the results for the total ground state energy per atom from HNC/EL (+ symbols) and DMC (black squares) calculations as a function of $N^{-1/3}$ [117]. The crosses (x) show the results for the chemical potential $\mu$ from a generalized Hartree function. The lower straight line is obtained by differentiating the mass formula fit to the upper curve. Reproduced from [117] with permission of AIP Publishing.
\[
\frac{E(N)}{N} = -7.21 + 17.71 N^{-1/3} - 5.95 N^{-2/3}, \tag{4.1}
\]

The first term on r.h.s. in (4.1) is the evaporation energy in the bulk which is obtained by extrapolating to \( N = \infty \). The coefficient of the second term \( a_s \) on the r.h.s. in (4.1) accounts for the energy of the droplet surface and is calculated from 
\[
a_S = 4\pi r_0^2 \tau_4,
\]
where \( r_0 \) is the bulk unit radius defined by \( \frac{4}{3} \pi r_0^3 \rho_0 = 1 \) and \( \tau_4 \) is the surface tension which is about \( \tau_4 = 0.274 K \, \text{Å}^{-2} \). The next coefficient is referred to as the curvature term. As discussed in the review by Barranco et al. [62] very similar results are also obtained with the following methods: GFMC MEDHE-2 [33, 111], DMC [114] OTDF [115, 118], VMC [33, 111].

### 1.4.2 Excited State Energies

The first attempts to account for the excited states of helium droplets were based on the liquid drop model which was introduced for dealing with the vibrations of nuclei [61, 118, 119]. The relevant normal modes of He clusters and droplets within the liquid drop model are ripplons, which are quantized capillary surface waves, and phonons, which are quantized bulk volume compressional waves. Krotscheck and colleagues have carried out both DMC and HNC/EL method calculations of the collective excitations of droplets with sizes from \( N = 20 \) up to 1000 atoms [113, 114, 117]. Instead of the usual angular momentum quantum number \( l \) to account for the surface ripplon modes, these authors have introduced an effective wave number \( k \) defined by

\[
k = \sqrt{l(l + 1)/R} \tag{4.2}
\]

where \( R \) is an equivalent hard sphere droplet radius given by 
\[
R = \sqrt[3]{\frac{5}{3}} \, r_{\text{rms}}
\]
and \( r_{\text{rms}} \) is the root mean square radius. The lowest compressional volume mode, with \( l = 0 \) in the limit of large \( N (N > 300) \) can be approximated by

\[
\hbar \omega_0 \approx 21 N^{-1/3} \tag{4.3}
\]

Their latest calculations for both types of excitations are displayed in a plot of the energy and the effective wave number \( k \) in Fig. 1.11c for two particle sizes \( N = 40 \) and \( N = 200 \) [117]. The horizontal lines at \( \hbar \omega_0 = 3.9 \text{K}(N = 40) \) and 5.2K \( (N = 200) \) mark the corresponding chemical potentials discussed in the previous section. The results contain both the actual quantum states and the virtual states lying above the chemical potential. In the \( N = 200 \) dispersion curve the remnant of the bulk maxon-roton dispersion curve of bulk He II (Fig. 1.1) can be clearly seen in the virtual states.
Fig. 1.11  a The experimental size distribution of small clusters corrected for the drop off in the average size distribution. Adapted from [71]  b The grey area below the chemical potential (grey dotted curve) shows the region of real stable energies bounded by the chemical potential $\mu$ (dashed curve) from theory. Adapted from [71]  c The nearly horizontal line curves mark the ripplon states $(0,l)$ and the only stable compressional state $(1,0)$, indicated by the curve which extends from 1.5 K at $N = 10$ to 3.2 K at $N = 50$ [71]. The vertical dotted lines connect the maxima in (a) with the locations where the states cross the chemical potential. The arrows on the sides of part (b) mark the energies of the states $(0,2), (0,3), \text{ and } (0,4)$ for $N = 40$, indicated by the red dots, which are in agreement with the experiment in (a) and the theory of [71].  c Calculated density of states for a $N = 40$ and a $N = 200$ cluster. The arrows mark the energies of the same states in part (b) from the theory in [117]. Reproduced from [117] with permission of AIP Publishing
Experimental confirmation for some of these collective states has been found in matter wave diffraction measurements of helium clusters [70, 71]. As described in Sect. 1.3.3.1, the resolution could be increased to analyze the relative intensities of clusters with sizes up to about \( N = 45 \). Surprisingly, the intensities showed peaks at \( N = 8, 14, 25 \) and 41 [70, 71]. Because of the quantum liquid nature of helium clusters this observation was completely unexpected [120]. Calculations of the quantized collective excitations revealed that these magic numbers occur at exactly the threshold sizes at which an additional excited state became bound leading to a greater structural stability [71]. In Fig. 1.11a the grey area below the dashed line curve depicting the chemical potential shows the bound stable area. The nearly horizontal lines in the grey stable region mark the ripplon states \((0, l)\) and the only stable compressional state \((1, 0)\). The arrows in Fig. 1.11a for \((0, l) = (0, 2), (0, 3),\) and \((0, 4)\) at \( N = 40 \) agree remarkably well with the calculations in part (b) of the same figure. As shown by the horizontal arrows in (c) which mark the same state-energies, highlighted by red dots in (b), the two theories are both in agreement and agree with the experiment in (a). The dynamics behind the magic numbers have recently been attributed to Auger inelastic processes inside the droplet [121].

### 1.4.3 Radial Distributions

Most of what is known about the particle number densities and radial distributions of droplets is also from theory. In most of the theories, a spherical shape and a temperature of 0 K are assumed. A typical result obtained using the OT-DF method is shown in Fig. 1.12a [62]. For all clusters with \( N \geq 50 \), the central density is about equal to the bulk atom density \( \rho_B = 0.021 \text{Å}^{-3} \). For smaller clusters, the central density increases from about \( 0.005 \text{Å}^{-3} \) for \( N = 3 \) up to close to \( \rho_B \) for \( N \approx 20 \) [71]. Figure 1.12b compares the outer surface density fall-off region for \( N = 50 \) and higher. In each case, the surface region has been referenced to the radius at which each of the surface densities has fallen to \( \rho_B/2 \). Practically all the large clusters have the same outer shape. The small oscillations seen in the outer regions of radial distributions were found in one of the earliest calculations [33] and in several theories since. Evidence for the existence of oscillations is discussed at lengths in Dalfovo et al. [115]. At present, since the same structures appear in all the recent calculations they are considered to be significant. The authors of the 2006 review by Barranco et al. [62], where Fig. 1.12 is from, conjecture “One could think that such oscillations reflect an underlying quasi-solid structure”.

The surface thickness is customarily defined as the difference between the densities at 10% and 90% of the internal density. The surface thickness of the calculations in Fig. 1.12b is 5.2 Å for all droplet sizes. It is about the same as the surface of films on polished silicon wafers and smaller than the surface thickness of the bulk liquid which has been measured with X-ray scattering to be about 9.2 Å [122].

The surface thickness and central densities have also been measured in a deflection scattering experiment discussed already in connection with droplet sizes and
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Fig. 1.12 a Radial density distributions $\rho(R)$ calculated with the OT-DF method for $^4He_N$ nanodroplets. The red curves correspond to steps of $N = 10$ up to 50. The blue curves correspond to steps of $N = 100$ up to 500 and the green curves are for $N \approx 1000$ and 2000. b The shape of the outer density profiles from 50, 100, 500 and 2000 are compared by shifting the radius to where the density is at $\rho_B/2$, where $\rho_B$ is the bulk density. Reproduced with permission from [62]. © copyright Springer Nature. All rights reserved

their distribution (see Sect. 1.3.3.1) In these deflection experiments the nanodroplets were deflected by free jet beams of Ar or Kr which crossed the droplet beam at an angle of 40 degrees [81]. As in the earlier size measurements [80], the mean number of atoms in the droplets was determined from the measured angular deflection pattern. Simultaneously, the attenuation of the droplet beam was also measured at a low angular resolution (implied by the large momentum of the droplets) which provides the “classical cross section”. This is equivalent to the hard sphere area of the droplet. Assuming a spherical structure, an effective volume is determined. The density obtained from the mass and effective volume was found to be less than the bulk density. With a realistically assumed surface drop-off in density, the decrease compared to the bulk density could be attributed to the drop-off region. The results for 15 different sizes ranging from $N = 700$ to 13,000 resulted in an average surface thickness of $6.4 \pm 1.3\text{Å}$ [81]. This result is in good agreement with five theories similar to the OT-DF method of Fig. 1.12 which gave values between 6 and 7 Å [81]. As shown in Fig. 1.13 the surface region occupies a significant volume of the droplets with less than about $10^4$ atoms.

Very large He droplets with up to $10^{10}$ atoms have been imaged individually with X-ray diffraction [105]. The images of single droplets reveal prolate and oblate as well as spherical shapes with typically average diameters of 300–2000 nm [123]. The shapes with large aspect ratios up to 3.0, indicate that the droplets are rotating with considerable angular momentum with a rotational frequency up to $\approx 10^7 \text{ rad s}^{-1}$ [105, 123] The method and results are the subject of the chapter entitled “X-ray and
Fig. 1.13 The fraction of atoms in the surface region, denoted by $t$ in the inset, is shown as a function of the number of atoms in the nanodroplet.

*XUV Imaging of Helium Nanodroplets*” by R. M. P Tanyag, B. Langbehn, D. Rupp, and T. Möller in this volume.

### 1.4.4 Internal Temperatures of Nanodroplets

Jürgen Gspann in 1982 was the first to predict that the temperature of helium droplets is less than 1 K [78]. He based his estimate on the correlation between the electron diffraction measured temperature of the heavier rare gas clusters and the potential depth of the corresponding dimers suggested by Farges et al. [124] Then in 1990, Brink and Stringari calculated the temperature from the rate of evaporation from the surface of droplets. For their theory, they estimated the state density of excited states, the energies and chemical potentials of the droplets [61]. They reported that after $10^{-3}$ s the temperature approached 0.3 K and also predicted the temperature of $^3$He droplets to be about 0.15 K. Similar results for $^3$He droplets have also been calculated by Guirao et al. [63].

The results of a more recent calculation, shown in Fig. 1.14 taken from the review by Barranco et al., illustrates the time dependent evaporation induced decrease in droplet sizes and temperatures [62]. Prior to the evaporation they assumed that the $^4$He droplet had grown to $10^3$ atoms and initially had a temperature of 4 K [62]. The evaporation is very rapid and the internal temperatures drop with a time constant of about $10^{-11}$–$10^{-9}$ s until the droplet is so cold that the rate of evaporation becomes negligible [61]. After travelling typical apparatus distances of one meter, corresponding to a flight time of about $10^{-3}$ s, the final droplet temperatures have been calculated to
Fig. 1.14 Calculated time evolution of the mean number sizes and temperatures of $^3$He and $^4$He droplets after they have grown to $10^3$ atoms. It is assumed that the $^4$He droplets have initially a temperature of 4.0 K and the $^3$He droplets 0.8 K. Concomitant with the large evaporative loss the temperatures decrease by about an order of magnitude to below 0.3 K ($^4$He) and 0.1 K ($^3$He) [62, 63].

Reproduced with permission from [62] © copyright Springer Nature. All rights reserved

be $0.38 K (^4 He)$ [61, 62] and $0.15 K (^3 He)$ [61–63] (see Fig. 1.14) in good agreement with experiment [38, 125–128].

Calculations by Tanyag et al. [104] for $N = 10^7, 10^{10},$ and $10^{13}$ show that after $10^{-3}$ s the temperature versus time curves are virtually the same independent of the size. Interestingly they find that for these large droplets the reduction in sizes is always about 40% independent of the droplet size.

The first experimental evidence for the internal temperatures of droplets came from the Boltzmann distribution of rotational line intensities of the completely resolved spectra of SF$_6$ [37, 38]. Shortly afterwards in 1998, the rotational spectrum of linear carbonyl sulfide (O$^{32}$CS) molecule inside $^4$He droplets showed an even sharper well-resolved rotational fine structure [126, 128]. Figure 1.15 compares the spectrum of OCS measured in $^4$He droplets with that of the free molecules in a seeded beam [129] and with the spectrum inside non-superfluid $^3$He droplets [127]. In addition, the spectrum in the colder (0.15 K) inner $^4$He core of mixed $^4$He/$^3$He droplets is shown [126].

Since the OCS rotational line intensities closely follow a Boltzmann distribution the rotational temperature could be determined to be 0.37 K in excellent agreement with the earlier result obtained for SF$_6$ in $^4$He droplets and with the theory mentioned above. The agreement with theoretical predictions of the droplet temperatures from evaporation cooling indicates, moreover, that despite the weak coupling with the surrounding bath the dopant is thermally equilibrated in the vibrational and rotational
The OC$^{32}$S rotational IR absorption spectrum of the free molecules in an Ar seeded beam [129] is compared with b the depletion IR spectrum in pure $^4$He droplets ($N_4 \approx 10^3$) [126, 128] and c with the depletion spectrum in the $^4$He core of a mixed $^4$He/$^3$He droplet ($N_4 \approx 10^3$, $N_3 \approx 10^4$) [126, 127] and (d) with the depletion spectrum in pure $^3$He droplets ($N_3 \approx 10^4$) [126, 127]. The P-branch corresponds to $j \rightarrow j - 1$ and R-branch to $j \rightarrow j + 1$ transitions and are labelled by the initial $j$ value. The corresponding transitions are coupled to the transition of the OCS asymmetric stretch vibration mode. Note the Q-branch is missing (position indicated by red arrows) both for the free molecule and in the mixed droplets as expected for a linear molecule. The reduced spacing of the lines in the $^4$He droplet is due to the larger effective moment of inertia of the molecules with effectively several attached helium atoms. The smaller shift in the band origin in the $^3$He droplets (Fig. 1.15d) can be explained by the lower density compared to $^4$He. Reproduced from [127] with the permission of AIP Publishing.

Fig. 1.15 a The OC$^{32}$S rotational IR absorption spectrum of the free molecules in an Ar seeded beam [129] is compared with b the depletion IR spectrum in pure $^4$He droplets ($N_4 \approx 10^3$) [126, 128] and c with the depletion spectrum in the $^4$He core of a mixed $^4$He/$^3$He droplet ($N_4 \approx 10^3$, $N_3 \approx 10^4$) [126, 127] and (d) with the depletion spectrum in pure $^3$He droplets ($N_3 \approx 10^4$) [126, 127]. The P-branch corresponds to $j \rightarrow j - 1$ and R-branch to $j \rightarrow j + 1$ transitions and are labelled by the initial $j$ value. The corresponding transitions are coupled to the transition of the OCS asymmetric stretch vibration mode. Note the Q-branch is missing (position indicated by red arrows) both for the free molecule and in the mixed droplets as expected for a linear molecule. The reduced spacing of the lines in the $^4$He droplet is due to the larger effective moment of inertia of the molecules with effectively several attached helium atoms. The smaller shift in the band origin in the $^3$He droplets (Fig. 1.15d) can be explained by the lower density compared to $^4$He. Reproduced from [127] with the permission of AIP Publishing.

The droplet temperature is much less than the temperature of 5 K in a seeded beam (Fig. 1.15a). In seeded beams the vibrational temperatures often lag behind the rotational temperature.

Several differences and similarities between the spectrum in $^4$He droplets and that of the free molecule are noteworthy. For one, the line widths in the droplets are only slightly broadened compared to the free molecule. The well-resolved spectrum and the narrow lines indicate that the molecule rotates practically freely despite the dense liquid environment. Secondly, the vibrational band origins are only slightly red shifted by 0.557 cm$^{-1}$ ($^4$He) and 0.450 cm$^{-1}$ ($^3$He). The biggest effect seen in $^4$He droplets, however, is the greatly reduced line spacing in the droplets by about a
factor 2.8, indicating that the embedded molecule has a larger effective moment of inertia (MOI) by the same amount.

Several physical models have been proposed to explain the increase in the MOI and are discussed in [125, 128, 130]. Several theories have also been published; see for example [131]. Most theories assume that a small number of He atoms are attached to the molecule and rotate with it. The increase in the MOI has been observed in many molecules. The review by Callegari et al. contains a list with about 50 small molecules all of which have a greater MOI in helium droplets than in the gas phase [132]. The infrared spectroscopy of radicals, carbenes and ions is the subject of Chap. 4 in this volume by Gary Douberly.

Also of significance is that the Q-branch is missing in both the $^4$He and the mixed $^4$He/$^3$He droplet spectra (Fig. 1.15) as is the case in the free molecule. The Q-branch, which corresponds to transitions in which $j$ does not change, is forbidden for free linear rotor type molecules but is allowed for symmetric top molecules. Thus, the absence of a Q-branch in the droplet spectrum indicates that the helium environment has no apparent effect also on the symmetry of the rotating chromophore.

Mixed droplets produced by expanding mixtures of $^4$He and $^3$He have been found experimentally [126, 133] and theoretically [134, 135] to consist of an inner core of nearly pure $^4$He atoms and an outer shell of $^3$He atoms. The latter, being on the outside, serve for evaporative cooling and thereby determine the temperature of the molecules inside the central $^4$He core predicted to be about 0.1–0.15 K [61, 63] and experimentally determined at 0.15 K [126, 127, 133]. Pure $^3$He droplets have even a lower experimentally determined temperature of 0.07 K [127]. As seen in Fig. 1.15, the rotational line widths in the colder mixed droplets are less than in the pure $^4$He droplets and approach those of the free molecule.

At the time when these spectra were first measured, it was speculated that since bulk helium is superfluid below 2.17 K the droplets might be superfluid. Alternatively, it was argued that perhaps the low temperature and the inertness of He might account for the free rotation. This interpretation could be excluded by the broad practically structureless spectrum in the $^3$He droplets (Fig. 1.15d). Since $^3$He is lighter and has a weaker interaction with dopants the spectrum would be even sharper. Moreover since $^3$He is a fermion, superfluidity in the bulk occurs at much lower temperatures of $3 \times 10^{-3}$ K and can be excluded even at the low experimentally determined temperature of 0.07 K [127]. Thus, the structureless spectrum in the $^3$He droplets is evidence that the bosonic nature of the $^4$He droplets explains the sharp rotational features. The spectra in Fig. 1.15 and the earlier rotational resolved IR spectra of SF$_6$ [36, 37] provided the first evidence that the droplets might be superfluid. The phenomenon of free rotations has been designated as a manifestation of molecular superfluidity [126].

Confirmation that indeed the droplets are superfluid came shortly afterwards in 1989 from theory [136] and the experiments described in the next section.
1.5 Evidence for Superfluidity in Finite-Sized Helium Nanodroplets

Prior to the theory from 1989 [136] and the advent of the spectroscopic experiments in helium nanodroplets described above, it was not clear if finite-sized objects could support superfluidity. Up to this time all the evidence for superfluidity was based on the macroscopic properties of bulk He II, such as the viscous-less flow through narrow channels, the fountain effect, film flow and the enormous heat conductivity compared to He I [16]. The only confirmation that superfluidity might occur at the microscopic level came from a 1977 experiment in which the drift velocity of electrons was measured in the bulk at high pressures close to freezing [137]. In this experiment the electron drift velocity was found to satisfy the upper limit of about 58 m/s specified by Landau and thereby provided confirmation for Landau’s prediction of frictionless motion in a superfluid (Fig. 1.1) [137].

The first theoretical evidence that small clusters of $^4He$ with 64 and 128 atoms were superfluid came from the 1989 Path-Integral Monte Carlo calculations of Sindzingre et al. [136]. The superfluidity was determined by simulating a slow rotation of the entire cluster and calculating the reduction of the moment of inertia of the cluster from its classical value. The transition was found to be smeared as expected for a finite-sized system. The superfluid fraction increased from about 50% at about 1.5 K and approached 100% below 1 K. The same effect was at the basis of the macroscopic experiment of Andronikashvili which provided the first evidence for the temperature dependence of the bulk superfluid fraction (two fluid model) below the 2.2 K $\lambda$-transition [141].

Previously in 1988 Lewart, Pandharipande and Pieper had calculated the Bose condensate fraction for a $^4He$ droplet of 70 atoms [140]. Later, in related variational Monte Carlo calculations, Chen, McMahon and Whaley calculated the Bose fraction in smaller clusters with 7 and 40 atoms shown in Fig. 1.16 [139]. Further evidence for superfluidity came from Rama Krishna and Whaley in 1990 [119]. They calculated the dispersion curves for the $l = 0$ compression mode which in the spherical droplet is equivalent to the phonon dispersion curve of the bulk. In their $T = 0$ K calculations, they found for $N = 240$ cluster a visible equivalent of a roton which for $N = 70$ was weaker and disappeared at $N = 20$ [119]. See also Fig. 1.11 and the related discussion. For a more detailed theoretical discussion of the superfluidity of helium droplets, we call attention to the early review by Whaley [142] and the reviews by Dalfovo and Stringari [15] and by Szalewicz [143], which are also listed in Appendix A.

The first direct unequivocal experimental evidence that $^4He$ droplets are indeed superfluid came in 1996 from electronic excitation spectra of the $S_1 \leftarrow S_0$ transition of the glyoxal ($C_2H_2O_2$) molecule embedded in a 5,000 atom droplet [144]. In addition to a sharp zero phonon line (ZPL) at higher frequencies an unusual clearly peaked phonon wing (PW) was found to be well separated from the ZPL as shown in Fig. 1.17. Broad PWs are well known for species trapped in low-temperature classical matrices where they are found to be proportional to the density of the available phonon
Fig. 1.16 Variational Monte-Carlo calculations of the radial total density distribution $\rho_{tot}$ of small clusters of $^4$He. The blue area shows the radial distribution of the Bose–Einstein condensate $\rho_0$. $f_0$ is the overall cluster condensate fraction for angular momentum $l = 0$. Note that in the low density on the periphery the local condensate fraction approaches unity as in BEC of alkali gases [138]. The results for $N = 7$ and 40 are from Cheng et al. [139] and those for $N = 70$ are from [140]. Note also that in the bulk the condensate fraction is only about 10%. Adapted from [139] and [140].

Fig. 1.17 a Depletion spectrum of the band origin of the $S_1 \leftarrow S_0$ in glyoxal ($C_2H_2O_2$) in a $^4$He droplet with $N_4 = 5 \times 10^3$ [147]. b The fine structure of the $S_0^1$ line reveals a rotationally resolved zero phonon line (ZPL) followed by a structured phonon wing (PW). c The density of states corresponding to the sharp dispersion curves predicted by Landau for superfluid $^4$He. d A simulation of the phonon wing (red curve) based on the position of the roton and maxon agrees with the shape of the PW.
states. While usually the PW is broad and largely merged with the ZPL, the glyoxal PW is sharply peaked and well separated from the ZPL. More remarkable is that the exact shape reflects the Landau dispersion curve with a large maximum at 6 cm$^{-1}$ (8.4 K) equal to the energy of the roton and another peak at the energy of the maxon (Fig. 1.1). The distinct PW and the coincidence of its energy distribution with the density of states associated with the roton minimum provides direct evidence that the $^4$He droplets are indeed superfluid in the microscopic sense. Phonon wings have been found in other systems but few have been found to be so sharp as in glyoxal. For further details the reader is referred to Chap. 5 entitled “Electronic Spectroscopy in Superfluid Helium Droplets” by F. Schlaghäufer, J. Fischer and A. Slenczka.

The above interpretation is confirmed by the spectrum of glyoxal in pure non-superfluid $^3$He droplets [125, 145]. There the sharply peaked phonon wing is replaced by a gradually falling intensity starting at the ZPL and extending to higher energies. This is consistent with the fact that in $^3$He the density of states is smeared out and partly concealed by particle-hole pair excitations at the Fermi level [145, 146].

Another equally important experiment is the observation of the frictionless ejection of atoms from the droplets with a velocity of about 58 m/s as predicted by Landau. In the 2013 experiment of Brauer et al., $^\text{Ag}_2^2P_{1/2}$ and five different molecules, including NO, the large organic molecules such as trimethylamine(TMA), 1,4-diazabicyclo[2.2.2]octane(DABCO), and 1-azabicyclo[2.2.2]octane (ABCO) were electronically photo-excited by a pulsed laser [148]. Previously, it had been established that certain electronically excited atoms and molecules are efficiently ejected from droplets [149]. The velocities of the ejected particles were measured by Brauner et al. with a velocity map imaging spectrometer. In all cases, the most probable speeds were in the range of 40 – 60 m/s. With adequate corrections the velocity of ejected excited $^\text{Ag}_2^2P_{1/2}$ atoms was found to be 56 m/s in excellent agreement with the Landau velocity [148]. A wide range of different sized droplets were investigated and the limiting velocities were all quite similar. A small dependence on the masses of the 5 particles investigated was roughly in accord with theory [148]. For a more detailed discussion of these photoejection experiments see Chap. 5 entitled “Electronic Spectroscopy in Superfluid Helium Droplets” by F. Schlaghäufer, J. Fischer and A. Slenczka.

An equally direct experimental evidence that very large droplets with between $10^8$–$10^{11}$ atoms are superfluid comes from the observation of quantum vortices in the diffraction images from pulsed coherent X-ray scattering [105]. The droplet shapes were found to be either oblate or prolate [150]. Ancillotto et al. on the basis of DFT calculations conclude that the shapes observed experimentally can only be attributed to the presence of quantum vortices inside the large droplets [151]. By doping the droplets with Xe atoms, which are known to be localized at the vortex cores and which are strong scatterers it was possible to directly observe the vortices in the diffraction image. The Fourier-transformed images revealed a regular array with up to 170 vortices [152]. This is considered as evidence that very large droplets, which are close to macroscopic are also superfluid. In an earlier famous experiment, similar regular vortex arrays were found in a rotating cylinder containing superfluid bulk helium [153]. A related vortex lattice was seen much earlier at the surface of
superconductors and named after the Nobel Prize laureate Aleksei Abrikosov [154]. The method of X-ray imaging of superfluid droplets and the experimental results are dealt with in detail in the chapter entitled “X-ray and XUV Imaging of Helium Nanodroplets” by R. M. P. Tanyag, B. Lengbehn, D. Rupp, and T. Möller in this volume.

There are several additional experiments that can only be fully explained when the superfluidity of the droplets is invoked. These include the field detachment of electrons from droplets [155] and the transmission of $^3$He atoms through large $^4$He droplets [93].

At the present time the superfluidity of helium droplets is well established. An interesting, but not fully solved question is “How many atoms are required for superfluidity?” or to put it differently “How does superfluidity manifest itself in the limit of few atoms?” Related experiments can be found in the [126] and [156, 157].

This introduction covers only a small selection of the vast literature on the properties of helium droplets and the methods that have been developed to create clusters with tailored made properties. Also, the various techniques which are used in the spectroscopic investigations have hardly been touched upon. For more information the reader is referred to the chapters in this book and the reviews in the Appendix.
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Chapter 2
Small Helium Clusters Studied by Coulomb Explosion Imaging

Maksim Kunitski

Abstract  Small helium clusters consisting of two and three helium atoms are unique quantum systems in several aspects. The helium dimer has a single weakly bound state and is of huge spatial extent, such that most of its probability distribution resides outside the potential well in the classically forbidden tunnelling region. The helium trimer possesses only two vibrational states, one of which is of Efimov nature. In this chapter, we discuss application of the Coulomb explosion imaging technique for studying geometries and binding energies of these peculiar two- and three-body quantum systems. Irradiation of a helium cluster by a strong laser field allows tuning interactions between helium atoms. Such ultrashort interaction modification induces response dynamics in a cluster that is observed by combination of the imaging technique with the pump-probe approach.

2.1 Introduction

Helium, being the second most abundant element in the universe, is a unique system in terms of its macroscopic and microscopic properties [1]. It is the only known substance that does not have a solid phase at the lowest temperatures under normal pressure. Helium is the only liquid that becomes superfluid in its natural state. This bulk behaviour is partially determined by microscopic properties such as an atomic polarizability, which is exceptionally small for helium. The polarizability is responsible for an extremely weak van der Waals interaction between two helium atoms, which was a reason for a long standing debates about existence of the helium dimer, until it was experimentally observed in the early 1990s [2, 3]. The helium dimer is a very distinctive quantum system, not alike commonly known covalent molecules and other van der Waals clusters. He₂ has only one weakly bound state; higher vibrational and even rotational states are not supported by the He-He potential. A tiny binding energy is a reason for huge spatial extent with an average interatomic
distance of 4.7 nm. Moreover, two helium atoms in the dimer can be most frequently found outside the potential well in the classically forbidden tunnelling region.

The combination of three helium atoms, the helium trimer, is extraordinary as well. Though the ground state of the trimer is spatially more compact than the single state of the helium dimer, it is still exceptionally diffuse, such that almost all triangular shapes are equally probable. In addition, the helium trimer forms an Efimov state of extreme spatial extent under natural conditions.

In this chapter we discuss application of the laser-based Coulomb explosion imaging for determination of structures and binding energies of small helium clusters consisting of two and three helium atoms. We will show the images of the Efimov state and discuss how a strong laser field can modify the interaction between helium atoms and how the helium dimer reacts to such modification.

2.2 Experimental

Small helium clusters are imaged using the experimental setup that consists of two parts: cluster preparation and their detection (Fig. 2.1). As a cluster source we use the supersonic expansion of helium gas into vacuum (Sect. 2.2.1). Subsequently, the clusters of desired size are selected using matter wave diffraction on a transmission grating. For cluster detection we employ the laser-based Coulomb explosion imaging (Sect. 2.2.2). The momenta of ions after Coulomb explosion are measured by the COLTRIMS technique (Sect. 2.2.3). The initial cluster structures are deduced from the ion momenta using the reconstruction procedure based on the classical simulation of Coulomb explosion (Sect. 2.2.4).

2.2.1 Preparation of Small Helium Clusters

Helium clusters are produced by expanding gaseous helium into vacuum through a nozzle with a 5 µm orifice. During such free jet expansion, the cluster formation, i.e. nucleation, is governed by collision processes and depends on the temperature and pressure of the gas prior to expansion [4] (see the Chap. 1 by J. Peter Toennies in this volume). Effective cluster formation with yields up to 6% was found at low nozzle temperatures below 30 K [4]. In our experiments we used temperatures in the range of 8–12 K. The nozzle temperature is stabilized within better than ±0.01 K by a continuous flow cryogenic cryostat (Model RC110 UHV, Cryo Industries of America, Inc.). The pressure dependence of the cluster yield (in s⁻¹) at a nozzle temperature of 8 K is shown in Fig. 2.2.

As seen in Fig. 2.2 it is barely possible to find expansion conditions (i.e. back pressure) where clusters of a particular size are formed. Another complication in the cluster experiments is that helium monomers dominate in the molecular beam under all expansion conditions [4]. In order to select a single cluster size from the molecular
beam we make use of matter wave diffraction. The technique was pioneered in the early 90s in the group of Prof. J. P. Toennies in Göttingen and is based on a transmission grating with a period of 100 nm [3, 5]. The clusters in the beam, having the same velocity, can be sorted by mass as their diffraction at the grating depends on the de Broglie wavelength \( \lambda_{dB} = \frac{h}{mv} \) (\( h \) is the Planck’s constant, \( m \) and \( v \) are the mass and the velocity of a cluster, respectively). Clusters of different size are deflected to different angles that results in spatial separation of clusters at the detection site (Fig. 2.1).

### 2.2.2 Coulomb Explosion Imaging

Coulomb explosion imaging (CEI) was introduced in 1989 [7] as a relatively direct method for determining structure of small molecules (see [8] for the recent review). The main idea is to produce multiple charges in a molecule by, for instance, ionization, and let its constituents fly apart due to the mutual Coulomb repulsion. The momenta or kinetic energy that these charged molecular fragments (e.g. atomic ions) gain during this so-called Coulomb explosion depends on the initial distances between the parts in the neutral molecule. Thus, measuring momenta of charged fragments allows determining structural information about the molecule.

In the proof-of-the-principle experiment [7] the charges in the methane cation were produced by stripping off electrons when the cation was passing at high velo-
Fig. 2.2 Dependence of the $^4$He cluster rates on the back pressure at a temperature of 8 K for a nozzle with a 5 µm orifice. The very low rate of the He$_3$ excited state (He$_3^*$, red) is scaled by a factor of $10^3$. The background caused by ground state structures has been subtracted from the excited state rate. The rates for the He$_3$ ground state and He$_2$ are shown in green and blue, respectively. The statistical error bars correspond to the standard deviation. The figure is adapted from [6], Copyright (2016) by American Association for the Advancement of Science.

ity through a thin solid film. Alternatively, electrons can be removed from a molecule using single photon ionization with the subsequent multiple Auger-decay [9], collision with a charged projectile [10, 11] or strong field ionization in ultrashort laser pulses [12–15].

Coulomb explosion imaging has been widely used for obtaining structural information about van-der-Waals clusters, wave packet dynamics [16, 17], imaging of excited vibrational states [11] as well as determination of absolute configuration of chiral molecules [18, 19].

Within the classical description of the Coulomb explosion, so-called frozen nuclei reflection approximation (FNRA), the potential energy of $N$ singly charged ions located at distances $R_{ij}$ from each other is converted into a kinetic energy release (KER):

$$\text{KER}_N = \sum_{i \neq j} \frac{1}{R_{ij}}, \quad i, j = 1, 2, \ldots, N. \quad (2.1)$$

If the ionization process is instantaneous, distances $R_{ij}$ correspond to the structure of the neutral cluster. Therefore, by measuring the magnitudes and directions of the momenta (and correspondingly the KER) that the ions acquire during the Coulomb explosion, information on the geometrical structure of the cluster as well as its orien-
tation in space can be obtained. Repeated measurements allow one to reconstruct the quantum mechanical structure distribution of the neutral cluster prior to the application of the ionization laser field. Note, that relation (2.1) is only valid for pure Coulomb repulsion, which in one dimension described by the $1/R$ potential. This is the case for weakly bound van-der-Waals clusters, which atomic orbitals are feebly overlapped.

Although, the FNRA has been successfully applied for obtaining ground state probability distributions of variety of small atomic and molecular clusters [14, 15, 20], including helium clusters [6, 21, 22], it was found to be inaccurate in imaging excited vibrational states of the $H_2^+$ cation [11]. The reason is two-fold: 1) the electronic and nuclear degrees of freedom are not fully decoupled in this system and 2) the local kinetic energy (kinetic energy at a given $R$) can be comparable to the $1/R$ potential energy.

In general, the following conditions should be fulfilled for accurate description of Coulomb explosion imaging by the frozen nuclei reflection approximation:

1. The ionization of the cluster, that transfers the neutral wave packet to the final repulsive ionic state should be faster than possible movements of the wave packet on the intermediate states.
2. The ionization probability should be independent of internuclear distances $R_{ij}$.
3. The recoil of electrons to the residual ion during ionization should be lower than the energy gained on the repulsive potential during Coulomb explosion.
4. There should be only one repulsive potential along which the cluster dissociates during Coulomb explosion.
5. The motion of the wave packet on the repulsive energy potential should be to a large extent “classical”.

Coulomb explosion of small helium clusters in general meets all these requirements. The ionization of the cluster in a strong laser field happens sequentially via tunnelling ionization processes [23]:

\[ He_N \rightarrow He_N^+ + e^- \rightarrow ..., \rightarrow He_N^{(N-1)+} + (N-1)e^- \rightarrow He_N^{N+} + Ne^- .\]

Since tunnelling ionization is highly nonlinear process it mainly happens within a short time interval close to the field maximum. This interval is about 20 fs in case of 30 fs laser pulses with a peak intensity of about $10^{16}$ W/cm$^2$. On this time scale the ionization process can be treated as instantaneous, since intermediate ionic potentials of He$_2$ and He$_3$ are rather shallow [24, 25].

In general, the ionization probability of the ionization sequence shown above depends on the internuclear distance $R$. The reason for this is that the $R$-dependence of the ionic potentials determines the vertical ionization potential of the corresponding ionization step. The ionization potential, in turn, governs the ionization probability in a highly nonlinear manner [23]. It turns out, however, that the $R$-dependence is extremely weak in case of high laser intensities ($\sim 10^{16}$ W/cm$^2$) for which the single ionization is saturated.
Upon ionization the electrons “kick” the residual ions providing them with initial momenta prior to Coulomb explosion. According to our measurements, these initial momenta follow a Gaussian distribution centered around zero with a width of about few atomic units and point along the direction of the probe field polarization. In case of the dimer the FNRA, which does not account for the electron “kick”, underestimates the probability distribution for large interatomic distances. Using simulation we estimated the corresponding correction and applied it to the FNRA data in order to get the probability distribution of the interatomic distance in the helium dimer (2.5). The recoil of electrons is also taken into account during structure reconstruction of the helium trimer (2.2.4).

2.2.3 COLTRIMS

The 3D momenta of the ions acquired during the Coulomb explosion are measured by cold target recoil ion momentum spectroscopy (COLTRIMS) [26]. In the COLTRIMS spectrometer a homogenous electric field (3–4 V/cm) guides ions onto a time and position sensitive micro-channel plate detector with hexagonal delay-line position readout [27] and an active area with a diameter of 80 mm (Fig. 2.1). The detector is typically placed at a distance of 40–50 mm away from the laser focus, which results in a $4\pi$ collection solid angle for atomic ions with an energy of up to 3 eV.

2.2.4 Structure Reconstruction from the Momentum Space

COLTRIMS allows to measure ion momenta after Coulomb explosion. In case of the dimer the interatomic distance can be deduced from these momenta using 2.1. In case of the trimer the structural reconstruction is not that straightforward. We devised a look-up table approach in which Coulomb explosion was simulated classically for many different trimer structures [6]. The obtained relations between structures and momenta were saved in a table. In order to reduce the dimensionality of the table we utilized two-dimensional representation proposed by Dalitz [28] for both structures and momenta (Fig. 2.3). Since the Dalitz representation encodes only the shape of a structure, we used the measured KER for deducing the absolute size of the trimer.

The Dalitz coordinates $x, y$ for both coordinate and momentum space are defined as follows:

$$x = \frac{\varepsilon_2 - \varepsilon_3}{\sqrt{3}}, \quad y = \varepsilon_1 - \frac{1}{3}$$
Fig. 2.3 Dalitz plot. Triangles correspond to structures of a trimer (for the coordinate space). Arrows represent the momentum vectors (for the momentum space)

\[
\begin{align*}
\varepsilon_i^{\text{coordinate}} &= \frac{|\mathbf{r}_i|^2}{\sum_{n=1}^{3} |\mathbf{r}_n|^2}, \\
\varepsilon_i^{\text{momentum}} &= \frac{|\mathbf{p}_i|^2}{\sum_{n=1}^{3} |\mathbf{p}_n|^2}
\end{align*}
\]

with \( \mathbf{r}_i \) being a position vector of \( i \)th atom of the trimer with respect to the center-of-mass and \( \mathbf{p}_i \) being a momentum vector of \( i \)th atom after Coulomb explosion.

The coordinate and momentum Dalitz’s spaces were binned by 1000 × 1000. For each bin the corresponding structure in coordinate space was numerically “exploded” several times with different randomly generated small initial momenta using Newton’s equations of motion. These initial momenta is a result of the electron recoil during ionization. The three-dimensional distribution of the initial momenta was chosen in the way to match the experimental distribution of the singly charged helium ion.

### 2.3 Helium Dimer

The helium dimer is bound by a potential with a well depth of about 11 K. The well depth almost equals to the zero-point energy of the dimer, which was the reason for long debates about existence of the helium dimer. It turned out that the binding energy
is below 2 mK. This tiny binding energy poses a challenge to the theory requiring very high accuracy in calculation of the interatomic potential. The accuracy of ab-initio methods was mediocre until 1990s. In those early days mainly empirical analytical expressions modelling the He-He potential have been proposed. The parameters in such expressions were optimized in order to reproduce the virial coefficients and other thermophysical properties of helium. The binding energies and the expectation values of the interatomic distance for some potentials are collected in Fig. 2.4. In the 1990s the accuracy of ab-initio methods based on the Born-Oppenheimer approximation was improved, which allowed developing better model potentials. One such potential is LM2M2; it has been frequently used for theoretical treatment of small helium clusters. In the 2000s it became possible to improve ab-initio methods further by including many corrections beyond the Born-Oppenheimer approximation. The most recent potential of Szalewicz and co-workers [2, 29, 30] accounts for adiabatic, relativistic, QED corrections as well as retardation. These corrections change the binding energy of the helium dimer by 6–10%. The biggest of these corrections is retardation (about 9%).

The tiny binding energy is responsible for a huge spatial extent of the dimer that spreads far beyond the potential well, such that about 80% of the probability distribution resides in the classically forbidden tunnelling region. Such few body systems have been termed “quantum halos”. An expectation value of the interatomic distance of the helium dimer is predicted to be about 47 Å (Fig. 2.4).

Such fragile systems as helium dimer pose challenges also for experimentalists. During preparation of the dimer the temperature of environment should be lower than the binding energy, i.e. as low as 1 mK. Moreover, since the helium dimer does not possess any bound ro-vibrational states, it cannot be detected by standard spectroscopic tools. First experimental evidence for existence of the helium dimer was provided in 1993 by mass-spectrometry [37]. There, the helium gas at room temperature was expanded into the vacuum through the nozzle with an orifice of 150 µm. Subsequently, the supersonic gas expansion was collimated and ionized by electron impact ionization that allowed to detect He$_2^+$ ions. The main criticism of this experimental concept was that He$_2^+$ ions could originate from fragmentation of larger helium clusters. This issue was addressed by measuring dependence of the ion signal on the nozzle back pressure [37]. The pressure dependence turned out to be quadratic for the He$_2^+$ ion yield, which contradicts the scenario of large clusters fragmentation. Subsequent experiment in 1996 [47] utilized transmission through nanoscale sieves for measuring the mean internuclear distance of the cluster corresponding to the He$_2^+$ ion signal. The obtained value of 62±10 Å was very close to the predicted expectation value of the interatomic distance in the helium dimer at that time (55 Å).

Another and more direct evidence of the existence of the helium dimer was obtained in 1994 using matter wave diffraction [3] in the group of Prof. J. P. Toennies. In experiments the helium beam produced under supersonic expansion was deflected by a tiny transmission grating with a period of 200 nm [48]. The different clusters were deflected at different angles due to the difference in the de Broglie wavelength. Analysis of many diffraction orders of He$_2$ with the theory that took into account
Fig. 2.4 Predicted and experimental binding energies (a) and average interatomic distances (b) of the helium dimer. The following He-He potentials have been considered: HFDHE2 [31], HFIMD [32], TT [33], HFD-B(HE) [34], HFD-B2(HE) [35], LM2M2 [36], LM2M2* [37], TTY [38], HFD-B3-FC11a* [39], HFD-B3-FC11c* [39], SAPT1* [40, 41], SAPT2* [40, 41], SAPT [40, 41], r12-MR-ACPF* [42], EQMC* [43], Jeziorska* [44],Jeziorska [44], Pe Kl J S* [30, 45]. Star symbol indicates inclusion of correction for retardation. The experimental values are labelled as “exp. Luo” [2], “exp. Grisenti” [46] and “exp. Zeller” [22]. Theoretical and experimental data is shown in blue and red, respectively. Panel (a) is adapted from [22], Copyright (2016) by National Academy of Sciences of the United States of America.
Fig. 2.5 The measured square of the nuclear wave function of the helium dimer. The distribution is corrected for the electron recoil during ionization. a Green and pink colored areas under the distribution visualize the classically allowed and forbidden regions, respectively. The He-He interaction potential is shown in black. Note the logarithmic scale on the x-axis. b Fit of the experimental probability distribution by expression (2.2) is shown in red. Note the logarithmic scale on the y-axis. Statistical error bars are smaller than the radius of blue circles. Based partially on results reported in [22].

dispersive interaction with the grating bars allowed to estimate a mean internuclear distance and a binding energy of $52 \pm 4$ Å and $1.10.3/-0.2$ mK, respectively.

Using CEI we measured the square of the nuclear wave function of the helium dimer [22], which is shown in Fig. 2.5. This probability distribution consists of one experimental set, where Coulomb explosion was initiated by a strong laser field ($I_0 \approx 3 \times 10^{15}$ W cm$^{-2}$, $\lambda = 780$ nm, $\Delta t_{\text{FWHM}} \approx 30$ fs). In this respect, the experimental data presented here is different from that in [22], which consists of two experimental sets: the region of short interatomic distances ($R < 14$ Å) were measured using a femtosecond laser, while the range of long interatomic distances ($R \geqslant 14$ Å) were measured at the free-electron laser facility in Hamburg (FLASH). As predicted, the distribution spreads far beyond the classically allowed region (shown in green in Fig. 2.5). The expectation value of the interatomic distance was found to be $45 \pm 2$ Å, which is in line with the most recent theoretical predictions (Fig. 2.4b).

Apart from being a benchmark system for theoretical methods, the helium dimer, as a quantum halo, is a perfect candidate for testing general predictions of quantum mechanics such as the exponential decay of the wave function in the tunnelling region. Indeed, as seen in Fig. 2.5b the decay of the measured squared wave function
for $R > 25$ Å resembles closely the exponential one (note the logarithmic scale on the y-axis). Solving the Schrödinger equation for a particle below the barrier, one obtains the following expression for the squared wave function:

$$
\Psi^2(R) \propto e^{-\frac{1}{2} \sqrt{2\mu E_{\text{bind}}} R}.
$$

(2.2)

Here $E_{\text{bind}}$ is the binding energy of the helium dimer, which corresponds to the barrier height, and $\mu = m_{\text{He}}/2$ is the reduced mass of the dimer. Fitting the experimental probability distribution in Fig. 2.5 with expression (2.2), we found the binding energy of the helium dimer to be $1.77 \pm 0.15$ mK. This experimental value is very close to the one obtained in [22] ($1.76 \pm 0.15$ mK) using interatomic distance distribution of the helium dimer measured at FLASH. Both experimental binding energies are in good agreement with the most recent theoretical calculations (Fig. 2.4a).

2.4 Helium Trimer

Presently it is known that the helium trimer, $^4\text{He}_3$, has two vibrational states: the ground state and the excited one of the Efimov nature [49]. Though the former state was observed experimentally back in 1994 using the matter wave diffraction technique [3], the excited Efimov state remained elusive for longer time and was detected only in 2014 [6], 37 years after its theoretical prediction [50].

In the following the size and structure of both states of $^4\text{He}_3$ as well as the single state of $^3\text{He}^4\text{He}_2$ will be discussed.

2.4.1 $^4\text{He}_3$: Ground State

The recent theory [51] predicts that the ground state of the helium trimer is more strongly bound ($E_{\text{bind}} = 131.84$ mK) comparing to the helium dimer and, thus, has a more compact size with an average interatomic distance of 9.53 Å. This is in agreement within error bars with the experimentally obtained value of $11_{-5}^{+4}$ Å [52]. We measured the trimer using the CEI technique, where ionization was performed by a strong 30 fs laser field [21]. The trimer structures were reconstructed from the momentum space using the procedure described in 2.2.4. The obtained interatomic distance distribution (Fig. 2.6a) as well as the distribution of corner angles in a trimer (Fig. 2.6b) resemble closely theoretical ones, calculated with quantum Monte Carlo (QMC) [21, 53] and coupled-channel [6, 54] methods. In the Monte Carlo simulation the TTY helium-helium potential [38] was used, whereas the coupled-channel method utilized the most recent PCKLJS potential [30, 45]. Average interatomic distances estimated from the distributions in Fig. 2.6a are $9.3 \pm 1$ Å (experimental), 9.61 Å (QMC) and 9.53 Å (coupled-channel).
Though many theories agreed on the binding energy and the size of the helium trimer, for long time no consensus was achieved about its shape. The suggested typical structures were ranging from a nearly linear [55–58] to an equilateral triangle [59, 60]. Bressanini and co-workers pointed out that the question of typical structure in case of $^4\text{He}_3$ is ill-posed. Considering the two-dimensional angle distributions they found that more or less all structures are equally probable. The fact that some structures seem to be more favoured explained solely by the choice of the visualisation approach.

The idea of the not-well-defined structure of He$_3$ was additionally supported by the random cloud model proposed by Voigtsberger et al. [21]. In the model a trimer was constructed by picking three atoms randomly from the hypothetical three-dimensional cloud, defined by a spherically symmetric atom density. The density was considered to be constant within a sphere of a certain radius and decayed exponentially outside that sphere. The cloud was thus characterized by two parameters: a radius and a decay rate [21]. Here we have simplified the random cloud model by using only an exponential decay of the radial atom density of the cloud defined by the following function:

$$\rho(R) = e^{-aR}. \quad (2.3)$$
Fitting the interatomic distance distribution obtained from this random cloud model to the experimental one, the decay parameter $a = 0.525 \text{ Å}^{-1}$ was determined. Hence, even a single parameter model is sufficient for fairly good reproduction of interatomic distance and angle distributions of the helium trimer in Fig. 2.6. In the region of interatomic distances $R < 4 \text{ Å}$ the agreement is rather poor (Fig. 2.6a), since the simple model does not account for repulsion between two helium atoms at short distances.

Another way of visualising the trimer structure is to plot three atoms in the coordinate system defined by two principal axes of inertia, $a$ (corresponding to the smallest moment of inertia) and $b$ and having the center-of-mass of the cluster at the origin, as proposed by Nielsen et al. [59]. Using this representation (Fig. 2.7) one could argue that the shape of the helium trimer closely resembles the equilateral triangle. However, more or less the same two-dimensional distribution results from the random cloud model.

### 2.4.2 $^4\text{He}_3$: Excited Efimov State

In 1970 Vitaly Efimov predicted a peculiar quantum effect in a three-body system consisting of bosons [49]. Namely, at the limit of extremely weak interaction between two bosons, when a single state of a two-body system becomes unbound, infinite number of three-body bound states appear. It turned out, that an effective long range $1/R^2$ potential that arises between three particles under such conditions is responsible for such behavior. The effect is independent of the details of the underlying two-body interactions. In this respect, the Efimov effect is an universal phenomenon, which can be found in different fields of physics such as atomic [6, 61], nuclear [62], condensed matter [63] and high energy physics [64].

Seven years after Efimov’s prediction it was suggested that the helium trimer could have an Efimov state [50]. However, not all calculations based on different realistic helium-helium potentials supported this conclusion [39]. Using most recent potential it was shown that $^4\text{He}_3$, indeed, has two states [51]. In theory one can investigate how binding energies of both states depend on the scattering length $a$ (relates to the depth of the two-body potential well) by artificially scaling the helium-helium potential. The corresponding so-called Efimov plot consists of three areas (Fig. 2.8). The top violet area ($E > 0$) belongs to three particle continuum. The area to the right of the blue line (binding energy of the dimer) corresponds to the three particle region where two particles are bound forming a dimer and the third one being free. To the left of the dimer binding energy curve lies the area where trimer bound states can exist. Two bound states of the trimer, one of which is the Efimov one (labelled as “1st ES”), correspond to the native scattering length of helium $a = 90.4 \text{ Å}$. An ideal Efimov case with an infinite number of bound states would be at $a = \infty$. The size and the binding energy of such ideal Efimov states are scaled by factors $22.7^2$ and $22.7^2$, respectively.
In 2005 an experimental attempt was undertaken to detect the Efimov state of the helium trimer using matter wave diffraction at a 100 nm period transmission grating [52]. In the experiment the grating was rotated by an angle of 21°, which allowed to almost halve the slit width and, consequently, increase sensitivity of the method for the trimer detection. Since the effective slit width, which determines the diffraction pattern, depends furthermore on the cluster dimension, the authors were able to estimate the average trimer size (see Sect. 2.4.1). Comparing this value to the theoretical one it was concluded that the contribution of the large Efimov state was...
Fig. 2.8  Theoretical dependence of the binding energy $E$ of two $^4$He$_3$ states: the ground state (GS) and the first excited state (1st ES) on the two-body scattering length $a$. The vertical dashed line corresponds to the naturally occurring $^4$He$_3$ with a scattering length of 90.4 Å. The area for $E > 0$ is the unbound three-particle continuum. The blue line corresponds to the binding energy of the helium dimer. To the right of this line the dimer-atom region that describes the dimer and a separate helium atom. To the left of the blue line the area where three helium atoms are bound. The figure is adapted from [6], Copyright (2016) by American Association for the Advancement of Science.

below experimental sensitivity (6%). According to the theory of cluster formation, the concentration of the Efimov state under experimental conditions was estimated to be about 10%. The fact that the Efimov state was not detected led to doubting its existence.

One can see from Fig. 2.2 that the relative yield of the Efimov state ($^4$He$^*_3$, in red) with respect to the ground state ($^4$He$_3$, in green) is well below 1% under expansion conditions that are optimized for the ground state yield ($p \approx 1.2$ bar). This might be an explanation why the Efimov state was not detected in the experiment of Brühl et al. [52].

In 2014 we successfully observed the Efimov state of the helium trimer using laser-based CEI [6]. We used two approaches to reconstruct the pair distance distribution from the measured ion momenta after Coulomb explosion. In the first approach the filter in the momentum space was applied to cut the contribution of the ground state (Fig. 2.9 in black, for details see [6]), which was dominant in the molecular beam under all expansion conditions (Fig. 2.2). In the second reconstruction approach the ground state pair distance distribution was subtracted from that of the mixture of the ground and Efimov states (Fig. 2.9 in red). Both experimental distributions match the theoretical one (Fig. 2.9 in violet) very well for large interatomic distances ($R > 100$ Å). At small distances the resemblance is poor due to the remaining contamination of the ground state.

As seen from Fig. 2.9 the Efimov state of $^4$He$_3$ has a huge spatial extent, spreading beyond 300 Å. It thus also belongs to the family of quantum halos, i.e. most of
its probability distribution resides well outside the potential well in the classically forbidden region. Therefore the asymptotic part of the pair distance distribution shows an exponential decay, likewise the wave function of the helium dimer. Similarly, the expression (2.2) can be used for obtaining the binding energy of the Efimov state. In this case, however, the binding energy is defined not with respect to the dissociation continuum of three atoms, but relative to the binding energy of the helium dimer [51]. From the fit (Fig. 2.9, blue) this partial binding energy $\Delta E$ was found to be $0.98 \pm 0.20$ mK. Given the dimer binding energy of $1.77 \pm 0.15$ mK, the binding energy of the Efimov state with respect to the three-body dissociation continuum is estimated to be $2.75 \pm 0.25$ mK. This experimental value is in a good agreement with the theoretical value of 2.65 mK [6, 51].

Fig. 2.10 presents the first experimental image of the Efimov state [6]. For this representation the same coordinate system as in Fig. 2.7, namely, based on the principal axes of inertia, was used. The structure of the Efimov state looks substantially different to that of the ground state in Fig. 2.7. Whereas in the ground state all structures are equally probable (see Sect. 2.4.1), the excited Efimov state is dominated by configurations in which two atoms are close to each other with the third one being farther away.

Further insights in the structure of the Efimov state can be gained by considering the distribution of the shortest interatomic distance (Fig. 2.11). This distribution resembles very closely the interatomic distance distribution of the helium dimer
Fig. 2.10 Structure of the Efimov state of the helium trimer, $^4\text{He}_3$. Three helium atoms are plotted in the coordinate system defined by the principal axes of inertia with the origin in the center-of-mass. The figure is adapted from [6], Copyright (2016) by American Association for the Advancement of Science (Fig. 2.5), implying that the Efimov state consists of a dimer to which the third helium atom is weakly attached and located at even larger distance than two atoms in the dimer. This shape is justified by the position of the Efimov state in the Efimov plot (Fig. 2.8). Namely, it is located very close to the dimer-atom region.

2.4.3 $^3\text{He}^4\text{He}_2$

Substitution of one $^4\text{He}$ atom in the trimer by the lighter $^3\text{He}$ isotop decreases the binding energy of the ground state by about 8 times due to the increase in the zero-point vibrational energy [59, 65, 66]. Only one state in such heterotrimer remains bound [59]. It is so-called Tango state [62, 67], where only one pair of atoms out of three can form the two-body bound state. The existence of the cluster was confirmed in experiments with matter wave diffraction [68].

Voigtsberger et al. [21] measured the $^3\text{He}^4\text{He}_2$ trimer using laser-based CEI. The pair distance distributions are in fairly good agreement with the QMC theory by Dario Bressanini [21, 69]. It was found that the $^3\text{He}^4\text{He}$ distances are longer than $^4\text{He}^4\text{He}$ ones, and that size of the heterotrimer is larger than that of the $^4\text{He}_3$ ground state as
expected from the lower binding energy (Fig. 2.12a). Along with angle distributions (Fig. 2.12b) one can conclude that $^3$He$^4$He$_2$ exists as an acute triangle having $^3$He atom at the corner with a smallest angle. As was however pointed out [69], the trimer is very diffuse to talk about the well defined structure. The same conclusion can be drawn by considering plots in the coordinate system defined by the principal axes of inertia (Fig. 2.13).

2.5 Field-Induced Dynamics in the Helium Dimer

So far we have considered steady state structures and binding energies of small helium clusters consisting of two and three atoms. Ability of controlling interaction between helium atoms in a cluster would open up a door to series of experiments, where not only new exotic states can be created but also response dynamics of these unique quantum objects to an external disturbance can be investigated. In case of ultracold atomic gases such interaction control is achieved in the vicinity of Feshbach resonances through an application of a magnetic field [70, 71]. This is however not suitable for non-magnetic helium atoms. Nielsen and co-workers [72] suggested to use an external electric field to tune interaction between helium atoms and predicted appearance of bound states in the naturally unbound $^3$He$^4$He and $^4$He$^3$He$_2$. In addition, it has been suggested to use intense laser fields to modify rovibrational states of weakly bound molecules [73–76] as well as to turn the helium

---

**Fig. 2.11** Distributions corresponding to the shortest and two longest (labelled as “long”) inter-atomic pair distances of the Efimov state of $^4$He$_3$. The experimental distribution of He$_2$ (from Fig. 2.5) is shown in blue.
dimer into a “covalent”-like molecule that supports many bound states [75, 77]. These phenomena are unexplored experimentally due to challenges in preparation and detection of such fragile quantum states.

Another interesting aspect of a laser field interaction with molecules is a non-adiabatic alignment of molecules in space (see the Chap. 9 by Nielsen et al. in this volume). How this interaction manifests itself in quantum halos that do not support any bound rotational states? Would one expect to see angular anisotropy? Would the spatially extended system reacts as whole to a rotational “kick”? In order to answer these questions we applied a 310 fs laser pulse (1.3 \times 10^{14} \text{ W} \cdot \text{cm}^{-2}) to the helium dimer and watched its response using CEI initiated by the delayed probe pulse (30 fs, ca. 10^{16} \text{ W} \cdot \text{cm}^{-2}) [78]. The pump laser pulse induces dipoles on helium atoms changing the native interaction potential. The overall potential becomes anisotropic: repulsive perpendicular to the laser polarization direction and about 3 times more attractive along the polarization direction than the native potential (Fig. 2.14). Note that the laser field modifies the interaction potential only in a very small region, namely, in the vicinity of the potential well (R < 10 \text{ Å}).

The response of the helium dimer to the pump pulse is shown in Fig. 2.15 in terms of alignment parameter \(\cos^{2}\theta\). Prior to the pump pulse the angular distribution of the dimer axis in space is isotropic for all interatomic distances (\(\langle \cos^{2}\theta \rangle = 1/3\)).
Fig. 2.13 Structure distribution of the helium heterotrimer, $^3\text{He}^4\text{He}_2$. The coordinate system is defined by the principal axes of inertia with the origin in the center-of-mass.

Fig. 2.14 Field-induced interatomic potential of the helium dimer. A volume averaged intensity of the laser field is $1.3 \times 10^{14} \text{ W} \cdot \text{cm}^{-2}$ ($E \approx 3.13 \times 10^8 \text{ V} \cdot \text{cm}^{-1}$). The figure is adapted from [78], Copyright (2021) by Springer Nature.

Right after arrival of the pump pulse the positive alignment ($\langle \cos^2 \theta \rangle > 1/3$) emerges at short interatomic distances. Subsequently the alignment wave moves to larger interatomic distances and gets broader. This response is very different to what is known from typical alignment experiments, namely, periodic in time alignment signal, called recurrences [79]. The experimental observation is accurately reproduced by the parameter-free quantum simulation [78].

The field-induced dynamics of He$_2$ can also be visualised by changes in the probability density. These changes are shown in Fig. 2.16 for two orientations of the...
Fig. 2.15  Temporal evolution of the field-induced alignment of $^4$He$_2$. a experiment, b theory. Expectation value of $\cos^2\theta$ is shown in color. $\theta$ is an angle between the dimer axis and the direction of laser polarization. The figure is adapted from [78], Copyright (2021) by Springer Nature.

dimer axis with respect to the polarization direction of the laser field: parallel and perpendicular. Changes in the probability density resemble the outgoing alignment wave in Fig. 2.15. Remarkably, not only magnitude, but also the phase of the density wave is resolved. According to quantum mechanics, the phase of the wave packet is only accessible through interference with another wave packet or wave function. Note that two wave packets, propagating along the laser polarization (Fig. 2.16a) and perpendicular to it (Fig. 2.16b) are out of phase.

The picosecond response of the single state He$_2$ to an intense laser field (Figs. 2.15 and 2.16) can be understood as follows. Initially the laser field induces an isotropic effective potential in the short interatomic region of the dimer (Fig. 2.14). This potential results in transfer of some part of the ground state wave function at these distances to the unbound $J = 2$ rotational state, creating a dissociating wave packet. Subsequently, the wave packet moves along the repulsive $J = 2$ potential towards larger interatomic distances and spreads with time due to intrinsic dispersion of the matter wave. Its interference with a huge isotropic ground state wave function allows to measure the quantum phase of the wave packet. At large interatomic distances the $J = 2$ potential is very flat, implying that the dissociating wave packet moves without influence of any force. This is confirmed by the temporal evolution of the semi-classical phase of a free particle with a reduced mass of 2 amu (Fig. 2.16b, green dashed lines). Thus, the experiment shows not only how a halo state reacts to the non-adiabatic tuning of the two-body interaction, but also visualizes propagation of a freely moving quantum particle in space.
**Fig. 2.16** Temporal evolution of the field-induced changes in the probability distribution of $^4\text{He}_2$. **a** Dimer axis is within $\pm 40^\circ$ to the laser polarization direction. **b** Dimer axis is within $90 \pm 40^\circ$ to the laser polarization direction. The green dashed lines in panel b show the calculated constant-phase evolution of a free particle with a reduced mass of 2 amu. The figure is adapted from [78], Copyright (2021) by Springer Nature.

### 2.6 Conclusions

Coulomb explosion imaging is a powerful tool for retrieving probability distributions and binding energies of small helium clusters. Extension of the method towards larger clusters is feasible though the structure reconstruction seems to be rather challenging. A cluster consisting of four helium atoms, the helium tetramer, is particular interesting for the following reason. It has been shown [80, 81] that four-body systems with a huge two-body scattering length also show universal behaviour and have states that are connected to Efimov states in a trimer.

Combination of Coulomb explosion imaging with a control of interaction between helium atoms in a pump-probe manner, as demonstrated using the helium dimer, paving the way for studying field-induced dynamics in these peculiar quantum systems. One might envision application of such technique to the helium trimer in order to explore the birth and decay of an Efimov state in time.
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Chapter 3
Helium Droplet Mass Spectrometry

Arne Schiller, Felix Laimer, and Lukas Tiefenthaler

Abstract  Mass spectrometry is of paramount importance in many studies of pristine and doped helium droplets. Here, we attempt to review the body of work that has been performed in this field. Special focus is given to experiments conducted by the group of Paul Scheier at the University of Innsbruck. We specifically highlight recent studies of highly charged helium droplets and the successive development of pickup into highly charged and mass selected droplets.

3.1 Foreword and Introduction

Mass spectrometry (MS) has been an invaluable tool in various fields of scientific research since the beginning of the 20th century. Many ground-breaking advances in atomic and molecular physics, chemistry and biology would have been impossible without this technique—research of helium nanodroplets (HNDs) being no exception. This chapter aims to give the reader an overview of mass spectrometric research utilizing HNDs (HND MS). We shall assume that the reader is familiar with, and therefore we will not discuss the basic principles, techniques and instrumentation of MS. We would, however, like to briefly discuss some important concepts for the interpretation of HND mass spectra that might not be as widely known—the experienced reader familiar with cluster and HND MS is encouraged to skip the following paragraph.

The size distribution of cluster ions as observed in a mass spectrum (i.e. the ion yield as a function of $m/z$) is influenced by various factors, such as the size distribution of the neutral precursor clusters, ionization cross section, ion transmission efficiency of the ion optics and the MS as well as the detector efficiency. While these factors are often difficult to determine, they can be expected to vary rather smoothly over the mass range. Hence, abrupt intensity variations of neighboring cluster ion peaks are unlikely caused by the experimental setup, but rather the intrinsic cluster properties...
which are known to be able to vary dramatically with the addition or removal of a single atom or molecule [1]. Cluster ion peaks with anomalously increased intensity compared to neighboring peaks are referred to as “magic number” clusters while those with anomalously decreased intensity are called “antimagic” [2–4], in analogy to the concept in nuclear physics [5–7]. The occurrence of magic cluster ions generally requires both a particularly stable cluster structure (neutral or ionic) and an energetic process inducing fragmentation of the emanating clusters or cluster ions. In principle, the variations could be produced by fragmentation during the dopant cluster formation process, however, HNDs are excellent at stabilizing even weakly bound structures via evaporative cooling. Hence, a smooth neutral cluster size distribution can be expected and fragmentation will typically be caused by excess energy transferred to the nascent cluster ion during the ionization process. This results in the depletion of weakly bound clusters and the corresponding relative enrichment of magic number cluster ions [8]. Many of the observed magic numbers are linked to shell closures [1] of geometric [9–13] or electronic nature, the latter being described by the jellium model [3, 14, 15]. Magic numbers are not only found in homogenous clusters, but also in progressions of heterogenous complexes where ions are solvated by different numbers of ligands such as rare gas atoms or small molecules. Again, these magic numbers can often be interpreted in terms of corresponding structures [16, 17] and may be used in the structure analysis of the solvated ion [18–21], for which rare gas atoms and especially He are desirable due to the minimal influence of the weakly bound ligands on the underlying structure. Nonetheless, the innermost ligands are often bound strongly enough to be heavily localized around the central ion in these complexes, which led to the term “snowballs” for ions complexed with He atoms [22–26].

Furthermore, we introduced a few simplifications in order to avoid repetition and for the sake of an easier reading experience:

1. While $^3$He is a unique and fascinating species in its own right, it is almost irrelevant in terms of natural abundance and HND MS. Thus, whenever “helium” or “He” is mentioned in this chapter, it refers to the dominant $^4$He isotope.

2. Electron ionization (EI) is by far the most common ionization method in HND MS. Thus, when no specific method of ionization is mentioned, EI was used in the discussed experiment.

3. Deuterium or deuterated compounds are sometimes used in HND MS instead of or complementary to naturally occurring hydrogen or its compounds, achieving mainly two things. For one, the larger spacing between attached D atoms or molecules can make the interpretation of mass spectra easier. In addition, ambiguities in chemical reactions may be resolved, for example one can determine whether a reaction involving hydrogen proceeds via a deuterated dopant or residual water molecules. Since hydrogen and deuterium atoms are chemically very similar, the results are usually transferrable between the two species. Thus, we simply refer to “hydrogen” or “H” in the corresponding discussion if deuterium or deuterated compounds are used in a complementary way and the results are very similar.
We structured our chapter as follows. First, we will present an overview of mass spectrometric work utilizing HNDs performed by groups all over the world. The second part of our chapter focuses on recent advances in mass spectrometry of pristine and doped HNDs by three experiments of our group. While we gave our best effort to include all work that has been performed in the field of HND MS and give credit to the contributors, this is obviously a difficult task due to limited time, space and the imperfect human nature. We want to apologize to any contributors whose name we did not mention or whose contribution we missed entirely. But without further ado, let’s begin!

3.2 History of HND Mass Spectrometry

The first report of a mass spectrometric study of small helium clusters was made in 1975 by van Deursen and Reuss [27]. The authors attempted to answer the question whether a bound state of He₂ exists by observing Heₙ⁺ up to n = 13. The experiment produced helium clusters in a supersonic nozzle expansion and used a magnetic sector analyzer instrument (MSA) for ion detection. Five years later, Gspann and Vollmar employed time-of-flight mass spectrometry (ToF-MS) to observe metastable excitations of large neutral or cationic Heₙ clusters and determined their size to be in the range of N = 10⁶–10⁸ [28]. Gspann also observed the ejection of “charged miniclusters” [29] and confirmed the existence of large anionic Heₙ (N > 2×10⁶) in 1991 using a similar experiment [30]. In 1983, Stephens and King used a free jet expansion cluster source and a quadrupole mass spectrometer (QMS) to record mass spectra of small Heₙ⁺ and make the first report of magic numbers in small He cluster ions, finding n = 7, 10, 14, 23 and 30 to be anomalously abundant [31]. Naturally, these first studies attempted to understand HNDs and thus targeted pristine HNDs as well as small Heₙ cluster (ions), however, this was about to change.

3.2.1 Pioneering Work by the Toennies Group (Göttingen)

Arguably the single most important, ground-breaking discovery in HND research was made in 1990 when Scheidemann and co-workers demonstrated the HND’s ability to capture various foreign atoms and molecules (Ne, Ar, Kr, H₂, O₂, H₂O, CH₄ and SF₆) [32, 33]. A HND beam was crossed with beams of foreign atomic or molecular species in various configurations and fragments emerging from the doped droplets upon ionization were analyzed using a MSA. The mass spectra revealed that not only were the foreign gas-phase species captured by the HNDs, but they also coagulated and formed clusters of their own as large as (H₂O)₁₈, in or on—this was not clear at the time—the HNDs. These discoveries opened up a plethora of possibilities and applications such as HND isolation spectroscopy, growing dopant clusters and studying chemical reactions inside HNDs. The following years saw
an unprecedented growth of the field with numerous research teams around the globe picking up research based around HNDs, manifesting in a huge increase in publication numbers in the field.

The described foreign species pickup experiment came out of one of the first and most successful groups conducting extensive studies on pristine and doped HNDs, their properties, ionization mechanisms and applications, the research group for molecular interactions led by J. P. Toennies at the MPI for Fluid Dynamics (now the MPI for Dynamics and Self-Organization) in Göttingen, Germany.

Despite their pioneering work laying the foundation for applications of HNDs in spectroscopy, chemistry and cluster physics, much of the mass spectrometric work conducted in the Toennies group came rather early and was aimed at understanding the relevant characteristics of and processes in pristine HNDs (Fig. 2.1). Two early studies published by Buchenau and co-workers in 1990/91 characterized HNDs with source stagnation pressures $p_0$ between 8–20 bar and source temperatures $T_0$ ranging from 5–20 K by investigating a number of their basic properties [34, 36]. The experiments yielded time-of-flight (ToF) spectra, mass spectra of small He$_n^+$ ($n \leq 30$) cluster ions (Fig. 2.2a) and signal intensities as a function of the EI energy. By analyzing these measurements in combination with the He phase diagram, the authors classified different regimes for the formation of HNDs and the ionization/fragmentation processes leading to the ejection of small He$_n^+$ fragment ions. The photoionization (PI) of pure and doped helium droplets was studied by Fröchtenicht et al. in a comprehensive investigation using a synchrotron radiation source and a linear time-of-flight mass spectrometer (ToF-MS) [35]. The authors studied in detail the ionization processes of pristine and SF$_6$-doped HNDs with a wide range of droplet sizes ($<N> \sim 10^2$–$10^7$) at photon energies between 15 and 30 eV. The recorded mass spectra of small He$_n^+$ were found to be similar to those
Fig. 2.2  a EI mass spectra of small He\textsubscript{n+} from large droplets produced at T\textsubscript{0} = 5K, p\textsubscript{0} = 20 bar (circles, top trace), recorded with the setup shown in Fig. 2.1. The second mass spectrum (squares, bottom trace) was recorded using a similar setup but much smaller droplets produced at T\textsubscript{0} = 4.2K, p\textsubscript{0} = 0.5 bar. The most interesting feature is the dominant magic He\textsubscript{4+} in the top mass spectrum which is entirely absent in the bottom one, indicating the difference in droplet size. b Mass spectrum showing He\textsubscript{n+} fragments produced via photoionization of small HNDs (\textlt;N\textgt; = 2100). The close resemblance of the He\textsubscript{n+} distributions produced via EI and PI indicates similarities in the respective ionization processes. Reproduced with permission from Refs. [31] (a) and [35] (b). © copyright AIP Publishing. All rights reserved.

utilizing EI, with pronounced magic numbers at n = 7, 10 and 14 as previously observed in EI experiments (Fig. 2.2b) [31]. Ion signals of He\textsubscript{n+} and impurities were also found below the ionization potential of free He atoms (<24.6 eV) and assigned to autoionization and Penning ionization processes at energies corresponding to excitations of free He atoms. On the other hand, no direct photoionization of embedded dopant SF\textsubscript{6} molecules was observed. These findings led the authors to conclude that both EI and PI proceed in a fairly similar manner in HNDs after being predominantly initiated by the excitation/ionization of a He atom. A set of studies by Lewerenz and co-workers as well as Bartelt and co-workers expanded on the findings of the pickup studies by growing clusters of the heavier rare gas atoms Ar, Kr and Xe, H\textsubscript{2}O and SF\textsubscript{6} molecules [37] as well as the metals Ag, In and Eu [38]. For the non-metals, the emanating cluster ions displayed a Poisson distribution, which is expected for pickup of gas-phase species and subsequent growth of neutral clusters [22, 39]. This indicates that fragmentation due to EI is largely suppressed by efficient cooling of the nascent cluster ions provided by the surrounding HND [37]. In contrast, the mass spectra of metal cluster ions produced in HNDs are fairly similar to those obtained from free cluster beams. The size distribution of silver cluster ions Ag\textsubscript{n+} show the well-known odd-even oscillations [40] with a clear enhancement of the n = 3, 5, 7, 9 ions [38]. The indium mass spectrum features strong signals of both In\textsuperscript{+} and In\textsubscript{7+}. Whereas the latter can simply be explained by an increased stability of In\textsubscript{7+},
the explanation for the enhanced monomer signal is a little more complex. Indium clusters between 8–20 atoms feature a similar or slightly higher ionization potential compared to the indium atom, thus fragmentation of these cluster is more likely to proceed by ejection of a charged monomer instead of a neutral one [41]. Additionally, the authors concluded that, in contrast to alkali metal atoms and clusters, the observed metal atoms and clusters reside inside the HNDs and should thus adopt the HNDs’ temperature of ~380 mK [42], which would be about 2 orders of magnitude lower than previously observed for free metal clusters [38].

Another interesting topic tackled by the Toennies group are chemical reactions proceeding inside HNDs. In 1993, Scheidemann et al. utilized a MSA to record mass spectra of SF₆ molecules embedded in HNDs [43]. In contrast to EI of a beam of free SF₆ molecules, where all possible fragments SF₅⁺ (n = 0–5) and F⁺, but no intact SF₆⁺ are detected [44–47], the HND mass spectrum essentially yields SF₅⁺ as the only fragment and, seemingly, intact SF₆⁺ ions. The authors concluded that the SF₆ molecules reside inside the HND, the dominant ionization mechanism is charge transfer from He⁺ and the expected rich fragmentation of the nascent SF₆⁺ ions is efficiently quenched by the HND. Later, the apparent observation of SF₆⁺ was attributed to an impurity [48], likely SF₅⁺ complexed with a water molecule. In the concluding remarks the authors hint at the potential application of HNDs of studying chemical reactions via the unique possibility of identifying “frozen” reaction intermediates [43]. In 2004, Farnik and Toennies followed up on this seminal idea with a comprehensive study of ion–molecule reactions, very fittingly describing HNDs as “flying nano-cryo-reactors” [49]. The authors utilized HNDs doped with D₂, N₂ and CH₄ in two successive pickup chambers and a MSA to record mass spectra of ions produced in initial charge transfer reactions with He⁺ and secondary reactions. By monitoring the product intensities as a function of the pickup chamber pressure(s), reaction pathways were identified. The reaction products of the molecules with He⁺ differ significantly from the gas-phase equivalents. Similar to the SF₆ experiment, dissociative charge transfer reactions are largely suppressed by the HND environment. For CH₄, the gas phase reaction produces all possible fragment ions except C⁺ [50], but in the HND environment only CH₃⁺ and CH₄⁺ are detected, which are minor contributions to the total ion yield in the gas phase reaction. For N₂, both N⁺ and N₂⁺ are produced in the gas phase [50, 51], but again, the dissociation reactions appears to be suppressed in the HND, where N₂⁺ is the sole reaction product. The dominating reaction products produced in the D₂–doped HNDs are HeₘD⁺ (m < 20), produced in a dissociative reaction of He⁺ and D₂, and D₃⁺ formed in a secondary reaction of D₂ with D₂⁺, which is initially formed by non-dissociative charge transfer from He⁺. Other secondary reaction products included CH₅⁺, (from CH₄⁺ + CH₄), but not C₂H₅⁺ (from CH₃⁺ + CH₄), which are both expected from gas-phase experiments [50, 52], as well as CH₄D⁺ and CH₃D₂⁺ (from reactions of CH₄⁺ and CH₃⁺ upon additional doping of D₂) and N₂D⁺ (from N₂⁺ + D₂ upon additional doping of D₂). The authors also observed molecular ions complexed with He, such as HeₘN₂⁺ (m = 1, 2, 4) and HeₘCH₃⁺ (m =1, 2), which was unexpected at the time, since until then mostly atomic species were observed complexed with He [49].
3.2.2 Review of more recent research

The basic setup of a HND source, a pick-up region and a mass spectrometer proved to be a simple, but efficient way to investigate pure HNDs, dopant clusters, ionization mechanisms and chemical reactions inside HNDs that was soon applied and adapted by several groups to reach their individual scientific goals. Among the first of these groups were those of K. Janda at UC Irvine and V. Kresin at USC Los Angeles.

3.2.2.1 Janda Group (Irvine)

Janda and co-workers used a HND-pickup-QMS setup to study processes following the ionization of small HNDs (<\(N\) < 100–20000) in either pristine [53] or doped (NO, Ne, Ar or Xe) [48, 54–56] condition. The study utilizing pristine HNDs showed that the relative intensity of small He\(_n^+\) fragments (up to \(n \approx 135\)) did not vary significantly with the average HND size in the range of 100–15,000 He atoms [53]. The authors concluded that small He\(_n^+\) originating from larger HNDs are not produced in a thermal process by evaporating excess He, but rather an impulsive process following the formation of a He\(_2^+\) core, leading to the ejection of small He\(_n^+\) from the HND as the ionic core may drag along \(n-2\) additional He atoms. By comparing the dopant and He\(_2^+\) ion yields for different average HND sizes, Callicoatt et al. [48, 56] as well as Ruchti et al. [54, 55] determined the probability of charge transfer from He\(^+\) to the dopant (cluster). It was clearly shown that the probability is highest for very small HNDs (<\(N\) on the order of a few hundred), but decreases gradually for larger HNDs (<\(N\) on the order of a few thousand). While this trend was universally observed, the exact probabilities ranged from a few per cent and unity, depending on the dopant species and dopant cluster size. The authors also estimated the average number of resonant charge hops by a positive He\(^+\) hole before self-trapping and localizing as He\(_2^+\). A relatively simple model yielded a value of 70 for HNDs doped with NO [56], considerably lower than previous estimates on the order of 10\(^4\) made by Scheidemann et al. [43]. A refined model taking into account polarization arrives at an even lower number of 3–4 hops before charge localization at He\(_2^+\) or the dopant (Ar) [48], which is fairly close to the most recent estimate of ~10 hops before self-trapping as He\(_2^+\) [57]. Three studies of HNDs (<\(N\) typically ~1000–3000 He atoms) doped with Ne, Ar and Xe investigated the production of small fragment ions produced upon EI by varying parameters such as the average HND size, dopant pickup pressure and electron energy [48, 54, 55]. The studies of Ne and Ar revealed qualitatively similar patterns where HNDs doped with single atoms produced RgHe\(_n^+\) (Rg = Ne, Ar) with evidence for a shell closure after \(n = 12\) for ArHe\(_n^+\), but no bare ions. On the other hand, HNDs doped with two or more rare gas atoms primarily produced Rg\(_2^+\) for the smaller and RgHe\(_n^+\) as well as Rg\(_2^+\) for the larger droplet sizes studied [48, 54]. In contrast, bare Xe\(^+\) is much more likely to be formed, both from droplets containing only a single Xe atom as well as more heavily doped HNDs with up to four Xe atoms, which is attributed to an electronically excited state of Xe\(^+\) accessible...
by charge transfer from He\(^+\), which does not exist for Ne\(^+\) or Ar\(^+\) [55]. While the most likely fragment from HNDs doped with two Xe atoms is Xe\(_2^+\), analogous to Ne and Ar, small complexes XeHe\(_n^+\) (0 ≤ n ≤ 3) are more readily formed than for ArHe\(_n^+\) and no shell closure is evident at n = 12 (a possible shell closure of XeHe\(_n^+\) after n = 17 indicated in the mass spectrum (Fig. 2.3) is not discussed by the authors). Finally, Xe\(_2^+\)He\(_n^+\) complexes are notably absent for all experimental conditions, which indicates a weaker caging effect of the relatively small HNDs (<\(N\)> up to 3300) for Xe\(_2^+\) compared to Ne\(_2^+\) and Ar\(_2^+\), which could be due to the production highly repulsive Xe\(_2^+\) states that cannot be cooled by the HND.

### 3.2.2.2 Kresin Group (Los Angeles)

Kresin and co-workers introduced a similar HND-pickup-QMS setup to investigate alkali and alkaline earth metals as well as amino acids. Scheidemann, Vongehr and co-workers were able to show that alkali metal atoms and small clusters (Li and Na) are preferably ionized by excited He\(^*\) via a Penning process, indicating these species, as He\(^*\), are located at or near the surface of HNDs (Fig. 2.4a) [58, 60]. This finding corroborated theoretical predictions made for alkali metal atoms (Li–Cs) [61–63] and dimers (Li\(_2\) and Na\(_2\)) [64]. A few years later, Ren and Kresin were able to show that the alkali metal’s neighbors in the periodic table, alkaline earth metals (Mg–Sr),
are also located in surface “dimples” (Fig. 2.4b) [59]—this was previously heavily debated, especially for Mg [65–69]. Kresin’s group also performed studies examining the possibilities of controlling amino acid fragmentation in HNDs [70, 71] as well as proton transfer reactions between amino acids in HNDs [72]. Ren and co-workers showed that by co-doping HNDs with water, fragmentation of embedded glycine and tryptophan (albeit to a lesser degree compared to glycine) molecules could be suppressed significantly, whereas the HND environment alone was unable to significantly reduce fragmentation compared to the gas phase [70]. The authors proposed a “charge-steering” effect (also see [73] which will be discussed later on) where charge transfer from He+ is favored to occur on (H₂O)ₙ due to attractive forces caused by the water’s relatively large dipole moment, followed by ionization of the amino acid via proton transfer, much softer than direct charge transfer from He+. Ren and Kresin conducted a follow-up study to support this hypothesis using glycine (complexes) as well as alkanes and alkanethiols [71]. They showed that fragmentation patterns of molecules with similar dipole moments as water were practically unaffected, whereas those with lower dipole moments were efficiently protected from fragmentation by the presence of water. Finally, Bellina and co-workers studied the proton transfer reaction in histidine-tryptophan complexes yielding protonated histidine. Additional mass spectra using methyl-tryptophan and indole instead of tryptophan together with
Fig. 2.5 Smoothed mass spectrum of Mg\(_N\) produced via PI of doped HNDs (top). Anomalously abundant ion signals indicate magic number clusters. The authors propose a model where electronic shells are filled by the 2\(N\) delocalized electrons of the cluster, as illustrated below the mass spectrum. Unexpected shell closures are explained in terms of level reorganization upon increased filling of some shells. Reproduced with permission from Ref. [74]. © copyright American Physical Society. All rights reserved.

density functional theory (DFT) calculations revealed that protonation occurs from the indole to the imidazole side chain of tryptophan and histidine, respectively, at the site of the N–H⋅⋅⋅N bond between the two functional groups, which can be viewed as a model system for heterodimers between aromatic amino acids [72] (Figs. 2.5 and 2.6).

3.2.2.3 Meiwe-Broer and Tiggesbäumker Group (Rostock)

One of the first HND MS experiments utilizing a high-resolution time-of-flight mass spectrometer (HR-ToF-MS) was employed by the cluster and nanostructures group of K.-H. Meiwe-Broer and J. Tiggesbäumker at the University of Rostock, Germany. The capabilities of the apparatus originally constructed by the Toennies group were expanded greatly by adding different, versatile laser systems and a HR-ToF-MS (\(m/\Delta m \approx 2000\)). While the group mainly focuses on spectroscopic studies of various clusters, HND MS was and is frequently utilized in combined studies of metal clusters (for a review of studies of metal clusters in HNDs see [76]). Since the early 2000s, the group has conducted a number of detailed studies on magnesium clusters. Diederich, Döppner and co-workers observed a highly structured Mg\(_n^+\) abundance distribution with strong magic and antimagic cluster ions in both EI and PI (for a review of PI studies of HNDs see [77]) mass spectra (Fig. 2.5) [74, 78]. While some magic numbers agree well with shell closing predictions of the jellium model, others clearly
do not. The authors attempt to explain the latter in terms of a level interchange model, where additional shell closings arise due to electron rearrangement caused by interchange of electronic levels. Furthermore, $\text{He}_n\text{Mg}^+$ and $\text{He}_n\text{Mg}^{2+}$ ions with up to $n \approx 150$ were observed upon irradiation with femtosecond laser pulses [78]. The authors additionally studied ion snowball formation dynamics using the pump-probe technique (also see discussion on [75] below. In a subsequent study, Diederich and co-workers revisited their level rearrangement model and expanded their work on $\text{Mg}_n^+$ clusters towards larger clusters ($n$ up to $\sim 2500$) as well as dications $\text{Mg}_n^{2+}$ ($5 \leq n \leq 50$) [79]. Note that the separation of overlapping isotopic patterns provided by the HR-ToF-MS is crucial for the identification of even-numbered $\text{Mg}_n^{2+}$. The authors find that the cluster abundance distributions of $\text{Mg}_n^+$ display the coexistence
of electronic shell closures and geometrical packing schemes at \( n \geq 92 \) between and clear evidence of icosahedral packing for \( n \geq 147 \). Magic numbers of dicaticionic clusters such as \( n = 30 \) rather agree with the standard jellium electronic shell closures known e.g. from cationic sodium clusters \([3]\), with only one level interchange at \( n = 41 \) (i.e. 80 electrons) observable within the limited range. Electronic shell effects are also found for smaller clusters of other divalent metals, namely cadmium and zinc. While some features agree with those of magnesium, the authors find the level interchange model inapplicable and clear signs of icosahedral packing such as an enhanced abundance of \( n = 147 \) missing for \( \text{Cd}^+_n \) and \( \text{Zn}^+_n \). In a number of follow-up studies, the group further exploited the capabilities of their femtosecond laser setup for studying dynamics using the pump-probe technique. Döppner and co-workers extended their study of ion-induced snowballs \([78]\) towards \( \text{He-solvated Mg} \) and \( \text{Ag} \) \([75]\), observing \( \text{He snowballs He}_n\text{Mg}^{Z+} \) and \( \text{He}_n\text{Ag}^{Z+} \) (\( Z = 1, 2 \)) with up to \( n \approx 150 \) \( \text{He} \) atoms for the singly charged species upon femtosecond laser ionization with intensities of \( 10^{13}–10^{14} \) W/cm\(^2\) (nanosecond PI as well as EI were found to produce similar results). The distributions of \( \text{He}_n\text{Mg}^{Z+} \) appear relatively feature-poor with steps at \( n = 4 \) (\( Z = 1 \)) and \( n = 4, 8 \) (\( Z = 2 \)) as well as kinks at \( n = 19–20 \) (\( Z = 1 \)) and \( n = 10–11 \) (\( Z = 2 \)), the latter of which are interpreted as closures of the first, liquid-like solvation shells \([80]\). On the other hand, the distributions of \( \text{He}_n\text{Ag}^{Z+} \) are much more structured and display indications of icosahedral packing schemes with pronounced steps at \( n = 10, 12, 32 \) and \( 44 \) (\( Z = 1 \)) as well as \( n = 6, 10 \) and \( 12 \) (\( Z = 2 \)). A subsequent study of \( \text{He}_n\text{Pb}^{Z+} \) finds magic numbers of \( n = 12 \) and \( 17 \) (\( Z = 1 \)) as well as \( n = 12 \) (\( Z = 2 \)), indicating a closure of the first shell at 17 and 12 \( \text{He} \) atoms, respectively \([81]\). In both cases, a higher charge state likely leads to a stronger interaction, resulting in smaller, more tightly bound structures. He-solvated ions are found to preferably form in HNDs predominantly doped with single metal atoms or small clusters \([75]\). Additionally, the authors study the dynamics of snowball formation and fragmentation of larger Mg and Ag clusters upon femtosecond laser ionization using the pump-probe technique. Increasing the pump-probe delay reveals a strong decrease in the yield of larger, multiply charged clusters with a minimum at \( \approx 30 \) ps, mirrored by a simultaneous increased production of \( \text{He}_n\text{Ag}^+ \). Both signals are found to fully recover at pump-probe delays of \( \approx 100 \) ps. The first part of the signal progression up to 30 ps can be understood in terms of intense heating and fragmentation of the initial cluster, also leading to an increased number of single atoms/ions or small clusters being present in the HND and thus promoting snowball formation. The recovery of signals clearly illustrates the cage effect of the He environment, allowing fragments to dissipate excess energy and eventually recombine to form once again larger clusters and fewer snowballs. Similar trends are observed for Mg clusters, although on shorter timescales with local extrema located around 7 ps. Three studies by Döppner and co-workers further used the pump-probe technique to perform an extensive investigation of plasmon enhanced ionization of metal clusters (Ag, also Cd and Pb in \([81]\)) embedded in HNDs, previously studied in free metal clusters \([82]\). The authors studied in detail how to manipulate the ion yield and maximum charge state of highly charged metal ions via laser pulse width and field strength \([83]\), delay between two identical pulses \([84]\) as well as a
combination of all the above, additionally introducing asymmetry to dual delayed pulses [81]. Narrower pulses, stronger laser fields [83] and shorter delays in between pulses [84] are found to promote production of more highly charged ions, as is cluster irradiation by an initial weaker pulse, followed by a stronger one [81]. The highest achievable charge states were $Z = 11$ (Ag) [83, 84] and $Z = 13$ (Cd) [81].

Expanding on these experiments, Truong and co-workers utilized an ultrafast pulse shaper [85] and a feedback algorithm in order to further substantially increase the yield of highly charged Ag$^{z+}$ ions, producing charge states up to $Z = 20$ [86]. The authors found the ideal pulse shape to have a double pulse structure, where a weaker (~15% intensity) pre-pulse is followed by a main pulse around 140 fs later, in good qualitative agreement with computations based on the nanoplasma model by Ditmire and co-workers [87].

A spectroscopic study by Przystawik and co-workers found that in a HND environment, Mg does not form classical clusters, but rather agglomerate in loosely bound, metastable complexes (‘foams’), each Mg atom separated by an estimated ~10 Å with a layer of He in between [88]. The proposed structure is in good agreement with a subsequent computational study by Hernando and co-workers [89] and found to collapse into hot, compact clusters upon laser excitation on a timescale of 20 ps [88]. This collapse was studied in detail by Göde and co-workers using femtosecond dual-pulse spectroscopy [90]. Mass spectra of Mg-doped HNDs subject to femtosecond multiphoton ionization (MPI) reveal Mg$_n^{+}$ ($n \leq 20$) with enhanced signals of Mg$_5^{+}$ and Mg$_{10}^{+}$ as well as He$_n$Mg$^{+}$ snowballs, in accordance with previous studies [74, 81] and [81], respectively. By studying the response of the various ion signals to changes in delay and intensity ratio of the dual femtosecond pulses, the authors were able to unravel the dynamics of cluster, snowball and even electronically excited, neutral complex (exciplex) formation following the light-induced collapse of Mg foams in HNDs.

### 3.2.2.4 Stienkemeier and Mudrich Group (Freiburg)

Similar experiments to those of Meiwes-Broer and Tiggesbäumker were conducted since the early 2000s in Germany by F. Stienkemeier (University of Freiburg, previously University of Bielefeld), M. Mudrich (University of Freiburg, now University of Aarhus) and co-workers. While the group specializes in spectroscopic techniques, important mass spectrometric contributions involving alkali metals and PI of HNDs were also made. The basic setup consisted of a HND source (typically used to produce droplets with 5000–20,000 He atoms), femtosecond PI and QMS analysis. In an early investigation employing this setup, Schulz and co-workers studied complexes of up to 25 alkali atoms (Na and K), which were found to aggregate into highly spin-polarized, weakly bound van-der-Waals complexes instead of covalently bound or metallic clusters [92]. Upon PI of the alkali-doped HNDs, the authors observe the collapse and fragmentation of the system, evident in mass spectra featuring an exponential decrease of clusters sizes and displaying well-known characteristics such as pronounced odd-even oscillations and magic numbers (e.g. $n = 5, 9, 21$) corresponding to electronic shell closures. The authors observe a maximum cluster ion
Fig. 2.7  Cluster size distribution of mixed potassium-cesium clusters from PI of co-doped HNDs as a function of total number of atoms. It appears that, to an extent, Cs atoms can replace K atoms in K\textsuperscript{+}\textsubscript{N} and still preserve the characteristic features of the cluster size distribution. However, the ion yield quickly drops off upon addition of further Cs atoms. Reproduced with permission from Ref. [91]. © copyright AIP Publishing. All rights reserved.

size of \(n = 3\) and 5 for Rb and Cs, respectively, interpreting it as evidence for a lack of stable high-spin states. Droppelmann and co-workers expanded the investigation towards HNDs co-doped with two alkali metal species (lighter Na or K with heavier Rb or Cs) [91]. The authors observed pure clusters of both species as well as significantly less abundant mixed clusters upon PI of the doped HNDs, regardless of pickup order (Fig. 2.7). Species appear to be interchangeable to a degree, evident in the abundance/stability patterns of mixed clusters which appear to be governed by the total number of atoms (i.e. valence electrons), once more reproducing known odd-even oscillations and magic numbers such as \(n = 5\) and \(9\). Incorporation of increasing numbers of heavier alkali metal atoms, however, tends to destabilize mixed clusters, resulting in quickly decreasing ion signals which is attributed to second-order spin orbit interaction. In two follow-up studies, Müller and co-workers shifted their focus towards helium snowballs around cationic alkali metal atoms and dimers (Na-Cs, Na\textsubscript{2} and Cs\textsubscript{2}) [93] as well as reactions between alkali metal atoms (Na, Cs) and water [94]. The authors observed snowball formation with up to 3 and \(~10\) He atoms around light alkali cations (Na and K, respectively), with much further progressions of up to \(~40\) He atoms attached to the heavier Rb\textsuperscript{+} and Cs\textsuperscript{+} [93]. Additionally, weak signals of small snowballs around the dimers Na\textsubscript{2}\textsuperscript{+} and Cs\textsubscript{2}\textsuperscript{+} are detected. Local anomalies at \(n = 4\) for K\textsuperscript{+}He\textsubscript{n} and \(n = 12\) for Cs\textsuperscript{+}He\textsubscript{n}, hint at especially stable, possibly ring-like (cf. Mg\textsuperscript{2+} and Ag\textsuperscript{2+} [83]) and icosahedral structures, respectively. Shell closures are indicated at \(n = 14\) for Rb\textsuperscript{+}He\textsubscript{n} as well as \(n = 16\) for Cs\textsuperscript{+}He\textsubscript{n}. Generally, snowball formation is found to be favored around ion fragments produced from larger, multiply charged clusters rather than single atoms. In a separate study, reaction products of
Na or Cs with H$_2$O were observed upon PI of co-doped HNDs [94]. Whereas Na was found to form primarily weakly bound van-der-Waals complexes Na$_m$(H$_2$O)$_n$, mass spectra of HNDs co-doped with Cs and H$_2$O revealed a variety of compounds indicating efficient chemical reactions between Cs$_m$ and (H$_2$O)$_n$ prior to PI.

Another group utilizing HND MS in the early 2000s consisted of W. Lewis, R. Miller and co-workers who performed detailed studies of pickup and ionization processes in HNDs, developing clever techniques for manipulating dopant species in HND MS experiments along the way. In an early experiment, Lewis and co-workers employed a combination of a QMS and a Threshold PhotoElectron PhotoIon COincidence (TPEPICO) setup to study and control the fragmentation of triphenylmethanol and quantify the energetics of HND cooling [96]. In a subsequent study, Lewis and co-workers expanded the capabilities of the basic QMS setup by introducing an IR laser. The authors demonstrated the possibility of selecting specific isomers of dopant complexes in neutral HNDs using a technique called “optically selected mass spectrometry” (OSMS) [73]. By irradiating the HND with an IR laser tuned to an isomer-specific vibrational transition, the dopant complex is heated, resulting in the evaporation of He atoms from the droplet and a corresponding reduction of the EI cross section which manifests as a depletion of the ion signal in the mass spectrum. Using this technique to study the charge transfer processes in HNDs doped with HCN, HCCN (Fig. 2.8), the authors show that the charge transfer probability from He$^+$ to a dopant molecule (or complex) is heavily dependent on the latter’s dipole and higher electrostatic moment(s). The authors explore possibilities of the developed techniques such as isomer selective mass spectrometry and controlling fragmentation patterns of complexes by charge-steering [73] and expand on the described findings in two follow-up studies of non-thermal ion cooling [97] as well as ionization and fragmentation processes in HNDs [95]. A different method of
forming ionic complexes in HNDs, avoiding the large amounts of energy transferred to a dopant during ionization via He* (or He*) and concomitant fragmentation, was developed by Falconer et al. The authors doped HNDs doped with Na+ ions and only then performed pick-up of neutral molecules, followed by desolvation to extract gas-phase analytes from the HNDs. The mass spectra revealed sodiated ion-molecule clusters [Na•Mn]+, where M = H2O, HCN or N2, and could be explained by pickup statistics, suggesting no fragmentation occurs [98]. Lewis et al. also developed a calorimetry technique able to determine the binding energies of moderately to strongly bound clusters such as (H2O)n and Cn by observing the threshold HND size necessary to observe a certain cluster ion using a ToF-MS setup [99, 100].

3.2.2.5 Ellis and Yang Group (Leicester)

Most experiments produce HNDs via continuous (cw) expansion of pressurized, cold He into vacuum. In fact, all HND sources were continuous until 2002, when the first pulsed HND source was reported by Slipchenko, Vilesov and co-workers [101]. Pulsed sources achieve a much higher HND flux, have distinct advantages in combination with elements such as pulsed lasers and generally reduce pump load and consumption of high-purity He [101–103]. Besides technical issues like additional heat load on the nozzle region due to the valve operation, it quickly became apparent that pulsed HND sources generally behave differently from cw sources, so that well-established knowledge such as scaling laws could not easily be transferred. The pulsed HND source of Slipchenko et al. could only produce HNDs within a narrow average size range between 20000 and 70000 He atoms. The design was adapted by A. Ellis, S. Yang and co-workers in an attempt to improve the performance of pulsed HND sources. By experimenting with different nozzle shapes, the authors were successful in both widening the accessible size range of HNDs produced and achieving a more predictable behavior with varying stagnation pressure and nozzle temperature [104]. The authors utilized ToF-MS in combination with H2O and toluene doping to determine the average HND sizes and extract a scaling law, which suggests that the effect of stagnation pressure on the produced HND sizes is negligible, albeit in a limit temperature and pressure range (T = 10–16 K, p = 8–20 bar). Later, Yang and Ellis extended their studies to show that HNDs produced in a pulsed source exhibit velocity dispersion according to their size [105], in contrast to cw sources where the velocity spread of differently sized HNDs was found to be uniform for a given set of source conditions [36, 106]. The authors highlight the possibility of probing differently sized HNDs by simply probing the droplet beam at different times instead of changing the source conditions, as in a cw source. Yang, Ellis and co-workers were very productive in utilizing their pulsed HND source and ToF-MS setup to study a number of topics such as ionization and fragmentation/dissociation dynamics, atomic and molecular clusters and ion-molecule reactions. A summary of these extensive and rich experimental studies is attempted below.
The ionization of small dopant molecules via He\(^+\) charge transfer and subsequent fragmentation and dissociation products were investigated for several alcohols (C\(_1\)–C\(_6\)) and ethers [107], haloalkanes (C\(_1\)–C\(_3\)) [108] and diatomic molecules (O\(_2\), CO and N\(_2\)) [109]. The authors found that for the small to medium-sized alcohols and ethers as well as the haloalkanes studied, the HND environment did alter the fragmentation patterns compared to the gas phase, but mostly quantitatively, enhancing certain channels like H-abstraction. Apart from the cyclic C\(_5\)- and C\(_6\)-alcohols, the parent ion remained a minor product, i.e. the HND was unable to prevent the excessive fragmentation. The authors concluded that while EI of doped HNDs could not be considered a soft ionization method suited for analytical mass spectrometry for the rather small molecules studied, it might still be worthwhile for larger species such as typical biomolecules [107, 108]. A similar, extensive study was carried out by Boatwright and co-workers on clusters of small molecules such as aliphatic alcohols (C\(_1\)–C\(_3\)), several halomethanes and inorganic triatomic molecules (H\(_2\)O, SO\(_2\) and CO\(_2\)) embedded in HNDs [110]. Again, the mass spectra suggest that the EI-initiated chemistry of both clusters and at least one of the single molecules differs significantly from gas-phase studies and proceed via direct bond fission processes instead of ion-molecule chemistry. The findings further support the authors’ conclusion that EI of HNDs doped with small molecules and their cluster cannot be considered a soft ionization route [110]. In contrast to the small molecules discussed so far, EI of HNDs doped with the diatomics O\(_2\), CO and N\(_2\) show a significant reduction of dissociation (fragmentation) compared to the gas phase reaction between the diatomic species and He\(^+\) [109]. The authors consider two possible explanations: suppression of the dissociation channel in the ion-molecule reaction by the HND or acting as a reservoir, allowing for recombination of the products after initial dissociation. In order to determine which is the case, the energetics of the ion-molecule reactions and the corresponding amount of He evaporation to dissipate the energy difference were calculated. The authors conclude that while the dissociation reaction itself must be suppressed in the case of O\(_2\) and CO, no conclusion can be drawn for N\(_2\) from the calculated energetics [109]. Shepperson and co-workers investigated the formation of small He\(_n^+\) cluster ions from HNDs with different sizes (average droplet size \(<N>\) between 4000 and 90000) and dopants (pristine, H\(_2\)O and Ar) [111]. The authors find that the He\(_n^+\)/He\(_2^+\) signal ratio increases with increasing HND size, reaching an asymptotic limit at around \(<N> = 50000\). The authors conclude that larger HNDs favor the formation of He\(_n^+\) (\(n > 2\)) from He\(_2^+\) due to the larger number of collisions of the latter and surrounding He atoms on its way of leaving the droplet. The introduction of Ar mainly leads to the asymptotic value being reached at a significantly smaller \(<N> = 10000\), explained by a potential energy gradient, steering the charge hopping of the initially formed He\(^+\) (before formation of He\(_2^+\)) towards the impurity, which is most likely located close to the droplet center. The introduction of H\(_2\)O also lowers \(<N>\) where the asymptotic limit is approached, although not as clearly. More interestingly though, the limit is approached from the opposite side, i.e., with H\(_2\)O as a dopant, the He\(_n^+\)/He\(_2^+\) signal ratio decreases with increasing \(<N>\). The authors propose that the dipole moment creates a stronger gradient, which makes it likely that He\(_2^+\) is formed in the vicinity of the impurity,
additionally lowering the kinetic energy of the He$_2^+$ on its way to leaving the droplet, thus lowering the collision energy with He atoms, increasing the chance of additional He attaching to form He$_n^+$ ($n > 2$) [111].

The first studies on clusters formed inside HNDs by Yang, Ellis and co-workers were performed on small molecules M such as aliphatic alcohols (C$_1$–C$_5$) [112] and H$_2$O [113], using the pulsed HND source and ToF-MS setup. In both cases, mass spectra differed significantly from gas phase experiments, displaying higher abundances of unfragmented cluster ions M$_n^+$, besides the dominant protonated [M$_n$H]$^+$ ions. Other important signals were due to dehydrogenated alcohol clusters [(ROH)$_n$–H]$^+$ and intact, He-tagged water clusters [(H$_2$O)$_n$He]$^+$. The emergence of the unfragmented, dehydrogenated and He-tagged species are attributed to the efficient cooling/quenching effects of the HND environment. In a follow-up study, Liu et al. formed and studied core-shell clusters of water and several different co-dopant species (Ar, O$_2$, N$_2$, CO, CO$_2$, NO and C$_6$D$_6$), with similar results for both orders of doping [114]. Both binary and pure water clusters are observed in the mass spectra. The authors focused on pure water clusters and describe a “softening” effect on the charge transfer reaction for co-doping with non-polar molecules (O$_2$, N$_2$, CO$_2$, and C$_6$D$_6$). The softer ionization process manifested in a higher ratio of intact water cluster ion signals (H$_2$O)$_n^+$ compared to protonated (H$_2$O)$_n$H$^+$ for all cluster sizes. The effect strength increased in the order N$_2$, O$_2$, CO$_2$, C$_6$D$_6$ and is explained in terms of energy dissipation via evaporation of the co-dopant species. The different strength of the softening effect is caused by an interplay of the molecules’ dipole polarizabilities (i.e. binding energy to an ionic core), vibrational degrees of freedom and ionization energies. Whereas argon is fairly similar to the pure HND environment, showing no significant softening effect, the influence of the polar molecules CO and NO is more complicated. While a weaker softening effect is observed for some water cluster sizes, in most cases, fragmentation of intact water clusters to protonated (H$_2$O)$_n$H$^+$ is actually enhanced by the presence of CO and NO. It is suggested (H$_2$O)$_n$H$^+$ production is enhanced by CO and NO readily accepting OH radicals to form the stable HOCO and HONO in secondary ion-molecule reactions, which is supported by a subsequent ab initio theoretical study of Shepperson and co-workers [111].

In addition to the previously discussed pulsed HND source and ToF-MS setup, the group of Yang and Ellis recently employed a different setup consisting of a classical cw HND source and a QMS, using it to conduct two studies on metal clusters, namely bi-metallic core-shell nanoparticles [115, 116]. In the former study, two temperature scan series illustrate the influence of HND source and oven temperatures on the yield of Ni$_n^+$ cluster ions from EI of doped HNDs. While a certain size is required to ensure the pickup of multiple Ni atoms, charge transfer to the dopant cluster becomes less likely in larger droplets. Similarly, a certain dopant partial pressure is required for the capture of multiple Ni atoms, but HNDs are quickly evaporated by collisions if the pressure is too high. Additionally, a mass spectrum shows that mixed Au/Ag cluster cations with up to seven Au and six Ag atoms are formed (Fig. 2.9). Furthermore, various produced nanoparticles (Ag, Ni, Au, Ag/Au and Ni/Au) were also deposited on a substrate for ex situ analysis. Transmission electron microscope (TEM) images
show that Ag-Au nanoparticles with a diameter of a few nm formed in HNDs adopt a crystalline structure, but do not allow conclusions about their structure. Evidence for a core-shell structure of Ni-Au nanoparticles is found via the absence of any Au 4f shift in X-Ray Photoelectron Spectroscopy (XPS) spectra characteristic for an Au/Ni alloy. A recent study by Spence and co-workers performed on the same setup demonstrates the formation of various aluminum cluster ions such as Al_{n}^{+} (n ≤ 15), [(Al_{2}O)Al_{n}]^{+} (n ≤ 12) as well as Al^{+}He_{n} (n ≤ 17) and Al_{2}^{+}He_{n} (n ≤ 6) [116]. These observations contrast a previous study by Krasnokutski and Huisken, where no formation of Al clusters inside HNDs was observed [117]. Spence et al. suggest that inadequate pickup conditions prevented the formation of clusters in the experiment of Krasnokutski and Huisken [116]. The cw apparatus was further used to investigate complexes of and ion-molecule reactions between organic molecules and noble metal atoms in two recent studies. In the first study, complexes of tetrapyridyl porphyrin (5,10,15,20-tetra(4-pyridyl)porphyrin, H2TPyP) and gold were formed and analyzed by Feng and co-workers [118]. The mass spectrum of H2TPyP-doped
HNDs shows excessive fragmentation of the molecules. Upon co-doping with Au, complexes of H2TPyP (fragments) and Au are detected and the H2TPyP fragmentation is generally reduced. The authors assume that Au atoms and small clusters attached to H2TPyP can dissipate excess energy from the charge transfer process and might additionally introduce a charge-steering/buffering effect where Au can act as a “buffer” in a sequential charge transfer (see earlier discussion about co-doping of amino acids and water by Ren et al. [70, 71]). The effect appears to be even stronger when Au is picked up after H2TPyP, attributed due to enhanced binding of Au (clusters) to multiple sites of H2TPyP instead of attachment of a previously formed Au cluster to a single site of H2TPyP. Additionally, the composition of fragments is altered, e.g. some protonated fragment channels and fragment “dimer” channels are clearly weakened. The second study by Sitorus and co-workers observed dissociative ion-molecule reactions in complexes of 1-pentanol and 1,9-decadiene, co-doped with gold or silver [119]. The mass spectra show a number of fragments as well as complexes of the organic molecule (fragments) and Au/Ag. However, in contrast to the previously discussed study, little to no softening effects on the fragmentation pattern of the organic molecules were observed upon co-doping with Au/Ag. An exception was the case of 1,9-decadiene and Au, where fragmentation was found to be efficiently reduced, especially for small fragments. The authors found that only for 1,9-decadiene and Au, the ionization potential of the metal atom was higher than for the organic molecules (Ag: 7.6 eV, Au: 9.2 eV [120], 1-pentanol: 10 eV [121] and 1,9-decadiene: 8.6 eV [119]), concluding that this was a prerequisite for a softening effect to occur.

3.2.2.6 Ernst Group (Graz)

The group of W. Ernst at TU Graz is dedicated to the study of optical and catalytic properties of metal clusters grown in HNDs. Whereas analysis is mostly performed using spectroscopy and microscopy methods, the group employs a ToF-MS as well (Fig. 2.10). While its primary use is the in-situ monitoring of cluster growth, some mass spectrometric studies involving alkali and earth-alkali as well as other metal species have also been conducted. Theisen and co-workers studied the submersion of and snowball formation around alkali metal ions (Rb and Cs) in HNDs by resonant two-photon ionization (R2PI) involving initial excitation to selected, non-desorbing states [122, 123]. The authors observed small Rb+He_n snowballs (up to n ~ 20) as well as intense ion signals at heavier masses, which are attributed to large Rb+He_n snowballs (n > 500) and well-described by a log-normal distribution [122]. While observations made for Cs are generally similar, Cs+He_n snowballs are also detected. The authors tentatively assign possible shell closures of Cs+He_n around n = 17 and 50 while missing a noteworthy enhanced abundance of Cs+He_{12} [123]. A follow-up study by Theisen and co-workers covered in detail the ionization process for Rb and Cs at HNDs via R2PI and determined the (slight) lowering of ionization thresholds due to the HND environment [124]. Theisen and co-workers also expanded the studies of Schulz and co-workers on high-spin alkali clusters [92] towards larger oligomers.
Rb$_n^+$ and Cs$_n^+$ with up to $n = 30$ and 21 atoms (in contrast to five and three in the previous study), respectively [125]. Whereas the authors observed these larger clusters using single-PI with photon energies of 3.3 and 4.1 eV, no ions larger than trimers were detected using multi-PI at 1.4 eV. Familiar magic numbers such as $n = 5$, 9 and 19 are found for both species, with additional anomalies at $n = 13$, 21 and 28 for Rb$_n^+$ [126] as well as $n = 15$ for Cs$_n^+$. Barring explicit evidence, the authors consider several models of cluster formation to argue that neutral alkali clusters should be able to form in both high and low spin states on the larger HNDs ($<N> ~ 20,000$) used in the experiment. A cleverly constructed setup allowing for in-situ monitoring (EI/ToF-MS) of NPs while depositing them on a substrate for ex-situ analysis by methods such as electron microscopy was employed by the group in 2015. The setup was first used by Thaler and co-workers in an extensive study of metal (Ni, Cr or Au) nanoparticle (NP) formation of up to ~500 atoms (diameters up to 2 nm) in large HNDs ($N = 10^5$ to $> 10^8$), with good agreement between in-situ and ex-situ analysis [127]. The presented mass spectra extending to $m/\zeta ~ 20,000$ show well-known features of metal clusters such as odd-even oscillations and magic numbers corresponding to highly geometric structures such as a pentagonal bi-pyramid (Cr$_7^+$) or an icosahedron (Cr$_{13}^+$). Magic numbers of Au clusters are also evident throughout the mass spectrum (Fig. 2.11), but were not further analyzed by the authors. A more detailed analysis of small Au$_n^+$ ($n \leq 9$) produced via R2PI can be found in [128] in the frame of a spectroscopic study. Messner and co-workers observe pronounced odd-even oscillations with even-numbered species practically absent, except for the dimer. Further mass spectrometric work can be found in studies that have a different general focus such as spectroscopy or characterization of an evaporation source. Mass spectra (EI/QMS) of neat and hydrated Cr$_{m}(\text{H}_2\text{O})_p^+$ ($m \leq 9$, $p = 0$, 1), Cu$_n(\text{H}_2\text{O})_p^+$ ($n$
Fig. 2.11  Mass spectrum of large gold clusters extending beyond 100 Au atoms demonstrating the capabilities of the setup shown in Fig. 2.10. The inserts show the prominent odd-even oscillations of small cluster ions and the resolution towards high masses exceeding $m/z = 15000$. Reproduced with permission from Ref. [127]. © copyright AIP Publishing. All rights reserved.

≤ 7, $p = 0–2$) as well as the detection of small, mixed CrCu$_n^+$ ($n = 1–3$) were reported by Ratschek and co-workers [129] as well as Lindebner and co-workers [130]. Krois and co-workers present a mass spectrum demonstrating the efficient production of RbSr molecules via (R)2PI of co-doped HNDs in their spectroscopic study of the molecule [131]. Complexes of Li such as Li$_2^+$, LiHe$_n^+$ ($n \leq 3$) and Li$_n$OH$^+$ ($n = 1, 2$) were observed by Lackner and co-workers in a laser spectroscopy study [132]. The detection of the latter species and the concurrent absence of Li$_n$(H$_2$O)$_p^+$ is interesting since Müller and co-workers observed the opposite in HNDs co-doped with Na and H$_2$O [94].

3.2.2.7 Krasnokutski and Huisken Group (Jena)

One of the most intriguing applications of HNDs as a “nano-cryo-reactor” is the possibility to study astrochemically relevant processes in the laboratory. F. Huisken, S. Krasnokutski and co-workers successfully employed a HND source and a QMS to conduct several clever mass spectrometric studies of such processes in the last decade. Additional techniques such as calorimetry (via shrinking of HNDs due to evaporation) and chemiluminescence (CL) measurements were used to complement mass spectrometry. The first studies investigated reactions of astronomically relevant atomic species (Mg, Al, Si and Fe) with O$_2$, and in some cases H$_2$O and C$_2$H$_2$ as well. Krasnokutski and Huisken performed an extensive study combining mass spectrometry and CL measurements, which found that single atoms of Mg react with O$_2$ in the HND environment, but the most likely product MgO$_2$ is expelled from the droplet, preventing detection by MS [135]. If on the other hand, Mg clusters were allowed to form prior to the reaction with O$_2$, a number of Mg$_x$O$_y^+$ ($x \leq 4, y$
Fig. 2.12 Differential mass spectra from a study probing possible astrochemically relevant pathways of glycine formation in HNDs. The top figure shows the effect of adding atomic $^{13}$C to HNDs doped with two different gas mixtures (top, gas 1: 3:2:1 mixture of NH$_3$, H$_2$ and CO$_2$, gas 2: ~2:1 mixture of H$_2$ and CO$_2$) The bottom figure shows the same mass spectrum for gas 1, overlaid with a gas-phase EI mass spectrum of glycine [133]. Reproduced with permission from Ref. [134]. © copyright American Astronomical Society. All rights reserved

≤ 2) compounds were detected in the mass spectra. The authors unexpectedly find that these reactions occur faster than $5 \times 10^4$ s$^{-1}$ (with some ambiguity about the influence of the HND environment) suggesting a need to include this reaction in astrochemical modelling. Similar experiments were conducted on the reactions of Si with O$_2$ (and their respective clusters) as well as H$_2$O [136]. In a calorimetric approach, Krasnokutski and Huisken utilized pressure measurements to monitor the evaporation of HNDs due to the energy released during the reaction of Si and O$_2$. The authors conclude that the entrance channel is barrierless and calculate the lower limit of the reaction rate to be $5 \times 10^{-14}$ cm$^3$ mol$^{-1}$ s$^{-1}$, indicating relevance in interstellar environments. Binary complexes Si$_x$O$_y$ + ($x \leq 2$, $y \leq 3$) were detected in the mass spectra when Si clusters were allowed to form in larger HNDs ($N_{He} \geq 15,000$). While SiOH + are detected when droplets are doped with Si and (residual) H$_2$O, the authors attribute this reaction to occur after EI of the doped HND. A subsequent study employs similar methods to study reactions of Al with O$_2$ and H$_2$O [117]. The authors found that Al atoms do not coagulate to form regular clusters in HNDs, a conclusion that has since been disputed (see [116] and previous discussion in this chapter). Despite this possible mishap, further findings are likely valid, such as the reaction of Al with O$_2$ to form AlO$_2$ occurring in HNDs, detection of Al$_x$O$_y$ + ($x \leq 2$, $y \leq 3$) in mass spectra of larger HNDs and the nonreactivity of single Al with H$_2$O, whereas reactions occur if any of the species is allowed to form a cluster. Last in this series of studies is the exploration of iron reactivity with O$_2$, H$_2$O and C$_2$H$_2$ [137]. Combining mass spectrometry, R2PI spectroscopy [138] and quantum chemical simulations, the authors find that Fe atoms undergo reactions with the reactant species, but only form weakly bound complexes without significantly altering the molecular geometries.
Since these complexes easily dissociate, weak bonding of Fe to interstellar ice and dust grains is also indicated.

In their most recent studies, Krasnokutski and co-workers employed a home-built atomic carbon source [139] to tackle two hot topics in astrochemistry—the chemical evolution of polycyclic aromatic hydrocarbons (PAHs) and the formation of glycine in astrophysical environments. PAHs are found to be a ubiquitous component of organic matter in space [140], suggested to be responsible for the IR emission features in the 3-to-15 \( \mu \)m range that dominate spectra of most galactic and extragalactic sources [140–143] and considered to be carriers of the diffuse interstellar bands (DIBs) [144, 145], a number of features in the UV-vis-IR-range first reported in 1922 by Heger [146], but remain largely unidentified to date except for a few bands recently attributed to C\(_{60}^+\) [4, 147–150]. Motivated by the poorly understood chemical evolution of PAHs in astrophysical environments [143], Krasnokutski and co-workers investigated the reaction of C atoms with (deuterated) benzene [151] and PAHs (naphthalene, anthracene and coronene) [152] embedded in HNDs. Whereas the gas phase reaction C\(_6\)D\(_6\) + C dominantly yields C\(_7\)D\(_5\) [153, 154], mass spectra recorded by Krasnokutski and Huisken suggest that in the HND environment (N\(_{\text{He}}\) \( \geq \) 4000), the reaction intermediate C\(_7\)D\(_6\) is stabilized as the lone reaction product. Calorimetry measurements show that stabilization requires the dissipation of \( \sim 2.75 \) eV, considered feasible to occur on the surface of cold interstellar dust grains by the authors. Quantum chemical calculations reveal that the C atom is inserted into the aromatic ring, resulting in a seven-membered ring structure. Expanding their efforts to larger aromatic hydrocarbons, Krasnokutski and co-workers performed a similar study on naphthalene, anthracene and coronene [152]. Like the benzene study, mass spectra and calorimetry measurements show barrierless reactions resulting in the formation of C(PAH) in all three cases, however, the energy release detected via calorimetry is considerably less in the case of coronene. Quantum chemical calculations show that C atoms initially attach to CC bonds, but the binding energies for interior CC bonds (i.e. ones shared between two aromatic rings) are found to be < 1 eV, significantly lower than for peripheral CC bonds (i.e. belonging to form a single aromatic ring). This affects the subsequent reactions—whereas a C atom initially attaching to a peripheral bond leads to a ring opening and insertion into the carbon network to form a seven-membered ring structure in all examined PAHs, a ring opening is not possible for initial attachment to an interior CC bond. Consequently, the basic structure of the PAH is largely preserved, with a weakly bound out-of-plane carbon attached. The latter case is associated with a lower energy release, which, considering the higher ratio of interior versus peripheral CC bonds in larger PAHs such as coronene, explains the lower energy release evidenced by calorimetry measurements. The authors point out implications of their findings for the growth and destruction of PAHs in astrophysical environments. The described formation of seven-membered ring species from the reaction of “classical” PAHs) with atomic carbon could lead to a large number of “nonclassical” PAHs and furthermore facilitate formation and bottom-up growth of small PAHs by sequential reactions with carbon and hydrogen atoms. On the other hand, PAHs with a higher number ratio of interior to peripheral CC bindings, i.e. larger and more compact species are becoming
increasingly chemically inert towards reactions with atomic carbon, limiting their growth.

The latest study discussed here covers glycine (Gly), the simplest of amino acids, essential building blocks of proteins and imperative for the emergence of life. While Gly was detected in comets [155, 156] and meteorites [157], there is no convincing observational evidence for the existence of Gly in the interstellar medium yet. Lacking observational evidence, possible astrochemical formation pathways of Gly are being assessed in experimental and theoretical efforts. Chemical surface reactions occurring on ice surfaces of interstellar dust particles are thought to facilitate the formation of a large number of organic species, including amino acids [158–160]. Krasnokutski, Jäger and Henning studied two possible low-temperature routes of Gly formation considered feasible to occur on such interstellar dust particles by means of HND MS, calorimetry and theoretical calculations [134]. Both NH₃ and H₂ were calorimetrically shown to perform barrierless and highly exoergic reactions upon addition of C atoms, forming CH₂NH and HCH, respectively, precursors for the formation of Gly. The pathway HCH + NH₃ + CO₂ → Gly was investigated theoretically by calculating the potential energy surface of the three-body reaction, revealing a barrierless reaction pathway of Gly formation. Experimentally, the reaction was studied by adding C atoms to clusters of H₂, NH₃ and CO₂ grown in HNDs and analyzing the reaction products via EI of HNDs and MS (Fig. 2.12). While some evidence for the formation of Gly was found, the results were not entirely conclusive due to low ion signals and numerous interference mass peaks on the positions of the parent and typical Gly fragment ions. The identification of mass peaks could be improved by using a high-resolution ToF-MS instead—e.g. for the mass spectrometric separation of NH₂¹³CH₂COOH⁺ (m/z 76.035) and He¹⁹⁺ (m/z 76.049), a mass resolution of \( R = \frac{m}{\Delta m} \sim 5000 \) is required.

### 3.2.3 Mass Spectrometry as a Complimentary Tool

Many groups conduct HND experiments that use MS as a complementary tool while relying on other techniques such as spectroscopy to achieve their scientific goals. Consequently, many authors have occasionally published MS studies or included valuable mass spectrometric work in studies with a different main focus. We attempt to summarize this body of work in the following section.

#### 3.2.3.1 Vilesov Group (Los Angeles)

Beginning in 2000, the group of A. Vilesov at the University of Southern California in Los Angeles has performed groundbreaking work around fundamental properties and applications of HNDs. Some notable examples are the development of pulsed HND sources (also see previous discussion about the work of Ellis, Yang and co-workers) [101, 103], spectroscopic studies of various dopant clusters [166–168] and
Fig. 2.13  Average helium droplet sizes $<N>$ as produced in a cw expansion (5μm nozzle diameter, $p_0 = 20$ bar) and measured with different methods. The results of the titration method used by Gomez et al. is shown for two collision gases as filled squares (He) and circles (Ar). Early deflection measurements are shown as open triangles [106, 161] and stars [162–164]. The agreement between the methods is generally good, especially for the experimentally relevant intermediate temperatures between 6 and 10K. Reproduced with permission from Ref. [165]. © copyright AIP Publishing. All rights reserved

studies of quantized vortices [169, 170]. The group has also developed and studied techniques for the determination of HND sizes that could be considered mass spectrometry in a broader sense. These serve as alternative or complementary methods to the common electrostatic deflection techniques which have difficulties with large HNDs due to their enormous mass and variety of charge state [171]. Gomez and co-workers measured the attenuation of a HND beam from a cw source upon introduction of He or Ar collision gas by monitoring the partial pressure in a downstream detection chamber and used their results for the determination of droplet sizes [165]. HND sizes determined by this titration method in the 7-to-10 K range ($<N> \sim 10^5$–$10^7$) are in good agreement with previous deflection measurements (Fig. 2.13) [161, 162]. The method finds that HNDs in a previously uncharacterized size range of $10^7$–$10^{10}$ He atoms are produced in the cw expansion at low nozzle temperatures (5.6–7 K). Furthermore, the ion yield of He$_4^+$ exhibits an anomalously large increase (relative to other He$_n^+$) with HND size in the size range of $<N> \sim 10^4$–$10^9$, as previously observed [34, 172] and attributed to formation and ejection of He$_4^+$ at the HND surface via collision of two metastable He$_2^*$ [34]. The authors propose that the yield of He$_4^+$ relative to He$_2^+$ can be used as a secondary method of determining HND sizes in the mentioned size range and apply it in the measurement of HND sizes produced in a pulsed source [165]. The process of He$_4^+$ formation in large HNDs was further investigated in a detailed study by Fine and co-workers by monitoring the ion yield of He$_4^+$ (relative to other He$_n^+$) from EI of HNDs, produced in a pulsed source at temperatures between 9 and 19K [173]. The authors used two mass spectrometers, an in-line QMS and an orthogonal-extraction ToF-MS. Surprisingly, the observed He$_4^+$ intensity progression with HND size was in poor agreement between both mass
spectrometers initially, with the one measured by ToF-MS considerably lower. Only upon increasing the time width of the electron pulse used for ToF-MS, the He$_4^+$ intensity approached that measured by the QMS. The authors concluded that two processes are involved in the formation of He$_4^+$. One is fast and produces He$_4^+$ as part of a “regular” He$_n^+$ distribution. The other one, suspected to be responsible for the anomalous increase of He$_4^+$ intensity, is slower, occurring on timescales of the order of 10 $\mu$s, has an electron energy threshold of 40.5 $\pm$ 1.0 eV and selectively produces He$_4^+$ [172]. Fine and co-workers carefully elucidate possible formation mechanisms on the surface of large HNDs compatible with the observed energy threshold (40.5 $\pm$ 1.0 eV) and slow reaction times ($\sim$10 $\mu$s). The authors conclude that binary collisions of He* + He*, He* + He$_2^*$ and He$_2^*$ + He$_2^*$ (provided He$_2^*$ highly vibrationally excited) can all contribute to the selective formation of He$_4^+$, which consists of two He$_2^+$ cores in perpendicular orientation and a shared Rydberg electron [174].

3.2.3.2 Neumark Group (Berkeley)

The group of D. Neumark studies several different topics in chemical physics, one of which is spectroscopy and dynamics in HNDs. When first venturing into the field of HND research, three detailed studies on PI of pristine and doped droplets were conducted. Kim and co-workers utilized a synchrotron light source and a ToF-MS to study the PI characteristics of small HNDs ($N \sim 8000$) doped with rare gases (Rg = Ne–Xe) at photon energies 10–30 eV [175]. Mass spectra reveal small cluster ions Rg$_m^+$ ($m \sim 1–3$) and ion snowball complexes He$_n$Rg$_m^+$ ($n, m \geq 1$) alongside the well-known distribution of He$_n^+$ including features such as a magic He$_{14}^+$ ion (Fig. 2.14), in good agreement with a previous PI [35] as well as numerous EI studies. Ion yield curves recorded as a function of photon energy indicate that ionization of rare gas atoms and clusters embedded in HNDs is always mediated by He atoms, analogous to EI. The two possible methods are excitation transfer with the dominant resonance at 21.6 eV (atomic 1s–2p transition) below the He ionization threshold at 24.6 eV, or charge transfer following direct He ionization above it. Further notable features are the absence of a bare Ne$^+$ or Ar$^+$ signal from doped droplets as well as the magic number character of He$_{12}$Kr$_2^+$ and He$_{12}$Kr$_3^+$. In a subsequent investigation, Peterka and co-workers studied in detail the PI and photofragmentation of SF$_6$ embedded in HNDs at photon energies of 21.8 and 25.5 eV [176]. Ionization was equally found to proceed via He as in the previous study of rare gas dopants. The recorded mass spectra were compatible with the EI study of Scheidemann and co-workers [43] in that SF$_5^+$ was the dominant fragment with SF$_3^+$ and SF$_4^+$ signals largely suppressed (less so in the 25.5 eV spectrum) compared to the gas phase. Additionally detected compounds were He$_n$SF$_5^+$ ($n \leq 25$), (SF$_6$)$_m$SF$_5^+$, H$_2$O•SF$_5^+$ and He$_n$SF$_3^+$ (the latter only at 25.5 eV)—the suspected magic number ion He$_{12}$SF$_5^+$ displayed no local abundance anomaly. Due to the similarity of photoelectron spectra of SF$_6$ in HNDs and gas phase, the authors conclude that the dissociative states involved in the gas phase fragmentation are equally accessible in HNDs and consequently attribute the suppressed
Fig. 2.14 Mass spectra of HNDs in pure condition (a) and doped with rare gases Ne-Xe (b–e) subject to PI at photon energies of 21.6 eV. The mass spectra reveal the formation of $\text{RgHe}_n^+$ as well as $\text{Rg}_2\text{He}_n^+$ ($\text{Rg} = \text{Kr, Xe}$) complexes comparable to EI studies, but exhibit fewer features such as magic number or apparent shell closures. Reproduced with permission from Ref. [175]. © copyright AIP Publishing. All rights reserved.
fragmentation to the rapid cooling of the hot nascent ion by the HND environment. Peterka and co-workers used the same setup to study the ionization dynamics of pristine HNDs at photon energies between 24.6 and 28 eV using photoelectron spectroscopy [177].

3.2.3.3 Von Helden Group (Berlin)

Many molecules of biological relevance, or biomolecules, are notoriously difficult to bring into the gas phase due to their large mass and/or low vapor pressure. A method capable of producing ions of such non-volatile compounds is electrospray ionization (ESI), which has developed into a tremendously successful and popular technique for analytical biochemists in the past decades [178–181]. The technique was employed by G. von Helden and his group to produce HNDs doped with large biomolecules such as amino acids, peptides and even proteins as large as ~12000 amu for spectroscopic investigations. In the experimental setup used by Bierau and co-workers, ions are produced in an ESI source, mass-selected in a QMS and finally transferred into either a ToF-MS for analysis or a hexapole ion trap for storage. After the trap is loaded, a beam of very large HNDs generated by a pulsed source is guided through the trap. Ions picked up by HNDs can leave the trap due to the HNDs’ high kinetic energy [182]. The authors demonstrated the doping of HNDs with singly charged phenylalanine as well as the much larger protein cytochrome C (~12,000 amu) in multiple charge states and determine the mean HND sizes as \( <N> \sim 10^{10} \text{–} 10^{12} \) by using a deflection method. In a subsequent study, Filsinger and co-workers exchange the deflection setup for two different ToF-MSs to monitor the HND size distribution \( (<N> \sim 10^{5} \text{–} 10^{7}) \) as well as ions expelled from the HNDs upon laser irradiation in a photoexcitation/spectroscopy study of hemin, an iron-containing porphyrin in HNDs [183]. The setup was additionally used by Flórez and co-workers in an IR spectroscopy study of the peptide leu-enkephalin in its protonated form as well as its complex with a crown ether [184].

3.2.3.4 Drabbels Group (Lausanne)

The group of M. Drabbels studies the spectroscopic and dynamic properties of nanoscale systems using a variety of methods with his group at EPF Lausanne. For the purpose of studying atomic and molecular species in a HND environment and the interactions between the two, Drabbels and co-workers employ a versatile setup consisting of a HND source (typical droplet sizes of \( <N> \sim 10^{3} \text{–} 10^{4} \)) followed by a pickup section and a multifunctional analysis region [185–187]. The cleverly designed analysis contains a QMS as well as a flight tube equipped with a set of electric lenses that can be used in a multitude of ways, e.g. as a ToF-MS, for photoelectron spectroscopy (PES) and velocity map imaging (VMI). Various lasers are used to excite and/or ionize dopant species. The setup has been used in several combined studies of mostly spectroscopic nature, but including mass spectrometric
work as well. In a study of the excited state dynamics of silver atoms in HNDs upon photoexcitation, Loginov and Drabbels that AgHeₙ exciplexes (n = 1, 2) are efficiently formed upon excitation of embedded Ag atoms to the ²P₃/₂ state [187]. These exciplexes generally form more efficiently in small droplets and are found to become solvated in the HND as AgHe₂. Curiously, the natural isotope ratio of silver is not conserved in AgHe, which forms more efficiently with the ¹⁰⁷Ag isotope. The authors suggest that tunneling is responsible for the effect which manifests in an abundance ratio of ¹⁰⁷AgHe to ¹⁰⁹AgHe that is ~20–50% above the natural abundance ratio, being higher in larger HNDs. Taking full advantage of the previously described setup’s capabilities, Braun and Drabbels conducted an extensive, three-part study about photodissociation (PD) of alkyl iodides in HNDs, investigating in detail the kinetic energy transfer [185], solvation dynamics [188] and fragment recombination [189]. Dopant alkyl iodides CH₃I, CF₃I and C₂H₅I are dissociated by 266nm laser irradiation, followed after 50 ns by non-resonant 780nm femtosecond PI of the products. Whereas the authors find that He-solvated fragment complexes HeₙI (from PD of CH₃I and CF₃I) and HeₙCH₃⁺ (only from CH₃I) were produced in the PD/PI of alkyl iodides with up to n = 15 or more attached He atoms, CF₃ and C₂H₅ were only detected as bare fragments [188]. Based on the fragment velocity characteristics, Braun and Drabbels concluded that He-solvated fragment complexes are formed in the interior of the HND in a dynamic process balancing the formation of solvation shells around the escaping fragment and the encountered flow of He atoms due to the relative motion on their way through the HND. The He solvation and desolvation of barium (ions) as a probe for surface-generated ions was investigated by Zhang and Drabbels utilizing PI of Ba attached to small HNDs (<N> ~6000), analyzed via ToF-MS and excitation spectroscopy [186]. Judging from the recorded excitation spectra, which are practically identical to those of Ba⁺ in bulk liquid helium [190] as well as the mass spectra, the authors concluded that Ba⁺ becomes fully solvated in the HND upon PI before being ejected as bare Ba⁺ or Ba⁺Heₙ following photoexcitation of two different ⁶p & ⁶s transitions (D₁ and D₂ lines). A follow-up study by Leal and co-workers in cooperation with the theoretical group around Barranco and Pi attempted to unravel in detail the desolva-
tion dynamics of photoexcited Ba⁺ [191]. The authors find that half of the expelled ions are fully desolvated Ba⁺ while the rest are detected as Ba⁺Heₙ (n ≤ 25). Both the He attachment distribution of Ba⁺Heₙ exciplexes as well as the velocity of the desolvated Ba⁺ and Ba⁺Heₙ showed different characteristics for the different excited states, but was independent of droplet size or laser intensity. Whereas the performed time-dependent density functional calculations are able to reproduce the formation of Ba⁺Heₙ exciplexes and the measured excitation spectra very well, they fail to capture the experimentally observed desolvation of Ba⁺ and Ba⁺Heₙ.
3.2.3.5 Kong Group (Corvallis)

Electron diffraction is a widely used tool for structure analysis of crystals, surfaces and gas-phase molecules [192]. The group of W. Kong at Oregon State University is working towards the construction of a molecular goniometer, capable of collecting electron diffraction images of single, oriented macromolecules as well as complexes grown in HNDs. This would allow the structure determination of species that are difficult to access by conventional methods. The group relies on pulsed droplet sources and uses ToF-MS technology to monitor and adjust doping conditions, which is crucial for electron diffraction imaging of HNDs. He and co-workers conducted a study of methods for the characterization of a pulsed beam of pristine and halomethane-doped HNDs using two simple and cost-effective, home-built ToF-MSs utilizing EI and MPI [193]. In two subsequent studies, Alghamdi and co-workers investigated EI and MPI of large HNDs ($N \sim 10^8$) doped with aniline. The authors found that in both cases, the large HND environment suppressed the ionization mechanism via shielding of the neutral dopant against charge transfer from He$_2^+$ [194] and caging of photoelectrons allowing for recombination with photoionic (fragments) [195], respectively. A recent study demonstrated the feasibility of electron diffraction of smaller HNDs ($N = 800–1.4 \times 10^5$) doped with CS$_2$ [196].

3.2.3.6 Ichihashi Group (Tokyo)

The group of M. Ichihashi at Toyota Technological Institute conducts research on catalytic activity of charged metal nanoparticles. Odaka and Ichihashi used a recently constructed HND setup employing a pulsed HND source and a QMS in a study colliding size-selected cobalt clusters Co$_m^+$ ($m \leq 5$) with HNDs ($N \sim 1600$) to produce Co$_m^+$He$_n$ ($m \leq 5$, $n \leq 21$) [197]. The authors found several abundance anomalies, indicating increased stability of the corresponding configurations, such as Co$_2^+$He$_n$ ($n = 2$, 4, 6 and 12), Co$_3^+$He$_n$ ($n = 3$, 6), Co$_4^+$He$_n$ ($n = 4$), and Co$_5^+$He$_n$ ($n = 3$, 6, 8 and 10). By observing the total Co$_m^+$He$_n$ yield as a function of the relative velocity, different collision regimes are identified. The ion yield was highest at low relative velocity (~100 m/s) due to the attractive electrostatic van-der-Waals interactions between Co$_m^+$ and HND, whereas a steep decline in yield towards higher relative velocities indicated a transition to hard-sphere collisions.

3.3 Review of Recent Work by the Scheier Group (Innsbruck)

We will now review the work performed by the group led by P. Scheier at the University of Innsbruck, which the authors of this chapter are currently part of. Much of the more recent work has already been discussed in three comprehensive review
article about collisions, ionization and reactions in HNDs [22], the solvation of ions in helium [198] as well as the chemistry and physics of dopants embedded in HNDs [199]. We will thus focus on the most recent work performed in our group, including our own. The three following chapters are dedicated to the three experimental HND MS setups currently active in the group.

First, we will discuss the “ClusToF” experiment, a classical setup consisting of a HND source, followed by a pick-up region, an EI source and a high resolution ToF-MS. The main focus are mass spectrometric studies of chemical reactions and cluster growth inside HNDs, with the additional capability of performing action spectroscopy on He-tagged ions.

The “Snowball” experiment was designed to investigate the behavior of large, pristine HNDs. Utilizing a tandem MS setup consisting of two electrostatic SF-MSs, each equipped with an EI source, Laimer and co-workers recently demonstrated the existence of highly charged, stable HNDs [171]. The setup can be modified to allow the synthesis of nanoparticles in these large, highly charged and m/z-selected HNDs, followed by deposition on a substrate for ex situ analysis.

The third experiment, “Toffy” combines the newly developed technique of pickup into highly charged, m/z-selected HNDs [200] with a high-resolution ToF-MS. Tiefenthaler and co-workers constructed a highly versatile experimental setup which was able to produce considerable scientific output in a fairly short period of time. While both ClusToF and Toffy are similar in their scientific scope, the latter is additionally capable of performing collision-induced dissociation studies and controlling the helium attachment to analytes in an unprecedented manner. A more detailed description of each experiment is given in the respective chapter.

3.3.1 Classical HND MS Experiments

Early HND MS experiments by the Innsbruck group between 2006 and 2009 utilized either a QMS [201] or SF-MS [202–205] for mass analysis. It quickly became clear, however, that none of the instruments were ideal for HND MS. Whereas the QMS lacked in both resolution and accessible mass range, the SF-MSs’ low ion yields forced experimenters to slowly scan the mass range, which is problematic since experimental conditions changing over time may produce distorted mass spectra. These issues led to the construction of a new apparatus in 2010, the “ClusToF” experiment, now the longest running experiment in the Innsbruck group. It consists of an HND source (5μm nozzle diameter, typical stagnation pressure p₀ ~ 20 bar, nozzle temperature T₀ ~ 10K) followed by two differentially pumped pickup chambers, each equipped with an oven and gas inlet ports, and a third chamber housing a Nier-type (EI) ion source (Fig. 2.15). Ions created in this region are extracted via a weak electric field and focused by an electrostatic ion guide into an orthogonal extraction reflectron-ToF-MS. The ToF-MS can be mounted such that the extraction region is mounted in-line with the HND beam or perpendicular to it. A more detailed description of
Fig. 2.15  Schematic setup of the “ClusToF” experiment. The HND beam traverses two differentially pumped pickup chambers before entering an ion source chamber, follow by the ToF-MS. In the current version, the ToF-MS is rotated by 90°, mounted horizontally at the open flange of the ion source chamber facing the viewer, however, there were no significant differences found between the two alignments. Reproduced with permission from Ref. [22]. © copyright Elsevier. All rights reserved

the experiment (in-line configuration) can be found in [172]. The employed ToF-MS is able to overcome the deficiencies of the previously used MSs by being able to record full-range mass spectra ($m/z$ up to $\sim50$ kDa) with a mass resolution of $R \sim6000$ while maintaining a reasonable ion yield. An example mass spectrum of pure He$_n^+$ fragments from larger droplets is shown in Fig. 2.16. The ion yield can be increased manifold if a high mass resolution is not required, but a higher ion yield is beneficial, e.g. for action spectroscopy measurements, which can be performed on the experiment as well by aligning a tunable OPO laser system with the ToF-MS extraction region [150, 206–208]. The ClusToF experiment has proven to be a reliable and versatile design, in large part responsible for the Innsbruck group’s successful application of HND MS in the last decade. In the following section, we will present the most recent studies performed with this experimental setup.

3.3.1.1  Cationic and Protonated Clusters of Rare and Inert Gases

The capabilities of the high resolution ToF-MS setup were recently demonstrated when Gatchell and co-workers were able to resolve an issue that had been a topic of debate for more than 30 years. Magic numbers found in early mass spectrometric studies of cationic rare gas, but especially Ar cluster ions, associated with shell
Fig. 2.16 Mass spectrum of small He\(_n^+\) from EI of pristine HNDs (a) and extracted cluster size distribution (b) as recorded with the ClusToF setup. Magic numbers typically observed for He\(_n^+\) with this setup are as \(n = (7), 10, 14, 23\) and 30 which can be seen in the cluster size distribution (b). Both insets demonstrate the capabilities of the high resolution ToF-MS by displaying the mass resolution around \(m/z = 3500\) (a) and the deconvolution of an isobaric mass peak at \(m/z = 28\) (b). Reproduced with permission from Ref. [22]. © copyright Elsevier. All rights reserved.

closures of icosahedral structures resulting from sphere-packing models [11, 209], were not always reproducible [13, 210–214]. In a recent study, Gatchell et al. studied HNDs co-doped with H\(_2\) and Ar [215]. High-resolution mass spectra reveal both bare Ar\(_n^+\) and protonated Ar\(_n\)H\(^+\) cluster ion series which exhibit vastly different characteristics such as magic numbers. The bare Ar\(_n^+\) series exhibits relatively few features (magic \(n = 16, 19, 23, 27, 81, 87\), antimagic \(n = 20\)) that agree well with previously reported measurements [13, 210–214], but miss key features of sphere-packing models such as the first and second icosahedral shell closures at \(n = 13\) and 55. In contrast, magic numbers found in the protonated Ar\(_n\)H\(^+\) series are in essentially perfect agreement with previously mentioned early measurements [11] as well as the predictions of sphere-packing models (e.g. \(n = 13, 19, 26, 29, 32, 34, 49, 55, \ldots\)). In addition, the Ar\(_7\)H\(^+\) ion is found to be magic, a feature that is rarely found in the literature [215]. Ab initio structure calculations performed on Ar\(_n^+\) and Ar\(_n\)H\(^+\) systems up to \(n = 21\) are able to reproduce very well the magic numbers found in the small cluster ion series. The calculated structures and magic numbers (where available) also show good agreement with previous theoretical work on pure cationic [216] and protonated Ar clusters [217–219]. The studies of protonated rare gas clusters were extended towards Ne and Kr by Gatchell and co-workers [220] (Kr was co-doped with D\(_2\)) as well as towards He by Lundberg and co-workers [221]. In contrast to Ar, which is essentially monoisotopic, the richer isotopic patterns of Ne and especially Kr complicate the distinction between pure and protonated rare gas cluster series, preventing the authors from studying cluster sizes larger than \(n \sim 30\). Similar to Ar, the mass spectra of Ne\(_n^+\) and Ne\(_n\)H\(^+\) are found to be fairly different. Whereas the Ne\(_n^+\) and Ar\(_n^+\) series share a few magic numbers such as \(n = 14\) and 21 (although both are much weaker in Ar\(_n^+\)), other features are completely different, the magic \(n = 19\) and 27 of Ar\(_n^+\) are both slightly antimagic in Ne\(_n^+\) and the prominent antimagic \(n = 20\) of Ar\(_n^+\) does not present a noteworthy anomaly in Ne\(_n^+\).
at all. In contrast, the agreement between the protonated Ne\(_n\)H\(^+\) and Ar\(_n\)H\(^+\) series is much better. Some features become much more apparent upon calculating the second differences, defined as \(\ln \left( \frac{I_n}{I_{n+1} + I_{n-1}} \right)\) (where \(I_n\) denotes the yield of the \(n\)th ion in a series), as shown in Fig. 2.17b. It is now clear that all main features of Ar\(_n\)H\(^+\) up to \(n = 32\), including \(n = 7\), are equally found in Ne\(_n\)H\(^+\). Calculations reveal that Ne\(_7\)H\(^+\) consists of a linear Ne-H\(^+\)-Ne core, surrounded by Ne atoms spanning a pentagon, which is oriented perpendicular to the axis of the ionic core and shares a common plane with the proton, a structure that is equally found for Ar\(_7\)H\(^+\) [215, 217, 219].

Calculations performed by Gatchell and co-workers [215] also reveal the reason for the difference between shell closures at Ar\(_{13}\)H\(^+\) and Ar\(_{14}\)\(^+\) (instead of Ar\(_{13}\)\(^+\) as would be expected from sphere packing schemes). The central ion present in smaller clusters is a linear Ar\(_3\)\(^+\) molecule with reduced binding lengths between Ar atoms due to the presence of the charge. This compression of binding length leaves room in the icosahedral structure for a 14th Ar atom interacting relatively strongly with the ionic core, essentially forming an Ar\(_4\)\(^+\) central ion, surrounded by two pentagonal rings of five Ar atoms. In the protonated Ar\(_{13}\)H\(^+\) structure the proton, carrying most of the charge, can squeeze in between two of the central three Ar atoms without significantly distorting the icosahedral structure of the neutral cluster. Calculations of neutral, cationic and protonated Ne\(_{19}\) systems show analogous effects [220]. Again, Ne\(_{19}\) and Ne\(_{19}\)H\(^+\) adopt similar, highly symmetric geometries with the proton squeezing in between two Ne atoms in the center of the cluster. The central ion in Ne\(_{19}\)\(^+\) is a contracted, covalently bound Ne\(_2\)\(^+\), which again distorts the highly symmetric structure. Assuming this allows for the addition of two strongly interacting Ne atoms along the axis of the central ion could explain the observed magic character of Ne\(_{21}\)\(^+\).

In contrast to the lighter rare gas species, both the Kr\(_n\)\(^+\) and Kr\(_n\)H\(^+\) series share some key features of sphere packing, such as magic numbers at \(n = 13\), 19 and 29. Other magic numbers found in all Rg\(_n\)H\(^+\), such as \(n = 17\) and 26 appear to be shifted down to \(n = 16\) (cf. Ar series) and 25. It appears as the structures of Kr\(_n\)\(^+\) are distorted less by the presence of the charge compared to the lighter rare gas species. This is supported by calculated structures of neutral, cationic and protonated Kr\(_{19}\)\(^+\) [220], showing that indeed the charge-induced contraction of the Kr-Kr binding length is relatively smaller than in the lighter rare gas species.

The study of protonated He clusters by Lundberg et al. shows that the lightest rare gas presents a special case once again, with neither He\(_n\)\(^+\) nor He\(_n\)H\(^+\) showing good agreement with icosahedral packing structures [221]. Besides the strong He\(_n\)\(^+\) ion signal, the most prominent magic numbers of small He\(_n\)\(^+\) are \(n = 10, 14, 23\) and 30, with the latter two being much less prominent, yet easy to identify upon careful analysis. Both \(n = 14\) and 23 are found in other series as well, the former in bare ions such as Ne\(_n\)\(^+\) and Ar\(_n\)\(^+\), while the latter is seen in Ne\(_n\)H\(^+\) and Ar\(_n\)H\(^+\). The mass spectrum of He\(_n\)H\(^+\) is fairly unique among the studied rare gas species. While one magic number, \(n = 13\), is shared between He\(_n\)H\(^+\) and all other protonated cluster ion series as well as Kr\(_n\)\(^+\), none of the other magic numbers found, namely \(n = 6, 11, 22\) (weak), 35 or 39 show enhanced abundance in any other series, except perhaps for \(n = 22\), which has enhanced abundance in Kr\(_n\)\(^+\), but is not considered.
magic since $\text{Kr}_{23}^+$ has similar intensity. A detailed theoretical study of $\text{He}_n\text{H}^+$ ($n \leq 18$) by Császár and co-workers shows significant drops in the calculated successive electronic evaporation energies (i.e. the energy difference of the reaction $\text{He}_n\text{H}^+ \rightarrow \text{He}_{n-1}\text{H}^+ + \text{He}$) after $n = 6$ and 13 at the HF, MP2 and CCSD(T) (only up to $n = 7$) levels of theory of theory levels of theory [222]. The calculated successive electronic evaporation energies are found to be comparable between MP2 and CCSD(T), but consistently lower at the HF level of theory. The values are lying between 25 (HF) and 44 meV (MP2/CCSD(T)) for $n = 3–6$ (this is incorrectly given as ~250 meV in [221]), dropping to between 5 and 17 meV for $n = 8–13$, with $n = 7$ slightly higher between 12 and 27 meV. Surprisingly, none of the theoretical methods indicate an enhanced binding energy of $\text{He}_{11}^+$, the strongest anomaly found by Lundberg et al., quite the contrary, as the MP2 calculations even display a slight local minimum. After $n = 13$, the successive electronic evaporation energies are dropping towards 0 for HF and 6 meV for MP2 and CCSD(T). The binding energy of additional He atoms can be expected to converge to the HND “bulk” value of 0.6 meV per atom [22], which is also recognized as a possible onset for microscopic superfluidity by Császár et al. [222].

The findings of Gatchell, Lundberg and co-workers showed that the characteristics of cationic and protonated (as well as neutral) rare gas clusters, especially of the lighter species (He–Ar) can be fairly different, probably due to charge-induced distortion of the cluster geometries. Gatchell et al. [215] suggest that the discrepancies of magic numbers in early measurements of rare gas cluster ions, especially
Ar, were due to erroneous identification of unresolved, protonated Rg\textsubscript{n}H\textsuperscript{+} cluster ions where protonation was likely caused by water impurities. The studies further illustrate how sensitive cluster systems can be towards small changes such as the addition of a minor impurity.

While no further studies of the heaviest rare gases xenon and radon were conducted due to the increasingly difficult analysis of the very rich isotopic pattern of Xe and the radioactivity of Rn, respectively, Martini and co-workers studied a different van-der-Waals system, namely mixed cationic clusters of nitrogen and deuterium [223]. Again, the high resolution of the ToF-MS is crucial in the identification of the myriad ions such as (N\textsubscript{2})\textsubscript{n}\textsuperscript{+}, (N\textsubscript{2})\textsubscript{n}D\textsubscript{m}\textsuperscript{+}, He\textsubscript{n}D\textsubscript{m}\textsuperscript{+} and D\textsubscript{m}\textsuperscript{+}. The main ion series identified is due to (N\textsubscript{2})\textsubscript{n}D\textsuperscript{+}, which, in analogy to the discussed rare gas studies [215, 220, 221], shows very different characteristics from (N\textsubscript{2})\textsubscript{n}\textsuperscript{+}. Whereas the lone notable feature in the pure cationic series is the enhanced intensity of (N\textsubscript{2})\textsubscript{19}\textsuperscript{+}, an array of magic numbers, namely \(n = 2, 6, 7, 12, 17\) is easily identified in the protonated (N\textsubscript{2})\textsubscript{n}D\textsuperscript{+} series. Structures calculated for the magic number ions (N\textsubscript{2})\textsubscript{n}\textsuperscript{+} (\(n = 6, 7, 17\)) reveal a linear [N\textsubscript{2}–D–N\textsubscript{2}]\textsuperscript{+} central ion with a relatively even charge distribution between the three constituents. The structure of (N\textsubscript{2})\textsubscript{6}H\textsuperscript{+} is found to be octahedral and slightly energetically favorable over the pentagonal bipyramid found for (N\textsubscript{2})\textsubscript{7}H\textsuperscript{+}. Similar to the rare gas studies, the magic numbers \(n = (2), 7, 12, 17\) can be explained in terms of packing molecules around the central [N\textsubscript{2}–D–N\textsubscript{2}]\textsuperscript{+} ion in icosahedral (sub-)shells. The calculated structure of the magic (N\textsubscript{2})\textsubscript{10}\textsuperscript{+} is found to be similar, but the linear, central (N\textsubscript{2})\textsubscript{2}\textsuperscript{+} ion is contracted in comparison to [N\textsubscript{2}–D–N\textsubscript{2}]\textsuperscript{+}, allowing for two additional N\textsubscript{2} molecules placed along the central axis. By increasing the D\textsubscript{2} partial pressure, mixed (N\textsubscript{2})\textsubscript{n}D\textsubscript{m}\textsuperscript{+} cluster ions were observed, predominantly with odd \(m\). The data reveal a few indications that N\textsubscript{2} molecules can be partly replaced by D\textsubscript{2} in these mixed cluster ions. For one, the strong \(n = 6\) anomaly in (N\textsubscript{2})\textsubscript{n}D\textsuperscript{+} seemingly shifts down to \(n = 5\) in (N\textsubscript{2})\textsubscript{n}D\textsubscript{3}\textsuperscript{+}, but remains at \(n = 5\) for (N\textsubscript{2})\textsubscript{n}D\textsubscript{5}\textsuperscript{+} instead of further shifting down. Additionally, the progression of the (N\textsubscript{2})\textsubscript{n}D\textsubscript{m}\textsuperscript{+} (\(n = 0–12\)) series shows a strong drop in intensity after \(2n + m = 35\) (i.e., a total number of 35 atoms), except for \(n = 0\) and 1. The interpretation of the authors is that any mixed cluster containing a total number of 17 molecules and at least two N\textsubscript{2} molecules forms a magic cluster ion. The minimum of two N\textsubscript{2} molecules suggests that a central [N\textsubscript{2}–D–N\textsubscript{2}]\textsuperscript{+} forms the ionic core, surrounded by a structure similar to the one found for (N\textsubscript{2})\textsubscript{17}D\textsuperscript{+}. These interpretations are supported by theoretical calculations. Structure optimizations of three possible (N\textsubscript{2})\textsubscript{16}D\textsubscript{2}D\textsuperscript{+} isomers support this interpretation, since the structure of the (N\textsubscript{2})\textsubscript{17}D\textsuperscript{+} cluster ion upon the exchange of N\textsubscript{2} with D\textsubscript{2} is found to be largely preserved in all cases. However, while N\textsubscript{2} is found to prefer a linear orientation towards the charge center, D\textsubscript{2} aligns perpendicular to it. While no further structure optimizations of mixed (N\textsubscript{2})\textsubscript{n}(D\textsubscript{2})\textsubscript{m}D\textsuperscript{+} cluster ions were attempted, potential energy surfaces of the interaction of a point charge (i.e., a proton) with N\textsubscript{2} and D\textsubscript{2} were calculated. The position with the lowest interaction energy is found to be along the molecular axis in the case of N\textsubscript{2} and perpendicular to it for D\textsubscript{2}. Additionally, the interaction energy is found to be higher for N\textsubscript{2} compared to D\textsubscript{2}, which explains why a [N\textsubscript{2}–D–N\textsubscript{2}]\textsuperscript{+} ionic core is formed where possible. Furthermore, by considering the atomic van-der-Waals radii and the D–D bond length, the authors
conclude that the spacing of molecules in the structural lattice remains very similar upon exchange between the two species, explaining the observed efficient mixing of N\textsubscript{2} and D\textsubscript{2} in mixed (N\textsubscript{2})\textsubscript{n}(D\textsubscript{2})\textsubscript{m}D\textsuperscript{+} cluster ions.

### 3.3.1.2 Anionic Complexes of Hydrogen

It is no surprise that hydrogen is one of the most widely investigated chemical elements and perhaps the one that is best understood. Its simplicity, being comprised of only protons and electrons (as well as neutrons in the case of its isotopes deuterium and tritium), makes hydrogen appealing for theoretical studies. It is ubiquitous, both in the wider universe as well as a constituent of countless chemical compounds vital to life on earth. In the past decades, there has been growing interest in and rapid development of the possibilities of using hydrogen for energy storage due to the rising demand for renewable and sustainable energy sources in the face of global warming [224]. Hydrogen complexes are also of astrophysical relevance and have been considered [225, 226] as potential carriers of the diffuse interstellar bands (DIBs) [146, 227]. Here, we take a closer look at anionic complexes of hydrogen.

Since H\textsubscript{2}\textsuperscript{−} is unstable except for highly rotationally excited metastable states [228], the simplest stable polyatomic anion is H\textsubscript{3}−. First theoretical investigations were published in 1937 [229] and suggested the existence of a stable H\textsuperscript{−}(H\textsubscript{2}) anionic complex. It took close to 40 years until the first reports of its detection were made [230, 231]. Since the first observations were disputed due to poor signal quality [232], it was only relatively recent that H\textsubscript{3}− was [32, 33] shown to be stable using high-quality theoretical calculations [233, 234] and experimental detection in a dielectric discharge plasma experiment [235]. Motivated by the possible formation of anionic hydrogen clusters in space, the structure and stability of H\textsubscript{n}− anions with odd \( n \) between 3 and 13 was first investigated around 1980 at the Hartree-Fock level of theory [226, 236] and more recently in 2011 by DFT [237]. Despite the efforts, there was no consensus on the equilibrium geometries of H\textsubscript{n}− anions or the stability of such systems.

In 2016, Renzler et al. reported the first direct observation of anionic hydrogen and deuterium clusters H\textsubscript{n}− (D\textsubscript{n}−) with \( n \geq 5 \) formed by doping large HNDs (~10\textsuperscript{6} He atoms) with molecular hydrogen and deuterium using the ClusToF setup [238]. The authors observed exclusively H\textsubscript{n}− clusters with odd \( n \) (Fig. 2.18) and concluded that these clusters consist of an anionic H\textsuperscript{−} core, formed by dissociative electron attachment (DEA) to H\textsubscript{2}, with two to well over 100 H\textsubscript{2} molecules attached, bound by ion-induced dipole interaction. No significant differences in the mass spectra were found between H\textsubscript{n}− and clusters. The authors also obtained equilibrium geometries from DFT calculations for H\textsubscript{n}− (\( n = 3, 5 \) and 7), finding that H\textsubscript{5}− adopts a linear structure, in agreement with [226, 236] but in contrast to the bent structure found by [237]. Meanwhile, H\textsubscript{3}− is predicted to have trigonal pyramid shape, agreeing with [237], but contradicting [226, 236]. Furthermore, clusters with \( n = 25, 65 \) and 89 (i.e. 12, 32 and 44 H\textsubscript{2} (D\textsubscript{2}) molecules attached to the H\textsubscript{n}− core) were found to be anomalously abundant, suggesting increased stability of these clusters, or magic
Fig. 2.18  Size distributions of anionic hydrogen (deuterium) clusters from doped HNDs as measured with the ClusToF setup. Both species produce essentially identical features such as apparent shell closures at \( n = 25, 65 \) and 89, corresponding to 12, 32 and 44 \( \text{H}_2 \) molecules surrounding an \( \text{H}^- \) ionic core. Reproduced with permission from Ref. [238]. © copyright American Physical Society. All rights reserved

Fig. 2.19  Classical (top) and quantum structures (bottom) of anionic hydrogen clusters \( \text{H}^-(\text{H}_2)_n \) as calculated using PIMD. The strong symmetry and heavy localization of solvating \( \text{H}_2 \) molecules in the magic number clusters \( (n = 12, 32 \) and 44) is clearly visible in comparison with the non-magic \( n = 18 \) cluster. Reproduced with permission from Ref. [239]. © copyright AIP Publishing. All rights reserved
character. It was found that these clusters consist of the anionic core, surrounded by up to three solid-like solvation shells of 12, 20 and 12 molecules in an icosahedral-like geometry, a structure that was previously found for cations solvated in helium, such as theoretically in $\text{Na}^+\text{He}_n$ [240] and experimentally in $\text{Ar}^+\text{He}_n$ [241]. Calvo and Yurtsever modeled the structure of $\text{H}^-(\text{H}_2)_n$ and $\text{D}^-(\text{D}_2)_n$ clusters for a wide range of $n = 1-54$ using path integral molecular dynamics (PIMD) with a potential optimized for yielding accurate geometries [239]. Their findings clearly show the icosahedral-like shape of the magic cluster anions while also being able to qualitatively reproduce the geometries found by DFT for $n = 1–6$ (Fig. 2.19) [237]. In a separate follow-up study, Joshi et al. used dispersion-corrected DFT to determine the geometries of the experimentally found magic anionic hydrogen clusters, again confirming the icosahedral-like structure and increased stability [242]. The authors further calculated the binding energies and HOMO-LUMO gaps for systems of the form $\text{X(H}_2)_n$, for $n = 12, 32$ or 44 and a variety of metal and non-metal anionic and neutral atomic impurities $\text{X}$. The findings suggest that many of the investigated $\text{X(H}_2)_n$ systems exhibit similar (icosahedral) geometries and binding energies as the corresponding anionic hydrogen clusters, predicting similar stability and feasibility of experimental detection. Another recent study by Mohammadi et al. attempted to more accurately predict structures and energies of small $\text{H}^-(\text{H}_2)_n$ clusters ($n = 1–5$) reported by previous publications. While the structures for $n = 1–4$ agree well with those found by [237, 239], the structures for $n = 5$ differ from those previously reported. The authors also report structural isomers for $n = 3–5$ and different binding energies and bond lengths compared to the previous DFT and PIMD studies. Huang et al. recently suggested that small anionic hydrogen clusters $\text{H}^-(\text{H}_2)_n$ clusters ($n = 1–7$) could be carriers of DIBs [225]. The authors identified 25 absorption bands between 440 and 620 nm which coincide with DIBs within the uncertainty (which is rather large at ~±5nm) of the calculated absorption wavelength. Since the energies involved in these transitions are much larger than the binding energies of such clusters, an excited cluster would be metastable and dissociate shortly after excitation. Thus, an effective production mechanism must exist for the clusters to contribute to any DIBs, which the authors propose to occur on interstellar dust grains.

In a follow-up study, Renzler et al. studied mixed oxygen and hydrogen (as well as deuterium) cluster anions produced by attachment of low-energy electrons (0–30 eV) to large helium droplets ($N \sim 5 \times 10^5$) co-doped with oxygen and hydrogen [243]. The experiment produced $\text{H}_n\text{O}_m^-$ anions with a wide variety of combinations of $n$ and $m$. The authors find that anions, even pure $\text{O}_m^-$, are predominantly produced at electron energies associated with resonances of electron attachment (EA) to $\text{H}_2$. In contrast to the pure hydrogen experiment, however, anions with even $n$ are not only readily observed, but in many cases more abundant than neighboring clusters with odd $n$. It appears that electron-induced chemistry between the two dopants leads to the production of different central anions in mixed $\text{H}_n\text{O}_m^-$ anion clusters, most notably $\text{HO}_2^-$ and $\text{H}_2\text{O}^-$. While the former can certainly be expected due to DEA to $\text{H}_2$ and subsequent reaction of $\text{H}^-$ with $\text{O}_2$, $\text{H}_2\text{O}^-$ is unstable with respect to autodetachment and thus its detection is surprising. The authors concluded that a rapid electron transfer mechanism from $\text{H}_2^-$ to $\text{O}_2$ must exist to initiate DEA to $\text{O}_2$,
producing $O^-$ that subsequently reacts with $H_2$ to produce the $H_2O^-$ anion, which is stabilized in the presence of at least one other molecule. Surprisingly, $H_nO_m^-$ anions with both even $n$ and $m$ are also observed, leading the authors to conclude that the HND environment is able to efficiently quench both DEA processes and stabilize the resulting cluster anions. All the phenomena and processes described above are likely unique to mixed clusters formed in helium droplets.

### 3.3.1.3 Anionic Complexes of Nitrogen

Motivated by their possible application as non-polluting high-energy-density materials (HEDMs), polynitrogen compounds (i.e., compounds comprised primarily or exclusively of nitrogen) have received growing interesting in past decades [244–248]. While theoretical investigations led the way predicting structures of possible polynitrogen compounds, experimental verification generally proved difficult. Pure cationic nitrogen clusters have been widely produced and studied using various methods such as supersonic molecular jets [249–253], sputtering of solid $N_2$ [254, 255] and ionization of doped helium droplets [49]. Studies of pure anionic nitrogen clusters, however, are rare. Reports of nitrogen cluster anions $N_n^-$ with $n > 3$ were made by Tonuma et al., who observed $N_n^-$ ($n = 1-9, 11, 13$) upon sputtering of frozen $N_2$ with highly charged, energetic Ar ions from a linear particle accelerator [254], Vij et al., who isolated cyclic $N_5^-$ in an ESI-MS-MS experiment [256], Vostrikov and Dubov, who measured the cross sections for attachment of low energy electrons to large $(N_2)_n$ clusters [257] and Pangavhane et al. in 2011, who detected $N_n^-$ ($n = 6, 10–15$) upon laser desorption ionization of phosphorus nitride $(P_3N_5)$ [258].

Weinberger et al. recently published a detailed study on the formation of nitrogen cluster anions $N_n^-$ with $n \geq 3$ upon EA to large helium droplets $(N \sim 10^5)$ doped with $N_2$ [259]. The most prominent anion series observed was $N_m^-$ with $3 \leq m \text{ odd} < 140$. Further anion series arising due to impurities are odd-numbered nitrogen clusters complexed with water and $C_2N_2^-$ complexed with intact nitrogen molecules. Evidence for the existence of even-numbered $N_m^-$ with $m > 2$ can be found, but the corresponding anion signals are roughly two orders of magnitude weaker than those of the nearest odd-numbered clusters, barely exceeding background noise levels. No evidence is found for $N^-$ or $N_2^-$, in accordance with the short lifetimes of $N_2^-$ (on the order of $10^{-15}s$ [260]) and negative electron affinity of $N$ ($-0.07$ eV [261]). The authors concluded that odd-numbered $N_m^-$ are comprised of a central $N_3^-$ azide anion solvated by $n = \frac{m-3}{2}$ $N_2$ molecules. The $N_3^-(N_2)_n$ series exhibits distinct anomalies in the ion intensity after $n = 4$ and 11, which indicates increased stability of these compounds. A follow-up study by Calvo and Yurtsever employed a variety of quantum chemical methods to find the stable structures of odd-numbered nitrogen anion clusters [262]. The calculations confirm the assignment of an $N_3^-$ anionic core solvated by $N_2$ molecules and yield optimized geometries for $N_3^-(N_2)_n$ for $n = 1–9$. The first five $N_2$ molecules are found to arrange in parallel around the linear $N_3^-$ and form the first solvation shell. Calculations of binding and dissociation energies confirm the higher stability of $N_3^-(N_2)_5$ expected from the calculated
equilibrium geometries. While the general agreement between the two studies is good, this finding is at odds with the experimental observations of Weinberger et al., who find \( \text{N}_3^- (\text{N}_2)_4 \) to be particularly stable. Unfortunately, the pronounced enhanced stability of \( \text{N}_3^- (\text{N}_2)_{11} \) could not yet be investigated theoretically due to the size of the system.

### 3.3.1.4 Solvation of Alkali Clusters in HNDs

Alkali atoms and clusters have been a popular study target in connection with HNDs, owing largely to their simple electronic structure and exceptional doping characteristics. Whereas an interior location is favorable for most other dopants, alkali atoms and small clusters are found to reside in dimples at the HND surface due to short range Pauli repulsion between their and the surrounding He atoms’ s valence electrons [62, 63, 263–266]. Cationic alkali atoms and clusters, however, are solvated due to the strong, charge-induced van der Waals interaction with the surrounding He atoms. This causes the closest He atoms to form a snowball structure with a high degree of localization around the ion. The solvation of alkali ion impurities and the structure of snowballs around them was studied in detail theoretically by Reatto et al. [80, 267, 268], Gianturco et al. [269–271] and other authors [272, 273] with a wide variety of methods. Experimental work can be found in a photoionization study of HNDs doped with Na–Cs [93] and an EI study of Na- and K-doped HNDs [274]. Lithium is often omitted from HND MS studies due to complications in the evaluation caused by numerous mass interferences. Recently, Rastogi et al. conducted a combined study of Li⁺ solvation combining high-resolution MS and different theoretical methods [275]. The mass spectra revealed \( \text{Li}_m^+ (m \leq 3) \) and \( \text{He}_n \text{Li}^+ \) (extending to \( n > 50 \)), with prominent local anomalies in the ion abundance of \( \text{He}_n \text{Li}^+ \) at \( n = 2, 6, 8, 14 \) and 26, a weaker anomaly at \( n = 4 \) as well as pronounced minima at \( n = 21, 24, 27 \) and 28. Theoretical calculations suggest particularly strongly bound structures of \( \text{He}_n \text{Li}^+, n = 4, 6 \) and 8, in decent agreement with the experimental observations and are in good agreement among each other, regardless of whether quantum or classical approaches are used. However, the calculations failed to reproduce the strong \( n = 2, 14 \) anomalies and mostly indicate a structure of slightly increased stability at \( n = 10 \) which is not reflected in the mass spectra.

Interestingly, creating a positively charged alkali cluster is not the only way leading to its solvation. Using a classical model, Stark and Kresin predicted that, upon growing larger, the relative strength of attractive and repulsive forces between dopant alkali clusters and HNDs shifts, eventually tipping the scale in favor of the submersion of alkali clusters into the HND beyond a certain, element-specific, critical size \( n_c \) [276]. The authors calculated \( n_c = 23, 21, 78 \) and \( >100 \), for Li, Na, K and Rb, respectively, while for cesium a failure of submersion is indicated by the exceedingly large \( n_c \) value of 625. Shortly after, An der Lan et al. conducted studies utilizing EI MS of HNDs doped with sodium [277] and potassium [278] in an attempt to experimentally determine \( n_c \). The authors followed the suggestion given by Stark and Kresin [276] to exploit the fact that dopants can be selectively ionized via Penning
Fig. 2.20 Cluster size distributions extracted of cationic Rb clusters grown in large HNDs at different electron energies (a) and ratio of ion yields recorded at 21.6 and 40 eV for Rb (b) [126]. The gradual submersion of Rb clusters into the HND is evident from the decrease in ion yield between 60 and 100 atoms in the 21.6 eV mass spectrum in (a). A gradual decline of ion yield ratio corresponding to a submersion into the HND is noticeable starting around 50 Rb atoms is evident in (b). Rubidium clusters larger than ~100 atoms are assumed to be fully submerged. Also shown is a similar transition for K clusters suggesting submersion into the HND around 80 K atoms [278]. Reproduced from [126]. Licensed under CC BY 4.0

ionization if they are located at or near the HND surface. By monitoring the cluster ion yield as a function of both cluster size and incident electron energy, An der Lan et al. were able to measure $n_{c,\text{exp}} = 21$ for Na and $n_{c,\text{exp}} \approx 80$ for K, in excellent agreement with the theoretical predictions. While the transition from an exterior to an interior location was observed sharply for Na clusters, it is more diffuse for K and was expected to be even more diffuse for rubidium [278].

Recently, Schiller et al. expanded the experimental evidence of alkali cluster submersion with a study of rubidium [126]. The authors recorded EI mass spectra of clusters with up to 200 Rb atoms grown on or in HNDs at electron energies between 8 and 160 eV (Fig. 2.20a). For determination of $n_c$, they followed the same principle proposed by Stark and Kresin and implemented by An der Lan et al. and indeed found a diffuse transition suggesting full submersion of Rb clusters larger than ~100 atoms (Fig. 2.20b). While this observation is still compatible with $n_c > 100$ predicted by Stark and Kresin (the exact calculation yielded $n_c = 131$ which was interpreted carefully by the authors), the agreement is worse than for the lighter alkali species Na and K. It will most likely be difficult to further extend the series of studies towards the heaviest (nonradioactive) and lightest alkali species in cesium and lithium, respectively. Since Stark and Kresin’s model slightly overestimates the critical submersion size of Rb clusters, it is possible that this is also true and perhaps exaggerated for cesium. This could, in principle, warrant revised theoretical work and an attempt of experimental observation of Cs cluster submersion. Lithium, on the other hand, does not form large enough clusters on HNDs to allow for the experimental observation with the previously used method. A possible solution would be the production of larger, neutral Li clusters, e.g. in a gas aggregation source followed by HND pickup and analysis via the discussed or other methods.
3.3.1.5 Studies of Gold Complexes

Gold has always been precious to humans ever since its discovery. This is in part due to the chemical inertness of bulk gold under normal conditions, enabling pieces of art crafted from the noble metal to retain their beauty over long periods of time [279]. Gold has been a source of fascination, if not obsession for alchemists who attempted to transmute lead into gold. Gold nanoparticles (AuNPs) have been used for millennia, e.g. for their optical [280] and medical properties [281], long before the nature of the phenomena could be explained. The first publication starting to recognize AuNPs was Faraday’s 1857 report, mentioning a “finely divided metallic state” [282]. Faraday’s work laid the foundation for expanding the knowledge about nanoparticles via colloid science, especially during the first half of the 20th century [283]. It was the 1980s ground-breaking inventions of the scanning tunneling (STM) and atomic force microscopes (AFM), which allowed for the routine analysis and manipulation of nanoscale materials down to atomic precision, that helped colloid science to develop into today’s ever-present field of nanotechnology. Gold became the metal of choice in many nanotechnology experiments and applications since it is not, like most other metals, readily covered by a passivating oxide layer [283]. Its widespread use in nanotechnology ultimately lead to the discovery that while bulk gold is inert, nanoscale gold actually exhibits significant catalytic activity, be it as ions [284] or neutral nanoparticles [285]. Ironically, while gold’s inertness long prevented chemists from developing a real interest, it also promoted its widespread use in nanotechnology and, in turn, helped open up the field of gold catalysis. It has since become clear that in many cases gold is not only a good, but the best known catalyst [279, 283, 286–289]. Additionally, metal nanoparticles emerged as good candidates for hydrogen storage as part of a green energy revolution [279, 290,291,292,293]. These discoveries have sparked great interest in the fundamental research of nanoscale gold and gold chemistry with the goal to better understand and further develop gold catalysis.

Gold clusters were mainly produced using sputtering [294–296] and laser evaporation methods [297, 298]. In a recent study, Martini et al. presented mass spectra of cationic and anionic gold clusters produced via EI/EA of gold-doped helium droplets [299]. The ion abundance distribution extracted from the cationic mass spectrum is roughly shaped like a log-normal distribution, caused by the statistics of picking up dopant atoms in helium droplets, superimposed with a pronounced odd-even oscillation up to \( n = 21 \), with odd-numbered \( \text{Au}_n^+ \) being significantly more abundant (Fig. 2.21a). Becker et al. performed CID on \( \text{Au}_n^+ \) (\( 2 \leq n \leq 23 \)) and found that clusters with \( n \leq 15 \) dissociate by dimer evaporation if \( n \) is odd, while larger clusters dissociate by monomer evaporation [300], which was later supported by ion mobility measurements and theoretical calculations [301]. The observed odd-even oscillations were also found by Katakuse et al. in mass spectra of cationic gold clusters produced by sputtering a gold foil with 10 keV Xe\(^+\) ions [294]. Although the general shape of the ion abundance distribution presented by Katakuse et al. is an exponential decay versus a log-normal distribution in the helium droplet experiment, the most prominent features are in excellent agreement—apart from the discussed
odd-even oscillations, both studies reveal local anomalies at \( n = 21, 35 \) and 58 as well as a local minimum at \( n = 30 \). Katakuse et al. applied a one-electron shell model used in modeling Na\(_n^+\) systems [3], explaining the enhanced stability of odd-numbered (even-electron) Au\(_n^+\) and the magic numbers, which mark electronic shell closures [294]. Apart from monocationic gold clusters, dicationic Au\(_n^{2+}\) (only odd-numbered are detected due to interference from Au\(_n^+\)) are also detected with roughly two orders of magnitude lower abundance and an appearance size of \( n = 9 \). The appearance size agrees with previously reported ones [302], however, there are also reports of appearance sizes as low as \( n = 2–5 \) [303–305].

Besides the previously discussed cationic clusters, Martini et al. also report mass spectra of anionic gold clusters revealing Au\(_n^-\) with up to \( n = 35 \) atoms (Fig. 2.21b). No dianionic Au\(_n^{2-}\) could be detected. The ion abundance distribution also features a log-normal shape with similar, but much less pronounced, odd-even oscillations between 5 and 21 gold atoms [299]. Anionic mass spectra by Katakuse et al. extending to \( n = 67 \) reveal more pronounced odd-even oscillations between \( n \sim 3–25 \) as well as abrupt drops at \( n = 35, 58 \) [295], neither of which could be confirmed from the mass spectra recorded by Martini et al. since, unfortunately, the recorded mass spectrum ends at \( n = 35 \). Interesting trends are noted in the helium droplet experiment upon scanning the ion yield of Au\(_n^\pm\) as a function of electron energy. For both Au\(_n^\pm\) species, the maximum ion yield shifts to a different electron energy value with increasing cluster size, however, the shifts are opposite in cationic and anionic clusters. For Au\(_n^+\), the maximum shifts to lower electron energies for larger gold clusters and vice versa for Au\(_n^-\). Both can be explained in terms of the dopant cluster ionization processes. In helium droplets, dopant clusters are usually not directly ionized, but rather via an intermediate He\(^+\), He\(^-\) or He\(^*\) species. While the energy transferred by these species to the dopant cluster is independent of the incident electron energy, the
energy available to dopant clusters from inelastic scattering of secondary electrons is increased. This energy is assumed to enhance fragmentation of larger clusters, resulting in a higher yield of small cluster (fragment) ions. In the case of anionic $\text{Au}_n^-$, the trend is reversed—higher electron energy leads to an increased yield of larger cluster anions. The authors propose that larger helium droplets produce larger clusters, but also require larger amounts of helium to be evaporated to produce gas-phase ions—the energy for this being provided by the incident or secondary electrons [299].

A key step to understanding gold catalysis on small clusters is determining their structure. It was shown that in the regime of small ($n = 1–20$) gold clusters, the addition or removal of a single atom can drastically alter the cluster’s catalytic activity [306]. Methods employed for structure determination of small $\text{Au}_n^+$ are ion mobility spectroscopy of bare $\text{Au}_n^+$ [301, 307] or analysis of $\text{Au}_n^+$ using different probing techniques (e.g. spectroscopy or mass spectrometry) and tagging species, such as $\text{CH}_3\text{OH}$ [308], $\text{Ar}$ [309, 310], $\text{H}_2$ [311] and $\text{CO}$ [312, 313]. A key disadvantage of the tagging methods is that the interaction of the tagging species might alter the underlying gold cation structure (the “gold skeleton”) that is being probed, making a weakly interacting tagging species such as He desirable. Two recent studies combined aspects of both structure determination of $\text{Au}_n^+$ and Au-Rg (Rg = He–Xe) chemistry in a series of helium droplet experiments. The first study examined the adsorption of He to $\text{Au}_n^+$ ($n \leq \sim 15$) [21], while the second one focused on the adsorption of rare gases He through Xe on $\text{Au}^+$ [314]. In the latter study, large helium droplets ($n \sim 10^6$) were doped, first with the rare gas (except in the case of He), then with Au, followed by EI and analysis of the ejected ions via ToF-MS. The experimental findings are shown to be reproducible in three separate measurements with different experimental conditions and are complemented by MP2 calculations for $n = 1–6$, aiming to resolve the structure of the complexes detected by mass spectrometry. By analyzing the ion abundance of $\text{Au}_n^+\text{He}_m^+$ as a function of $m$ for a given $n$, magic numbers can be identified, indicating structures of enhanced stability. The abundance distribution of $\text{AuHe}_m^+$ reveals a pronounced maximum at $m = 12$, indicative of the formation of an icosahedral solvation shell, as observed for other atomic ions such as the previously discussed $\text{Rg}^+$ (Rg = Ar–Xe) [241], anionic hydrogen and deuterium clusters [238] or $\text{Cu}^+$ [315] and. The distribution of $\text{AuHe}_m^+$ bears close resemblance to that of $\text{KrHe}_m^+$, which, like $\text{AuHe}_m^+$, additionally displays a local anomaly at $m = 14$ that is not found for other $\text{RgHe}_m^+$ [241]. In principle, further solvation structures of dodecahedral and icosahedral geometry, so-called anti-Mackay layers [16, 17] can be formed. These are easily assigned via distinct magic numbers at $m = 32$, 44 in the mass spectra of $\text{ArHe}_m^+$ [241] as well as anionic hydrogen and deuterium clusters [238], but are not clearly seen in other $\text{RgHe}_m^+$ or $\text{AuHe}_m^+$. Analysis of the magic numbers obtained from the abundance distributions of $\text{Au}_n^+\text{He}_m^+$ for $n \geq 2$ in connection with the MP2 calculations can be used to investigate the structure of the underlying cationic gold clusters. The gold skeleton structures for $n = 2–6$ obtained by MP2 calculations agree well with those presented by Schooss et al. [307]. The first He atoms attached to these structures are found to locate in the molecular plane,
binding directly to gold atoms, thus maximizing the charge-induced dipole interaction. The binding energies are strongest for \( \text{Au}_2\text{He}_m^+ \) \((m = 1, 2)\) and \( \text{Au}_3\text{He}_m^+ \) \((m = 1–3)\) with 13 and 12 meV, respectively. Binding energies for the first He atoms in \( \text{Au}_n\text{He}_m^+ \) \((n = 3–6, m \leq n)\) range between 0.9 and 6 meV. For gold skeletons where the charge is distributed unevenly between the gold atoms \((e.g. n = 4, 6)\), binding energies vary by a factor of up to ~5 depending on the binding site, which is reflected by corresponding drops in the ion abundance distributions after the more strongly bound sites are occupied. No MP2 calculations were attempted for \( n \geq 7 \), but assuming the gold skeleton is identical to the predicted hexagonal \( \text{Au}_7^+ \) structure \([301, 307]\), an observed anomaly in \( \text{Au}_7\text{He}_m^+ \) at \( m = 8 \) could be explained by assuming that six He atoms bind to the corner Au atoms with two additional He are bound to the central Au atom above and below the molecular plane. An enhanced ion abundance of \( m = 1, 2 \) may indicate that the latter are even more strongly bound than the He atoms located in the molecular plane. It is interesting to note that for \( \text{Au}_5\text{He}_m^+ \), the authors only show four He atoms bound to the corner atoms of the X-shaped \( \text{Au}_5^+ \), but the abundance distribution of \( \text{Au}_5\text{He}_m^+ \) indicates increased stability of the \( m = 5–8 \) ions. The additional four He atoms could be speculated to locate around the central Au atom which would be unoccupied in the presented \( \text{Au}_5\text{He}_4^+ \) structure \([21]\). The structure of \( \text{Au}_n^+ \) changes from planar or near-planar to a 3-dimensional geometry around \( n = 8 \). While most of the literature agrees that \( \text{Au}_7^+ \) is planar and \( \text{Au}_9^+ \) is 3-D, there is no conclusive evidence for \( \text{Au}_8^+ \). Most theoretical predictions conclude that the global minimum structures are 3-D conformers, however, planar isomers are found to be rather close in energy \([301, 307, 316, 317]\). Whereas ion mobility spectroscopy measurements show the best agreement with a 3-D \( \text{Au}_8^+ \) \([301, 307]\), the abundance distributions of \( \text{Au}_8\text{He}_m^+ \) show an anomaly at 3-4 attached He atoms that cannot be reconciled with any of the predicted 3-D structures, but could be explained by a planar structure with He atoms bound to four equivalent corner Au atoms \([316, 317]\). It should be noted that this feature is not seen as clearly in one of the measurements, which indicates it might be dependent on experimental conditions. One should also keep in mind that in a helium droplet environment, nascent clusters and cluster ions can be trapped in states other than the global minimum configuration. It is also conceivable that a mix of structures is produced. For \( n = 9–14 \), the abundance distributions of \( \text{Au}_n\text{He}_m^+ \) do not show any anomalies at small values of \( m \), consistent with a predominance of 3-D structures.

The interest in gold chemistry led to the discovery of, amongst many other, complexes that curiously feature bonds between a noble metal and rare gas atoms. The first report of such a complex was made in 1977 by Kapur and Müller \([318]\) who detected \( \text{NeAu}^+ \) using a magnetic sector instrument with a field evaporation/ionization source, however, not reproducibly so. In 1995, Pyynkö predicted the cationic gold-rare gas complexes \( \text{AuRg}^+ \) \((\text{Rg} = \text{He-Xe})\) and \( \text{RgAuRg}^+ \) \((\text{Rg} = \text{Ar-Xe})\) to be stable and calculated the bond dissociation energies \(\text{(BDE)}\) of \( \text{AuRg}^+ \) ranging from 0.02 eV for up to 0.9 eV and atomization energies of \( \text{RgAuRg}^+ \) \((\text{Rg} = \text{Ar-Xe})\) ranging from 0.9 to 2.25 eV, with the heavier rare gases more strongly bound \([319]\). The author states that “one can expect a degree of covalent bonding between \( \text{Au}^+ \) and the heavier [noble] gases”, referring to Ar–Xe. Three years later,
the existence of AuXe$^+$ (and AuXe$_2^+$) was experimentally confirmed by Schröder et al. via reaction of Au$^+$ produced in a laser-desorption/laser-ionization source with C$_6$F$_6$ and Xe in an FT-ICR mass spectrometer [320]. The authors estimate 1.3 eV as the BDE of AuXe$^+$. Two years later, Seidel and Seppelt attempted to produce AuF, but the reaction unexpectedly produced AuXe$_4^{2+}$ as AuXe$_4^{2+}$-(Sb$_2$F$_{11}^-$)$_2$ crystals instead [321]. Relatively strong interactions between coinage metal atom clusters and rare gas atoms have also been found in neutral Au$_n$ and mixed Au$_n$Ag$_m$ clusters complexed with a few Ar and Kr atoms [322–327] and cationic CuNe$_m^+$ and CuAr$_m^+$ complexes [315].

Martini et al. recently published a mass spectrometric study of cationic atomic gold ions complexed with all non-radioactive rare gases by analyzing the abundance distributions of AuRg$_m^+$ (Rg = He–Xe), supported by CCSD(T)/def2-TZVPP ab initio calculations [314]. Large helium droplets were doped, first with the ligand rare gas species (except in the case of He), then with gold, and subsequently submitted to EI and analysis via ToF-MS. The mass spectra reveal a local anomaly of AuRg$_2^+$ for all rare gas ligands except He. While this is consistent with theoretical studies by Li, Zhao and co-workers, predicting a drop in BDE after $m$ = 2 for Rg = Ar–Xe, it is surprising for Ne, where AuNe$_3^+$ is expected to actually have a slightly higher BDE than AuNe$_2^+$ [328–332]. The bond nature of AuRg$_m^+$ ($m$ = 1, 2) is predicted to exhibit significant covalent character for Rg = Kr and Xe, slight covalent character for Ar [319, 329, 333–335], but to be entirely physical for Ne [328, 333, 335]. Alkali metal ions embedded in rare gas clusters A$^+$Rg$_m$, can be used as an entirely physically bound model system, but no anomalies at $m$ = 2 can are predicted for A = Li–K and Rg = Ar, Xe [336–339]. It is conceivable that the theoretical treatment of AuNe$_m^+$ is inaccurate, failing to reproduce the observed anomaly at $m$ = 2, which might also infer that the character of binding in AuNe$_m^+$ is not entirely physical in the end.

The mass spectra reveal further magic numbers of AuRg$_m^+$, namely $m$ = 12 for He and Ne as well as 6 and 9 for Ar. No further magic numbers after $m$ = 2 are detected for either Kr or Xe. The magic numbers of He and Ne suggest the well-known icosahedral cage structure to be formed around the central Au$^+$ ion. Magic numbers at $m$ = 6, 9 for Ar suggest that these complexes adopt a different packing scheme. A hard sphere model assuming pair-wise Au$^+$–Rg and Rg–Rg interaction is adapted from previous work [339, 340] and employed to predict the energetically most favorable packing scheme for the rare gas solvation shells around the central ion, with the ratio between Au$^+$–Rg and Rg–Rg bond lengths [335, 341, 342] as the only parameter. The model predicts close-packed (fcc or hcp crystal structure), icosahedral and octahedral structures for He, Ne and Ar, respectively, which leaves the magic numbers of these ligands in good agreement with shell closure predictions ($m$ = 12 for He/Ne and 6 for Ar). The higher degree of covalent bonding in the Kr and Xe complexes likely prevents the simple model from making accurate predictions for the corresponding AuRg$_m^+$ [314]. Additional support for these findings is provided by molecular dynamics simulations performed by Martini et al. for AuHe$_m^+$ and AuAr$_m^+$ [314]. Three distinct solvation shell closures after $m$ = 12, 32 and 44 are clearly observed in radial density function plots extracted from the simulation.
of AuHe$_{110}^+$, indicating formation of the previously mentioned anti-Mackay cage structure. Although the general shape of the distribution indicates a more liquid-like behavior, weak corresponding drops in the ion abundance of AuHe$_m^+$ at $m = 32, 44$ can be made out [21]. Simulations of AuAr$_{108}^+$ at 0 K reveal further distinct shell closures at $m = 10, 22$ and 34. These do not have corresponding local anomalies in the mass spectra, although 10 is close to the anomaly observed at $m = 9$. While the outer solvation structures are no longer distinct in simulations of AuAr$_{108}^+$ at a finite temperature of 10 K, the first and second shells remain distinct, with a total of 9 atoms in them, matching the observed magic number. The same $m = 9$ magic number is also found in dissociation energy calculations performed on much smaller systems, which additionally predict a drop after $m = 14$ that is not reflected in the mass spectra of AuAr$_m^+$. Furthermore, the simulation fails to reproduce the $m = 2$ anomaly since it does not correctly account for covalent bonding.

We will now take a look closer look at the chemistry of gold (clusters) with a reactant more common than rare gases, namely hydrogen. Early reports of bond formation between gold and hydrogen were made more than a century ago [343, 344], followed by numerous further studies [345, 346]. Lundberg et al. recently extended the study of gold chemistry towards the chemical bonding of hydrogen to gold clusters and their binding capacities for molecular hydrogen by investigating mixed Au$_n$H$_m^+$ ($n \leq 8, m \leq 20$) complexes via HND MS and MP2 calculations [347]. The presented mass spectra are in good agreement with previously discussed studies, showing the known odd-even oscillations of pure gold clusters as well as hydrogen attachment to clusters with 8 and fewer gold atoms. The ion abundance distributions as a function of $m$ for a given $n$ (Fig. 2.22a) display a rich structure including odd-even oscillations and intense magic numbers for $n \leq 5$. Several local anomalies are found in complexes with $n = 6–8$ gold atoms. For $n \leq 5$, the most abundant ions by far are Au$_n$H$_{n+3}^+$. The MP2 calculations reveal that, for $n = 2–5$, the structures of the odd-numbered magic number ions are essentially identical to previously discussed Au$_n$He$_m^+$, with each He replaced by one H$_2$ molecule (Fig. 2.22b) [21]. In even-numbered (i.e. $n = 2, 4$) magic ions, one H atom is chemically bound between two gold atoms to form a structure reminiscent of the next-highest odd-numbered gold skeleton—these structures can also be considered as protonated gold clusters. Again, up to $n = 4$, the adsorption of H$_2$ is equivalent to He adsorption (in the even-numbered gold skeletons, H replacing Au does not offer a binding site for H$_2$). For $n = 6, 7$ there are “unoccupied” gold atom sites where no H$_2$ is adsorbed, whereas for magic ions in the Au$_n$He$_m^+$ experiment, gold sites bind one or even two (in Au$_7$He$_8^+$) He atoms [21]. The calculations also yield binding energies for the first few (up to 5) attached H$_2$ molecules, which support the notion of enhanced stability of the magic number ions. For $n = 1, 2$, the binding energies of the first two H$_2$ molecules range between 0.8 and 1.1 eV, with a steep drop to 0 eV or even slightly negative energy for the third H$_2$. In complexes with larger gold skeletons (i.e., $n = 3–7$), the binding energies gradually decrease to around 0.5 eV and the stepwise drops after a magic number ion become less pronounced.

In a follow-up study, Lundberg et al. showed that water molecules will efficiently replace H$_2$ in Au$_n$H$_m$(H$_2$O)$_p^+$ complexes, evident from a clear, systematic shift up
Fig. 2.22  a Cluster size distributions of $\text{Au}_n\text{H}_x^+$ ($n = 1–8$) as a function of $x$, measured via EI of co-doped HNDs and b structures of particularly abundant cluster ions as calculated using MP2. The cluster size distributions reveal intense magic numbers and odd-even oscillations. Structures calculated for even numbers of gold atoms are reminiscent of the next highest odd-numbered gold skeleton where one gold atom is replaced by a hydrogen atom. Reproduced from [347]. Licensed under CC BY 4.0
to $n = 6$ in the magic numbers of the ion abundance series [348]. Binding energies obtained from MP2 calculations for attached $\text{H}_2\text{O}$ are roughly twice as large than for $\text{H}_2$ on average. While these binding energies are substantial, no significant changes in the underlying gold skeletons are found in the calculated geometries. The findings of the study indicate that water contaminations could be detrimental for the hydrogen storage capabilities of gold nanoparticles but could also be deliberately used to trigger the release of stored hydrogen by adding water to the system.

3.3.1.6 Studies of Imidazole

Imidazole ($\text{C}_3\text{H}_4\text{N}_2$, Im), is an aromatic, nitrogen-containing compound and ubiquitously found in nature as an important building block of various biomolecules [349]. Kuhn et al. recently studied the EI/EA-induced intra-cluster chemistry of Im clusters grown in HNDs by monitoring cationic and anionic fragments utilizing HND MS [350]. Anions were found to predominantly form via collision of the dopant cluster with $\text{He}^*$, evident from electron energy scans exhibiting a strong, well-known 22 eV resonance typical for anion formation in the HND environment [351–354]. The dominant anion series consists of dehydrogenated $[\text{Im}_n-\text{H}]^-$ ($n$ up to ~25),
with several weaker series also observed consisting of intact Im$_n^-$, either pure or complexed with different combinations of CN and C$_2$H$_4$ fragments. The observed anions likely consist of an ionic [Im–H]$^-$ (if no CN is fragment is present) or CN$^-$ core based on the respective electron affinities of 2.67 (Im–H) and 3.8 eV (CN), solvated by $n$–1 neutral Im molecules. The existence of the more complex species with two fragment hints at complex reactions taking place in the Im cluster upon EA. Cationic species are formed via He$^+$ as evident from the onset of formation at the He ionization threshold (24.6 eV) and predominantly exist as protonated Im$_n$H$^+$. Other cationic series observed are intact Im$_n$H$^+$ and [Im$_n$CH$_3$]$^+$. The latter could consist of either CH$_3^+$ solvated by $n$ Im molecules or methylated [ImCH$_3$]$^+$ solvated by $n$–1 Im molecules. While both protonated and dehydrogenated species [Im$_n$$^\pm$H]$^\pm$ were always more abundant than the corresponding pure Im$_n^\pm$, the ion abundance distributions of the latter decay less quickly towards larger cluster sizes in comparison, indicating that larger clusters are more stable against intra-cluster protonation and dehydrogenation reactions. Interestingly, local abundance anomalies hinting at magic number clusters are few and inconsistent. The only examples given are notable abundance drops in [(Im$_n$–H)C$_2$H$_4$]$^-$ after $n = 6$ and 11. While no further magic numbers are discussed by the authors, these can also be found, albeit less pronounced, in Im$_n^-$, perhaps along with $n = 8$. The cationic ion abundance distributions are notably smoother, with the only possible magic numbers at $n = 6$ and perhaps 10 in Im$_n^+$.  

A different recent study investigated organometallic compounds formed by co-doping HNDs with gold and imidazole and analyzing the mixed Au$_m$Im$_n^+$ ($m \leq 6$, $n \leq 15$) complexes ejected upon EI with high-resolution ToF-MS (Fig. 2.23) [355]. The recorded mass spectra reveal that for every number of gold atoms, there is a number of Im molecules corresponding to a particularly abundant compound (for $m = 4$, both $n = 3$ and 4 are particularly abundant). It is tempting to assign these as magic number ions corresponding to particularly stable structures, however, DFT
calculations performed for up to \( m = 4 \) gold atoms reveal that this is not universally accurate. Whereas the optimized structures of \( \text{AuIm}_2^+ \) and \( \text{Au}_3\text{Im}_3^+ \) are indeed found to be particularly stable compared to their \( n \pm 1 \) counterparts, the structures calculated for the anomalously abundant compounds \( \text{Au}_2\text{Im}_3^+ \), \( \text{Au}_4\text{Im}_3^+ \) and \( \text{Au}_4\text{Im}_4^+ \) were not (the binding energy of \( \text{Au}_4\text{Im}_4^+ \) is incorrectly given as 1.7 eV in Fig. 2.7 of [355]. The correct value of 1.26 eV is displayed in Fig. 2.8 of the same publication). The authors find a different explanation in that compounds with more Im molecules than the experimentally observed magic numbers generally fragment by loss of neutral Im, thus enriching these sizes. Compounds with a lower number of Im molecules tend to fragment by loss of neutral Au atoms, perhaps along with additional Im molecules, possibly further contributing to the strong ion signals of the particularly stable \( \text{AuIm}_2^+ \) and \( \text{Au}_3\text{Im}_3^+ \).

### 3.3.1.7 Studies of Buckminsterfullerene \( \text{C}_{60} \)

Fullerenes, the cage-shaped molecular allotropes of carbon have created tremendous interest in their unique physical and chemical properties since their discovery by Kroto et al. in 1985 [4], recognized in 1996 with the Nobel Prize in Chemistry. A short comprehensive review of fullerenes was published by Klupp et al. [356]. The most common fullerene, Buckminsterfullerene (\( \text{C}_{60} \)), has been widely investigated by a variety of techniques, including mass spectrometry of \( \text{C}_{60} \)-doped helium droplets. Notable findings include the first dianions detected in a helium droplet environment [357] and the independent confirmation [150, 206] of the assignment of \( \text{C}_{60}^+ \) as the first (and so far only) diffuse interstellar band (DIB) carrier, first assigned by Campbell, Walker and co-workers in their ion trap experiment [147, 148, 358]. Mauracher and co-workers give a detailed summary of \( \text{C}_{60} \) experiments performed in helium droplets by the Innsbruck group in their comprehensive review from 2018 [22]. Besides the interaction of fullerenes with the helium environment, the experiments investigated in detail the adsorption of atoms and small molecules such as \( \text{He}, \text{H}_2, \text{N}_2, \text{O}_2, \text{H}_2\text{O}, \text{NH}_3, \text{CO}_2, \text{CH}_4 \) and \( \text{C}_2\text{H}_4 \), to positively or negatively charged \( \text{C}_{60} \) and \( \text{C}_{70} \) as well as fullerene aggregates (see [22, 359] and references therein). Additionally, complexes of \( \text{C}_{60} \) with atomic carbon [360] as well as sodium and cesium [361, 362] were investigated. While former experiments aimed to understand the growth processes involved in the formation of fullerenes themselves and their role in extraterrestrial chemistry, research of metal-doped (especially with alkali and earth alkali species) fullerides is driven by hot topics such as potential applications as superconductors [363–366] and high capacity hydrogen storage materials [367–370]. A peculiar structure formed by reaction of \( \text{C}_{60} \) with carbon atoms is the particularly stable \( \text{C}_{60}=\text{C}=\text{C}_{60} \) “dumbbell” structure, which was first synthesized in the late 1990s [371, 372] and recently formed in helium droplets and detected as \([\text{C}_{60}=\text{C}=\text{C}_{60}]^\pm \) [360]. Goulart and co-workers recently observed small ionic complexes between gold and \( \text{C}_{60} \) formed in helium droplets and found a similar, highly stable \([\text{C}_{60}\text{AuC}_{60}]^\pm \) dumbbell structure, both in anionic and cationic form (Fig. 2.24) [373]. The structure may be reminiscent of the linear \([\text{XeAuXe}]^+\),
which has also been found to be surprisingly stable, considering it consists of a noble metal and two rare gas atoms [319, 374]. A follow-up study by Martini and co-workers examined larger anionic and cationic clusters of up to ~10 C$_{60}$ molecules and up to ~20 metal atoms (either gold or copper) formed in helium droplets and subsequently ionized by electron impact or EA [375]. The observed ion intensities show several other local anomalies indicating ions of increased stability. As expected from the previously described experiment, (C$_{60}$)$_2$Au$^{±}$ exhibit strong ion signals, which are interpreted as the previously discussed [C$_{60}$AuC$_{60}$]$^{±}$ dumbbell structure. Similarly, strong ion signals observed for (C$_{60}$)$_2$Cu$^{±}$ may lead to the assumption of a similar structure, however, there is no theoretical evidence to support this conclusion and the observed ion abundances are not as dominant as in the Au series. Most (C$_{60}$)$_n$M$_n^{±}$ (M = Cu or Au) ion series with $m \leq 3$ exhibit some form of odd-even oscillations, where ions with an odd number of metal atoms $n$ are generally found to be more stable ($n = 3$ is often prominent). A few exceptions where compounds show increased stability for even $n$ are C$_{60}$Au$_n^-$ ($n = 2, 4$), (C$_{60}$)$_3$Au$_n^+$ ($n = 4, 6, 8$), (C$_{60}$)$_3$Au$_n^-$ ($n = 4$, but also $1$) and (C$_{60}$)$_2$Cu$_n^+$ ($n = 4, 6, 10$, but also $1$). Two more noteworthy observations can be made for Cu compounds. First, the ion intensity series of (C$_{60}$)$_m$Cu$_n^±$ exhibits a sudden change from heavily structured distributions for $m \leq 2$ to a smooth ones for $m \geq 3$, with only (C$_{60}$)$_3$Cu$_4^-$ showing slight magic character. A similar change is observed in the Au series as well, but for significantly bigger ensembles between $m \leq 4$ and $m \geq 5$). The reason for this sudden change in small (C$_{60}$)$_n$Cu$_n^±$ compounds remains unclear. Second, di-anionic compounds (C$_{60}$)$_m$Cu$_n^{2-}$ with $m = 2, 4, 6$ and odd $n$ can be observed in the mass spectra (compounds with even $n$ might also be present, but would be buried in the ion signals of singly charged species), significantly smaller than the smallest bare C$_{60}$ dianion observed in helium droplets, (C$_{60}$)$_5^{2-}$ [357, 376]. Interestingly, no (C$_{60}$)$_m$Cu$_n^{2-}$ with odd $m$ are observed, even though such ions should be discernible if the ion signal intensities were comparable with dianions of neighboring, even $m$. This circumstance hints at a pronounced odd-even effect in the
formation or stability of \((C_{60})_mCu_n^{2−}\), which unfortunately cannot be explained at this point. While the measured ion abundances for small \((C_{60})_mAu_n^{±}\) \((m \leq 2, n \leq 2\) and \(m = 1, n = 3\) agree well with theoretical predictions [373], there are only few other theoretical investigations of small \((C_{60})_mM_n\) compounds that would help to explain the observations made.

### 3.3.1.8 Complexes of Formic Acid

Formic acid (HCOOH, abbreviated FA) is the simplest carboxylic acid and can be used as a model system for the larger, more complex RCOOH compounds (where R is one of many possible organic substituents). FA is ubiquitous in earth’s atmosphere and plays an important role in atmospheric chemistry [377], it was the first organic acid detected in interstellar space [378], has further been detected in galactic hot molecular cores, regions of increased density and temperature within molecular clouds that feature rich chemistry [379] and was considered to be involved in the formation of glycine precursors, albeit with a negative result [380]. In terms of technical applications, FA has been demonstrated to be an excellent fuel for use in direct fuel cells, achieving superior performance compared to direct methanol fuel cells at ambient conditions [381, 382]. The extensive research devoted to finding suitable catalysts for direct formic acid fuel cells, a key problem in their commercial application, has found palladium-based catalysts as the best-performing candidate so far [382, 383]. Recent investigations have considered nanostructures such as hollow Pd-nanospheres [384], various core-shell nanoparticles [385] as well as Pd and La nanoparticles supported on modified C_{60} [386–388], which show promise for the use in direct FA fuel cells. Interestingly, little research has been devoted to the study of pure complexes of FA and C_{60}.

Two recent studies by Mahmoodi-Darian et al. investigated the interaction of HNDs doped with FA [389] as well as FA and C_{60} with low-energy electrons (Fig. 2.25) [390]. The most abundant anion cluster series in the purely FA-doped droplet experiment was dehydrogenated \([FA_n-H]^−\), whereas for cations, protonated \([FA_n+H]^+\) dominates the mass spectrum. Less abundant, but also observed are undisassociated \([FA_n]^±\), deprotonated \([FA_n-H]^+\), and the more abundant ions complexed with one or more water molecules [389].

Whereas residual H_{2}O is a very common impurity in mass spectra recorded in helium droplet experiments, the amount of water in the present mass spectra is much larger than in previous experiments with other hydrocarbon, C_{60} or metal clusters on the same apparatus, but comparable to a study of methanol and ethanol clusters, where the large amounts of water observed were attributed to be produced an intra-cluster reaction [391]. While no such attempt has been made in the present study, Bernstein and co-workers added small amounts of water to the FA sample without observing a significant difference in soft x-ray ionization mass spectra of pure FA clusters, concluding that the presence of \((H_{2}O)[FA_n+H]^+\) can be explained by loss of a CO molecule from \([FA_{n+1}+H]^+\) [392]. While a contamination of either the vacuum chamber and/or the sample cannot be ruled out, it is likely that the
Fig. 2.25  Size distributions of various mixed cluster ions composed of FA, water (W) and C₆₀. By far the most intense ion series belongs to [FA₃H]⁺, which does not exhibit any noteworthy features, however. Series with added W and C₆₀ molecules reveal a richer structure. Interestingly, the magic character of WFA₅ and W₂FA₆ indicated in (b) appears to be preserved when adding one C₆₀ molecule, as evident in (d), (e). Reproduced with permission from Ref. [390]. © copyright Elsevier. All rights reserved.
A. Schiller et al.

large amount of water in the mass spectra arises from intra-cluster ion-molecule reactions [389]. The findings are in good general agreement with a study utilizing sputtering of frozen FA films by energetic $^{252}$Cf fission fragments—the anion mass spectra are dominated by $[\text{FA}_n^-\cdot\text{H}]^-$ with minor contributions of $(\text{H}_2\text{O})_m[\text{FA}_n^-\cdot\text{H}]^-$ ($m \leq 2$), similarly the cationic spectra feature mostly $[\text{FA}_n^+\cdot\text{H}]^+$, with $(\text{H}_2\text{O})_m[\text{FA}_n^+\cdot\text{H}]^+$ ($m \leq 2$) also being detected [393, 394]. In this study, undissociated compounds or $[\text{FA}_n^-\cdot\text{H}]^+$ could not be detected due to poor mass resolution. A study of low energy (1 eV) EA to FA clusters produced by supersonic expansion agrees well in observing primarily $[\text{FA}_n^-\cdot\text{H}]^-$ and $[\text{FA}_n^-]^{-}$ in the mass spectra ranging up to $m/z$ 200 [395]. A notable difference compared to the helium droplet and sputtering experiments in the mass spectra is the absence of $(\text{H}_2\text{O})[\text{FA}_n^-\cdot\text{H}]^-$ for $n = 2$ and 3, accompanied by the appearance of peaks 13 and 21 u above $[\text{FA}_n^-]^{-}$ ($n = 2, 3$), whose composition remains unclear. In the helium droplet experiment, the anion series of $[\text{FA}_n^-]^{-}$ and $(\text{H}_2\text{O})[\text{FA}_n^-\cdot\text{H}]^-$ show abrupt onsets following $n = 2$ and $n = 5$, respectively [389]. The observed onset of $[\text{FA}_5^-]^{-}$ is in good agreement with the pure FA cluster experiment [395]. In addition, theoretical studies predict a substantial negative adiabatic electron affinity (AEA) of around -1 eV for both the formic acid monomer [396, 397] and dimer [396]. The negative electron affinities likely render the corresponding anions short-lived, whereas the trimer is found to have an AEA closer to 0 eV [396] and can thus be assumed to possess a longer lifetime, explaining the observed onset in the abundance distribution. While calculations are available to explain the sudden onset in $(\text{H}_2\text{O})[\text{FA}_n^-\cdot\text{H}]^-$, the sputtering experiments reveal a similar onset [393, 394]. Whereas most anionic and cationic cluster series in the helium droplet experiment show a rather smooth abundance distribution, some noteworthy magic numbers such as $n = 5$ for $[\text{FA}_n^-\cdot\text{H}]^-$ and $(\text{H}_2\text{O})[\text{FA}_n^+\cdot\text{H}]^+$ as well as $n = 4, 6$ for $(\text{H}_2\text{O})_2[\text{FA}_n^+\cdot\text{H}]^+$ can be found. The magic number character of $[\text{FA}_5^-]^{-}$ is rather weak, but can be found in the sputtering experiments (potentially together with $n = 6$) [393, 394]. The magic number character of $(\text{H}_2\text{O})[\text{FA}_5^+\cdot\text{H}]^+$ is much stronger and universally found in other experiments utilizing fission fragment sputtering of frozen FA [393, 394], soft x-ray photoionization of pure FA clusters [392], a variable temperature and pressure electron ion source (though it should be noted that the distributions depend strongly on the source conditions) [398], and an electron impact study of mixed FA-water clusters [399]. Theoretical studies found that the composition of $(\text{H}_2\text{O})[\text{FA}_n^+\cdot\text{H}]^+$ probably changes from a central FA-H$^+$ ion to a central H$_2$O$^+$ between $n = 3$ and 4 with $(\text{H}_2\text{O})[\text{FA}_5^+\cdot\text{H}]^+$ adopting a structure where the central H$_2$O$^+$ is surrounded by a cyclic arrangement of 5 FA molecules [399, 400]. While the magic character of $(\text{H}_2\text{O})_2[\text{FA}_n^+\cdot\text{H}]^+$ ($n = 4, 6$) is also found in the soft x-ray photoionization [392] and variable temperature and pressure electron ion source [398] experiments, no theoretical work has been published on this ion. Magic numbers in the series of $[\text{FA}_n^+\cdot\text{H}]^+$ were found in the soft x-ray experiment ($n = 5$) if a sufficient delay between laser pulse and ion extraction is introduced, allowing for slow decays of $[\text{FA}_n^+\cdot\text{H}]^+$ into $[\text{FA}_{n-1}^+\cdot\text{H}]^+$ and $[\text{FA}_{n-2}^+\cdot\text{H}]^+$ to occur [392], as well as in the variable temperature and pressure ion source experiment, where the magic number varied between $n = 4–6$ depending on source conditions [398]. None of these additional magic numbers
were found in the helium droplet and sputtering experiments or theoretical investigations [389, 399–402]. An interesting feature, unsurprisingly exclusive to the helium droplet experiment, is the detection of FA anions complexed with up to 15 helium atoms, namely \( \text{He}_{m}[\text{FA–H}]^- \) and \( \text{He}_{m}[\text{FA}_2–\text{H}]^- \) [389]. The abundance distribution of \( \text{He}_{m}[\text{FA–H}]^- \) shows several local anomalies at \( m = 5, 7 \) and 11 helium atoms attached. A possible anomaly at \( m = 9 \), which would complete a weak odd-even oscillation, is unfortunately obscured by the dominating interference of \( (\text{H}_2\text{O})_2[\text{FA–H}]^- \). While the authors do not draw further conclusions from these observations, and no theoretical work has been devoted to FA anions complexed with helium, a comparison can be made with acetic acid (AA) anions complexed with heliums observed in a previous study by da Silva et al. Attachment of up to 14 He atoms to \( \text{AA}_n^- \) and \( [\text{AA}_n^-\text{H}]^- (n \geq 2) \) was observed, but no helium attachment to the (dehydronated or undissociated) AA monomer anions was detected [403]. The authors assumed that the attachment of He atoms is likely hindered by the excess charge in AA–, but favored by the neutral AA moieties present in larger AA\(_n^-\) clusters. This is contrasted by the FA study, where \( \text{He}_{m}[\text{FA–H}]^- \) actually presents the strongest signal among the He attachment series. Since FA and AA are chemically similar and it can be very tricky to find the right conditions for helium attachment to any ions, it seems more plausible that experimental conditions are responsible for the lack of helium attachment to AA monomer anions.

In a follow up study, Mahmoodi-Darian et al. utilized EA and EI of large helium droplets co-doped with FA and C\(_{60}\) to record mass spectra of mixed complexes of FA and C\(_{60}\) (as well as H\(_2\)O) [390]. Again, the presence of large amounts of water in complexes involving FA can be noticed, however, the relative intensity of C\(_{60}\) complexed with H\(_2\)O is much lower, which strengthens the interpretation of H\(_2\)O in FA complexes arising mainly from intra-cluster reactions. Some interesting features can be found in the abundance distributions of \( [(\text{C}_{60})_p(\text{H}_2\text{O})_m\text{FA}_n]^\pm \) complexes (along with their hydrogenated and dehydrogenated counterparts) when compared to complexes without C\(_{60}\). Whereas \( [\text{FA}_n^++\text{H}]^+ \) and \( [\text{FA}_n^-\text{H}]^- \) are the dominant series of bare FA clusters in the positive and negative mass spectra of pure FA clusters, the hydrogenation and dehydrogenation reactions are found to be strongly suppressed in the presence of C\(_{60}\) for low numbers (\( \leq 6 \)) of FA molecules. A comparison of the ionization energies (7.6 vs. 11.3 eV [133]) and electron affinities of C\(_{60}\) and FA (2.68 [133] vs. -1.27 eV [396]) suggests that in both cases it is more favorable for the additional charge to reside on C\(_{60}\) rather than FA, thus suppressing the autoprototonation and dehydrogenation reactions. The distributions of \( [\text{C}_{60}\text{FA}_n]^+ \) and \( [\text{C}_{60}\text{FA}_n^++\text{H}]^+ \) show an enhanced abundance at \( n = 4 \) and \( n = 4–6 \), respectively, in contrast to the smooth, featureless distributions of the compounds without C\(_{60}\). While \( [\text{C}_{60}\text{FA}_4^+\text{H}]^+ \) exhibits the strongest enhancement in these series, its magic character is lost upon further addition of C\(_{60}\) molecules, whereas the anomaly at \( n = 4 \) persists for up to at least four C\(_{60}\) molecules. The strong magic character found in \( [(\text{H}_2\text{O})\text{FA}_5\text{H}]^+ \) is preserved, if not strengthened, upon addition of at least up to four C\(_{60}\) molecules. It is not obvious, however, whether the presumed structure of a central H\(_3\)O\(^+\) surrounded by a cyclic arrangement of five FA molecules [399, 400]
changes when C_{60} is added, since the proton affinity of C_{60} (8.75 eV [404]) is significantly higher than that of FA and water (7.69 and 7.16 eV, respectively [133]). In the [C_{60}(H_{2}O)_{2}FA]^{+} series, the magic character of [(H_{2}O)_{2}FA_{6}H]^{+} is not only clearly preserved, but further enhanced upon addition of C_{60}. The magic character of [(H_{2}O)_{2}FA]^{+} is probably preserved since after n = 4, a strong drop in the ion abundance can be observed, however, the local anomaly is more clearly seen in the bare [(H_{2}O)_{2}FA]^{+} series, perhaps due to different experimental conditions shaping the size distribution.

In the anionic mass spectra, the distributions of [C_{60}FA]^{-} exhibits a local anomaly at n = 4, which is not reflected in the bare cluster [FA]^{-} distribution. The local anomaly is not found in [(C_{60})_{2}FA]^{-}, but reappears in [(C_{60})_{3}FA]^{-}. The shape of the [FA_{n}–H]^{-} distribution changes from a plateau-shaped maximum at n = 3–5 in the bare FA study to a maximum at n = 3 in the C_{60} study, which likely coincides with the maximum of the envelope of the distribution and is thus not considered a local anomaly. Additionally, [FA_{5}–H]^{-} no longer presents a local anomaly, illustrating the weakness of its magic character described earlier. The changes in the distribution shape are presumably caused by different experimental conditions. Interestingly, n = 1 represents the strongest ion signal in the [C_{60}FA]^{+} series, but becomes strongly suppressed in [(C_{60})_{p}FA]^{+} for p = 2–4 where the strongest signal is found at n = 2. Similar can be observed in the [(C_{60})_{p}FA]^{-} series (p = 1–3) although [(C_{60})_{2}FA]^{-} is not suppressed as strongly, and, to a lesser extent, in the [(C_{60})_{p}FA_{n}H]^{+} and [(C_{60})_{p}FA–H]^{-} series. In complexes of C_{60} and ammonia, the signal of [(C_{60})_{p}(NH_{3})]^{+} is also found to be strongly suppressed for n = 1 and p = 2, 3 [405]. Certain small ionic complexes are also found to be absent in complexes of C_{60} and either Cu or Au), although no consistent, simple pattern is observed for these compounds [375] (also see previous discussion on C_{60}-metal complexes).

### 3.3.1.9 Complexes of Adamantane and Water

Adamantane (C_{10}H_{16}, Ad) is basically a hydrogenated unit cell of the diamond crystal structure and the smallest of the diamondoids, a group of hydrocarbons sometimes referred to as nanodiamonds. They have intriguing physical and chemical properties as well as a wide array of applications in chemistry, material science and medicine [406–409]. Recently, Goulart et al. conducted the first study of Ad clusters synthesized in HNDs [410]. The authors observed Ad^{+} clusters with n ≤ 140, z ≤ 3 and the series for z = 2 and 3 starting at n = 19 and 52 molecules, respectively (Fig. 2.26). Several magic numbers are identified which correspond to particularly stable, geometric packing schemes and that mostly persist regardless of the charge state. Whereas the first magic numbers n = 13 and 19, only observed in Ad^{+}, suggest icosahedral packing schemes, further magic numbers associated with icosahedral packing like n = 55 are notably absent in the mass spectra. Instead, magic numbers of n = 38, 52, 61, 68, 75 and 79 are observed for all charge states (beyond their appearance size in the case of trications), which line up perfectly with predictions for face-centered cubic (fcc) packing structures [411]. Apparently, the
preferred packing scheme of Ad clusters changes from icosahedral to fcc between $n = 19$ and 38. The study of Ad was extended with an investigation of HNDs codoped with Ad and water by Kranabetter et al. [412]. The authors recorded mass spectra of both pure Ad$^+_n$ and protonated (H$_2$O)$_m$H$^+$ as well as mixed (H$_2$O)$_m$Ad$^+_n$ clusters. Notable magic numbers observed in these experiments were again $n = 13$ and 19 for Ad$^+_n$ as well as $m = 4, 11, 21, 28$ and $30$ for (H$_2$O)$_m$H$^+$, with $m = 21$ clearly showing the strongest magic character. These features were observed regardless of the doping order. The mixed cluster series displayed an interesting interplay between the magic numbers of both pure series. For one, the exceptional magic character of (H$_2$O)$_{21}^+$ is preserved when complexed with any number of Ad molecules between 6 and 19, growing relatively stronger with larger numbers of Ad molecules. Additionally, (H$_2$O)$_m$Ad$_{12}^+$ and (H$_2$O)$_m$Ad$_{18}^+$ are particularly abundant for $5 < m < 21$, suggesting that intermediate size water clusters are able to effectively replace a single Ad molecule in the icosahedral magic number structures of Ad$_{13}^+$ and Ad$_{19}^+$. The strongest magic character is observed when both these features are combined in (H$_2$O)$_{21}$Ad$_{12}^+$ and (H$_2$O)$_{21}$Ad$_{18}^+$. The authors also attempted, but were unable to find, evidence for the formation of clathrate hydrates [413–415] in which small numbers of Ad are trapped within a structured water cluster.
### 3.3.2 Multiply Charged Droplets

The consequences of electron impact ionization in pristine helium droplets have recently been studied using a tandem mass spectrometer setup that is able to resolve the charge state of ionized droplets [171, 416]. In the referenced setup, neutral helium droplets are produced through expansion of helium gas (Messer 99.9999% purity) into vacuum at 20 bar stagnation pressure through a 5 μm nozzle, cooled down to 4-10 K. After leaving the cluster source through a skimmer, the neutral droplets are ionized by electron impact before entering a 90° spherical electrostatic analyzer, where charged droplets can be selected by their mass-per-charge ratio. In the second stage of the tandem mass spectrometer, previously selected charged droplets can again be ionized and analyzed for their final mass-per-charge ratio in an identical electrostatic analyzer. By scanning the second electrostatic analyzer and detecting the charged droplets that pass the analyzer with a channel electron multiplier, mass-per-charge spectra for positively and negatively charged droplets can be obtained.

Positive charge carriers in helium droplets can be formed if an electron above the ionization threshold of helium \(IE(\text{He}) = 24.6 \text{ eV}\) collides with a He atom and forms a \(\text{He}^+\) ion [22]. Resonant charge hopping processes and subsequent formation of \(\text{He}_2^+\) upon charge localization [57] will lead to the formation of an Atkins Snowball [25], an ionic core of \(\text{He}_3^+\) [417] surrounded by a rigid shell of helium atoms. An electron that has a kinetic energy higher than 48 eV can also produce multiple positive charges in a droplet. Negative charge carriers in helium droplets can be introduced upon impact of electrons with energies below the ionization threshold of helium. At a kinetic electron energy of 22 eV excited \(\text{He}^*\) can be formed which, contrary to ground state helium, can capture a slow electron and form highly mobile, heliophobic \(\text{He}^{*-}\) [352]. The resonant formation of molecular \(\text{He}_2^{*-}\) in helium droplets has also been observed [22], however, the production of the molecular anion seems to be far less efficient. At even lower electron energies of a few eV, which resembles the energy necessary for an electron to penetrate the surface of a helium droplet [418], slow electrons can form voids in the droplet and reside as electron bubbles [419].

Subjecting a precursor droplet to subsequent ionization leads to the appearance of product droplets detected at rational fractions of the precursor peak as shown in Fig. 2.27. The individual peaks originate from multiple additional charges added to the precursor droplets and therefore reducing their mass-per-charge ratio in the second ionizer. For instance, the peak at 1/2 in the anionic spectrum is produced by adding one additional charge to the singly charged precursor droplet, respectively adding two additional charges for the peak at 1/3. For all peaks in the shown cationic spectrum to appear, the initially negatively charged precursor must be positively charged multiple times while passing the second ionizer to bear a net positive charge. Peaks above the ratio of 1/2 can only be seen when the precursor droplet already carries multiple charges before being subjected to repeated ionization in the second ionizer. In Fig. 2.28a a charge state spectrum of such a positively multiply charged droplet is shown. To resolve the individual charge states in the second analyzer, the kinetic energy of the electrons in the second ionization stage is set as to introduce
negative charges into the droplets that recombine with already present positive charge centers and therefore decrease the net charge state of the droplet. As the charge state of a droplet decreases, the mass-per-charge ratio increases and therefore the droplet is detected at a higher mass-per-charge ratio than the precursor droplet.

As described above, negative charges can either be introduced into a droplet by capturing slow electrons that form electron bubbles or through the formation of He\(^{*-}\). Electrons that have a kinetic energy of 22 eV or 44 eV can inelastically scatter with helium atoms, leading to excitation of a helium atom and capture of the free electron by the excited He\(^*\). The corresponding resonances in the kinetic energy spectrum of incident electrons in the second ionizer is shown in Fig. 2.28b. While both curves of the charge reduction process show a resonance around 3 eV electron energy, which corresponds to the formation of an electron bubble, only the reduction to 3/2 has two distinguishable resonances at and above 22 eV, the latter resembling the formation of He\(^{*-}\). In the region between 23 and 34 eV the formation of negative and positive charge carriers is possible, leading to a competition between both processes in the droplets. Charge reduction of multiply charged anions follows the same mechanisms as in cations. However, as observed autodetachment of negative charges in precursor droplets, shown in Fig. 2.29a, suggests, negative charges in helium droplets are not as stable as positive charges during the approximately 2 ms of flight time from the first ionizer to the detector.
Fig. 2.28 a Charge state analysis of multiply charged cationic droplets with a droplet size of 1.89x10^6 He/z, produced at 7 K with an electron current of 294 μA at 39.6 eV in the first ionizer. Using an electron current of 195 μA at 23 eV in the second ionizer to introduce negative charges into the droplets and decrease net positive charge shows droplets that had their charge state reduced from up to +12 to +1 (integer positions) and +17 to +2 (half-integer positions) respectively. b Energy spectra of a charge reduction process in positively charged precursor droplets resulting in product droplets with a relative mass-per-charge ratio of 2/1 and 3/2. The electron energy range where resonances of negative charge formation, i.e. electron bubbles and He\(^{*-}\),He\(^{2*-}\) are observed are highlighted in grey.

Fig. 2.29 a Autodetachment of negative charge carriers in anionic precursor droplets with a droplet size of 3.78x10^6 He/z, produced at 7 K with an electron current of 685 μA at 28.5 eV in the first ionizer and second ionizer off. b Charge state of droplets versus the minimum droplet size at which the charge state can be observed for anionic (blue triangles) and cationic (red diamonds) droplets.
When changing the charge state of precursor droplets, all observed patterns in resulting product droplets are strongly dependent on nozzle temperature, precursor size and ionization settings. Increasing electron current or the kinetic energy of electrons generally leads to a relative increase in intensity of lower mass-per-charge ratios in product droplets. An increase in precursor droplet size results in a higher number of achievable charge states upon secondary ionization. The possible share of already multiply charged droplets when selecting a droplet mass-per-charge ratio as precursor droplet is governed by the neutral droplet size distribution at a given temperature. For lower temperatures, more droplets double the size of the selected precursor droplet will be available, which, when being doubly charged upon ionization will appear at the same mass-per-charge ratio as the precursor droplet. The same principle holds for triply as well as more highly charged droplets.

The highest number of charges a droplet can carry for the ms timescale of the experiment is limited by the size of the droplet. In Fig. 2.29b the minimum droplet size for the observed charge states is shown both for positive and negative charges. While the threshold size for doubly charged cations is \((1.00 \pm 0.05) \times 10^5\) helium atoms, doubly charged anions can only be observed above a threshold size of \((3.95 \pm 0.20) \times 10^6\) atoms, at which a positively charged droplet can already hold more than 30 charges. This trend continues for further thresholds and illustrates a remarkable difference in charge stabilization mechanisms between negatively and positively charged droplets. As the threshold sizes for observable positively charged droplets scale in a linear fashion with the square of the droplet radius, it is likely that the positive charge carriers arrange near the surface of the droplets.

The experimental findings presented above show that helium droplets are capable of stabilizing multiple positive \([171]\) and negative \([416]\) charge carriers due to sufficiently large cohesive forces in helium droplets. In previous experiments, only doubly positively charged helium droplets \([420]\) could be observed. The liquid droplet model \([10]\) that takes possible multiply charging of helium droplets into account \([421]\) underestimates the stability threshold sizes measured up to a factor of four \([422]\). Previous works with multiply charged Ne droplets also show a distinct discrepancy \([423]\) in predicted threshold sizes by the liquid droplet model, which is explained by quantum effects.

### 3.3.2.1 Size Distributions

The size distributions of helium nano droplets produced by expansion of precooled helium through a pinhole into vacuum have been investigated under various conditions by means of titration \([165]\) and deflection of charged droplets \([161]\) during the last 30 years. Here we present recent results \([424]\) that have been obtained by producing helium droplets in continuous supersonic expansion with 20 bar stagnation pressure, ionizing via electron impact and deflecting the charged droplets in an electrostatic sector analyzer (90° spherical, 0.07 m radius, 0.02 m electrode distance; 3.67° cylindrical, 5 m radius, 0.01 m electrode distance, used for temperatures below 8 K).
As presented in the previous section “Multiply Charged Droplets”, especially large droplets are able to stabilize multiple charge centers upon electron impact ionization. To minimize the influence of multiply charging on the droplet size distributions, the electron current is reduced to 50 nA, the lowest current that can be achieved while still guaranteeing stable electron emission from the ionizer filament. Even at this low electron current, due to the large geometrical cross sections of helium droplets produced at temperatures below 9 K, multiple electron hits per droplet are expected. Therefore, the electron energy of the ionizer was set to 22 eV to ensure the formation of negative droplet ions that have substantially larger critical droplet sizes for stabilizing multiple charges than cationic droplets.

To calibrate the results of electrostatic deflection measurements with regards to droplet size, the characterization of the beam velocity for each expansion condition is obligatory. Prior investigations by Buchenau [36] and Henne [425] showed that the velocity of individual droplets at a given temperature is dependent on the mass-per-charge ratio of the droplet. Therefore, droplet velocities were recorded for different selected mass-per-charge ratios. The velocities were obtained by time-of-flight measurements over the distance from the ionizer to the detector. The charged droplet beam was chopped by switching off the acceleration voltage of the electrons in the ionizer with a high-speed voltage switch. The switching pulse was used as trigger to start the time measurement. Figure 2.30a shows a set of droplet velocities for 5 K nozzle temperature. While the individual time-of-flight measurements with a peak width of only 5% justify the use of our electrostatic sector as a mass-per-charge selector, the overall velocity span in the range of 20% at a given expansion temperature underlines the importance of mass-per-charge selected velocity measurements for the evaluation of droplet size distributions in deflection measurements. The beam velocities at the mean size of the recorded log-normal shaped droplet size distributions are shown in Fig. 2.30b in comparison to experimental results reported in the literature. Possible sources for the discrepancies between our measurements and the literature could be a high fraction of fast small droplets that are suppressed by our sector geometry or a larger fraction of droplets in a high angular momentum state due to the used laser drilled nozzle that would lower the overall forward momentum of the droplet beam.

The resulting droplet size distributions shown in Fig. 2.31 follow a clear log-normal shape, as has been observed for small droplets in previous experiments [161]. Contrary to previous studies, we report a log-normal shaped distribution in the whole temperature range from 4 to 9 K and corresponding mean droplet sizes. The average sizes of these log-normal shaped distributions are compared with previous measurements by the group of Vilesov on neutral droplets [165] and deflection measurements by Henne and Toennies [161] in Fig. 2.32. In the temperature range of 6.5–9 K, our measurements are in reasonable agreement with previously reported average sizes. Below this range, we observe a plateauing of the mean droplet size, contrary to He titration measurements by the group of Vilesov [165]. The He titration method, in which the average He droplet size is deduced from the measured attenuation of a droplet beam colliding with collisional helium atoms, shows an exponential trend of increasing average size of neutral droplets, suggesting the existence of droplets
having average diameters in the micrometer range. Such micrometer sized droplets have recently been identified optically [426] by the same group. A possible source for the deviation from titration measurements lies in the charged nature of the helium droplets used in our experiment. As discussed before, the possibility of a droplet carrying multiple charge centers can lead to a lower apparent droplet size than if the droplet would be singly charged. Assuming the geometrical cross section of a droplet resembling the ionization cross section, an exponential rise in droplet size for temperatures below 7 K would promote multiply charging if the ionization current, as in our case, is kept constant.

Another plausible cause for the deviation from the literature could be the pickup of dopant molecules, such as residual water [113] in the vacuum vessel. A charge transfer from He* to dopant species could create charge centers that are not able to trigger secondary electron emission due to a lack of sufficient ionization energy for overcoming the work function of the surface of the channel electron multiplier detector.
Fig. 2.31  Distribution of helium droplet size recorded at 5 K with an electron current of 50 nA at 22 eV. A log-normal fit to the data gives a mean droplet size of $1.316(3) \times 10^8$ He atoms

3.3.3 Pickup with Charged HNDs

Experiments using helium droplets for pickup have been performed for many years now [427]. Helium droplets have proven to be very suitable for experiments at ultra-cold conditions as well as for spectroscopy studies [206, 427]. Furthermore, HNDs have been found to be a very sophisticated way of growing nanoparticles of a desired composition and size [428]. Measured size distributions of HNDs, produced via free jet expansion, exhibit a strong correlation between ionization conditions and mean droplet size. As discussed previously, Laimer et al. developed a new experimental setup to investigate the underlying mechanisms. The tandem mass spectrometry experiment was designed to study possible fragmentation channels of highly charged HNDs. To the surprise of the experimentalists, the HNDs were found to be stable up to very high charge states. If HNDs are charged beyond a certain maximum charge density, low mass singly charged ions are ejected, leading to a negligible reduction in the amount of helium of the residual HNDs not visible within the resolution of the experiment [171]. The knowledge about the stability of highly charged HNDs was pivotal in the process of the development of further experiments performing pickup into (highly-) charged HNDs. Pickup of dopants into multiply charged HNDs promises a higher yield of dopant cluster ions since every charge center located close to the surface of a HND acts as a seed for dopant cluster growth. Thus, multiple dopant
clusters are formed in every HND as opposed to only one, as is the case for pickup into neutral HNDs.

In this chapter, an experimental setup is described where pickup of neutral dopants into stable, highly charged HNDs is realized. A rendered picture of the source used to form such HNDs is shown in Fig. 2.33, while a schematic of the apparatus is shown in Fig. 2.34. The focus of this work lies on the technical realization as well as on the characterization of the experiment. A more detailed description of this setup and its performance in comparison to conventional techniques was published recently [200].

3.3.3.1 Overview of the Experimental Setup

Neutral HNDs are produced via a continuous free jet expansion of pressurized and precooled helium through a pinhole nozzle (5 μm diameter) as described previously [172, 429]. After passing a skimmer, the droplets travel a distance of about 10 cm before being ionized in an electron impact ion source. A DC quadrupole is used to select HNDs of a specific mass-per-charge ratio and deflect these by 90° in either of two directions. On one side (left), a channel electron multiplier (CEM) is installed for monitoring the helium droplet beam. On the opposite side (right), the HNDs enter
a differentially pumped pickup region. In addition to the oven shown in Fig. 2.34, a second pickup chamber can be installed between the first oven and the gas barrier, housing a second oven as well as a gas inlet. This source for the production of highly charged, mass-selected and doped HNDs is connected to a modified QMS/ToF-MS tandem mass spectrometer (Q-Tof Ultima, Waters/Micromass). Figure 2.35 depicts a schematic of the entire experimental setup.

Following the pickup region, dopant ions are extracted by evaporating excess helium from the HNDs in collisions with a gas of variable pressure (typically He) in an evaporation cell equipped with a RF hexapole ion guide (a detailed description of this method can be found in 3.3.4). The dopant ions now enter a region housing a RF quadrupole mass filter followed by another RF hexapole, designed to perform collision induced dissociation (CID) measurements. The RF quadrupole mass filter is used to select precursor ions of a specific mass-to-charge ratio which are guided into the collision cell. Here, the ions perform collisions of controlled energy with a monoatomic gas (typically Ar). When no CID measurements are performed, the collision gas is removed and the quadrupole mass filter simply acts as an ion guide.
Fig. 2.34  Schematic of the HND source used for charged pickup. The green lines represent simulated trajectories of helium droplets. Reproduced with permission from Ref. [200]. © copyright AIP Publishing. All rights reserved

Fig. 2.35  Schematic of the experimental setup including the QMS/ToF-MS tandem mass spectrometer. The blue line indicates the beam of neutral HNDs; the purple line represents the trajectory of the charged mass-selected HNDs and the red line indicates the path of the extracted dopant cluster ions
The final analysis is performed by an orthogonal extraction reflectron ToF-MS with a resolving power $m/\Delta m$ of up to 10,000.

### 3.3.3.2 Pickup and Growth of Dopant Clusters

Pickup of single neon atoms in HNDs was first reported by Scheidemann et al. [32]. Since then, HNDs have been used to study numerous different species, all of which have been picked up by neutral HNDs [22]. The growth of a dopant cluster within or at the surface of a neutral helium droplet depends almost exclusively on the pickup probability. Dopants are attracted to each other via van-der-Waals interaction which leads to the formation of dopant clusters within or at the surface of a HND [22].

Samples with high vapor pressures can be introduced into our machine via a stainless-steel gas line. For samples with lower vapor pressures, two different ovens were constructed. For organic samples, a CNC-machined molybdenum holder is constructed around a glass cup that holds the sample, which is ideal for fragile samples such as biomolecules since it is highly unreactive. Molybdenum was chosen for its thermal stability and to prevent surface charges due to its conductivity. The holder is heated via a tantalum filament able to generate temperatures of up to 800K. For samples with even lower vapor pressures, e.g. metals with high melting points such as gold, a CNC-machined aluminium nitride ceramic oven is used. It is heated via a tantalum-rhenium filament and can be used at temperatures of up to 1800 K. The disadvantages, compared to the molybdenum/glass oven, are that it is harder to clean, it is more delicate and one must face the issue of surface charges on the ceramic.

### 3.3.3.3 Ionization and Stability of the Dopant Clusters

In order to analyze dopants picked up by neutral HNDs via mass spectrometry, the doped HNDs have to be ionized. Based on the knowledge obtained from the formation and stability of highly-charged HNDs, we have to conclude that dopant cluster ions can only be released from large HNDs upon multiply-charging of the doped HNDs and subsequent asymmetric Coulomb explosion [171]. Although superfluid helium is one of the best matrices to dissipate excess energy, the ionization process via charge transfer from He$^+$ or He$_2^+$ is so exothermic (typically more than 10 eV) that the dopant clusters created are often fragmented.

This effect is illustrated in Fig. 2.36. A comparison between pickup into charged HNDs (Fig. 2.36a) and conventional pickup into neutral HNDs (Fig. 2.36b) demonstrates the effect of fragmentation of neutral gold clusters inside large HNDs upon charge transfer from He$^+$ or He$_2^+$. Both methods produce Au$_n^+$ distributions featuring similar log-normal envelopes, governed by Poissonian pickup statistics. However, whereas the distribution of Au$_n^+$ produced by pickup into charged HNDs is smooth, indicating little or no fragmentation (Fig. 2.36a), intense fragmentation of Au$_n^+$ upon EI of neutral gold-doped HNDs is indicated by intense odd-even oscillations
and pronounced drops in the ion yield after \( n = 9 \) and 21, suggesting magic number character of these ions (Fig. 2.36b). The very same intensity anomalies have been observed for alkali [3, 14] or noble metal cluster ions [294] when formed via conventional techniques. High ion yields relative to neighboring cluster sizes are the result of an increased stability of a specific cluster ion, either due to electronic [3] or geometric [430] reasons. The stability of \( \text{Au}_n^+ \) and many small metal cluster ions is predominantly determined by their electronic structure. Spin pairing of the single 6s electrons of gold explains the odd-even oscillation while closure of the 1p and 1d orbitals for 8 and 20 electrons is responsible for the intensity drops at \( n=9 \) and 21 (one extra gold atom is required to obtain a positively charged cluster). Therefore, what we observe in the experiments upon pickup into neutral HNDs, is not the size distribution of neutral dopant clusters but rather their charged fragments.

In the experiment using pickup into charged HNDs, no such oscillations are observed. This means that species created after pickup into charged HNDs grow by exclusively following the statistics of the pickup process, and do not fragment in the ionization process. This effect is especially beneficial when the species of interest is rather fragile. Performing pickup into charged HNDs enables the production of high yields of fragile ions such as even-numbered gold clusters or biomolecules which are prone to fragmentation when using conventional pickup into neutral HNDs followed by an ionization process.
3.3.3.4 Extracting Dopant Clusters from Charged HNDs: An Efficient Method to Obtain Helium-Tagged Ions

In conventional HND experiments, the pickup section of the experiment is usually followed by an ionization device, the most common being an EI or PI source. When a HND becomes highly charged, some low mass singly charged ions are ejected from the HND. These ejected ions are then accessible for mass spectrometric analysis.

In the case of pickup into charged HNDs, dopant cluster ions are ejected from the HND only if the droplet shrinks below the critical size for its charge state due to the evaporation of helium atoms. The evaporation of helium atoms is caused by pickup events and the release of binding energy during dopant cluster formation \[171\]. In the case of strongly bound gold clusters, every pickup and addition of a gold atom to a cluster will evaporate between 5000 and 8300 helium atoms \[171, 431\].

In order to extract the dopant cluster ions from the HNDs in the setup shown in Fig. 2.34, the following approach is chosen. The HNDs are continuously evaporated in a collision cell where the HNDs are heated by collisions with room temperature stagnant helium gas. In the process, the HNDs shrink until they are no longer stable with respect to their charge state. As a result, charged dopant cluster ions are ejected from the HNDs which often remain solvated by a small number of helium atoms, referred to as helium-decorated or helium-tagged ions \[198\]. From the helium decoration, one can obtain valuable information about the dopant (cluster) ions. The temperature of these ions can be estimated very conveniently since helium evaporates at temperatures above the binding energy of the weakest bound helium atom. Apart from that, observed shell closures contain information about the geometric structure of the dopant cluster \[299\]. Most importantly, He-decorated species are perfectly suitable for messenger-type action spectroscopy. When light at a certain wavelength is absorbed by a helium tagged ion, energy transfer to the adsorbed helium will lead to its evaporation. Measuring either the depletion of a helium tagged ion or the formation of its photoproduct while scanning the photon energy of a tunable laser provides an absorption spectrum of ions at very low temperatures \[206, 432–434\]. Hence, being able to produce large amounts of helium-decorated sample species is highly desirable.

The process of helium decoration in neutral pickup regimes where dopant ions are ejected from the HND is not easily controlled. The internal energy of the dopant cluster is often high at the time it is ejected and therefore most of the dopants are ejected with very little to no helium attached. As mentioned above, in a setup using pickup into charged HNDs, the ejection of dopant molecules is triggered by relatively slow evaporation of the HNDs in a collision cell. In the present setup, this evaporation cell is a 25 cm long guiding RF hexapole filled with stagnant helium gas at room temperature. When the HNDs collide with gaseous helium atoms, the collision energy leads to evaporation of helium from the droplet. The decreasing size of the HNDs lead to the ejection of cationic dopants, often solvated by up to a few hundred He atoms \[25, 171, 435\] whenever the droplet size shrinks below the critical size of the current charge state. The hexapole serves to collect and guide the small ejected ions since the ejection occurs in all directions. In further collisions of the ejected dopants
with gaseous helium, the helium attached to the ions can be gradually removed. Thus, the amount of helium that is still attached to the dopants can be controlled by varying the pressure in the evaporation cell. Figure 2.37 shows a comparison of different helium decoration measurements made in a setup using pickup into neutral HNDs and the described apparatus.

The upper panel of Fig. 2.37 represents a measurement where helium-decorated fullerene C\textsubscript{60} cations were produced via pickup into charged HNDs. For the measurement, C\textsubscript{60} was evaporated in the high temperature ceramic oven. The mass spectrum shown in the lower panel represents a measurement of helium-decorated C\textsubscript{60}\textsuperscript{+} using electron ionization of neutral HNDs doped with C\textsubscript{60} in an action spectroscopy measurement of C\textsubscript{60}\textsuperscript{+} [206]. The comparison shows that the production efficiency of C\textsubscript{60}\textsuperscript{+} with one helium attached is increased by more than a factor of 1000 using pickup into charged HNDs. Please note that the intense peaks at \(m/z\) = 724 and \(m/z\) = 725 are predominantly due to isotopes of the bare fullerene cation containing four and five \textsuperscript{13}C. The high production efficiency of helium-tagged ions using charged pickup facilitates action spectroscopy of cold ions with a minimal matrix shift. Furthermore, the knowledge of the matrix shift as a function of the attached helium atoms provides information on the structure and size of the solvation layer. For a sufficiently large number of attached helium atoms, a constant matrix shift is observed.

![Fig. 2.37 A comparison of helium-decorated fullerenes produced in the described experiment using pickup into charged HNDs (top panel) and an experiment using pickup into neutral HNDs (bottom panel). Reproduced with permission from Ref. [200]. © copyright AIP Publishing. All rights reserved](image-url)
3.3.3.5 Tailoring the Size Distribution of Dopant Clusters Produced

By preselecting a mass-per-charge ratio of HNDs for the pickup into charged HNDs, the size distribution of dopant clusters produced can be manipulated in a very convenient way. A demonstration of this technique is shown in Fig. 2.38. Using this method to optimize the experimental parameters to produce the desired dopant cluster size distribution is especially interesting when sublimation sources are used where the partial pressure of the sample cannot be controlled easily. An example is the evaporation of sensitive amino acids which are destroyed by too high temperatures during sublimation of the sample.

Not only can the mean size of the dopant clusters be altered by the selection of different mass-per-charge ratios of HNDs (see Fig. 2.36), but also the width of the dopant cluster distribution, as can be seen in Fig. 2.38. As discussed earlier, a small mass-per-charge ratio of HNDs produces smaller dopant cluster ions. When the partial pressure of the sample in the pickup cell is increased, the dopant cluster sizes produced are increased as well. The width of the dopant cluster size distribution, however, does not increase proportionally.

Figure 2.38 demonstrates this effect using gold clusters as an example. The different partial pressures of gold in the pickup cell are realized by adjusting the oven temperature. The measurement shown in the left panel was taken at an oven heating power of 60 W, whereas the measurement shown in the right panel was taken at an oven power of 75 W.

For the measurements shown in Fig. 2.38, the nozzle temperature was held at 9.2 K for the left panel and at 9.6 K for the right panel. As shown in [171], a HND can only hold more than one charge when its size exceeds $10^5$ helium atoms. The plot in the right panel in Fig. 2.38 shows a measurement where pickup is performed predominantly with singly charged HNDs. The left panel shows a measurement with HNDs that are well above the threshold for multiply charging. In this panel, a Poissonian distribution with an expected value of $\lambda = 16$ is plotted with a red line together with the mass spectrum (black line) to clarify that the distribution follows the

![Fig. 2.38](image-url) Demonstration of the altering of size distributions of gold clusters created by tuning the mass-per-charge ratio and the size of the HNDs used for pickup
pickup statistics. In the right panel a Poissonian distribution is shown (red line) that has an expected value of \( \lambda = 65 \) and was divided by a factor of 5. The size distribution of singly charged gold clusters produced is five times narrower than expected for a "normal" pickup process. Our tentative explanation is that the gold cluster ions produced in this measurement are very close to the maximum size of gold clusters that can be produced with HNDs of this size. With every gold atom picked up by the HND, a substantial part of the droplet is evaporated, hence, the HND gradually shrinks. Since the partial pressure of gold in the pickup region is rather high, every HND that passes the cell is expected to have picked up the largest number of gold atoms possible for its size. The measured distribution is therefore not determined by the pickup probability but rather the maximum number of gold atoms that a HND can pick up before it evaporates almost entirely. The tail to the right side can be explained by pickup with HNDs bigger than 50,000 helium atoms per charge. A few of these bigger droplets also exit the DC quadrupole since it has limited resolving power. Droplets exceeding 50000 helium atoms per charge can be doubly charged, according to [171]. As soon as these HNDs pick up a few gold atoms, they drop below the stable size for holding two charges and eject a small, singly charged unit. These fragment ions can be detected as monomer ions \( \text{Au}^+ \). The remaining, singly charged HND now has a mass-to-charge ratio that is far bigger than the initially selected one of 40,000 helium atoms per charge, thus creating gold clusters that do not fit the main distribution, explaining the origin of the secondary, low-intensity size distribution of gold cluster ions observed between \( n = 17 \) and \( n = 30 \).

3.3.3.6 Proton Transfer Ionization in HNDs Pre-doped with \( \text{H}_2 \)

Since our experiments are typically performed with HNDs containing more than 10^5 helium atoms per cluster, ionization of the dopant occurs almost exclusively via charge transfer from helium. This is also the case for experiments utilizing pickup into neutral HNDs. For EI, the ionization probability is dependent on the geometrical cross section of the target helium droplet. The following equations represent the most common way for cation formation within a HND

\[
\text{e}^- + \text{He} \rightarrow \text{He}^+ + 2\text{e}^-
\]

(2.1)

\[
\text{He}^+ + \text{He} \rightarrow \text{He}_2^+
\]

(2.2)

\[
\text{He}_2^+ + \text{M} \rightarrow 2\text{He} + \text{M}^{++}
\]

(2.3)

Helium has the highest ionization energy of all elements at 24.6 eV [436]. Charge transfer from \( \text{He}^+ \) or \( \text{He}_2^+ \) to all other elements and molecules is therefore energetically possible. Ionization energies of molecules are typically around or below 10 eV, which results in a charge transfer from \( \text{He}^+ \) being exothermic by more than 14 eV in most cases. This excess energy is initially absorbed by the dopant in the form of
electronic and ro-vibrational excitation. If this excitation energy is not sufficiently dissipated by the HND, it may lead to fragmentation of the dopant ion. Rovibrational excitation of dopants can be cooled very efficiently via evaporation of helium atoms due to the exceptionally high thermal conductivity of superfluid helium. However, electronic excitation into an antibonding state of a molecular dopant cannot be dissipated by the surrounding helium. As a result, such excited dopant molecules are likely to be observed as fragments, even when picked up into a charged HND. To this end, a soft ionization process for doped HNDs was recently developed in our group utilizing the instrument shown in Figs. 2.33 and 2.34. During the time the multiply charged droplets require to travel from the ionization region to the pickup cell, all charge centers will localize as He$_2^+$ or He$_3^+$ ionic cores [417] surrounded by a dense, solid-like layer of He atoms [25]. As in the case of a conducting sphere, the charge centers will reside close to the surface of the HNDs and mutual repulsion will arrange them in some form of a two-dimensional Wigner crystal on the surface of the droplet. The ionization energy of He$_2^+$ [22] or He$_3^+$ [437] is still higher than the ionization energies of any dopant. Whereas the first dopant molecule colliding with an ionic core might fragment due to the excess energy, remaining excitation energy will be dissipated rapidly by the HND environment. Thus, the next dopant molecule which attaches to the fragmented molecular ion will not undergo fragmentation. This way, mixed clusters consisting of a fragment ion that is solvated by several intact molecules are formed. In order to produce intact dopant cluster ions, the fragmentation process needs to be suppressed.

Charge transfer from He$_2^+$ or He$_3^+$ transfers one electron from the first dopant molecule M to the He$_2^+$ or He$_3^+$ and leads to the formation of an excited cationic molecule M$^+$. If the cation M$^+$ has an open electronic shell it can be highly reactive and unstable towards fragmentation. Adding a proton to M leads to a protonated cation MH$^+$ which has a closed electronic shell and thus produces a more stable cation. Proton transfer reaction is one of the softest ways of forming cations from neutral bio molecules [438]. Proton transfer to a molecule M from a hydrogen containing cation that has a lower proton affinity than M is a very efficient process. In gas phase, exothermic proton transfer often is associated with unwanted fragmentation of the proton acceptor molecule which requires proton donors with only slightly lower proton affinity than the reaction partner to minimize the transfer of excess energy. The enormous cooling power of HNDs, however, should be capable of dissipating excess energy originating from proton transfer processes, which is relatively slow process compared to an electron transfer reaction. If molecular hydrogen H$_2$ is picked up by charged HNDs, the following reactions will lead to the formation of (H$_2$)$_n$H$^+$ ions [171].

\[
\text{He}_2^+ + H_2 \rightarrow 2\text{He} + H + H^+ \quad (2.4)
\]

\[
H^+ + nH_2 \rightarrow (H_2)_nH^+ \quad (2.5)
\]
The small proton affinity of these ions makes them perfect proton donors for almost every molecular dopant. With these pre-doped, charged HNDs, pickup of bio molecules is performed. Thus, the charge transfer process that forms sample ions within the HNDs is no longer

$$M + \text{He}_2^+ \rightarrow M^+ + 2He + \Delta E$$ (2.6)

but rather a proton transfer process

$$M + (H_2)_n H^+ \rightarrow MH^+ + (H_2)_n + \Delta E'$$ (2.7)

where typically $\Delta E' < \Delta E$, reducing ionization-induced fragmentation. Figure 2.39 shows a comparison of two mass spectra of HNDs doped with the amino acid valine. Both mass spectra were obtained via pickup into charged HNDs utilizing the setup shown in Figs. 2.33 and 2.34. Proton transfer ionization by hydrogen pre-doping (lower diagrams) can be compared with charge transfer ionization from He$_2^+$ (upper diagrams).

For this measurement, D-valine was vaporized in a low temperature oven heated to 110 °C. In the upper left-hand panel, strong fragmentation of the biomolecule with a mass of 117 amu to its main fragment with 72 amu can be observed, corresponding to the loss of the carboxylic group COOH. As a comparison, in the lower left-hand panel, a measurement with hydrogen pre-doping at a pressure of 0.08 mPa and otherwise identical conditions as above is shown. The ionization process clearly appears to be softer indicated by the strongly suppressed COOH loss. A satellite peak that is 18 amu higher than the main ion series can be assigned to protonated valine clusters complexed with a water molecule. Since the ion signal is not distributed among the different fragmentation channels as is the case with charge transfer ionization from
He$_2^+$, the signal intensity of the pure valine clusters has more than quadrupled for proton transfer ionization. It should be noted that from the mass spectra alone it is not clear whether the peaks corresponding to valine or protonated valine clusters are still intact or fragmented with the COOH neutral product still attached.

A closeup look at the monomer region is provided in the right-hand panels. In the top right panel, one can see that charge transfer from helium cations to valine, also produces protonated valine with similar intensity as the parent molecular cation. In this case, the likely proton donor is another a valine molecule. There are also peaks located one and two mass units below the parent cation, indicating hydrogen loss as a fragmentation channel, which can be explained by the large amount of excess energy available after charge transfer from He$_2^+$. In the case of H$_2$ pre-doping, protonated valine is by far the most abundant ion and no hydrogen loss is observed. Additionally, hydrogen tagging with up to ten H$_2$ molecules bound to protonated valine can be observed. The low binding energy of such taggants is a measure of the internal energy of the valine cluster ions. They also provide suitable messengers for action spectroscopy of cold ions [432, 433, 439–441].

3.4 Conclusion/Outlook

Many important discoveries and developments in HND research have been propelled by mass spectrometry since the emergence of the field. We attempted to review the work performed in the last decades by groups all over the world as well as our own group’s most recent research in this chapter. However, while a lot of experimental techniques and components have been refined in various ways over the last decades, the vast majority of HND MS experiments never diverted from the tried-and-true basic principle of doping neutral helium droplets with an analyte, followed by ionization and analysis. Building on our recently gained knowledge about highly charged HNDs, further experiments showed that a simple re-ordering of these steps and ionizing HNDs before pickup opens up a plethora of exciting possibilities and applications, extending far beyond the field of HND MS. The ability to control the produced dopant cluster size distribution and efficiently produce helium-tagged ions are only two examples of what could be in store for the future.
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Chapter 4
Infrared Spectroscopy of Molecular Radicals and Carbenes in Helium Droplets

Gary E. Douberly

Abstract  The helium droplet is an ideal environment to spectroscopically probe difficult to prepare molecular species, such as radicals, carbenes and ions. The quantum nature of helium at 0.4 K often results in molecular spectra that are sufficiently resolved to evoke an analysis of line shapes and fine-structure via rigorous “effective Hamiltonian” treatments. In this chapter, we will discuss general experimental methodologies and a few examples of successful attempts to efficiently dope helium droplets with organic molecular radicals or carbenes. In several cases, radical reactions have been carried out inside helium droplets via the sequential capture of reactive species, resulting in the kinetic trapping of reaction intermediates. Infrared laser spectroscopy has been used to probe the properties of these systems under either zero-field conditions or in the presence of externally applied, homogeneous electric or magnetic fields.

4.1 Infrared Spectroscopy of Molecular Radicals and Carbenes in Helium Droplets

The objective of our experimental research program is to isolate and stabilize transient intermediates and products of prototype gas-phase reactions relevant to both combustion and atmospheric chemistry. Helium Nanodroplet Isolation (HENDI) [1–12] is well-suited for this because liquid helium droplets have shown potential to freeze out high energy configurations of a reacting system, permitting infrared (IR) spectroscopic characterizations of reactive intermediates lying between the sequentially captured reactants and the various products associated with the potential energy surface. Hydrocarbon radical reactions with molecular oxygen or other small molecules relevant to combustion environments have been the focus of our recent work in this area (see Refs. [13–51] for our recent contributions applying this method). Here we describe a selection of the single and double [52–57] resonance IR laser spectroscopy
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techniques that are being used to probe the structural and dynamical properties of molecular radical and carbene systems solvated in helium droplets.

### 4.1.1 Experimental Methods

#### 4.1.1.1 Droplet Production and Doping

A diagram of the HENDI apparatus is shown in Fig. 4.1. Helium droplets are formed (10^{12} droplets per second) by the continuous expansion of He gas through a 5 micron diameter pin-hole nozzle (Fig. 4.1a). The average droplet size is controlled by changing the nozzle temperature, providing a dynamic range from \( \sim 10^3 \) atoms at 24 K to \( \sim 10^6 \) atoms at 8 K [58–61]. Upon leaving the high pressure region of the expansion, the droplets cool by evaporation to 0.4 K [62]. The droplet expansion is skimmed into a beam, which passes into the differentially pumped “pick-up” chamber (Fig. 4.1b). Here the droplets are doped by passing them through the vapor of the molecular species of interest (approximately 10^{10} molecules/cm\(^3\) over a 1 cm path length). The internal energy of the captured molecule is rapidly removed by He evaporation, which returns the system to 0.4 K [63]. Each evaporating He atom reduces the internal energy of the system by 5 cm\(^{-1}\) (0.014 kcal mol\(^{-1}\)) [63]. The density of molecules in the “pick-up” region can be varied such that each droplet captures one (or more) molecules on average. Molecular species of differing composition can be added to the same droplet by implementing multiple “pick-up” zones. An effusive pyrolysis source (Fig. 4.2) has been successfully used to fragment precursor molecules and dope He droplets with halogen atoms and molecular radicals or carbenes [17, 18, 20–23, 25, 27, 29, 30, 34, 35, 37–42, 46, 50, 51].

![Fig. 4.1 Schematic of the UGA HENDI spectrometer. The pyrolysis source for generating halogen atoms and molecular radicals or carbenes is load-locked into the vacuum chamber (section B). The laser excitation can be switched between a counter-propagating configuration to the laser-multipass/Stark/Zeeman cell configuration (section C). Detection of the droplet beam is achieved with a crossed-beam ionizer, quadrupole mass spectrometer (section D).](image-url)
4.1.1.2 Droplet Detection via Mass Spectrometry

The droplet beam is detected with a quadrupole mass spectrometer (MS) (Fig. 4.1d). Electron impact ionization leads to the production of a He\(^+\) cation within the droplet. The outcome of this ionization process is now well known to produce either a He\(^+_n\) distribution or ions associated with the charge-transfer ionization and fragmentation of the molecular dopant [4, 6, 10]. The MS in Fig. 4.3a shows the He\(^+_n\) ions associated with the electron impact ionization of a neat (dopant free) droplet beam. Figure 4.3b shows the MS of a droplet beam doped with \(n\)-butyl nitrite (one molecule is captured per droplet, on average; the energized molecular ion fragments predominately to C\(_3\)H\(_3\)\(^+\), m/z=39). Thermal dissociation of \(n\)-butyl nitrite in a pyrolysis source leads to the production of the propargyl radical (C\(_3\)H\(_3\)), nitric acid (NO), and formaldehyde (CH\(_2\)O). The number density of molecules in the pyrolysate is sufficiently low such that droplets passing through it will capture either nothing or only one of the three fragment molecules. Multiple capture events by a single droplet occur with low probability due to the Poisson statistics associated with the capture process [4, 6]. Figure 4.3C shows the MS of the droplet beam after having passed through the pyrolysate associated with \(n\)-butyl nitrite pyrolysis. An intensity reduction is observed at m/z=39, along with intensity gains at m/z=29, 30, and 38. The peaks at m/z=29 and 30 are largely due to the ionization of droplets that have captured either NO or CH\(_2\)O. The peak at m/z=38 is a signature of the ionization and fragmentation of the He-solvated C\(_3\)H\(_3\) radical.

4.1.1.3 Infrared Laser Spectroscopy

After traversing the pick-up zones and prior to entering the mass spectrometer, the beam of droplets is irradiated with the idler output from a continuous-wave optical parametric oscillator (OPO) [24]. Survey spectra are recorded with the laser beam.
aligned counter-propagating to the droplet beam, whereas the laser is aligned into a two-mirror multipass cell for Zeeman, Stark or Polarization spectroscopy measurements. Vibrational excitation of He-solvated dopants leads to the evaporation of several hundred He atoms, which reduces both the geometric and ionization cross sections of the irradiated droplets. This photo-induced cross section reduction for electron impact ionization is measured as ion-signal depletion in selected mass channels. For example, the IR spectrum of $n$-butyl nitrite is measured as a depletion signal in mass channel $m/z=39$ (Fig. 4.4a; experimental conditions same as those in Fig. 4.3b), whereas the spectrum of the propargyl radical is measured in mass channel $m/z=38$ (Fig. 4.4b; experimental conditions same as those in Fig. 4.3c).

Along with the sharp acetylenic CH stretch band near $3333\ \text{cm}^{-1}$, the spectrum of $n$-butyl nitrite contains several bands below $3000\ \text{cm}^{-1}$ arising from the two CH$_2$ moieties. In comparison, the propargyl radical contains three sharp bands arising from the acetylenic CH stretch ($\nu_1$ at $3322\ \text{cm}^{-1}$), the symmetric CH$_2$ stretch ($\nu_2$ at $3039\ \text{cm}^{-1}$), and the antisymmetric CH$_2$ stretch ($\nu_3$ at $3130\ \text{cm}^{-1}$). The broader features in the precursor spectrum below $3000\ \text{cm}^{-1}$ are completely absent in the spectrum of the propargyl radical. For the acquisition of molecular radical spectra, as demonstrated in Fig. 4.4b, mass channels can usually be selected (judiciously) to discriminate against spectral features associated with droplets containing unpyrolyzed precursor molecules or other fragments in the pyrolysate.

The weakly perturbing, superfluid He solvent allows for highly resolved vibrational spectroscopy studies of these species, which can be compared directly to the predictions of quantum chemistry [4, 6]. Indeed, in the case of vibrational frequencies, when comparisons are available, the band origins of He-solvated molecules and molecular complexes differ little from those measured in the gas phase ($\sim 1\ \text{cm}^{-1}$).
or less) [6]. For example, the acetylenic CH stretch of the propargyl radical is red shifted by only 0.14 cm$^{-1}$ upon solvation in a helium droplet [64].

4.1.1.4 Spectra Exhibiting Rotational Fine Structure

For small molecules and molecular complexes assembled in He droplets, it is often the case that vibrational bands exhibit rotational fine structure. This fine structure results from the simultaneous change of vibrational and rotational quantum numbers upon vibrational excitation. The origin of resolved rotational fine structure has been discussed extensively in the helium droplet literature, [1, 3–6] and it may be thought of qualitatively as resulting from the fact that the rotational degrees of freedom of the embedded molecule are only weakly coupled to the helium bath; thereby, it is often the case that molecular rotations are sufficiently long-lived such that rovibrational bands are observed. This is readily apparent in the IR spectrum of the propargyl radical. Upon closer inspection of the $\nu_1$ and $\nu_2$ bands in Fig. 4.4b, the spectral patterns shown in Fig. 4.5 are revealed. For both of these rovibrational bands, the pattern of lines can be directly attributed to the orientation of the vibrational transition dipole moment in the molecular frame of reference.
Fig. 4.5  Higher resolution scans of the ν₁ and ν₂ acetylenic CH and symmetric CH₂ stretching bands for the propargyl radical. Both bands have a₁ symmetry and can be reproduced in simulations as a-type bands.

Simulations of rotationally resolved spectra of helium-solvated molecules can be achieved by employing traditional effective Hamiltonian approaches, in which a gas-phase Hamiltonian is used with renormalized rotational constants. Moreover, Stark spectroscopy can be implemented and analyzed in the traditional sense, in which an external electric field perturbs the free-rotor behavior of the molecule or complex, and an additional term is appended to the zero-field effective Hamiltonian to account for the field-induced perturbation [41]. Our instrument is equipped with a laser multipass cell (Fig. 4.1c) that allows us to perform Stark spectroscopy measurements by applying a static electric field (0 to 80 kV/cm) to electrodes that surround the droplet beam/laser interaction region. The use of various Stark field strengths and laser polarization orientations (leading to different selection rules), allows us to accurately determine dipole moments of He-solvated species [21, 41, 44, 65, 66]. For example, the experimental (black) and simulated (red) Stark spectra of the linear OH-CO complex are shown in Fig. 4.6 [44]. The zero-field spectrum is shown along the bottom of the figure, and the Stark spectra recorded at three different field strengths provide the dipole moments of the complex in both the ground and excited OH stretch vibrational states.
Fig. 4.6 Rovibrational spectra of the OH stretch band of the linear OH-CO hydrogen bonded complex. Individual transitions are labeled above the zero-field spectrum (bottom). Infrared Stark spectra were obtained with a perpendicular laser polarization configuration and three separate static field strengths, revealing the magnitude of the permanent dipole moments in both the ground and excited vibrational states. The red traces are simulations using an effective Hamiltonian model. Reproduced with permission from Ref. [44]. © copyright American Institute of Physics. All rights reserved

Upon replacing the two stainless steel Stark electrodes with Neodymium rare-earth permanent magnets, the laser multipass cell can be used to record IR Zeeman spectra. Again, the analysis of such spectra is carried out by appending an additional term to the zero-field effective Hamiltonian. The Zeeman term is parameterized by the permanent magnetic field strength and the various $g$-factors associated with the interaction of the molecular magnetic moments with the external field. Experimental (black) and simulated (red) Zeeman spectra of the linear OH-CO complex are shown in Fig. 4.7. Here we find that the $g$-factor of the electron is unchanged from the gas-phase value, indicating the absence of any significant solvent-induced quenching of the electron’s orbital angular momentum [44].
Fig. 4.7  Infrared Zeeman spectra of the OH stretch band of the linear OH-CO hydrogen bonded complex. Zeeman spectra were obtained with both a perpendicular and b parallel laser polarization configurations. The red traces are simulations using an effective Hamiltonian model and a field strength of 0.425(2) Tesla. Reproduced with permission from Ref. [44]. © copyright American Institute of Physics. All rights reserved.

4.1.1.5 Spectra Lacking Rotational Fine Structure

Often, the natural line width due to vibrational relaxation is broader than the rotational contour at 0.4 K (∼1 cm⁻¹), precluding the determination of dipole moments via the aforementioned Stark measurements. This is a common feature for larger He-solvated systems that have a relatively high density of vibrational states, leading to more efficient coupling to the solvent and more rapid vibrational relaxation [6, 13, 14, 67, 68]. Nevertheless, by measuring the electric field dependence of the band intensity, it is possible to simultaneously obtain both the permanent electric dipole moment ($\mu_p$) and the vibrational transition moment angle (VTMA) [14, 67, 69] associated with each vibrational band [69, 70]. For any one normal mode vibration, the VTMA is defined as the angle $\mu_p$ makes with the transition dipole moment vector ($\mu_t$). Given a particular combination of VTMA and $\mu_p$ (obtained from ab initio calculations), this field dependence can be simulated and compared to the
experiment [71–73]. Moreover, to make this comparison, the theoretical results do not require the scaling that often plagues the comparisons of experimental vibrational band origins to those obtained from \textit{ab initio} harmonic frequency calculations [69]. Because dipole moments and VTMAs are accurately determined even at modest levels of \textit{ab initio} theory, these \textit{Polarization Spectroscopy} measurements provide key structural information that can be employed to assign vibrational spectra that contain contributions from multiple species or structural isomers [69]. An example of this is given in Fig. 4.8, where two closely spaced vibrational bands are attributed to two cyclic isomers of the \textit{OH-(D}$_2$\textit{O)\textsubscript{2} trimer complex} [38]. Being separated by only a few cm$^{-1}$, the two bands cannot be assigned to specific isomers on the basis of frequency computations alone. However, comparison of the experimental and computed VTMAs leads to a definitive assignment (see details in figure caption).

4.1.1.6 \textbf{Organic Pyrolysis Precursors}

Efficient doping of \textit{He} droplets is essential for the acquisition of high-quality IR spectra, which is one longstanding goal of our research program. Although this is trivially achieved for stable, closed-shell systems, much of the \textit{He} droplet spectroscopy being carried out in our research group requires the clean, continuous generation of carbenes, hydrocarbon radicals, the hydroxyl radical, or halogen atoms. We find that this is most efficiently achieved \textit{via} flash vacuum pyrolysis of organic precursors; photolysis and RF discharge sources have been explored with less success. Initial studies of \textit{He}-solvated radicals employed a rather simple low-pressure, continuous, effusive pyrolysis source composed of a radiatively heated quartz tube. A tantalum filament connected to two water cooled electrodes heats the tip of the quartz tube, and radicals are produced by pyrolysis as precursor molecules collide with the walls of the heated tube. The effusive beam of radicals crosses the path of the droplet beam, and the concentration of radicals in this “pick-up” zone is controlled with a fine metering valve that is located between the heated output region and the precursor reservoir. The resulting pressure in the pyrolysis region is near 2 × 10$^{-4}$ Torr (inside the quartz tube). Under these conditions, precursor molecules undergo only a few collisions with the walls of the heated tube; essentially no collisions occur in the gas phase, and the probability for radical recombination within the source is minimized. The maximum temperature achieved is \raise{+1.0ex}{\textasciitilde}1400 K, which is the major drawback of this pyrolysis source. We have now expanded upon this original pyrolysis source design, increasing the upper temperature that can be achieved in our experiments. We incorporated a resistively heated silicon carbide (SiC) tube that can be heated up to \raise{+1.0ex}{\textasciitilde}2100 K (Fig. 4.2). This new pyrolysis design was inspired by the pulsed pyrolysis sources originally reported by P. Chen and co-workers [74] and G. B. Ellison and co-workers [75]. At \raise{+1.0ex}{\textasciitilde}2100 K, the range of precursor systems that can be pyrolyzed to create radicals is vastly expanded. A second-generation SiC pyrolysis source has now been designed to allow for the efficient use of solid organic precursors that have little vapor pressure at room temperature.
Fig. 4.8  Vibrational transition moment angle analysis of the bands assigned to cyclic isomers of OH(D$_2$O)$_2$. The structures of the two cyclic trimers and the associated assignments are shown as insets. The middle frame contains the Lorentzians obtained from fitting the high-field spectra (31.0 kV/cm) obtained with parallel (red) and perpendicular (blue) polarization configurations. The Lorentzian areas are normalized to zero-field values obtained with an identical fitting procedure. The top frame shows the computed parallel to perpendicular intensity ratios expected at high-field versus VTMA for the ud/du (black) and uu/dd (red) cyclic trimers. Using the computed intensity ratio curve, the experimental intensity ratios are used to obtain semi-empirical VTMA of 51(2) and 68(2)$^\circ$ for the 3377 and 3380 cm$^{-1}$ bands, respectively. These values compare favorably to the ab initio VTMA computed for the OH stretch bands of the ud/du (48$^\circ$) and uu/dd (63$^\circ$) cyclic trimers. Reproduced with permission from Ref. [38]. © copyright American Institute of Physics. All rights reserved
Our spectroscopic studies of smaller hydrocarbon radicals have mostly employed halogenated, peroxide, or nitrite precursors [20, 23, 25, 27]. For example, Fig. 4.9 shows three rovibrational spectra of the ethyl radical obtained with various precursors. Halogenated pyrolysis precursors (RI) perform the poorest, because thermal decomposition branches significantly to alkene+HI products. We observe increased branching to closed-shell products upon increasing the size of the hydrocarbon group. Nitrite precursors (RCH2ONO) are easy to synthesize and perform well for generating somewhat larger hydrocarbon radicals (e.g. propyl radicals; see Fig. 4.10). The drawback to nitrite precursors is the simultaneous production of formaldehyde and NO (i.e. in addition to R*). Because droplet doping is a statistical process, when three fragments are produced upon pyrolysis, only 12% of the droplet ensemble is doped with R* (as an upper limit). Although largely commercially unavailable and difficult to synthesize, R(CH3)2COOC(CH3)2R, peroxide precursors exhibit the best performance, because thermal decomposition leads to 2R* + 2(CH3)2CO, resulting in 18% of droplets being doped by R*. Evidence for this can be directly observed in the signal to noise ratios in the ethyl radical spectra (Fig. 4.9). Diazo, diazirine, and diacyl compounds are also well-known to be efficient pyrolysis precursors for carbenes and radicals, [76] although the synthesis of these is more complex, and the resulting compounds can be too unstable.
With the new SiC based pyrolysis source, we are now in a position to test the efficacy of alternative pyrolysis precursors. For example, production of the vinyl radical was achieved via the pyrolysis of di-vinyl sulfone (DVS), \[30\] which was obtained from a commercial vendor. Sulfone precursors decompose to give $2R^* + SO_2$, which results in 24% of droplets being doped with the radical, although the temperature necessary to achieve efficient pyrolysis is somewhat larger than is possible with the quartz pyrolysis source used in our previous work. Future collaboration with synthetic groups will be aimed at the synthesis of novel sulfone systems, which may serve as high quality pyrolysis precursors.

4.1.2 Infrared Spectroscopy of Hydrocarbon Radicals

Thermal decomposition of organic precursors in a continuous, effusive pyrolysis source allows for the helium nanodroplet isolation and spectroscopic interrogation of a variety of hydrocarbon radicals (see Section 4.1.1 for a detailed description of the HENDI methodology). Many of these initial studies involved small radicals that had been spectroscopically probed in the gas phase. Nevertheless, as summarized here, the low temperature afforded by He droplets allows for a characterization of these systems beyond what has so far been achieved in the gas phase. More recent studies of larger radical systems that have yet to be spectroscopically probed in the gas phase are encouraging (e.g. propyl radicals), \[45\] as it seems the only limitation to the HENDI method is the availability of suitable pyrolysis precursors.

4.1.2.1 Helium-Mediated Tunneling Dynamics of the Vinyl Radical

The vinyl radical ($H_2C\beta =C\alpha H$) was trapped in liquid He droplets via the use of a di-vinyl sulfone pyrolysis precursor \[30\]. At 0.4 K, the entire population of nuclear spin isomers is cooled to either the $0^+_{00}$ (ortho) or $0^-_{00}$ (para) rotovibrational level. IR spectra in the fundamental CH stretch region revealed three bands that we assigned to the symmetric CH$_2$ ($\nu_3$), antisymmetric CH$_2$ ($\nu_2$) and lone $\alpha$–CH ($\nu_1$) stretch bands.

The vinyl radical CH stretch band origins in He droplets differ from vibrational configuration interaction calculations \[77\] of J. Bowman and co-workers by $\sim$1, 2 and 10 cm$^{-1}$ for the $\nu_3$, $\nu_2$ and $\nu_1$ modes, respectively. Each band consists of $a$-type and $b$-type transitions from the 0$_{00}$ level, and each of these is split by either the difference in or sum of the $v = 0$ and $v = 1$ tunneling splittings. Comparing the He droplet spectra to previous high-resolution spectroscopy of the $\nu_3$ band (D.J. Nesbitt and co-workers), \[78, 79\] we found that the $A' - B'$ rotational constant for this mode is reduced to 89% of its gas-phase value, and the tunneling splittings (ground and $\nu_3$ excited states) are both reduced by $\sim$20%. In addition, the relative intensities of the $\nu_3$ transitions indicate 4:4 spin statistics for ortho and para nuclear spin isomers, suggesting a facile interchange mechanism \[80\] for all three H atoms within the $\sim$1200 K pyrolysis source, prior to the pick-up and cooling of the hot vinyl radical.
by the He droplet. The \( \sim 20\% \) reduction in the ground and \( \nu_3 \) excited state tunneling splittings is due to two contributing effects from the He solvent. The He droplet can modify both the tunneling barrier and the effective reduced mass for motion along this coordinate. We have estimated that either an \( \sim 40 \text{ cm}^{-1} \) increase in the effective barrier height or an \( \sim 5\% \) increase in the effective mass of the tunneling particles (both as upper limits) is sufficient to account for the observed \( \sim 20\% \) tunneling splitting reduction. Future theoretical work will be required to assess the extent to which each of these effects contribute to the overall modification of the vinyl radical tunneling dynamics upon solvation in liquid He.

### 4.1.2.2 Methyl, Ethyl, Propargyl, Allyl, and Propyl Radicals

The methyl (CH\(_3\)) and ethyl (C\(_2\)H\(_5\)) radicals were produced \textit{via} the pyrolysis of peroxide precursors and isolated and spectroscopically characterized in He droplets [25, 27]. The five fundamental CH stretch bands of C\(_2\)H\(_5\) near 3 \( \mu \)m were each observed within 1 cm\(^{-1} \) of the band origins reported for the gas phase species (D.J. Nesbitt and co-workers) [81, 82]. The symmetric CH\(_2\) stretching band (\( \nu_1 \)) is rotationally resolved, revealing nuclear spin statistical weights predicted by \( G_{12} \) permutation-inversion group theory. The ethyl radical’s permanent electric dipole moment (0.28(2) D) was obtained \textit{via} the Stark spectrum of the \( \nu_1 \) band. Three \( a_1^1 \) overtone/combination bands were also observed, each having resolved rotational substructure. These were assigned to \( 2\nu_{12}, \nu_4+\nu_6, \) and \( 2\nu_6 \) through comparisons to anharmonic frequency computations at the CCSD(T)/cc-pVTZ level of theory and \textit{via} an analysis of the rotational substructure observed for each band.

Rotationally resolved IR spectra were obtained for the propargyl (C\(_3\)H\(_3\)) and allyl radicals (C\(_3\)H\(_5\)) [20, 23]. In the IR spectrum of He-solvated allyl, we observed rovibrational bands near the band origins previously reported in high resolution gas-phase studies carried out by D.J. Nesbitt and co-workers [83] and R. Curl and co-workers [84–86]. In addition to the fundamental CH stretching modes, four other bands were assigned to the allyl radical using a consistent set of rotational constants. Indeed, in the gas-phase studies, it was noted that the CH stretch bands are heavily perturbed, but no explanation was given as to the nature of the perturbations. Isolating the radical in He droplets greatly decreases the number of populated rovibrational levels, and aided by anharmonic frequency computations and the resolved rotational substructure, we assigned the \( \nu_1 (a_1), \nu_3 (a_1), \nu_{13} (b_2) \) fundamentals and the \( \nu_{14}/(\nu_{15}+2\nu_{11}) \) \( (b_2) \) and \( \nu_2/(\nu_4+2\nu_{11}) (a_1) \) Fermi dyads, in addition to an unassigned resonant polyad near the \( \nu_1 \) mode.

In our most recent work, [45] gas-phase \( n \)-propyl and \( i \)-propyl radicals (C\(_3\)H\(_7\)) were generated \textit{via} pyrolysis of \( n \)-butyl nitrite and \( i \)-butyl nitrite, respectively. An Ar-matrix isolation study from the late 1970s represents the only previous molecular spectroscopy of these radicals [76, 87]. Several previously unreported bands were observed in the IR spectrum between 2800 and 3150 cm\(^{-1} \) (Fig. 4.10). The CH stretching modes observed above 2960 cm\(^{-1} \) are in excellent agreement with anharmonic frequencies computed using second-order vibrational perturbation
theory. However, between 2800 and 2960 cm$^{-1}$, the spectra of $n$- and $i$-propyl radicals become congested and difficult to assign due to the presence of multiple anharmonic resonances. Computations employing a local mode Hamiltonian reveal the origin of the spectral congestion to be strong coupling between the high frequency CH stretching modes and the lower frequency bending/scissoring motions. The most significant coupling is between stretches and bends localized on the same CH$_2$/CH$_3$ group. This work was carried out as a collaboration between the experiment/theory groups at the University of Georgia and Edwin L. Sibert at the University of Wisconsin-Madison.

### 4.1.2.3 Anharmonic Resonance Polyads in the Mid-IR Spectra of $^\bullet$C$_n$H$_{2n+1}$ Radicals: Vibrational Complexity in the CH Stretching Region

High-resolution, gas-phase, mid-IR spectra of alkyl radicals larger than ethyl are entirely missing from the spectroscopic literature. High-quality infrared spectra of $n$- and $i$-propyl radicals in the CH stretching region were recently obtained via the
helium droplet isolation method [45]. In the limit of $3N - 6$ uncoupled oscillators, one expects seven CH stretch vibrations for both $n$- and $i$-propyl. However, the resolution achieved in the experiment reveals a vibrational complexity that demands a treatment beyond the harmonic approximation (see Fig. 4.11 for the $n$-propyl example, black trace). Second-order vibrational perturbation theory, VPT2, accurately predicts the high-frequency stretching vibrations localized on the radical site ($\alpha$-CH$_2$ for $n$-propyl). The CH stretch vibrations localized on carbon atoms adjacent to the radical center are red shifted, due to a hyperconjugative stabilization of the system and concomitant softening of the CH oscillators ($\beta$-CH$_2$ for $n$-propyl) [45]. The associated red shifts drive these CH stretch modes into resonance with the overtones and combination tones of CH$_n$ bending modes. This effect contributes substantially to the spectral complexity observed between 2800 to 3000 cm$^{-1}$. Clearly, VPT2 alone cannot account for the complexity that emerges in this lower frequency region (see Fig. 4.11, red trace).

Fig. 4.11 Comparison of the experimental $n$-propyl spectrum (top, black) to VPT2 simulated spectra. The bottom (red) trace represents a full VPT2 treatment with no resonance treatments whatsoever. The blue trace includes explicit treatment of Fermi and Darling-Dennison resonances. Labels correspond to the carbon atoms around which the vibrations are localized. The frequencies are the eigenvalues of a 22-dimensional effective Hamiltonian. Symmetry labels are included on the bottom trace; these are for the $C_s$ average structure (minimum energy structure on the zero-Kelvin enthalpic surface), although we note that the computation is carried out at the $C_1$ symmetry electronic global minimum structure. Reproduced with permission from Ref. [45]. © copyright American Institute of Physics. All rights reserved.
The pervasive anharmonic coupling and intensity borrowing evident in the CH stretch region was modeled with two separate effective Hamiltonian approaches [45]. (1) The VPT2+K approach treats Fermi and Darling-Dennison resonances explicitly via the diagonalization of an effective Hamiltonian matrix (see Fig. 4.11, blue trace). The matrix contains deperturbed diagonal elements and off-diagonal coupling terms derived from quartic force fields computed at the CCSD(T)/ANO00 level of theory. The effective Hamiltonian is represented in a normal mode basis consisting of CH\textsubscript{n} stretching fundamentals and CH\textsubscript{n} bending overtones/combinations. (2) The local mode effective Hamiltonian approach employs a localization scheme that takes as input a harmonic frequency computation at the B3LYP/6-311++G(d,p) level of theory (see Fig. 4.12, blue trace). The localized basis states correspond to CH stretching fundamentals and overtones/combinations of HCH scissor modes. Refined harmonic scale factors and anharmonic coupling terms are taken from previous studies of closed shell hydrocarbon CH stretch spectra and are transferred to the local mode model without modification [88]. Both approaches generate Hamiltonian matrices that are

![Fig. 4.12](image-url)

**Fig. 4.12** Dipole decomposition of local mode Hamiltonian simulations (n-propyl). The experimental spectrum, the full model local mode simulation, and the dipole decomposed simulations are shown as black, blue, and red traces, respectively. Reproduced with permission from Ref. [45]. © copyright American Institute of Physics. All rights reserved
22-dimensional for \(n\)-propyl. The computational cost of the local mode approach is far lower than the VPT2+K method, because it does not require a quartic force field as input.

Local mode predictions are generally in very good agreement with experiment, despite there being zero adjustable parameters in the model (see Fig. 4.12). The success of the local mode model indicates a rather robust transferability of the anharmonic coupling terms [88]. The presence of a radical center apparently does not significantly affect the cubic coupling between localized CH stretch and HCH scissor modes for the propyl radicals. On the other hand, the quadratic force field is strongly affected by the radical site. For example, the two \(\alpha\)-CH\(_2\) stretches are shifted to higher energy and coupled more strongly by quadratic terms in the Hamiltonian. In contrast, the \(\beta\)-CH\(_2\) stretches are largely decoupled from each other and shifted to lower energy. Both observations are consistent with the approximately \(sp^2\) hybridization of the \(\alpha\)-CH\(_2\) group and the hyperconjugative stabilization of the \(\beta\)-CH\(_2\) group.

The choice of representation, local versus normal mode, appears to result in different convergence behavior. The coupling between basis states in the local mode model more accurately reflects the salient interactions responsible for the experimental spectral complexity (stretch-scissor coupling), and is therefore more easily converged. Because of its success in predicting the complexity associated with the propyl radical spectra, we expect the local mode model to accurately predict the CH stretch spectra of larger alkyl radical systems, and because of the low cost of such computations, this approach provides an excellent alternative to the more expensive VPT2+K method. The weakly interacting nature of superfluid helium allows for a direct comparison between experimental band origins and computed spectra using the local mode model. We propose to continue along this direction to explore the spectroscopy of larger alkyl radical systems that exhibit multiple conformations, such as the butyl radicals. Moreover, we plan to probe the CH stretch spectra of a series of cycloalkyl radicals. These studies will allow us to test/refine the local mode model and probe the anharmonic resonance polyads that emerge in the spectra of primary, secondary and tertiary alkyl and cycloalkyl radical systems. The spectra of these helium-solvated hydrocarbon radicals will provide a robust starting point for future high resolution gas-phase spectroscopic studies.

4.1.2.4 Infrared Spectroscopy of Cyclobutyl, Methylallyl, and Allylcarbinyl Radicals

Gas-phase cyclobutyl radical (\(^*\)C\(_4\)H\(_7\)) was produced via pyrolysis of cyclobutylmethyl nitrite (C\(_4\)H\(_7\)(CH\(_2\))ONO) [47]. Other \(^*\)C\(_4\)H\(_7\) radicals, such as 1-methylallyl and allylcarbinyl, were similarly produced from nitrite precursors. For the cyclobutyl and 1-methylallyl radicals, anharmonic frequencies were predicted by VPT2+K simulations based upon a hybrid CCSD(T) force field with quadratic (cubic and quartic) force constants computed using the ANO1 (ANO0) basis set. A density functional theoretical method was used to compute the force field for the allylcarbinyl radical. For all \(^*\)C\(_4\)H\(_7\) radicals, resonance polyads in the 2800-3000 cm\(^{-1}\) region appear as
a result of anharmonic coupling between the CH stretching fundamentals and CH₂ bend overtones and combinations. VPT2+K simulations are generally good at predicting the spectral complexity in the CH stretch region for the cyclobutyl radical; however, the predictions are less satisfactory for the 1-methylallyl and allylcarbinyl radicals. Upon pyrolysis of the cyclobutylmethyl nitrite precursor to produce the cyclobutyl radical, an approximately two-fold increase in the source temperature leads to the appearance of spectral signatures that can be assigned to 1-methylallyl and 1,3-butadiene. On the basis of a previously reported *C₄H₇ potential energy surface, this result is interpreted as evidence for the unimolecular decomposition of the cyclobutyl radical via ring opening, prior to it being captured by helium droplets. On the *C₄H₇ potential surface, 1,3-butadiene is formed from cyclobutyl ring opening and H atom loss, and the 1-methylallyl radical is the most energetically stable intermediate along the decomposition pathway. The allylcarbinyl radical is a higher energy *C₄H₇ intermediate along the ring opening path, and the spectral signatures of this radical are not observed under the same conditions that produce 1-methylallyl and 1,3-butadiene from the unimolecular decomposition of cyclobutyl.

4.1.3 \( \text{R}^+ + (^3\Sigma^-)\text{O}_2 \) Chemistry in Helium Droplets

4.1.3.1 Methyl Peroxy Radical

We have demonstrated that \( \text{R}^+ + (^3\Sigma^-)\text{O}_2 \) reactions can be carried out within the low temperature, He droplet environment. For example, the sequential addition of a methyl radical and molecular oxygen to He droplets leads to the barrierless reaction, \( \text{CH}_3 + \text{O}_2 \rightarrow \text{CH}_3\text{OO} \) [17]. The reaction enthalpy is exothermic by \( \sim 30 \text{ kcal mol}^{-1} \) and therefore requires the dissipation of \( \sim 2000 \) He atoms to cool \( \text{CH}_3\text{OO} \) to 0.4 K. The \( \text{CH}_3\text{OO} \) radical remains in the droplet and is observed downstream with IR laser beam depletion spectroscopy. All three CH stretch bands are observed, and rotational fine structure is partially resolved for the \( \nu_2 \) totally symmetric CH stretch band, indicating complete internal cooling of the reaction product to the droplet temperature. Electron impact ionization of the droplets containing \( \text{CH}_3\text{OO} \) results in the charge transfer reaction \( \text{He}^+ + \text{CH}_3\text{OO} \rightarrow \text{CH}_3\text{O}^+_2 + \text{He} \), which is followed by the fragmentation of the \( \text{CH}_3\text{O}^+_2 \) ion. The major fragmentation channel is the production of \( \text{HCO}^+ \) and \( \text{H}_2\text{O} \). The outcome of this work demonstrates that IR laser spectroscopy can be employed as a probe of the outcome of organic radical-radical reactions carried out in the dissipative environment of a He nanodroplet.

4.1.3.2 Propargyl and Allyl Peroxy Radicals

IR spectroscopy was used to probe the outcome of the reaction between the propargyl radical \( (\text{C}_3\text{H}_3) \) and \( (^3\Sigma^-)\text{O}_2 \) within He droplets [23]. Helium droplets doped with a propargyl radical (generated via pyrolysis of 1-butyn-4-nitrite) were subsequently
doped with an O₂ molecule. The reaction carried out at 0.4 K resulted in the exclusive formation of the acetylenic-trans-propargyl peroxy radical (HC≡C−CH₂−OO*). This work helped to elucidate the shape of the entrance channel on the ground-state potential energy surface, as it was unclear whether or not there exists a small barrier to formation of the peroxy species. The rapid cooling afforded by the He droplets motivates the conclusion that if a barrier does indeed exist, it is too small to kinetically stabilize a van der Waals complex between C₃H₅ and O₂. MRCI computations carried out in collaboration with Stephen Klippenstein and co-workers indicate that the reaction is barrierless for O₂ addition to the −CH₂ “tail” group, similar to alkyl + O₂ reactions. Apparently, O₂ addition to the HC≡C− “head” group proceeds via a positive entrance channel barrier, consistent with the absence of allenic peroxy radicals in the He droplet IR spectra.

Five stable conformers were predicted for the allyl peroxy radical (H₂C=CHCH₂−OO*) [89]. A two-dimensional potential surface was computed for rotation about the CC−OO and CC−CO bonds, [20] revealing multiple isomerization barriers greater than ~300 cm⁻¹. Nevertheless, the C-H stretch IR spectrum can be assigned assuming the presence of a single conformer following the allyl + O₂ reaction within He droplets [20]. This is similar to the observation for the propargyl peroxy system, and from this we can infer a cooling mechanism for the vibrationally hot reaction products (R−OO*) that is consistent with both sets of data. The mechanism assumes that the more closely spaced torsional levels (<100 cm⁻¹) are relaxed more efficiently by the He solvent in comparison to the higher frequency vibrations, allowing the system to funnel into the lowest energy conformational minimum as it cascades down the ladder of excited stretching/bending levels.

4.1.4 Infrared Spectroscopy of Hydroxycarbenes

4.1.4.1 Hydroxymethylen, Dihydroxycarbene, Hydroxymethoxycarbene

Hydroxymethylene (HCHO) and its d₃-isotopologue (HCLUD) were isolated in He droplets following the pyrolysis of glyoxylic acid [32]. Transitions identified in the IR spectrum were assigned exclusively to the trans-conformation based on previously reported anharmonic frequency computations [90, 91]. For the OH(D) and CH stretches, a- and b-type transitions were observed, and when taken in conjunction with CCSD(T)/cc-pVTZ computations, lower limits to the vibrational band origins were determined. The relative intensities of the a- and b-type transitions provide the orientation of the transition dipole moment in the inertial frame. The He droplet data are in excellent agreement with anharmonic frequency computations carried out in collaboration with John F. Stanton, confirming strong anharmonic resonance interactions in the high-frequency stretch regions of the mid-IR. Moreover, the He droplet spectra confirm appreciable Ar-matrix shifts of the OH and OD stretches, which were previously postulated by Schreiner and co-workers [90].
Dihydroxycarbene (HO\textsubscript{2}COH) was produced via pyrolytic decomposition of oxalic acid, captured by He droplets, and probed with IR laser Stark spectroscopy [35]. Rovibrational bands in the OH stretch region were assigned to either \textit{trans,trans}- or \textit{trans,cis}- rotamers on the basis of symmetry type, nuclear spin statistical weights, and comparisons to electronic structure theory calculations (Fig. 4.13). The inertial components of the permanent electric dipole moments for these rotamers were determined with Stark spectroscopy. The dipole components for \textit{trans,trans}- and \textit{trans,cis}- rotamers are \((\mu_a, \mu_b) = (0.00, 0.68(6))\) and \((1.63(3), 1.50(5))\), respectively. The IR spectra lack evidence for the higher energy \textit{cis,cis}- rotamer, which is consistent with a previously proposed pyrolytic decomposition mechanism of oxalic acid [92–95] and computations of HO\textsubscript{2}COH torsional interconversion and tautomerization barriers [96].

Fig. 4.13  Rovibrational spectrum of \textit{trans,trans}- and \textit{cis,trans}-HO\textsubscript{2}COH rotamers in the OH stretch region. A simulation (red) derived from an asymmetric top Hamiltonian is shown below the experimental (black) spectrum. Assignments are based on band-types and nuclear spin statistical weights. Pure \textit{b}- and \textit{a}-type bands are observed for the symmetric and antisymmetric OH stretching vibrations of the \(C_{2v}\) \textit{trans,trans}- rotamer, respectively. The \textit{a,b}-hybrid band corresponds to the higher frequency OH stretch of the \(C_s\) symmetry \textit{cis,trans}- rotamer. Reproduced with permission from Ref. [35]. © copyright American Institute of Physics. All rights reserved.
Hydroxymethoxycarbene (CH$_3$O˙COH) was similarly produced via monomethyl oxalate pyrolysis [36]. Two rotationally resolved $a,b$- hybrid bands in the OH-stretch region were assigned to trans,trans- and cis,trans- rotamers. Stark spectroscopy of the trans,trans- OH stretch band provided the $a$-axis inertial component of the dipole moment, namely $\mu_a = 0.62(7)$ D. The computed equilibrium dipole moment agrees with the expectation value determined from experiment, consistent with a semi-rigid CH$_3$O˙COH backbone computed via a potential energy scan at the B3LYP/cc-pVTZ level of theory, which reveals substantial conformer interconversion barriers of $\sim17$ kcal mol$^{-1}$.
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Chapter 5
Electronic Spectroscopy in Superfluid Helium Droplets

Florian Schlaghaufer, Johannes Fischer, and Alkwin Slenczka

Abstract Electronic spectroscopy has been instrumental in demonstrating the properties of helium droplets as a cryogenic matrix for molecules. The electronic spectrum of glyoxal, which was one of the first molecules investigated in helium droplets by means of electronic spectroscopy, showed two features that provided convincing evidence that the droplets were superfluid. These were free rotation and the distinct shape of the phonon side band which could be directly assigned to the characteristic dispersion curve of a superfluid. On closer examination, however, details such as increased moments of inertia and a spectral response on the droplet size distribution revealed unexpected features of microsolvation in the superfluid helium. In the course of studying many different molecules, it has become clear that electronic spectroscopy in helium droplets provides insight into the detailed effects of microsolvation. These in turn lead to numerous questions regarding the interaction with the superfluid which are discussed in this chapter. In addition, the influence of microsolvation in helium droplets on van der Waals clusters generated inside helium droplets are discussed. Finally, the effect of helium solvation on unimolecular or bimolecular elementary chemical reactions is evaluated in comparison with corresponding experiments in the gas phase. Particular focus of this article lies on the spectral features related to helium solvation which are not yet fully understood.

5.1 Introduction

This chapter is devoted to electronic spectroscopy of molecules in superfluid helium droplets. Compared to other spectroscopic techniques such as MW or IR spectroscopy that are discussed in Chap. 3 by Gary Douberly electronic excitation of molecules in the helium droplet environment shows two prominent features in the spectra. These are a phonon wing (PW) reflecting the excitation of the helium environment coupled to the electronic excitation of the dopant. The second feature is a spectral splitting...
into multiplets that occurs at the pure molecular excitation called zero phonon line (ZPL). This splitting results from inhomogeneities in the solvation of the dopant inside the helium droplet [1–4] as shall be discussed below. Both features do not occur in IR or MW spectroscopy.

In the IR spectra the line resolved rotational bands prove that the molecules rotate freely inside the superfluid droplets. The helium environment has however a strong effect on the moments of inertia of the rotating dopant [1, 3–5]. As shown for the first time in the rotationally resolved IR spectrum of sulfur hexafluoride, the effective moments of inertia reveal a significant increase of the rotating mass in helium droplets [6]. In contrast to electronic excitation the coupling to phonons of the helium droplet has no noticeable effect on the rotations and/or the vibrations of the dopant. Molecular vibrations proceed mostly inside the dopant’s electron cloud and, thereby, are shielded from the influence of the helium environment so that vibrational frequencies are almost identical to the corresponding gas phase values [5]. In contrast, the electron density distribution is that part of the dopant species which is in direct contact with the helium environment and upon electronic excitation is therefore coupled to the phonons of the helium environment. The shape of the dopant molecule as experienced by the helium environment is therefore defined by the outer electron density distribution. Besides an increase of the energy deposited into the dopant’s electrons, electronic excitation is accompanied by a rearrangement of the electron density distribution.

The forces responsible for the dopant to helium interaction are dispersion forces and/or van der Waals forces which exceed dispersion forces among helium atoms. Thus, the dopant species attracts a layer of helium atoms [2–4]. Instead of an isolated and cold molecule doped into a non-viscous cryogenic environment one has to consider a dopant-helium solvation complex which rotates freely inside the superfluid droplet [3–5].

As the dopant enforces the formation of a non-superfluid helium solvation layer, the layer enforces modification of the electron density distribution of the dopant which leads to an energetic shift of electronic states compared to the isolated molecule. This modification is not simply dopant specific but in addition specific for different electronic states of the same dopant species. Depending on the relation of the corrugation of the dopant’s electron density distribution to the size or the van der Waals radius of helium atoms, the solvation complex may exhibit different configurations which differ energetically. Thus, electronic spectra of molecules in helium droplets provide particularly insight into the solvation of molecules in helium and its influence on intramolecular dynamics. In order to make use of the twofold information namely about the dopant as well as about its solvation, it is necessary to decipher the helium induced spectral features. In other words, intramolecular and intermolecular contributions need to be disentangled which is quite a challenge.

Beyond molecular spectroscopy, the formation of a helium solvation complex has certainly some influence on steering, for example, the formation of weakly bound clusters. Since the cluster forming subunits are picked up consecutively, each subunit may attract a helium solvation layer prior to cluster formation and again helium solvation complexes approach each other instead of bare dopant units. Moreover,
the ultra-low temperature conditions can promote cluster configurations which are absent at elevated temperatures. Thus, cluster formation in helium droplets provides a larger variety of metastable configurations and in addition those that incorporate helium atoms. So far it is an issue of microsolvation [1, 2, 6, 7].

Besides microsolvation of either single molecules or molecular compounds as for example van der Waals clusters, helium solvation can have a strong impact on molecular dynamics. Electronic excitation accompanying photophysical and photochemical processes are certainly affected by the low temperatures of the droplets. In combination with vanishing viscosity, superfluid helium droplets were expected to be an ideal host for the investigation of intramolecular and intermolecular photochemistry. We will have a critical view on this.

This article on electronic spectroscopy of molecules in helium droplets focusses on helium induced spectral features as revealed by comparison of helium droplet experiments with corresponding gas phase data. Out of the myriads of publications on electronic spectroscopy in helium droplets only selected studies will be discussed in order to highlight microsolvation expressed by helium induced spectral features. Besides several details readily explained by empirical conclusions or chemical intuition, there are many observations that elude empirical interpretation. The quest on modeling microsolvation in superfluid helium and its impact on chemical dynamics needs to consider all such peculiarities reported so far. Any progress in a quantitative understanding of these features is of fundamental importance for quantum chemical modeling.

5.2 Electronic Spectroscopy

In the past the following two techniques are most common in preparing samples of isolated molecules at low temperature. These are adiabatic expansion of a molecular gas into vacuum [8] or matrix isolation of molecules in solid crystals in many cases rare gas crystals or Spolskii matrices [9]. Molecular spectroscopy in superfluid helium droplets can be seen as a kind of hybrid of molecular beam and matrix isolation. Helium droplets are generated via expansion of helium and are provided as a beam of droplets propagating along a well-defined axis inside a vacuum machine. This is the molecular beam aspect. Afterwards, the molecule of interest is doped into or onto the helium droplet by a pick-up process. The solvated dopant resembles matrix isolation with the major difference or rather advantage that the helium matrix is superfluid instead of solid. The doped droplets propagate along a defined axis and, thus, resemble a transient sample similar as molecules do in a molecular beam. Doping of molecules into a helium droplet provides a temperature of only 0.38(1) K for all degrees of freedom of the dopant species except of spin states [1]. This temperature is much lower than can be reached by standard molecular beams. Since helium does not solidify upon cooling at pressures below 25 bar and instead undergoes a transition to a superfluid with vanishing viscosity below 2.17 K, it allows for free rotation of the dopant species. Molecular rotation subject to spectroscopic investigations is of
high value for the analysis of the molecular structure. In a solid matrix the rotational degree of freedom is frozen.\footnote{Exceptions are the para-hydrogen matrix and methane as dopant [10].} In a standard molecular beam, however, rotation is cooled down to a temperature of roughly 1–10 K, however, often with non-thermal state population with a surplus at higher rotational states [8]. A Boltzmann ensemble at a temperature of 0.38 K represents perfect thermal conditions for making use of the rotational degree of freedom for structural analysis of molecular compounds as outlined in Chap. 3 of this monograph. A temperature of only 0.38 K warrants for eliminating vibrational hot bands entirely. Under these conditions an easy reading of vibrational modes from electronic spectra is warranted even selective for electronic states. At appropriate spectral resolution the rotational fine structure can also be resolved in electronic spectra of molecules in helium droplets as shall be discussed below.

Experimentally, electronic spectroscopy can be performed using different detection schemes which provide different information. The basic processes in electronic spectroscopy are absorption or emission of electromagnetic radiation in order to switch electronic states of atoms or molecules. Most of the spectroscopic data discussed in this article are based on these two fundamental processes, whereby absorption is recorded in two variants, namely depletion spectroscopy and fluorescence excitation spectroscopy [1]. Depletion spectroscopy makes use of energy dissipation from the excited dopant species into the helium droplet. The energy transfer initiates evaporative cooling whereby the droplet loses mass as well as volume. The reduction of mass can be monitored as a reduction of the energy flux into a bolometer placed on the droplet beam axis whereas the shrunk volume becomes effective in a reduced ionization cross section when using a quadrupole mass spectrometer as monitor detector. In both cases resonant absorption by the dopant generates a depletion of an intense signal, an effect which bore the term depletion spectroscopy. This technique allows for recording absorption spectra of highly diluted samples and is therefore the method of choice for recording IR spectra of molecules in helium droplets (cf. Chap. 3).

Instead of depletion spectroscopy, the fluorescence as response to electronic excitation of a molecule can be recorded. In general, it requires a radiative step on the decay path of the electronically excited molecule, a precondition which is not necessarily fulfilled. Thus, in contrast to absorption or depletion spectroscopy, resonances to non-radiating states, so-called dark states, are missing in fluorescence excitation spectra. The advantage of recording fluorescence is a zero-background signal which exceeds depletion in the sensitivity by orders of magnitude.

Starting always from the vibronic ground state, as is guaranteed by the droplet temperature of only 0.38 K, the frequency of a laser is tuned across the series of resonances when recording fluorescence excitation spectra or depletion spectra. A spectrum starts with a purely electronic transition, the so-called electronic band origin followed to the blue by vibronic transitions into the multitude of vibrational levels of electronically excited states. At appropriate spectral resolution the rotational band structure can additionally be resolved for each vibronic transition. Thus, at least
the normal mode frequencies of electronically excited states if not in addition the moments of inertia of the dopant species are readily obtained when monitoring the dopant’s fluorescence or the depletion signal as shown in the left half of Fig. 5.1.

Instead of recording the fluorescence in dependence on the excitation frequency, another variant of electronic spectroscopy records the fluorescence, however, upon excitation fixed at a certain resonance and dispersed by means of a grating spectrograph as shown in the right half of Fig. 5.1. Upon excitation at the electronic band origin, radiative transitions extend to the multitude of vibrational states of the electronic ground state. Dispersed emission spectra reveal information on the
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**Fig. 5.1** Schematic of electronic spectroscopy for a closed shell organic molecule indicating vibronic transitions. Left side: excitation spectroscopy starting with the electronic band origin. Left bottom: experimental setup for fluorescence detection for a view along the droplet beam axis. Right side: dispersed emission spectroscopy upon excitation at the electronic band origin. Right bottom: experimental setup for dispersed emission detection for a view along the droplet beam axis. Arrows resemble photons for excitation (up) or spontaneous emission (down).
normal mode frequencies of the electronic ground state as complement to the cor-
responding information on the electronically excited state from excitation spectra.
Upon vibronic excitation or excitation to higher electronic states, the efficiency of
dissipation of energy in excess to the electronic band origin into the helium droplet,
the process depletion spectroscopy is based on, guarantees for radiative decay exclu-
sively from the ground level of the first electronically excited state. As a consequence,
dispersed emission spectra recorded for molecules in helium droplets are basically
independent of the excitation frequency and start with the electronic band origin
followed to the red by vibronic transitions as described above. Accordingly, the fluo-
rescence excitation spectrum and dispersed emission spectra of a molecule in helium
droplets should coincide in a single resonance line which represents the electronic
band origin. A spectral gap instead of an overlap is indicative for dynamic processes
in the electronically excited state.

Dissipation of excess excitation energy beyond the electronic band origin holds
for rotational, vibrational, electronic, and in addition phonon energy. This process
allows for easily identifying the resonance frequency of the electronic band origin
of molecules in helium droplets by simply exciting into the quasi continuum of
electronically excited states somewhere in the blue or near UV while recording the
dispersed emission in the vicinity of the electronic band origin of the molecule. In
general, the resonance with the maximum frequency in the corresponding dispersed
emission spectrum represents the electronic band origin.

So far, selected variants of electronic spectroscopy were introduced which are
relevant for what shall follow on electronic spectroscopy of molecules in superfluid
helium droplets. Before going into the specific details, some general spectral features
of helium solvation are mentioned, which are also present in electronic spectra of
molecules isolated in solid state matrices. First, due to the weak nevertheless finite
polarizability of the helium environment, electronic resonance frequencies are shifted
compared to the isolated molecule either to the red or to the blue by rule of thumb
about 1% of the transition frequency in the gas phase. Whether to the blue or to the
red depends on the difference in the helium induced stabilization energy of the corre-
sponding electronic states. Secondly, a ZPL is accompanied by a PW, representing
the excitation of the helium environment coupled to the electronic excitation of the
dopant species [11]. Third, the ZPL may exhibit a multiplet splitting [12]. In the
case of a solid matrix this is an expression of different sites of the dopant within the
solid. The correspondence to helium droplets will be discussed below. Finally, and
in contrast to solid matrices, a ZPL exhibits a rotational band structure. In case of
appropriate experimental conditions, molecular rotation can even be line resolved in
electronic spectra of molecules in helium droplets.

As will be shown in the following, one of the strengths of electronic spectroscopy
in helium droplets lies in obtaining vibrational frequencies of the dopant species
specific for electronic states. Compared to the accuracy of corresponding theoretical
values the helium induced shift of vibrational frequencies is rather small. Other
experimental observables such as moments of inertia likewise rotational constants,
electronic transition energies, and intramolecular dynamics induced by electronic
excitation reveal the influence of helium solvation which becomes most evident in
comparison to corresponding data from gas phase experiments. Thus, a key issue of electronic spectroscopy in helium droplets is the investigation of microsolvation which reveals information on both, the dopant as well as the helium droplet.

This chapter focusses on microsolvation of molecules and molecular compounds as well as its influence on molecular dynamics as revealed by electronic spectroscopy. This focus is highlighted by a comparative discussion of experiments made in helium droplets as well as under gas phase conditions. The influence of the helium environment is omnipresent for electronic spectra in helium droplets. We start with electronic spectroscopy of various dopant species in most cases closed shell organic molecules which are heliophilic and, therefore, reside fully solvated inside the helium droplet. Thereby, the focus will be on the spectral structure of the ZPL and the PW. Moreover, microsolvation of van der Waals clusters consisting of a single chromophore molecule and additional noble gas atoms generated inside helium droplets will be discussed. Finally, the influence of solvation on elementary chemical reactions involving electronic excitation or relaxation will be presented. Besides numerous helium induced spectral features which fit at least to empirical explanations, there are other helium induced spectral features which are counterintuitive to the current understanding of superfluid helium as host. Understanding the origin of such features is the challenge for future activities.

5.3 Electronic Spectra of Molecules in Helium Droplets

The discussion of electronic spectroscopy of molecules in superfluid helium droplets starts with an examination mainly of the ZPL and accompanying PW at the electronic band origin of various dopant species. It starts with glyoxal which behaves in many aspects as expected for a molecule solvated in a cryogenic superfluid. It will be continued with tetracene and related polycyclic aromatic hydrocarbons (PAH) before coming to larger organic compounds such as phthalocyanines and porphyrins. Along the line of dopant species, helium induced spectral features become more and more complex and require additional conceptions for an empirical explanation. Up to now, not all of the helium induced spectral features can be rationalized. Almost none of them can be simulated quantitatively.

5.3.1 Glyoxal in Superfluid Helium Droplets

The electronic absorption spectrum of glyoxal recorded by means of depletion spectroscopy is a textbook example for spectral features as expected for solvation in superfluid helium droplets. At appropriate spectral resolution the ZPL at the electronic origin appears as a line resolved rotational fine structure (cf. Fig. 5.2) [13]. While the asymmetric top character expressed by Ray’s asymmetry parameter remained almost unaffected in helium droplets—an increase by only 1% for the ground state and 0.3%
for the excited state—the moments of inertia of the $S_0$ state were found increased by factors of 2.87 (A), 2.22 (B), and 2.09 (C). Increased moments of inertia are well known mainly from rotationally resolved IR-spectra of molecules in helium droplets (cf. Chap. 3). The increase of the moments of inertia indicates increasing rotating mass. A countable number of helium atoms rigidly attached to the rotating molecule called solvation layer accounts for the increase quantitatively. Besides this increase of the mass, the observation of free rotation fulfills what is expected from a superfluid solvent with vanishing viscosity. The cryogenic property of helium droplets is expressed by the intensity profile of the rotational fine structure which fits to a temperature of only 0.38(1) K. The ZPL at the electronic band origin is accompanied to the blue by a PW. For glyoxal the spectral shape of the PW fits perfectly to the spectrum of elementary excitations of superfluid helium (cf. Fig. 5.3) [14, 15]. In addition to the free rotation observed for the ZPL the spectral shape of the accompanying PW was a weighty argument for superfluidity and, thus, a milestone in molecular spectroscopy in helium droplets.

Remarkably, however, was the change of the moments of inertia upon electronic excitation of glyoxal in helium droplets [13]. This observation was readily explained by the helium attached to the dopant. As mentioned above, electronic excitation is accompanied by the change of the electron density distribution which by itself is of negligible effect on the moments of inertia for the bare molecule. However, in helium droplets the changing electron density has an impact on the attached helium atoms which follow the electron density distribution. Thus, the impact of electronic excitation on the moments of inertia is significantly amplified by the helium solvation layer of the dopant molecule. So far, the helium induced spectral features in
Fig. 5.3  a The dispersion curve of elementary excitations in bulk superfluid helium, b the corresponding density of states and c the density of states adopted to a small droplet (red) fitting almost perfectly to the experimental PW in the electronic spectrum of glyoxal in superfluid helium droplets (black) ($N = 5500$). Adapted from [14]

the electronic spectrum of glyoxal in helium droplets reflect expectations based on empirical understanding.

However, another observable which did not fit into the empirical modeling of solvation in superfluid helium was the dependence of the line shape within the rotational fine structure on the droplet size [13, 16]. For increasing droplet sizes beyond an average of 3000 helium atoms the line width increased significantly, certainly an indication for inhomogeneous line broadening. There are various line shape determining effects that scale with the average droplet size, namely, the width of the size distribution, the integral strength of dispersion forces of a polarizable environment, the density of states of the dopant inside the droplets—approximated by a particle in a spherical box, the spectral density of surface modes of the droplet, and last but not least vortices as the way a quantum fluid carries angular momentum, to name only the most evident ones. None of these effects succeeded in simulating the experimental observations on the line shapes of rotationally resolved electronic spectra of glyoxal. So far, the droplet size dependence of the line shape of glyoxal in helium droplets remains an open question. None of the helium induced spectral features were explained by specific properties of glyoxal as dopant species. Therefore, these features might be observable for other dopant species as well.
5.3.2 *Tetracene in Superfluid Helium Droplets*

Tetracene is among the first of organic molecules that have been studied in helium droplets by means of electronic spectroscopy [17]. Its electronic spectrum shown in Fig. 5.4 has undergone a very detailed examination. Neither does the ZPL reveal rotational fine structure nor does the PW reflect the spectral shape expected from superfluid helium [18]. Nevertheless, numerous unexpected spectral features provide information which is relevant for a deeper understanding of microsolvation in helium droplets.

A surprising feature in the electronic spectrum of tetracene was a ZPL that is split into a doublet without relation to a rotational fine structure (cf. Fig. 5.4). Pump probe experiments have proven for two independent systems represented by each peak of the doublet [18]. The observation of different dispersed emission spectra upon excitation at each of the two peaks confirmed the presence of two independent solvated systems [20, 21]. In most of the papers on tetracene in helium droplets the two peaks of the doublet are addressed as alpha (low frequency) and beta (high frequency) line which are separated by a gap of about 1 cm$^{-1}$ whereby the alpha line has roughly 1/3 of the peak intensity of the beta line. Empirical explanation for the doublet splitting by tetracene exhibiting two different configurations of a helium solvation complex was readily on hand and substantiated by quantum chemical modeling [17, 18, 20, 22]. The empirical modeling of helium solvation complexes with a countable number of helium atoms localized on the surface of tetracene in different configurations corresponds to the phenomenon of different sites of molecules in solid matrices. A first purely empirical discussion on possible configurations of solvation

![Fig. 5.4](image-url)  
**Fig. 5.4** Fluorescence excitation spectrum of the electronic band origin of tetracene in helium droplets ($N = 16,000$) with $v_0 = 22,293.4(5)\text{ cm}^{-1}$. The splitting of the ZPL is $\Delta v = 1.1(1)\text{ cm}^{-1}$ whereby the peak at 0 cm$^{-1}$ is the $\alpha$-peak and the second and most intense is the $\beta$-peak. The phonon wing is enhanced by increasing the laser power from 0.05 to 1.5 mJ/pulse. Both spectra are saturation broadened. (adapted from [19])
complexes [18] was followed by path integral Monte Carlo (PIMC) simulations [22] of a helium solvation layer attached to tetracene embedded into up to 150 helium atoms. Finally, modeling of quantum coherent, but strongly correlated, set of helium atoms adsorbed in a linear arrangement on the quasi-planar molecular surface was capable of reproducing a doublet for the ZPL of tetracene [23]. The experimental spectrum chosen for fitting the doublet simulation was unfortunately a spectrum with poor spectral resolution which does not serve as appropriate experimental reference [24]. Furthermore, the model developed in Ref. [23] relates ZPL splitting to a linear arrangement of helium atoms and thereby serves in addition to explaining the missing of such splitting for a two-dimensional helium solvation layer as present for dopant species such as phthalocyanine and porphin. As a matter of fact, and in contrast to the earliest publication [12], the ZPL of porphin does show a triplet splitting as will be discussed below [25]. Moreover, the model developed in Ref. [23] has never been validated for other dopant species and in particular not for other linear PAH molecules shown in Fig. 5.5.

Further experimental information for the interpretation of helium induced spectral features and in particular for the doublet splitting at the ZPL of tetracene can be collected from comparison with related dopants. Among linear PAH species the electronic spectra of pentacene [11, 19], anthracene [26], naphthalene [27], and benzene [29, 28] have been reported. In contrast to the doublet of tetracene shown in Fig. 5.5b, a singly peaked ZPL was recorded for pentacene at the electronic band origin (cf. Fig. 5.5a) [19]. A different situation was found for anthracene. The ZPL at the electronic band origin in helium droplets was found split into a quartet with almost regular gaps of 1 cm\(^{-1}\) (cf. Fig. 5.5c) which at the blue side merged into a broad and smoothly decreasing signal extending over tens of cm\(^{-1}\). The latter part was assigned to the PW [26]. The characteristic phonon gap of superfluid helium was missing as were two maxima resembling the maxon and roton excitation of a superfluid. Dispersed emission spectra recorded upon excitation at each of the four peaks provided further details. Within the quartet the 1st and the 2nd peak exhibit identical emission spectra which differ from a second emission spectrum recorded upon excitation at the 3rd and 4th peak. Thus, within the quartet in the excitation the 1st and the 3rd line represent individual systems similar as the doublet of tetracene and are therefore assigned according to \(\alpha\) and \(\beta\) line. The 2nd and 4th line in the quartet correlate with the 1st and 3rd, respectively, and are therefore assigned as \(\alpha'\) and \(\beta'\). In comparison to tetracene the spectral gap between the \(\alpha\) and \(\beta\) line has doubled and each of the two solvated systems comes with an additional line shifted by 1 cm\(^{-1}\) to the blue. There are two empirical models explaining the \(\alpha'\) and \(\beta'\) line. Either, the electronic origin of each system is accompanied by a 1 cm\(^{-1}\) van der Waals mode of the solvation complex whose energy dissipates prior to radiative decay. Alternatively, the entire quartet represents four different configurations of an anthracene helium solvation complex whereby the 2nd and the 4th peak represent configurations which are highly metastable in the electronically excited state, and, therefore, relax prior to radiative decay. Even though the series from pentacene to anthracene shows increasing multiplet splitting for decreasing size of the PAH species. A continuation for naphthalene and finally benzene is intuitively unlikely
Fig. 5.5 Fluorescence excitation spectra of the electronic band origin of pentacene (a), tetracene (b), anthracene (c), benzene (e), and perylene (f), and depletion spectrum of the $S^0_1$ vibronic mode of naphthalene (d). ($N \sim 20,000$) for (a–e) and $N = 8000$ for (f). (adapted from a: [19], b: [19], c: [26], d: [27], e: [28], f: [21])

and was refuted by corresponding experiments [27, 29, 28] (cf. Fig. 5.5d, e). The electronic spectrum of naphthalene [27] in helium droplet was found singly peaked which is shown for a vibronic resonance recorded via depletion in Fig. 5.5d. Finally, the ZPL at the electronic band origin of benzene was also singly peaked [29, 28] (c.f. Fig. 5.5d).
Looking finally at perylene consisting of 5 benzene units similar to pentacene, however, in a two-dimensional arrangement, the ZPL at the electronic origin exhibits a rich fine structure with as much as 10 peak maxima within a spectral section of 6 cm\(^{-1}\) [30] a part of which is shown in panel (f) of Fig. 5.5. This multiplet merges into a rather smooth and monotonously decreasing signal which extends over tens of cm\(^{-1}\) assigned to the PW. The multiplet is dominated by a triplet of intense sharp peaks about 0.1 cm\(^{-1}\) in width and with internal gaps of 1.65 cm\(^{-1}\) and 1.50 cm\(^{-1}\), respectively. The leading peak at the low frequency side of the multiplet is not part of the dominating triplet and is quite low in intensity. Dispersed emission spectra recorded upon excitation at each of the peaks within the ZPL coincide perfectly among each other. Moreover, the leading peak in the dispersed emission coincides with the leading tiny peak of the multiplet in the excitation spectrum. Thus, the first tiny peak resembles the electronic band origin of perylene in helium droplets which contrasts to the assignment reported in the first paper on perylene in helium droplets [30] where the signal to noise limit did not allow for detecting the leading tiny peak.

Further important experimental details have surfaced within the ZPL doublet of tetracene [19]. Upon increased spectral resolution a substructure could be resolved for the more intense \(\beta\) line. In contrast, the spectral shape of the \(\alpha\) line remained smooth, however, clearly asymmetric in shape. Within the substructure of the \(\beta\) line, 7 sharp peaks were resolved exhibiting irregular spectral separation among each other as shown in Fig. 5.6 as black line. An attempt to fitting this substructure by an asymmetric rotor with anisotropic angular momentum caused by the pick-up process did not provide convincing results [19, 31]. In case the model of an anisotropic rotor should explain the fine structure, an explanation for the missing of a corresponding fine structure for the alpha line would be needed. Very important in this context was the singly peaked ZPL of pentacene—shifted to the red of the tetracene resonance by roughly 3750 cm\(^{-1}\) as to be expected for an additional carbon ring unit—which

**Fig. 5.6** High resolution electronic spectrum of the ZPL at the electronic band origin of tetracene (black) and pentacene (red) in superfluid helium droplets \((N = 16,000)\). Adapted from Ref. [19]
shows exactly the same fine structure as recorded for the $\beta$ line of tetracene [19]. Consequently, this line of pentacene was assigned as $\beta$ line. It is added in red to the spectrum of tetracene in Fig. 5.6. The spectral identity of the beta line among tetracene and pentacene is another argument against an assignment to rotational fine structure as proposed in Refs. [19] and [31]. It is certainly helium induced and reveals properties of microsolvation which need to be common to tetracene and pentacene. Unfortunately, for anthracene, naphthalene, and benzene the spectral resolution did not suffice to check for a fine structure as resolved for the $\beta$ line of tetracene and for pentacene.

An additional important detail came from the investigation of the droplet size dependence of the alpha and beta line of tetracene and in particular of the fine structure of the beta line [19]. As was discussed above already for glyoxal, even the limited range for the average droplet size accessible under subcritical expansion conditions can become effective on the line shape. For tetracene, the droplet size dependence has been investigated for both, the subcritical and the supercritical regime of the droplet source which was accomplished by recording fluorescence instead of depletion as depicted in Fig. 5.7 [19]. The spectral response upon variation of the average droplet size within the subcritical regime was a maximum solvent shift of about 100 cm$^{-1}$ to the red. Upon transition from sub- to supercritical expansion conditions this solvent shift took a mild turn around to the blue while maintaining the internal gap of 1 cm$^{-1}$ between the $\alpha$ and the $\beta$ line (cf. Fig. 5.7 panel (d)). A closer look at the response of the fine structure of the $\beta$ line upon changing the average droplet size reveals the following details. The fine structure does not shift upon variation of the droplet size.

**Fig. 5.7** Fluorescence excitation spectra with the $\alpha$ and $\beta$ line recorded for increasing average droplet size $\bar{N}$ obtained by decreasing source temperatures $T_0$ (from top to bottom). The dashed vertical lines mark the $\alpha$ line and the two most pronounced peaks in the fine structure of the $\beta$ line in the smallest droplets. Adapted from Ref. [19]
as emphasized by dashed vertical lines in Fig. 5.7. Instead, for increasing droplets size the fine structure of the $\beta$ line passes a maximum intensity and fades away for supercritical expansion conditions at the droplet source. From there on the spectral shape of the $\beta$ line becomes smooth similar as found for the $\alpha$ line. Its spectral shape is still asymmetric and the peak shifts gradually to the blue with further increasing droplet size as does in parallel also the $\alpha$ line. It should be noted that this blue shift is in the order of the spectral width of the $\beta$ line and, thus, tiny compared to the overall helium induced red shift of roughly 100 cm$^{-1}$. Not only the turnaround but in addition the curious disappearance of the fine structure in the $\beta$ line reveals a fundamental difference for helium droplets generated under subcritical or supercritical expansion conditions. Thereby, one needs to consider, that in the vicinity of the transition from subcritical to supercritical expansion conditions a bimodal droplet size distribution is obtained which may be an expression of instabilities in the droplet source.

Finally, it should be noted that none of the PWs of all of these PAH compounds discussed above fits to the spectral shape of elementary excitations of superfluid helium as reported for glyoxal. Even though it reveals what is expected, the PW recorded for glyoxal is an exception in reflecting the spectral pattern of elementary excitations of superfluid helium as suggested in Fig. 5.3. Under the assumption of a non-superfluid helium solvation layer the PW may be dominated by excitations of the non-superfluid helium solvation layer which is evidenced by rather sharp spectral features already within the spectral section of the phonon gap of superfluid helium. It is rather surprising that the solvation layer of glyoxal evidenced by increased moments of inertia remains concealed within the PW.

In view of all the helium induced spectral features reported for the ZPL at the electronic band origin of tetracene in helium droplets an empirical understanding of microsolvation does not suffice for an explanation. The droplet size dependence exhibiting a turn-around in the solvent shift, the fine structure in the beta line which was identically resolved for pentacene, and, last but not least, the changing line shape upon switching from subcritical to supercritical expansion conditions, do not fit to empirical explanations of helium induced spectral features in electronic spectra.

### 5.3.3 Phthalocyanine in Superfluid Helium Droplets

Phthalocyanine belongs also to the first samples of organic molecules which were investigated by means of fluorescence excitation spectroscopy in superfluid helium nanodroplets [32]. At the electronic band origin which undergoes a helium induced shift of about 42 cm$^{-1}$ to the red, a sensitivity of the singly peaked ZPL on the droplet size distribution was immediately recognized. The accompanying PW peaks about 3.8 cm$^{-1}$ to the blue from the ZPL which is within the range of the phonon gap of superfluid helium. Within a spectral section of roughly 3 cm$^{-1}$, numerous side maxima are grouped around this most intense center peak of the PW. This spectral substructure indicates a quantized energy level structure as expected for a rather rigid helium solvation layer. Moreover, an investigation of the line shape of the PW at the
electronic band origin, its missing response on variation of the droplet size distribution, and corresponding dispersed emission spectra provide strong evidence for the presence of a helium solvation layer and, thus, provide further insight to microsolvation in superfluid helium. Much of the information to be discussed could only be obtained under appropriate spectral resolution, whereby saturation broadening had to be avoided.

The spectral shape of the ZPL at the electronic band origin is asymmetric with a steep rise at the red edge and a tail extending to the blue towards the gas phase resonance frequency [32–34]. Under subcritical expansion conditions in the droplet source, the asymmetry of the ZPL expressed mainly by the spectral width of the tail to the blue decreases with increasing average droplet size and the peak position of the ZPL shifts to the red edge as shown in Fig. 5.8 for temperatures from 15 to 10 K. This behavior reminds of the investigation of electronic transition frequencies under the influence of a finite sized polarizable environment which could be simulated by the so-called excluded volume model [35]. Adapted to the effective size distribution of singly doped helium droplets, the asymmetric line shape of phthalocyanine in helium droplets and its development under variation of the droplet size distribution could be simulated quantitatively [34]. Moreover, the simulation procedure could be applied upside down to deduce the droplet size distribution from the line shape of the ZPL.

In this model, the solvent induced shift of electronic transitions of a dopant species is the result of the solvent to solute dispersion interaction whose influence on the

**Fig. 5.8** Fluorescence excitation spectra of the ZPL at the electronic band origin of phthalocyanine in helium droplets recorded for increasing average droplet size (from bottom to top) as determined by the droplet source temperature indicated in each panel. Helium stagnation pressure was 20 bar. For further details see text. Adapted from [36]
dopants energetics is of finite reach. Beyond a certain droplet size, the dopant species does not sense anymore the finite dimension of the droplet. For all droplets exceeding this limit, the dopant experiences bulk conditions. Beyond this limit inhomogeneous line broadening is expected to vanish even though there are still droplets with a broad size distribution.

Beyond the bulk limit, the line shape of the ZPL is expected to be dominated by the rotational fine structure of the solvated dopant species. In the case of phthalocyanine accessing the bulk-limit requires droplet sizes of at least $10^6$ helium atoms generated upon supercritical expansion conditions. Experimental results for the ZPL line shape reveal vanishing of the asymmetry upon approaching the transition from subcritical to supercritical expansion conditions in the helium droplet source [33, 34, 36]. Far beyond this limit a very sharp double peak structure is resolved (cf. Fig. 5.8 top panel) which was fitted by the envelope of the rotational band structure calculated for an oblate symmetric top rotor which is an approximative guess for phthalocyanine [37]. As obtained for numerous molecules in helium droplets, also for phthalocyanine the moments of inertia had to be increased by roughly a factor of three compared to the gas phase values. Unfortunately, the rotational fine structure resolved for phthalocyanine in helium droplets beyond the bulk limit is not line resolved [37]. Since the P, Q, and R-branch are merged, it is impossible to deduce the moments of inertia with high precision. Thus, the constants deduced in Ref. [37] represent a perfectly planar symmetric top rotor which is in contradiction not only to the asymmetric top rotor type of phthalocyanine but in addition to the non-planarity of a phthalocyanine helium solvation complex. Nevertheless, the consistency of the rotational band simulation with the experiment could be reached [37].

An important detail in the development of the line shape with the droplet size distribution is counterintuitive to the alleged consistency of helium droplets with the simple model of a polarizable environment. Besides the vanishing inhomogeneity observed for droplets generated under supercritical expansion conditions the ZPL experiences a tiny but clearly measurable shift to the blue [38] (cf. top panel Fig. 5.8) similar as discussed above for tetracene. Such a turn-around of the solvent shift is not expected from the excluded volume model [35]. In the case of tetracene the turnaround was also observed upon passing the limit from subcritical to supercritical expansion conditions in the droplet source so that the turn-around of phthalocyanine confirms fundamental differences in the properties of droplets generated under the two different expansion conditions. Instead, for glyoxal a blue shift was observed already within the subcritical regime of the droplet source. Nevertheless, the success of the excluded volume model applied to simulate the line shape of the ZPL of phthalocyanine in helium droplets generated under subcritical expansion conditions is quite convincing. So far, none of the spectroscopic signatures of phthalocyanine—neither in the ZPL nor in the PW—except of the turn-around of the solvent shift require an explanation based on features characteristic for a quantum fluid. This, however, should not be misunderstood as an indication against superfluidity of helium droplets.

The effect of inhomogeneous line broadening as an expression of the droplet size distribution is expected to be ubiquitous throughout an electronic spectrum. Certainly,
its strength depends on the van der Waals interaction which is not only dependent on
the dopant species but may even be state-specific.

In contrast to the electronic band origin, the line shape at the ZPL of vibronic
transitions of phthalocyanine in helium droplets was perfectly Lorentzian as shown
in Fig. 5.9 [39]. For those transitions recorded in droplets with average size of 20,000
helium atoms, nothing reminds of the asymmetry due to inhomogeneous line broad-
ening. The corresponding line width varies from peak to peak and can be transformed
into the life time of the excited state. Obviously, for the ZPL of vibronic transitions of

**Fig. 5.9** Fluorescence excitation spectra of ZPL at vibronic resonances of
phthalocyanine in helium droplets ($\bar{N}$=20,000) (black line) fitted by Lorentzian line
shapes (red line). Vibrational frequencies and Lorentzian line widths are added in
cm$^{-1}$. Adapted from [39]
phthalocyanine the life time of the excited vibronic state is line shape determining and dominates over inhomogeneous line broadening. The average life time of vibronic levels of phthalocyanine in helium droplets was determined to about 15 ± 8 ps for vibrational modes up to 1000 cm⁻¹. No correlation was found between life time and vibrational energy [39]. Beyond 1000 cm⁻¹ the vibrational fine structure of phthalocyanine is obscured by contributions from a second electronically excited state which perturbs the line shapes. The radiative decay time of the first electronically excited state of phthalocyanine is in the order of 10 ns which is three orders of magnitude larger than the life times revealed by Lorentzian line shapes of the vibronically excited states in helium droplets as shown in Fig. 5.9. The missing correlation of the line widths or corresponding life times with vibrational energies speaks against direct dissipation of the vibrational energy into the helium droplet as the life time limiting process. More likely, the life time of the excited states is limited by internal vibrational redistribution (IVR) prior to energy dissipation into the helium droplet followed by radiative decay. Thus, the life times of vibrational states as deduced from the Lorentzian line widths reflect the mode specific IVR probabilities potentially modified by the helium environment. A convincing prove for bad coupling of high energy modes to the helium bath and the promotion of dissipation via IVR came from vibrationally excited hydrogen fluoride (HF) inside helium droplets [40]. Instead of recording a depletion as a result of evaporative cooling after dissipation of the almost 4000 cm⁻¹ of rovibrational excitation the bolometer recorded an accretion from a rovibrationally excited HF molecule.

Valuable information on microsolvation of phthalocyanine in helium droplets and in particular on the presence and nature of the solvation layer came from dispersed emission spectra. As known already from matrix isolated molecules, radiative decay of electronically excited molecules in helium droplets originates only and exclusively from the ground level of the first electronically excited state independent of the initially excited level. Thus, radiative decay of vibronically excited dopant molecules is preceded by the dissipation of excitation energy in excess to the electronic band origin. Energy dissipation from the dopant species into the helium droplet reactivates evaporative cooling of the droplet which is the process depletion spectroscopy is based on. Coming back to the valuable information, for phthalocyanine in helium droplets dual emission was found. In addition to the expected emission spectrum coincident in its band origin with the excitation spectrum a second spectrum appeared [41]. The second emission spectrum was identical with respect to Franck–Condon factors (FCF) and vibrational frequencies to the first/expected whereas its helium induced red shift was increased by additional 10.8 cm⁻¹. Its contribution to the integral emission intensity started with about 1.4% upon excitation at the electronic band origin, and increased monotonously with increasing excess excitation energy (cf. Fig. 5.10 from top to bottom). At about 1000 cm⁻¹ of vibrational excess energy its contribution reached roughly 70% and for an excess energy of 15,000 cm⁻¹ it contributed with 98% to the integral emission [39, 41]. Identical vibrational frequencies and FCF in the second spectrum reveals identical dopant species. The only difference is the solvent induced red shift of the electronic transition energy which has increased by roughly 25%. This type of dual emission is a strong indication for
two configurations of a rigid helium solvation layer [41]. Prior to emission the decay path including dissipation of vibrational excess excitation energy bifurcates, one of which proceeds without and another with relaxation of the helium solvation layer of the electronically excited dopant species. Thereby, the amount of excess excitation energy drives the relaxation probability of the solvation layer. A four-level scheme summarizes these experimental findings which is shown in Fig. 5.11e. For both electronic states of phthalocyanine involved in the observed electronic transition, the helium solvation layer appears in two configurations. However, the global minimum in the ground state becomes the local minimum in the electronically excited state and vice versa. In both electronic states, relaxation into the corresponding global minimum configuration of the helium solvation layer is possible. The relative intensity of the second emission spectrum images the relaxation probability into the global minimum configuration of the helium solvation layer for the electronically excited dopant. In contrast to the life time read from Lorentzian line widths discussed above, the relaxation probability correlates with the excess excitation energy. Moreover, the correlation between relaxation probability and excess excitation energy is indicative for a barrier between the two helium solvation layer configurations in S$_1$.

A pump-probe spectrum shown in panel (c) of Fig. 5.11 reveals a similarly sharp and asymmetric line shape for the excitation of the metastable solvation complex (transition $|4> \rightarrow |3>$ in Fig. 5.11e) as for the stable configuration (transition $|1> \rightarrow |2>$ in Fig. 5.11e) shown in panel (a) of Fig. 5.11. Panel (b) of Fig. 5.11 shows dispersed emission upon excitation with roughly 15,000 cm$^{-1}$ excess excitation energy that has been the pump process for efficient populating of level $|3>$. The integral intensity of the positive peak in panel (c) recorded under variation of the delay time between pump and probe laser is shown in panel (d) of Fig. 5.11. Since pump and probe laser operated in continuous wave mode a time delay was
accomplished by shifting the pump laser towards the droplet nozzle. After deconvolution of the gaussian overlap profile of pump and probe beam, a life time of 5.2 μs could be deduced [39]. Since the radiative life time of the electronically excited state in the order of 10 ns is negligible, the 5.2 μs reveal the life time of the metastable solvation complex of phthalocyanine in the electronic ground state. Compared to the pico-second time regime for thermalization of hot dopant species [2], the 5.2 μs life time is quite long and provides evidence for the barrier to the global minimum |1>. On the other hand, it is short enough to complete relaxation in the time between the pick-up and a spectroscopic investigation which explains the missing of corresponding signals in the fluorescence excitation spectrum. As mentioned above, the increase of the helium induced red shift of the electronic transition is surprisingly large. This difference relates to the difference in the electron density distribution of both electronic states of phthalocyanine as depicted schematically in Fig. 5.11e.

The spectral response of dual emission is an experimental detail that reflects the charge density distributions and its change upon electronic excitation as sensitized by the helium environment. It serves as a bench mark for theoretical modeling of helium solvation. The observation of dual emission and the sharp peak signal of the metastable solvation complex as recorded in the pump probe experiment speaks for a rather rigid solvation complex most probably sandwich-like and, therefore, speaks
also for a non-planar solvation complex. This is an important detail for the simulation of alleged rotational bands discussed in [37].

Additional evidence for the existence of two sandwich-like configurations of a solvation complexes for phthalocyanine in helium droplets came from path-integral-Monte-Carlo simulations (PIMC) [42]. Besides the global minimum configuration with a layer consisting of 24 helium atoms on each side of the planar dopant and both with almost perfect hexagonal structure, a metastable configuration was found with one of the two layers changed to a configuration rather commensurate to the corrugation of the phthalocyanine surface.

Similar multiplet splittings were reported for dispersed emission spectra of Mg-phthalocyanine, and a 1:1 cluster of phthalocyanine and argon in helium droplets [38]. Thereby, for Mg-phthalocyanine the second emission spectrum was shifted by 12.5 cm\(^{-1}\) to the red. Its relative intensity was 90% already without excess excitation energy and approached a value of 99% for an excess excitation energy of only 250 cm\(^{-1}\). According to a triplet splitting in the dispersed emission spectrum the Ar cluster of phthalocyanine exhibits even two additional metastable configurations. Upon increasing the excitation energy, the variation of the intensity profile within the triplet revealed a cascade of two consecutive relaxation steps. In the case of AlCl-phthalocyanine, both the excitation spectrum and the dispersed emission showed doublet features which, however, did not exhibit relaxation among each other [43, 44]. It speaks for an insurmountable barrier between the two systems. As the icing on the cake of the experimental evidence for the relaxation model of a solvation complex, a peak probability for relaxation was found upon excitation with less than 10 cm\(^{-1}\) excess excitation energy, but now injected directly into the mutually relaxing object via excitation of the PW [21]. In purely classical terms, one can conclude that shaking directly on the solvation layer drives the relaxation particularly efficiently even though the excess excitation energy is about a factor of 40 smaller than the smallest vibrational excess energy pumped into the dopant.

According to the empirical interpretation, the doublet in the emission of phthalocyanine is related to the doublet observed in the excitation of tetracene discussed above. Both are explained by the presence of different configurations of a helium solvation layer with the difference that tetracene does not allow for relaxation among the configuration. As seen for tetracene for the first time, multiplet splitting at a ZPL was observed for numerous other dopant species. These multiplet structures are generally understood as the presence of configurational variants of a helium solvation complex. The formation of a solvation complex accompanies helium solvation, however, with dopant specific expression concerning the number of configurational variants and the relaxation dynamics among them. Thereby, relaxation is certainly a response on the change of the electron density distribution upon electronic excitation.
5.3.4 Porphin in Superfluid Helium Droplets

Structurally related to phthalocyanines are porphyrin derivatives. Porphin was also among the first dopant species investigated by electronic spectroscopy in helium droplets [11, 32]. The ZPL at the electronic band origin of porphin in helium droplets exhibits a triplet consisting of a leading intense peak followed to the blue by two tiny peaks at an excess energy of 0.4 cm\(^{-1}\) and 0.7 cm\(^{-1}\), respectively [25]. The intensity profile within the triplet from red to blue was about 10:2:1. The PW is right in the middle of the phonon gap of superfluid helium and exhibits a fine structure qualitatively similar to that of phthalocyanine [11, 25]. Most probably, the ZPL triplet reveals three different configurations of a porphin helium solvation complex. The low oscillator strength and low fluorescence quantum yield of porphin prohibited an investigation of relaxation dynamics by means of dispersed emission spectra.

Similar as discussed for phthalocyanine, the line shape of the ZPL at the electronic origin of porphin is asymmetric, varies with the droplet size distribution, and, therefore, suffers inhomogeneous broadening [45]. However, the steep edge is at the blue side and a tail expands to the red which is inverted compared to the asymmetry found for phthalocyanine. The excluded volume model applied to log-normal droplet size distributions reveals a sharp edge marking the bulk limit of a solvent shift and a tail pointing towards the resonance of the isolated molecule. Accordingly, the inverted asymmetry is indicative for a helium induced solvent shift to the blue. And in fact, applying the excluded volume model with a blue shift the line shape and its dependence on the droplet size distribution can be simulated [45]. As closed shell organic molecule porphin is heliophilic in both electronic states. Whether the solvent shift is to the blue or to the red depends on the difference of the stabilization energy of the two electronic states involved in the transition. Thus, for heliophilic dopant species both a red or a blue shift is possible. What concerns porphin, the option of a helium induced blue shift as suggested by the inverted asymmetry in the line shape is refuted by the gas phase spectra from two independent sources revealing consistently a helium induced red shift of about 8 cm\(^{-1}\) [46, 47].

Another remarkable feature in the droplet size dependence of the line shape was a sharp peak about 0.04 cm\(^{-1}\) in width right on top of the inhomogeneous broadened ZPL [45]. It was observed for average droplet sizes below 10,000 helium atoms. Upon increasing of the droplets size, this peak remained fixed in frequency while the broad and asymmetric part of the ZPL shifted to the blue. Only the peak intensity did vary with the droplet size. This behavior reminds of the response of the fine structure resolved at the beta line of tetracene and on its response on the droplet size (cf. Sect. 5.3.2).

Porphin exhibits a helium induced solvation shift to the red without any doubt. Even though, the asymmetry in the line shape of the ZPL at the electronic band origin and its response to the variation of the droplet size distribution fits to the excluded volume model for a dopant system with a helium induced blue shift. A mistaken assignment of the spectrum to porphin instead to chlorin which is a side-product of the synthesis of porphyrins can safely be excluded. A turnaround of the
The solvent shift to the blue as discussed above for tetracene and phthalocyanine might be considered as the reason for an inverted asymmetric line shape. However, in this case the turn-around effect of porphin needs to surpass that for phthalocyanine or tetracene by orders of magnitude. Moreover, in contrast to tetracene and phthalocyanine the turnaround of the solvent shift should occur already within the subcritical expansion conditions and far from the transition to supercritical conditions in the droplet source. Thus, the blue shift observed for porphin is qualitatively rather similar to the blue shift reported for the rotationally resolved ZPL at the electronic band origin of glyoxal in helium droplets. Both are recorded within the subcritical expansion regime far from the transition to supercritical conditions at the helium droplet source.

5.3.5 Summary

Electronic spectra of glyoxal, tetracene and related PAH-compounds as well as phthalocyanine and porphin provide strong evidence for the presence of a helium solvation layer rigidly bound to the dopant species. Hence, spectroscopy of molecules doped into helium droplets deals with solvation complexes rather than the bare molecule. Solvation complexes differ from the bare molecule, most evident, in the moments of inertia. Depending on the size and shape of the molecules, several configurations of the solvation complex are to be expected which distinguish in the electronic transition energy as expressed by multiplet splitting at the ZPL and, case dependent, by a relaxation dynamic initiated via electronic excitation. In contrast, vibrational degrees of freedom remain almost unchanged by helium solvation and are insensitive to configurational variants of the helium solvation layer. In addition to the helium solvation layer, the entire droplet body has an influence on the electronic transition frequency of the dopant. In contrast to the solvation layer, which needs to be treated as a quantized multi-particle system of helium atoms attached to the dopant, the droplet body can be treated as a quasi-continuous and polarizable environment. The shift of electronic transition of a dopant depends on the thickness of the polarizable environment. Thus, a distribution of droplet sizes becomes effective in inhomogeneous line broadening. Inhomogeneous line broadening as an explanation for the asymmetry in the line shape of the ZPL works perfectly for phthalocyanine. However, it is put into question by the inverted asymmetry observed for porphin. While the droplet size dependence of the line shape is unquestionable, the excluded volume model does not suffice to explain line shapes in general. Most evident, the phenomenon of a turn-around in the solvent shift does not fit into the excluded volume model. While tetracene an phthalocyanine reveal a correlation between turn around and transition from subcritical to supercritical expansion conditions glyoxal and porphin exhibit turn around within the subcritical regime. Thus, the presence of a dopant helium solvation complex appears to be reasonable. However, several of the helium induced spectroscopic features are not understood.
5.3.6  **Low Energy Torsional and Bending Modes in Electronic Spectra of Molecules in Helium Droplets**

Dissipation of energy is a key feature accompanying solvation of molecules in helium droplets. Besides the practical benefits of depletion spectroscopy, it is the mechanism that cools molecules in helium droplets to a temperature of 0.38 K within picoseconds. As discussed above, the efficiency of energy dissipation is based on the coupling of the dopant’s vibration to the helium droplet which decreases with increasing vibrational energy as exemplified by vibrationally excited HF molecules inside helium droplet [40]. As outlined above for phthalocyanine (cf. Sect. 5.3.3), the efficiency of energy dissipation may be mediated by IVR into low energy modes prior to energy transfer to the helium droplet. Ligands such as methyl-, butyl-, ethyl-, phenyl-, cyano-moieties providing low energy torsional or bending modes or simply heavier atoms reducing vibrational frequencies may serve as acceptor modes for IVR and, thereby, promote dissipation of energy into the helium droplet. On the other hand, low temperature conditions in helium droplets are expected to be favorable for resolving vibrational progressions of such low energy modes. At 0.38 K these progressions are free of hot bands and reveal configurational changes accompanying electronic excitation. Electronic spectra of substituted derivatives of phthalocyanine and porphyrin, pyromethene dyes, and anthracene have been recorded in helium droplets in order to study the influence of the substituents on the dopant to helium interaction.

As explained in Sect. 5.2, electronic spectra recorded as fluorescence excitation or dispersed emission of molecules in helium droplets reveal vibrational frequencies of electronically excited states and of the electronic ground state, respectively. The helium induced shift of vibrational frequencies is on the order of ±1%. A more remarkable effect is line broadening as reported for low energy modes roughly below 300 cm\(^{-1}\) [32]. Low vibrational frequency correlates with large vibrational amplitude which may suffer damping by a solvent. Moreover, the presence of low energy modes might promote IVR and, thus, promotes energy dissipation from high energy modes into the helium droplet. In rather classical terms, the substituents can be seen as kind of antenna supporting the communication between dopant and helium droplet. This was investigated for several substituted derivatives by means of electronic spectroscopy.

5.3.6.1  **Low Energy Torsional and Bending Modes of Phthalocyanine and Porphin Derivatives in Helium Droplets**

Among the phthalocyanine derivatives the electronic spectrum of 2,9,16,23-tetra-tert-butylphthalocyanine (TTBPC) has been examined [48]. At each of the four six membered rings a tert-butyl-group substitutes one of the hydrogen atoms in the named position. Besides a vibrational fine structure attributable to the phthalocyanine core unit no additional low frequency progressions of torsional or bending modes of the tert-butyl-moieties appeared in the fluorescence excitation spectrum.
However, the ZPL at the electronic band origin appeared split into roughly 20 peaks within the first 3 cm\(^{-1}\) each as narrow as 0.1 cm\(^{-1}\). This large number reveals configurational variants not only with respect to the helium solvation layer. More likely, this compound by itself exhibits stereo isomers which at a temperature of only 0.38 K are spectrally well separated. However, no low energy progressions due to the substituents are observed in the fluorescence excitation spectrum. If at all, the influence of low energy modes of the substituents is a secondary effect observable in vibronic transitions involving normal modes of the phthalocyanine core unit. Below 400 cm\(^{-1}\) the low energy modes of the core unit are significantly attenuated compared to the unsubstituted molecule. Moreover, the line widths of all vibronic resonances exceed that of the electronic band origin by at least an order of magnitude which was not the case for unsubstituted phthalocyanine. Both effects can be rationalized by IVR promoted by the presence of low energy modes of the substituents which is followed by energy dissipation into the helium droplet. The missing of progression of these low energy modes reveals almost identical configuration of the substituents in both electronic states. To our best knowledge, corresponding spectra from the gas phase are not available for this phthalocyanine derivative.

A larger variety of substituted derivatives has been investigated for porphin [25, 48]. These derivatives are specified by antenna like substituents of alkyl type such as methyl, ethyl, butyl, or combinations of these moieties situated
either at methine or pyrrole sites in the periphery of the planar porphin body. Among them are 5,15-diphenylporphin, 5,10,15,20-tetraphenylporphin, 5,10,15,20-tetramethylporphin, 5,10,15,20-tetrapropylporphin, and 2,7,12,17-tetraethyl-3,8,13,18-tetramethylporphin. All of these derivatives carry two or four substituents situated in such a way that inversion symmetry is maintained. To cut the story short, none of these derivatives show progressions of low energy modes as expected for torsional or bending modes of the corresponding substituents. Therefore, electronic excitation apparently maintains the steric arrangement of the substituents. Line broadening of high frequency vibronic transitions as a signature of promotion of IVR was rather insignificant [25]. In all cases, saturation broadening easily obtained by peak intensities of pulsed dye lasers was a serious side effect and gave an impression of broadened spectra as if they were dominated by the envelop of unresolved low energy progressions [25]. However, by using the moderate photon flux of a cw-dye laser the line widths shrank to an order of 0.1 cm$^{-1}$ and all the spectrally broad signals vanished entirely. Thus, the broad spectral features can safely be assigned to PW [25]. Under these conditions, rich multiplet splitting of the ZPL at the electronic band origin was resolved. As in the case of the phthalocyanine derivative, the multiplet reveals not only variants of the solvation complex but in addition stereoisomers of the porphin derivative.

One of the porphin derivatives, namely tetraphenylporphin is an interesting example to demonstrate how saturation broadening misleads the interpretation of electronic spectra. Upon saturation broadening the electronic spectrum obtained after doping with a commercial sample of this molecules was dominated by PW which within the first 100 cm$^{-1}$ exhibits a spectral substructure consisting of a kind of triple-peak feature which then merges into a broad and constantly decreasing signal to the blue [49] as depicted by the upper trace in Fig. 5.12. This feature repeats for two vibronic transitions within the spectral range shown in Fig. 5.12. Upon reducing the photon flux, most of the spectrally broad signal vanishes (cf. lower trace in Fig. 5.12). Now the signal peaks at the electronic band origin and at the two vibronic transitions. At a closer look (cf. inlay in Fig. 5.12), the electronic band origin reveals a ZPL with a single intense peak only 0.05 cm$^{-1}$ in width [25, 48]. Furthermore, after a gap of about 1 cm$^{-1}$, a series of similarly sharp peaks follows. Upon increasing the laser intensity, the unstructured PW grows in starting with the same 1 cm$^{-1}$ gap to the leading peak. As discussed in Refs. [25, 48], the spectroscopic details speak for an assignment to a PW except of the leading sharp and intense peak. Furthermore, there are no contributions of low energy progressions of the four phenyl moieties which speaks for a rigid derivative with almost identical structure in both electronic states. This contrasts to the interpretation of the saturated spectrum as the signature of a floppy molecule [49]. Above all the spectra shown in Fig. 5.12 do not originate from tetraphenylporphin but instead from the corresponding chlorin derivative [25, 48] wel known as side product of the synthesis of porphin derivatives.
5.3.6.2 Low Energy Torsional and Bending Modes of Anthracene Derivatives in Helium Droplets

Various derivatives of anthracene have been investigated by means of electronic spectroscopy in helium droplets. Among them are 9-phenylanthracene, 9-cyanoanthracene, 9-chloroanthracene, 9,10-dichloroanthracene, and three methylated derivatives, namely, 9-methylanthracene, 1-methylanthracene, and 2-methylanthracene [50, 51, 52, 53]. For some of these derivatives corresponding gas phase data have been published [54–63]. Within this series there are four singly substituted derivatives carrying substituents such as a chloro-, cyano-, methyl-, or phenyl-moieity in all cases at the 9-position. Moreover, there are thee derivatives singly substituted with a methyl group at position 9, 1, or 2. Among the singly methylated derivatives the electronic spectra of 1-methylanthracene and 9-methylanthracene do not show low energy torsional or bending progressions neither in the gas phase nor in helium droplets [50] (cf. Fig. 5.13b, c). Obviously, the steric configuration of the methyl substituent is identical in both electronic states. These two anthracene derivatives show rather similar vibronic structure as recorded for anthracene shown in panel (a) of Fig. 5.13. Similar observations were made for 9-cyanoanthracene, 9-chloroanthracene, and 9,10-dichloroanthracene.

In contrast, extended low energy progressions were observed for 2-methylanthracene in the gas phase and in helium droplets [50] (cf. Fig. 5.13d). At low temperatures these progressions reveal a twist of the methyl-substituent upon
Fig. 5.13 Fluorescence excitation spectra of anthracene derivatives in helium droplets ($N = 20,000$): a anthracene, b 1-methylanthracene, c 9-methylanthracene, d 2-methylanthracene, and e 9-phenylanthracene. The wavenumber scale is related to the corresponding origin given in each panel. In d and e, molecular beam spectra are added in red whose electronic band origin was shifted to coincide with the helium droplet experiment. Vertical lines mark the origin and two prominent vibronic transitions of non-substituted anthracene. Adapted from [50–52].

electronic excitation. Remarkably, however, in helium droplets significant line broadening throughout the low energy progressions for 2-methylanthracene was observed. A convolution of the gas phase spectrum with a line broadening function revealed almost perfect coincidence with the helium droplet spectrum. Such a coincidence proves for identical torsional frequencies in both experiments. Identical frequencies reveal identical torsional mass and, thus, no helium atoms attached to the methyl substituent. Moreover, the best fit was obtained for Lorentzian type line broadening an indication for helium induced reduction of the life time of the torsional mode. The low frequency torsion exhibits rather large amplitude motion which accomplishes efficient coupling to the helium environment. At this point it needs to be mentioned that line broadening was observed throughout the entire progression. We will come back to this issue below in the discussion of pyrromethene dye molecules. Similar
line broadening was recorded for 9-phenylanthracene shown in panel (e) of Fig. 5.13 which was explained accordingly.

Slight modifications of the intensity pattern were observed in the helium droplet spectra. The process of dissipation of excess excitation energy into the helium droplet may become influential on the decay path of the excited dopant. As a consequence, the fluorescence quantum yield and, thus, the intensity recorded by means of fluorescence excitation might differ in helium droplets compared to gas phase [50, 53]. In the best case, dark states exhibiting a non-radiating relaxation for the isolated molecule can be bypassed to a fluorescent decay path. In the worst case, the bypassing may extinguish radiative decay.

5.3.6.3 Low Energy Torsional and Bending Modes of Pyrromethene Dyes in Helium Droplets

Dominant torsional and bending modes of aryl-, alkyl-, phenyl- and cyano-substituents in electronic spectra are known for borondipyrromethene dye molecules. Supersonic jet spectra revealed spectrally well resolved and extended low frequency progressions [64, 65]. Even the non-substituted 4-boro-3a,4a-diaza-s-indacene or borondipyrromethene (BDP) shows a progression of a flopping mode of the BF2 unit. According to extended progressions of low energy modes recorded from cold samples, electronic excitation of these derivatives is accompanied by significant rearrangement of the steric configuration of the substituents. In addition to BDP the following derivatives have been investigated in the gas phase as well as in helium droplets by means of electronic spectroscopy: 8-phenylpyrromethene-difluoroborat (8-PhPM), 1,3,5,7,8-pentamethylypyrromethene-difluoroborat (PM546), 1,3,5,7,8-pentamethyl-2,6-diethylpyrromethene-difluoroborat (PM567), 1,2,3,5,6,7-hexamethyl-8-cyanopyrromethene-difluoroborat (PM650) [53, 64, 65]. Gas phase spectra were recorded from a supersonic molecular jet which allowed to even resolve the rotational band contour at the electronic band origin. Thus, the rotational temperature could be determined to about 10 K. Upon doping into superfluid helium droplets, molecules are cooled down to 0.38 K for all internal degrees of freedom. Thus, hot bands are eliminated entirely and electronic spectra should exhibit reduced spectral density compared to the gas phase. This, however, was only the case for BDP where the band of the BF2 flopping mode was missing. All the other derivatives undergo a counterintuitive development from spectrally resolved progressions of low energy modes in the gas phase to a kind of envelope of these progressions recorded in helium droplets as shown in the left column of Fig. 5.14 for three of the substituted pyrromethene derivatives. Similar as discussed above for 9-phenylanthracene and 2-methylanthracene, the helium droplet spectra resemble a convolution of the gas phase spectra with a line broadening function. As in the case of the anthracene derivatives, the torsional and bending modes show identical frequencies in both experiments. Thus, helium solvation maintains the mass involved in torsional or bending motion.

However, at a closer look depicted in the right column of panels in Fig. 5.14, one can recognize that for all of the pyrromethene derivatives the ZPL at the electronic
The electronic band origin shows a spectrally well resolved multiplet with line widths in the order of 0.1 cm$^{-1}$. Only this particular ZPL at the electronic band origin is excluded from line broadening. In contrast to vibronic excitations the electronic band origin does not carry excess excitation energy and, therefore, no energy dissipation takes place. This observation is a strong indication for line broadening due to reduced excited state lifetime accomplished by highly efficient energy dissipation.

Coming back to 9-phenylanthracene and 2-methylanthracene, line broadening was also observed at the electronic band origin. Therefore, energy dissipation cannot be responsible for line broadening in the spectra of anthracene derivatives. Either intramolecular processes such as internal conversion (IC) or intersystem crossing (ISC) are involved and significantly promoted by the helium environment or the line broadening is an expression of severe perturbation of the closer helium environment induced by electronic excitation of the anthracene derivatives. For the two anthracene derivatives, the concomitant change of the electron density distribution enforces the substituent, either a methyl or a phenyl moiety, to undergo a twist of 60° and 30°, respectively [50, 66] as deduced from the Franck–Condon-pattern of the corresponding torsional progression. It is rather unlikely that such a change of
the electron density distribution will not be sensitized in addition by the helium environment.

5.3.6.4 Summary

In summary, the substituted derivatives of phthalocyanine and porphin, anthracene, and pyromethene have shown that helium solvation is of minor influence on the substituents and their intramolecular dynamics. Torsional and bending frequencies are almost identical as in the gas phase. Moreover, the spectral width of corresponding progressions which reflect the change of the equilibrium configuration of the steric arrangement of the substituents upon electronic excitation was also found unaltered in helium droplets. The major impact of the helium environment was line broadening. Life time broadening is certainly involved and induced by highly efficient energy dissipation particularly from low energy and large amplitude torsional and bending modes into the helium droplet. However, a perturbation of the entire solvation complex, namely, the helium solvation layer covering the dopant cannot be ruled out. To our best knowledge, there is no example where spectral resolution of low energy and large amplitude vibrational, torsional or bending modes has made profit from low temperatures in helium droplets with respect to spectral resolution.

5.4 Van Der Waals Clusters Generated in Helium Droplets

One of the exciting opportunities offered by helium droplets is the formation of clusters with well-defined stoichiometry. Although the droplet size as well as the doping process are subject to statistical distributions, individual spectroscopic signals can be assigned to clusters well defined with respect to the stoichiometry. A safe assignment of the cluster stoichiometry is particularly warranted for small clusters of less than say ten individual units which is the relevant range of sizes discussed in the following. For this range of size the number of configurational variants is an issue. The doping is accomplished via pick-up on the flight of the droplet beam through a compartment called pick-up unit providing the dopant species at a tunable particle density. Pick up via consecutive collisions of a droplet with a number of k dopant particles obeys Poisson statistics and, thus, depends on the droplet size, the dopant particle density, and the length of the path of the droplets through the pick-up unit. The underlying cluster stoichiometry can be deduced for each individual cluster signal by recording its intensity under variation of the particle density in the pick-up unit [67]. The number k of dopant particles is the fitted parameter to obtain an overlap of the experimental intensity profile with a Poisson distribution. In contrast to a standard mass spectrometer that measures the mass to charge ratio after ionizing the clusters, the procedure in helium droplets is entirely non-destructive. Thus, an unequivocal assignment of the nascent cluster size is obtained. Finally, the clusters generated in helium droplets are cooled down to the droplet temperature of 0.38(1)
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K for all internal degrees of freedom whereby from other sources providing clusters in the gas phase internal temperatures up to the boiling point of the clusters are obtained. The sub 1 K temperature eliminates hot bands almost entirely. Moreover, metastable cluster configurations may be stabilized. From the very beginning, it was not surprising that electronic spectra of clusters generated in helium droplets show large numbers of cluster signals arising from cluster configurations that are stabilized only in helium droplets [17] as will be discussed in the following. Thereby, electronic spectroscopy is selective not only for different stoichiometry but in addition for configurational variants within a single cluster stoichiometry.

5.4.1 Van Der Waals Clusters of Tetracene with Argon Atoms

The formation of clusters inside a helium droplet by multiple doping via consecutive pick-up has first been demonstrated by the group of J. Peter Toennies via mass spectrometric detection [67]. Not much later, hetero clusters of tetracene and argon have been investigated by means of electronic spectroscopy [17]. In contrast to previous investigations of tetracene-argon clusters generated in a seeded beam expansion [68–72], the electronic spectra from clusters in helium droplets reveal spectrally much sharper lines. Vibrational and rotational hot bands as present in a supersonic jet experiment are eliminated almost entirely in helium droplets. For clusters in helium droplets consisting of tetracene and a single argon atom the most intense signal exhibits the largest argon induced red shift. Two additional signals were identified as configurational variants of the same cluster size exhibiting reduced red shift and intensity. The stoichiometry was determined unequivocally as described above. The assignment of the signals to different conformers was substantiated by pump-probe experiments. Further insight into the individual structure of these three clusters was not revealed by the experimental data.

In Ref. [17] a number of 21 signals of clusters consisting of a single tetracene molecule and up to almost five argon atoms have been recorded within a spectral range of 150 cm$^{-1}$ to the red of the electronic band origin of tetracene. The assignment of stoichiometric and of isomeric variants for clusters with more than one argon atom was based on empirical rules of additivity of argon induced red shifts as deduced from extensive gas phase studies of van der Waals clusters consisting of a single chromophore and a well-defined number of rare gas atoms [71, 72]. For these clusters, helium droplets provide a unique option for further analyzing the cluster structure which allows to validate these empirical rules. The option for cluster analysis goes beyond an assignment of the stoichiometry and is based on variation of the pick-up sequence of the chromophore and the rare gas atoms. Upon initial doping with rare gas atoms, the chromophore approaches a rigid rare gas cluster inside the helium droplet and most probably attaches to the cluster surface. The favored cluster configuration is single-sided in the attachment of rare gas with respect to the chromophore. Upon changing the pick-up sequence, the chromophore inside the helium droplet attracts one rare gas atom after the other. In case of a planar chromophore,
the cluster configuration will be a double-sided attachment of the rare gas and single-sided configurations are less likely. Comparison of peak intensities for both pick-up sequences at identical conditions in the doping cell allows to identify single-sided and double-sided rare gas attachment to the chromophore.

Applying those methods in order to analyze the configuration of the tetracene-argon clusters in helium droplets, the limitations of the empirical additivity rule became obvious [73]. The advantage in terms of structural analysis as accomplished by the alternation of the pickup sequence is slightly relativized by the authors for good reason. In helium droplets the process of cluster formation proceeds under permanent dissipation of energy into the helium environment. Therefore, the path from separate components to the cluster is different from the path of cluster growth in a seeded beam expansion and so are the resulting cluster configurations.

The spectral shift of electronic resonances among configurational variants of a certain cluster size is on the order of frequencies expected for van der Waals modes. Therefore, the number of isomeric configurations does not necessarily correlate with the number of signals assigned to a particular cluster stoichiometry. For the 1:1 cluster of tetracene-argon the identification of band origins was accomplished by pump-probe experiments [17]. An alternative rather simple method to identify electronic band origins is provided by dispersed emission spectra. It is another uniqueness offered by helium droplets as host. In contrast to electronic band origins low energy modes carry excess excitation energy that dissipates prior to radiative decay which than occurs red shifted. Thus, a coincidence of the band origin in the dispersed emission spectrum with the excitation frequency identifies the corresponding resonance in excitation as electronic band origin which can be counted as one of the isomeric variants of the corresponding cluster size. Instead, a red shift in the electronic band origin of the dispersed emission with respect to the excitation frequency speaks against an assignment to a band origin. As a kind of drawback, one needs to keep in mind that besides dissipation of excess excitation energy a red shifted emission may reveal the relaxation of a particular helium solvation complex as observed for phthalocyanine in helium droplets (cf. Fig. 5.10). While emission coincident with the excitation proves for an electronic band origin of a particular cluster configuration a red shifted emission does not necessarily speak against it.

5.4.2 Van Der Waals Clusters of Anthracene with Argon Atoms

Among numerous other examples of clusters, those of a single anthracene molecule and a variable number of argon atoms have been investigated in helium droplets as well as in the gas phase. The initial motivation for the investigation of clusters consisting of a single anthracene molecule and increasing numbers of argon atoms was the interest in the transition from the isolated anthracene molecule to the fully solvated chromophore. Thereby, shell structures and specific interactions
between chromophore and environment were expected [74, 75]. Stoichiometric analysis of such clusters generated in a seeded beam expansion proposed the presence of isomeric variants for all cluster sizes [57, 76–79]. A major breakthrough in the analysis of cluster configurations could be accomplished by rotationally resolved spectroscopy. Therefore, a smart approach was chosen by means of rotational coherence spectroscopy which allows to observe molecular rotation in the time domain. Thus, the limitations set by the spectral resolution in the frequency domain are eliminated by the time domain. As a result, for the clusters of anthracene with up to three argon atoms only a single configuration could be identified [80]. A final statement including clusters with up to 6 argon atoms came from an extensive study where clusters were interrogated by a broad set of experimental diagnostics based on mass-selective, fragmentation-free, two-color resonant two-photon ionization and laser induced fluorescence as well as a theoretical modeling of the ionization energy [81]. According to this study which refers also to almost all of the previous publications the clusters of anthracene with up to at least 6 argon atoms generated in a seeded supersonic beam expansion exhibit only a single configuration. The corresponding electronic band origins extrapolated to up to 8 argon atoms are depicted in Fig. 5.15 as black squares.

The investigation of anthracene argon clusters in superfluid helium droplets contrasts to the gas phase experiment [82]. By means of dispersed emission spectra, within the spectral range of 160 cm\(^{-1}\) to the red of the electronic band origin of bare anthracene a number of 13 electronic band origins have been identified. By means of Poisson intensity profiles the band origins were assigned stoichiometrically. In Fig. 5.15, all red symbols mark electronic band origins sorted according to the cluster size given by the number of argon atoms. In helium droplets, a single argon atom finds two different sites whereas a maximum of five configurations were identified for two argon atoms attached to anthracene. Moreover, clusters with five and more argon atoms did not show spectrally resolved lines. Instead, spectrally broad signal was recorded. Therefore, these larger clusters could not be recorded.

![Fig. 5.15](image-url)  
**Fig. 5.15** Frequency position of electronic band origin of anthracene and its clusters with 1 up to 8 argon atoms as revealed from gas phase experiments (black squares) and from a helium droplet experiment (red). Highlighted are two series from helium droplets as full red squares and full red triangles which develop with similar gradient as gas phase clusters. Adapted from Ref. [82]
Fig. 5.16 3-dimensional plot of the minimum surface of the interaction potential of phthalocyanine in the electronic ground state and argon with phthalocyanine in the x–y plane. Axes are scaled in Å. The potential energy scales from pink/weak to red/strong. It is calculated from pair potentials parameters as given in Ref. [42].

individually and, thus, further stoichiometric assignment was not possible. By alternation of the pick-up sequence single-sided and double-sided cluster configurations could be assigned [82]. Clusters with two or four argon atoms exhibited single-sided and double-sided configurations while the cluster with three argon atoms appeared only double sided.

It is striking that the stoichiometric gradient of the electronic band origin for clusters exhibiting the largest red shift in helium droplets—marked by red squares and labeled as SR1 in Fig. 5.16.—is very similar to that reported for gas phase conditions—marked by black squares. The gradients of linear extrapolations amount to $-39(2)$ cm (black dashed line) and $-40(1)$ cm (red dashed line), respectively. Moreover, the assignment to single-sided and double-sided configurations within SR1 confirmed the results deduced from the gas phase studies. In the latter case, the structural assignment required theoretical input in addition to the experimental data. The configurations identified from rotational coherence spectroscopy for clusters with up to three argon atoms [80] were also consistent with the configurations reported in Ref. [81] and those from helium droplets [82]. Among additional isomeric variants identified in helium droplets a second series—highlighted in Fig. 5.15 by red full triangles (labeled as SR2)—exhibits a similar stoichiometric gradient of $-43(1)$ cm (red full line) as in the gas phase. According to the analysis performed in Ref. [82] these clusters of SR2 exhibit identical configuration with respect to single or double-sided occupation as those labeled SR1. The argon induced red shift of the cluster with a single argon atom from SR1 is similar to that in the gas phase which speaks for identical cluster configurations. The red shift of the corresponding cluster from SR2 in helium droplets reveals significant shielding of the argon induced solvent shift which continues similarly for the larger clusters of SR2. The reduction of the red shift in SR2 compared to SR1 is similar for each cluster size. The reduced argon induced red shift in combination with a similar stoichiometric gradient might be indicative for cluster configurations similar to those of SR1, whereby one argon atom is located in a more distant position most probably shielded by the helium solvation layer. It is evident that the effect of shielding of a single argon atom on the argon induced red
shift decreases with increasing cluster size and vice versa as can be recognized from the linear extrapolation for SR2.

The number of theoretically proposed isomeric variants of the clusters of anthracene with up to three argon atoms listed for gas phase conditions in Ref. [80] contrasts to the single isomer identified experimentally. In contrast to both, the large number of isomeric variants identified in helium droplets which exceeds what is proposed in Ref. [80] speaks for an involvement of helium atoms as part of the solvated clusters. A deeper insight into the internal structure of those clusters requires detailed information on the mass distribution as revealed by a rotationally resolved spectroscopy similar as presented in Chaps. 3 or 8.

Additional peculiarities of cluster formation in helium droplets are revealed by electronic spectra for clusters of anthracene with five and more argon atoms. In contrast to corresponding gas phase spectra with spectrally isolated peaks the signals of those larger clusters in helium droplets merge into a broad and unstructured feature which does not allow to address individual clusters. Without helium droplets a broad signal might be an indication for intrinsic fluctionality of the clusters. However, inside helium droplets spectral broadening might also reveal an increased number of isomeric configurations possibly involving in addition a variable number of helium atoms. A recent theoretical investigation of those clusters embedded into 1000 helium atoms reported rigid cluster configurations for up to 9 argon atoms and, thus, excluded fluctionality [83]. Moreover, asymmetric cluster configurations with single-sided attachment of all argon atoms to the anthracene molecule were found favored. The latter disagrees with the experiment [81, 82], and it is not clear in how far the theoretical treatment allows to exclude cluster configurations involving helium atoms other than simply a solvation layer. A continuation of theoretical investigations for those clusters generated in helium droplets might start with confirming cluster configurations known from gas phase experiments and continue with investigation of their response to embedding into a helium bath. It should be continued by cluster formation inside helium droplets which then accounts for the possible involvement of helium atoms as part of the cluster.

5.4.3  Van Der Waals Clusters of Phthalocyanine with Argon Atoms

A cluster consisting of a single phthalocyanine molecule with a single argon atom was already addressed in Sect. 5.3.3 in the context of relaxation dynamics of helium solvated compounds induced by electronic excitation. The dispersed emission spectrum revealed two additional configurations accessible via relaxation of the electronically excited cluster [21].

Besides the cluster whose emission revealed additional metastable configurations which exhibit increased red shifts, the fluorescence excitation spectrum revealed additional configurations of this cluster with reduced red shift. While the first cluster
exhibited an argon induced red shift of 15 cm$^{-1}$ identical to that reported from the gas phase [84], the argon induced red shift of a second cluster signal was only 1.3 cm$^{-1}$. Probably, a third isomer of this cluster size exists with an argon induced red shift of 3.6 cm$^{-1}$. Looking at the phthalocyanine to argon potential hypersurface deduced from pair potentials shown in Fig. 5.15 (such a potential model was also used for PIMC simulations on the solvation of phthalocyanine in helium droplets [42]) only a single global minimum about 3 Å above the center of mass of phthalocyanine was found. No additional local minima are present that could trap an argon atom even at low temperatures. Figure 5.16 shows a 3-dimensional plot representing the surface of the potential minimum for the electronic ground state. The color expresses the binding energy rising from pink to red. The red spot constitutes the global minimum with a binding energy of about 670 cm$^{-1}$. Besides the global minimum, additional cluster configurations require stabilization from the helium environment. The tiny red shift of two additional phthalocyanine-argon clusters is most probably induced by helium solvation. Moreover, instead of helium induced stabilization possibly in the periphery of the chromophore the argon atom might be shielded from phthalocyanine by the helium solvation layer.

According to a semiempirical model deduced from experimental studies of hetero clusters consisting of a single aromatic chromophore and variable numbers of rare gas atoms [72], the attachment of a rare gas atom, say argon atom to a chromophore inside helium droplets means replacing helium atoms by an argon atom [17]. According to Refs. [72], the argon induced red shift in helium droplets is reduced compared to argon attachment in the gas phase. In the case of the phthalocyanine-argon cluster the experimentally observed argon induced red shift amounts to 15 cm$^{-1}$ in the gas phase and in helium droplets. Obviously, sometimes empirical rules fail and the experiment asks for a solid theoretical model.

Besides relaxation dynamics of isomeric configurations among each other induced by electronic excitation as discussed in Sect. 5.3.3 for the most abundant phthalocyanine-argon cluster, dispersed emission spectra revealed perceived dissociation [85]. Upon vibronic excitation of the most prominent cluster with only one argon atom not only the triple emission was observed that reveals a cascade of configurational relaxations. In addition, the emission spectrum showed a weak contribution of bare phthalocyanine [85]. According to the argon induced red shift of only 15 cm$^{-1}$, the first vibronic transition of the cluster suffices to exceed the electronic band origin of bare phthalocyanine. Thus, the balance of energy allows for dissociative relaxation of the vibronically excited cluster. However, according to the binding energy of argon at the global minimum, dissociation needs to pass a barrier of about 676 cm$^{-1}$ [83, 84]. In case the signal contribution from bare phthalocyanine should be due to dissociation of the cluster, the barrier needed a helium induced reduction to only 16% which is unlikely. In the meantime, we have repeated the experiment with the simple modification that doping with argon was eliminated. Upon excitation still at the frequencies of vibronic transitions of the argon cluster which means about 15 cm$^{-1}$ to the red of vibronic excitations of bare phthalocyanine, dispersed emission could be detected exclusively from bare phthalocyanine while the cluster signal had vanished. Even upon detuning the laser from the resonances of the argon cluster but still far from any
resonance of bare phthalocyanine, the emission of phthalocyanine could be detected. Thus, the additional emission from bare phthalocyanine had nothing to do with the phthalocyanine-argon cluster and its dissociation. Instead, it came from excitation of bare phthalocyanine as accomplished by excitation at the high frequency tail of the PW. In addition to what was discussed for TPP in Fig. 5.12, this is another example for how easy one can be misled by helium induced spectral features.

Another curious dynamic process was observed in the dispersed emission of a cluster with two argon atoms in a single sided configuration. Upon vibronic excitation of this cluster, dual emission was observed. Besides the emission of the single-sided cluster that of a double-sided cluster of identical stoichiometry was detected. Without vibrational excess excitation this signal contribution was absent [85]. Such a vibronically induced isomerization from single-sided to double-sided cluster configuration suggests tunneling through the center of mass of phthalocyanine as isomerization coordinate. However, this is rather speculative and requires further experimental investigations.

5.4.4 Summary

In summary, the pick-up process is an ideal experimental method for multiple doping of helium droplets and thus, for designing clusters of well defined stoichiometry. In particular the generation of heterogeneous clusters by consecutive pick-up of the various components is a very favorable experimental technique. The identification of the number of isomeric variants is readily accomplished by means of dispersed emission spectra. Further structural information can be obtained from alternating the pick-up sequence of different cluster components. The low temperature conditions allow for elimination of hot bands and, thus, for unprecedented spectral clarity of cluster spectra. Thus, even tiny local minima in the configuration potential might be stabilized and detected. Besides stabilization of local minima in the configuration space of the cluster, additional configurations involving helium atoms cannot be excluded. An extreme scenario as proposed for anthracene-argon clusters is the attachment of cluster components to the helium solvation layer of another subunit. In this respect, the investigation of clusters generated inside helium droplets opens new perspectives beyond what is found under gas phase conditions.

5.5 Elementary Chemical Reactions in Helium Droplets

For the investigation of elementary chemical processes, helium droplets are known to serve as a cryogenic reactor which provides insight to low energy reaction paths otherwise not accessible. This is mainly due to highly efficient dissipation of excitation energy from the dopant system to the helium droplet prior to reactive encounter and throughout the reaction process. Chemistry induced by electronic excitation is
certainly the key aspect of this section. Thereby, intramolecular dynamics is readily investigated by means of dispersed emission spectroscopy as discussed above in the context of heterogeneous clusters and solvation complexes in helium droplets. In the following three benchmark experiments will be discussed which address first a bimolecular elementary exchange reaction, namely, $\text{N}_2\text{O} + \text{Ba} \rightarrow \text{BaO}^* + \text{N}_2$, secondly, a photodissociation process, namely cleavage of iodine from $\text{CH}_3\text{I}$ and $\text{CF}_3\text{I}$, and, finally, excited state intramolecular proton transfer (ESIPT) for 3-hydroxyflavone. For all three reactions, the helium droplet experiment is contrasted with corresponding experiments in the gas phase.

### 5.5.1 Bimolecular Reaction of Barium with Nitrous Oxide

The first bimolecular chemical reaction investigated in helium droplets was the formation of barium oxide from the reaction of barium atoms with nitrous oxide, $\text{Ba} + \text{N}_2\text{O} \rightarrow \text{BaO}^* + \text{N}_2$ [86]. The interesting aspect of this reaction is the formation of an electronically excited product molecule which decays radiatively. The emitted chemiluminescence is readily detected by means of a grating spectrograph. The investigation of elementary chemical reactions under single collision condition allows to study this exchange reaction in its very details. The dispersed spectrum of the chemiluminescence provides insight into the internal energy distribution of the $\text{BaO}^*$ product molecules whereas tuning the collision energy provides insight into the entrance channel. The reaction of $\text{Ba}$ with $\text{N}_2\text{O}$ has been investigated long before in the gas phase [87–91] and in addition on argon clusters [92, 93].

In the gas phase, crossed beam experiments have been performed in order to accomplish single collision conditions. The chemiluminescence of the $\text{BaO}^*$ upon reaction with nitrous oxide was found to cover almost the entire range of the visible spectrum and is shown in panel (a) of Fig. 5.17 for two different collision energies. Not much of a fine structure could be resolved and the maximum as well as the width of the emission was found to depend on the collision energy [90]. In contrast, upon replacing nitrous oxide by nitrogen dioxide the chemiluminescence spectrum was shifted slightly to the red and showed a clear fine structure which could be assigned to vibronic bands of the barium oxide product molecule [87]. The difference in the spectra reveal different energy distribution in the exit channel of both reaction systems. Besides the collision energy, the internal energy of the $\text{Ba}$ educt has been varied. In addition to the ground state, electronically excited states of the barium atom [88] were studied for the reaction with nitrous oxide and in addition with nitrogen dioxide and also with ozone. In all cases electronic excitation of Ba became effective on the internal state distribution of the $\text{BaO}^*$ product molecule.

In a second experiment the same reaction system was studied on the surface of argon clusters [92, 93]. The purpose of these studies was to investigate the influence of solvents on elementary chemical processes. As a result, the chemiluminescence spectrum revealed two contributions shown in panel (b) of Fig. 5.17. One part of the spectrum was almost identical to the broad and unstructured spectrum recorded
Fig. 5.17 Chemiluminescence spectra of BaO* generated from the bimolecular reaction of Ba + N₂O in the gas phase for two collision energies (a) (Ref. [90]), on argon clusters (b) (Refs. [92, 93]), on helium droplets (∼20,000) (c) (Ref. [86]) and on Xe₁₅ clusters inside helium droplets (∼20,000) (d) (Ref. [86]). b and c reveal signal from hot BaO* having left the cluster/droplet and from cold BaO* residing on or in the cluster/droplet as indicated by two cartoons in panel (b). In d BaO* escaped from the xenon cluster, however, radiates still inside the helium droplet.
in the gas phase except of a slight spectral shift and much higher signal intensity. Superimposed to this a series of well separated peaks were recorded. Two reaction processes were proposed in order to explain the two signal contributions. In one case the reaction proceeds on the surface of the argon cluster so that the hot BaO* product molecule can leave the argon cluster prior to emission. In the second case the reaction happens inside the argon cluster. Thus, the internally hot BaO* product molecule cools down via energy dissipation into the argon cluster prior to radiative decay. In this case, hot bands are eliminated. The authors identify two major solvent effects. First, the effective reaction cross section was increased to the capture cross section of the Ba atom by the N2O-doped argon cluster, which to a reasonable approximation corresponds to the geometric cross section of the argon cluster. Secondly, the collision energy in the entrance channel of the reaction was given by the mobility of the educt moieties on or in the argon cluster and, therefore, not a variable parameter as in the molecular beam experiment. Besides the latter issue providing rather indefinite energetic conditions, the approach on or in an argon cluster does not warrant for single collision conditions as in the molecular beam experiment. Finally, chemiluminescence from the reaction of barium in a single collision process with a cluster of the N2O instead of a single N2O molecule on an argon cluster was found to be rather quenched [91].

This bimolecular reactive experiment has been repeated in helium droplets [71, 86]. Thereby, helium droplets had first been doped with barium atoms and secondly with N2O. Chemiluminescence has been collected by an optical fiber bundle and guided to a spectrograph. The corresponding spectrum shown in panel (c) of Fig. 5.17 was similar to that recorded for the reaction on argon clusters. Again, two contributions of chemiluminescence could be identified, one of which shows a broad signal across the entire visible spectral range and a second consisting of sharp peaks superimposed to the first. The former originates from hot product molecules and the latter from internally cold BaO*. The contribution from hot barium oxide reveals high escape probability from the helium droplet as accomplished by the heliophobic barium atoms shifting the reaction towards the surface of the droplet. Cold BaO* shows that product molecules remaining in contact with the helium droplet. One of the remarkable differences to the argon solvated reaction was a smaller solvent shift for the cold BaO* as to be expected for less polarizable helium as host. Furthermore, the vibronic lines of cold chemiluminescence were much narrower because of the lower temperature in helium droplets and possibly reduced inhomogeneous line broadening.

In a next step the experiment in helium droplets was modified in order to promote reaction inside the droplet and suppress reaction on the droplet surface. By additional doping of the helium droplets with on average 15 xenon atoms prior to doping of the reactants, the Ba atom was attracted by the xenon cluster into the helium droplet. Thus, the reactive encounter proceeds on the surface of the xenon cluster inside the helium droplet so that the escape probability of hot BaO* from the helium droplet prior to radiative decay became negligible. Under these conditions the signal from hot BaO* vanished almost entirely (cf. Fig. 5.17d). Despite additional doping with xenon the cold chemiluminescence spectrum was not shifted with respect to the
corresponding signal without xenon doping. The missing spectral shift as expected for an attachment to the xenon cluster is indicative for detachment of the product from the xenon cluster inside the helium droplet. Similar as for argon clusters as host, helium droplets act as a catalyst by increasing the effective reactive cross section by orders of magnitude [86].

Along the path from the gas phase to the argon solvated and finally to the helium solvated version of this bimolecular reaction the focus has changed. While the gas phase experiment provides insight into an elementary chemical reaction process including energetic conditions in the entrance and exit channel under single collision conditions, argon or helium solvation reveals the influence of the solvent on the products in the exit channel. In fact, the effective reactive cross section is blown up to the pick-up cross section of the educts by the host cluster. However, single collision conditions are not warranted in helium droplets or in and on argon clusters. Any details of the reaction process other than the identification of BaO* as reaction product got lost and the information revealed from the chemiluminescence spectrum recorded from xenon doped helium droplets does not go far beyond mass spectrometric detection.

5.5.2 Photolysis of Iodomethane and Perfluorated Iodomethane in Helium Droplets

One of the most detailed investigations of chemistry inside superfluid helium droplets reports on the photolysis of iodomethane and its perfluorated isomer by means of velocity map ion imaging (VMII) [94–97]. One key issue of this investigation was the influence of helium droplets as a solvent on the energetics of a photoinduced unimolecular dissociation. In particular, possible expression of vanishing viscosity—a characteristic property of superfluidity—in the velocity distribution of photofragments generated inside helium droplets was of interest. As in the case of the bimolecular chemiluminescent reaction discussed above, such an investigation profits from comparison with corresponding experimental data under gas phase conditions which are available for the chosen system [98]. Both, the gas phase experiment as well as the corresponding helium droplet experiment are benchmark studies which are making use of the capability of VMII in full depth. The authors of the gas phase experiment [98] are the pioneers in the development of VMII. The ideal photolysis process demonstrating the capability of VMII is photolysis with an abstraction of only a single atom. The atomic fragment may access only few energetically well separated electronic states, in the case of iodine two spin states. The other fragment, a molecular radical, appears with internal energy distributed over a variety of rovibrational states, if energetically accessible also in different electronic states. The elegance of VMII as experimental technique [99] lies in the wealth of information that can be obtained from the imaging of the three-dimensional velocity distribution of only the atomic photolysis product. According to conservation laws for energy and
linear momentum the velocity map of the atomic fragment reveals kinetic energies of both photofragments as well as the internal energy distribution of the non-detected molecular fragment. The internal energy of the detected fragment is revealed by the VMII detection process. Finally, the spatial distribution of the fragment velocity reveals details on the intramolecular dissociation coordinate as well as on the timing of the dissociation process. Further details can be deduced from correlation of vector quantities obtained by polarization sensitive photolysis and detection schemes which, however, will not be subject of the experiments discussed in the following sections.

The gas phase experiment reported in Ref. [98] headed for the investigation of the dynamics of the photolysis of iodomethane, CH$_3$I was prepared at low temperature accomplished by a seeded beam expansion. Thus, the energetic conditions are under control by the frequency of the photolysis laser. The entrance channel for the dissociation of CH$_3$I $\rightarrow$ CH$_3$ + I was accessed by electronic excitation into the so-called A-band of the CH$_3$I molecule [98]. With the variation of the photon energy across the A-band the starting point for photolysis varies among three different electronically excited states which are assigned as $^1$Q$_1$, $^3$Q$_0$, and $^3$Q$_1$. At the Franck–Condon point the three levels scale with decreasing energy as listed. All three are repulsive with respect to the I-C coordinate. Among the three, $^1$Q$_1$ and $^3$Q$_1$ converge to CH$_3$ and I in the electronic ground state, whereas $^1$Q$_0$ converges to I$^*$($^2$P$_{1/2}$). This latter state exhibits a conical intersection with the $^1$Q$_1$ state.

Velocity map ion images of the methyl radical shown in black and white in the left panel of Fig. 5.18 distinguish two exit channels for which the different velocities fit perfectly to the energy difference of the two spin states of the atomic iodine fragment. Besides other important details on the photolysis of CH$_3$I such as energy disposal into kinetic and internal degrees of freedom as function of the photolysis energy, the anisotropy in the spatial distribution of the fragments revealed information on the probability of curve crossing at the conical intersection. Corresponding data for

---

Fig. 5.18 Left panel: Velocity map ion image of CH$_3$ radicals generated by photolysis of CH$_3$I. Map in black and white recorded from gas phase adapted from [98]. Center colored map recorded from superfluid helium droplets adapted from [95]. Right panel: Velocity distributions of CH$_3$ radicals from the gas phase resolves two channels in correlation with I$^*$ ($^2$P$_{1/2}$) and I ($^3$P$_{3/2}$). Inlay right panel: velocity distribution from the helium droplet experiment.
the perfluorated analog of iodomethane allowed for comparison of the heavy-light product combination for CH₃I with a rather equally weighted version for CF₃I. So far, from the gas phase experiment [96] only those results are reviewed which are relevant for comparison with the helium droplet experiment.

About a decade later, the photolysis of CH₃I and CF₃I was performed in superfluid helium droplets. In general, the influence of the solvent on the photolysis dynamics was of interest. Three consecutive papers [95–97] under the common title “Photodissociation of alkyl iodides in helium droplets” have been published each with an individual subtitle, namely, “Kinetic energy transfer”, “Solvation dynamics”, and “Recombination”. In the first paper, the VMII of the fragments revealed substantial dissipation of kinetic energy from the photolysis products into the helium environment. The VMII of the CH₃ radical added in color to VMII from the gas phase experiment in Fig. 5.18 revealed a singly peaked velocity distribution (inset in right panel of Fig. 5.18) at on average less than 10% of the doubly peaked gas phase velocities plotted in the left panel of Fig. 5.18. For the heavier CF₃ radical the kinetic energy loss amounts to about 60% also without any signature of two channels as observed for the two electronic states of the iodine fragment in the gas phase. The heavier the product the less the energy loss and the larger the droplets the larger the energy loss of the escaping fragments. The angular distribution of the velocity map revealed anisotropy, however, substantially reduced for the light methyl radical fragment. Beyond an escape velocity of 600 m/s the anisotropy reached a constant average of about 70% of the gas phase value. Below 600 m/s the remaining anisotropy decreased with decreasing fragment velocity. Similar observations were reported for the heavier CF₃ radical whereby fragments with an escape velocity of more than 400 m/s reached an anisotropy almost identical to the gas phase experiment. Again, the heavier fragment is less perturbed by the helium environment. Due to numerous other experimental details in combination with a very careful analysis of the influence of the droplet size, the effect of helium solvation on the dynamics of the photolysis could be explained by a classical model of binary collisions of the fragments with individual helium atoms on their way out of the droplet. By means of quasi classical trajectory calculations the experimental velocity distributions could be reproduced quantitatively for both fragments of the photolysis of iodomethane and the perfluorated variant. Instead of characteristic features due to vanishing viscosity of superfluid helium, the influence of the helium environment on the photofragment dynamics revealed the image of a classical solvent.

The second article under the subtitle “Solvation dynamics” [96] addresses the solvation of the photolysis fragments along their path leaving the helium droplet. Solvation means the formation of clusters consisting of a photofragment and variable numbers of rigidly attached helium atoms. The corresponding cluster size distribution as deduced from mass selective VMII was recorded for clusters having left the helium droplet. Thereby it was found that the formation of such clusters took place along the escape path of the fragments. The dynamics of attachment and detachment by consecutive collisions along the escape path is responsible for the cluster size distribution. Since the fragment velocity ratio is inverse proportional to the mass ratio, the iodine fragment from CH₃I is much slower than that from CF₃I. Slow
fragment velocity was found to favor cluster formation. The dependence of the cluster size distribution on the escape velocity revealed a cluster growth along the escape path of the fragments through the droplet. Moreover, clusters generated as a result of photolysis could be excluded. In the case of the methyl radical, the protonated isomer did form clusters whereas the perfluorated isomer did not. The higher internal energy of the perfluorated fragment was made responsible for the missing of cluster formation.

The comparison of helium clusters of the iodine fragment generated either from the protonated or the perfluorated compound revealed further insight into the formation/solvation dynamics. For the slow iodine fragment the cluster size distribution was almost insensitive to the droplet size distribution. Instead, for the fast iodine fragment the cluster size distribution shifted to larger clusters with increasing droplet radius. For slow iodine fragments a dynamic equilibrium between attachment and detachment is reached whereas fast iodine fragments escape before reaching such an equilibrium.

Finally, the observation of drastically reduced fragment velocities raises the question on the possibility of recombination as discussed in Ref. [97]. Indeed, the authors could positively prove that one out of several overlapping signal contributions within the VMI images recorded for the nascent mass of CH$_3$I shown in Fig. 5.19 was definitely the result of recombination inside the droplet. Besides the recombination signal marked in panel d) in Fig. 5.19 additional signals from background gas in the detection chamber (panel a), an effusive beam emerging from the pick-up chamber (panel b), and a contribution from escaped IHe$_4$ fragment clusters (panel c)) due to imperfect mass selection were detected. With increasing helium droplet size the recombination signal increased. Moreover, evidence was provided that the cut off in the helium cluster size distribution of solvated fragments was due to a vanishing escape probability beyond a certain cluster size. For the perfluorated variant no recombination could be observed. The velocities of the photo fragments from the perfluorated variant did not allow for sufficient deceleration to accomplish recombination. Therefore, corresponding VMII did not show a signal in correspondence to signal (d) (cf. Ref. [97]). In addition, signal (c) is missing since there were no fragment clusters close to the mass of the perfluorated iodomethane.

The investigation of photolysis of methyl iodide inside helium droplets is one of the most profound investigations of helium droplets acting as a solvent on a dopant system and its chemical dynamics. The wealth of experimental details reported in three consecutive papers [95–97] preceded by a letter [94] speaks for itself and goes far beyond what is reviewed above. However, in comparison with the gas phase experiment revealing the very details of the energetics in the entrance and the exit channel of the photolysis of methyl iodide and its perfluorated variant, not much is left over in the helium droplet experiment. Again, the continuous and highly efficient dissipation of internal and kinetic energy into the helium droplet alters the conditions for molecular dynamics substantially. The helium droplet experiment changes the focus from investigating properties of the dopant system to the influence of helium solvation on this system and its chemical dynamics. In this respect Refs. [94–97] are a benchmark project that provided deep insight into solvation in helium droplets.
5.5.3 Excited State Intramolecular Proton Transfer (ESIPT) in Superfluid Helium Droplets

The third example studying molecular dynamics in helium droplets is ESIPT of 3-hydroxyflavone. ESIPT is a unimolecular process that is initiated by electronic excitation. According to Born–Oppenheimer approximation, the process of electronic excitation starts with a change of the electron density distribution and only afterwards the nuclei follow. In the case of ESIPT, the nuclear response is a proton transfer to another position. As depicted in Fig. 5.20 a hydrogen atom jumps from one oxygen to another oxygen. This rearrangement is enforced by the change in the electron density distribution accompanying electronic excitation which stabilizes the tautomer (T*) compared to the normal form (N*). As a consequence of ESIPT upon excitation at the electronic band origin of the normal form at about 351 nm, emission is recorded only in the green at and beyond 500 nm originating from the tautomer. In the electronic ground state, the energetic conditions between tautomer and normal form are inverted. The corresponding relaxation process is called back proton transfer (BPT). Under room temperature conditions this molecule is found exclusively in the normal form. Thus, electronic excitation at around 351 nm is the initiating step of
a photocycle which is continued by ESIPT followed by radiative decay of the keto form and finished by BPT as depicted in Fig. 5.20. Within this photocycle the time constants for ESIPT and BPT are characteristic quantities. Moreover, the influence of solvents on ESIPT and BPT are important details in order to elucidate such chemical processes.

While ESIPT of 3-hydroxyflavone was known for long the particular dynamics was a matter of long-lasting investigations [100, 101]. The missing of any emission from the normal form (N) revealed that the rate constant for ESIPT exceeds the corresponding quantity for radiative decay. The rise time of tautomeric emission of 3-hydroxyflavone doped into an argon matrix revealed an upper limit in the time constant for ESIPT of 2 ps [102]. In those days, time resolved spectroscopy in the picosecond regime was a challenge. However, upon approaching the limits in the time domain, corresponding information can readily be obtained from the frequency domain. This has been done successfully by means of a spectrally highly resolved fluorescence excitation spectrum recorded from a seeded supersonic jet of 3-hydroxyflavone [103]. The line shape at the electronic band origin was almost perfectly reproduced by a Lorentzian type exhibiting a width of $4.1 \text{ cm}^{-1}$. After deconvolution of minor contributions of rotational bands and of the laser band width a purely Lorentzian contribution with a spectral width of $3.9 \text{ cm}^{-1}$ was determined which corresponds to an excited state life time of 1.4 ps. Since emission occurred exclusively from the tautomer the homogeneous line width reveals the life time of the electronically excited normal form that decays via ESIPT. Thus, the excited state life time corresponds to the rate constant for ESIPT which amounts to 740 GHz. A possible influence of the steric configuration of the phenyl moiety in the electronically excited system was a matter of discussion. A twist could be confirmed by the intensity pattern within a low energy vibronic progression of $45 \text{ cm}^{-1}$ in the excitation spectrum assigned to the phenyl torsion. Upon deuteration the emission was also exclusively of tautomeric origin. However, the line width in the electronic
spectrum of the deuterated isomer was significantly smaller as compared to the protonated isomer which is indicative for a reduced ESIPT rate constant. Moreover, the line shape was dominantly of Gaussian type which did not allow for identifying a homogeneous contribution by means of deconvolution [104].

Further insight into the influence of the phenyl moiety on ESIPT has been obtained from corresponding experimental data from 3-hydroxychromone and from 2-(2-naphthyl)-3-hydroxychromone [105]. For all three compounds a Lorentzian line shape recorded at the electronic band origin revealed rate constants for ESIPT of 655 GHz for 3-hydroxyflavone, 145 GHZ for 2-(2-naphthyl)-3-hydroxychromone, and 1770 GHz for 3-hydroxychromone. Obviously, the two PAH substituents impede ESIPT the more the larger the substituent.

It was also known for long that a protic or polar solvent impedes ESIPT as revealed by ultraviolet emission from the solvated 3-hydroxyflavone [101]. The influence of water as a protic solvent was investigated for clusters consisting of a single 3-hydroxyflavone molecule and in addition one or two water molecules as generated in a seeded molecular beam experiment [105]. Dispersed emission revealed that ESIPT was blocked by adding water. Only a single water molecule sufficed to suppress ESIPT entirely. This result needs to be confronted with the observation of dual emission, namely, of normal and tautomeric origin obtained from 3-hydroxychromone derivatives dissolved in neat water [106]. The authors suggest to use the gradually changing emission of 3-hydroxychromone dyes as sensors for protic impurities and in particular of water in solutions. Another supersonic jet experiment on clusters of 3-hydroxyflavone with one or two water molecules revealed an obstacle to proton transfer only for the attachment of two water molecules, whereby reactivation of ESIPT could be accomplished upon sufficient excess excitation energy, indicative for a barrier in the proton transfer path [107, 108]. These results were obtained from mass selective IR/R2PI spectra and interpreted in combination with theoretical vibrational frequencies obtained by means of DFT and TDDFT calculations for the clusters of 3-hydroxyflavone with one or two water molecules. In summary, the experiments discussed above are benchmarks in featuring ESIPT of 3-hydroxyflavone as isolated molecule and under the influence of water on a molecular scale. While results for the isolated molecule are consistent the influence of water on ESIPT revealed inconsistencies among the different experiments.

For the investigation of ESIPT and in addition of further steps in the photocycle depicted in Fig. 5.20, helium droplets implemented as host can provide new details. In particular the influence of solvents such as water on a molecular scale can be realized even selective for isomeric variants of stoichiometrically selected complexes. Moreover, the efficient dissipation of rovibrational energy into the helium droplets allows for cooling of the electronically excited tautomer prior to radiative decay. With the expectation to record vibrationally resolved dispersed emission, the rate constant for BPT might be accessible from a line shape analysis of the electronic band origin similar as reported for ESIPT from the line shape in the excitation [102–105]. Last but not least, the influence of helium solvation on ESIPT is of interest. Thus, fluorescence excitation spectra and dispersed emission spectra of 3-hydroxyflavone and of its clusters with water have been recorded [109]. Dispersed emission spectra
of 3-hydroxyflavone in helium droplets upon excitation at about 351 nm showed exclusively emission at and beyond 500 nm. This was a clear prove for unhindered ESIPT inside superfluid helium droplets as in the gas phase. In contrast to gas phase experiments, the dispersed emission of 3-hydroxyflavone in helium droplets revealed a vibrational fine structure as was expected from efficient cooling of the tautomer prior to radiative decay (cf. Fig. 5.21). This is similar to the cooling of electronically excited BaO* reaction products prior to radiative decay as discussed in Sect. 5.5.1. In the present cases the cooling allows to obtain information on the vibrational fine structure of the ground state of the metastable tautomer of 3-hydroxyflavone which otherwise is hardly accessible. Moreover, the dispersed emission of a rovibrationally cold tautomer allows for line shape analysis similar as done in Refs. [102–105] for the excitation spectrum. The line shape analysis at the electronic band origin revealed a Voigt profile with a Gaussian component of 27.2 cm$^{-1}$ in width and a Lorentzian component of 22.5 cm$^{-1}$ in width [109]. The latter represents the homogeneous contribution to the electronic transition of the tautomer which is determined by the life time of both electronic states involved in the transition. The contribution of the electronically excited state life time in the order of 10 ns [105] to the Lorentzian line width is negligible. Thus, the Lorentzian contribution can be attributed solely to homogeneous line broadening due to BPT. Accordingly, the rate constant for BPT is about 4.2 THz which corresponds to a time constant of 236 fs. An almost identical time constant was found from corresponding investigations in a Shpol’skii matrix [110]. So far, the influence of helium droplets on ESIPT in 3-hydroxyflavone could be classified as negligible. However, the cryogenic capability of helium droplets allows to partly resolve the vibrational fine structure of the tautomer’s electronic ground state and, thereby, deduce the rate constant for BPT.

As reported from gas phase experiments, the clusters of 3-hydroxyflavone with one or two water molecules suffer a red shift in the electronic band origin. Thus, 351 nm for excitation should excite both, bare 3-hydroxyflavone and in addition its clusters
with water. Upon additional doping of the helium droplets with water post to 3-hydroxyflavone dispersed emission upon excitation at 351 nm showed spectrally well resolved cluster signals about 400 cm\(^{-1}\) further to the blue of bare 3-hydroxyflavone. According to the Poisson intensity profiles individual resonances could be assigned to clusters of 3-hydroxyflavone with one and with two water molecules as depicted in Fig. 5.22 as blue and green section, respectively. The red section is the electronic band origin of bare 3-hydroxyflavone. Only tautomeric emission was recorded for the clusters with one or two water molecules. The corresponding size distribution defined by the number of attached water molecules as revealed by a Poisson distribution is added as circles in the inlay using the same color code as in the spectrum. Upon increasing the pick-up probability to obtain the cluster size distribution plotted in black squares which corresponds to an average cluster size of four water molecules, a minor contribution of blue emission could be detected as a signature for hindered ESIPT. Surprisingly, however, this emission was spectrally broad without any kind of vibronic fine structure which contrasts to the emission of the tautomer whether from bare 3-hydroxyflavone or from the clusters with one or two water molecules. Under the given pick-up conditions only the largest clusters—probably with eight and more water molecules—might be responsible for hindered ESIPT. Instead of clarifying the inconsistency reported on the influence of water on ESIPT in 3-hydroxyflavone [105–108], the helium droplet experiment provides a third result [109] which is inconsistent to the gas phase data.

**Fig. 5.22** Dispersed emission spectra of 3-hydroxyflavone and its clusters with water in superfluid helium droplets ($\overline{N} = 5500$). The black spectrum was recorded for a cluster size distribution shown as black squares in the inset. Colored spectrum marks signal of bare 3-hydroxyflavone in red, of clusters with one water molecule in blue and with two water molecules in green. The corresponding cluster size distribution is added to the inset. (Adapted from [109])
To avoid speculations about the missing of vibrational fine structure in the blue emission of larger clusters with water, the investigation of the fluorescence excitation spectrum of 3-hydroxyflavone in helium droplets might provide explanations. However, instead of a vibrational fine structure as resolved in the gas phase experiment [102–104] shown as black line in Fig. 5.23, the spectrum from helium droplets showed two spectrally broad electronic bands starting at about 352 nm and 349 nm, respectively, as shown in the same figure in red. The helium induced blue shift is hard to quantify without a peak at the electronic band origin. A scenario responsible for vanishing of the vibrational fine structure is not evident. Upon increasing line widths in the gas phase spectrum, a factor of 10 suffice to hide the fine structure resolved in the gas phase. In this case, the factor of 10 in the line width can be interpreted as the helium induced increase of the ESIPT rate constant. Alternatively, a perturbation of the closer helium environment caused by electronic excitation of 3-hydroxyflavone might be a reason for line broadening. This scenario is similar to the explanation of line broadening for 9-phenylanthracene and 2-methylanthracene in helium droplets.

The investigation of ESIPT for 3-hydroxyflavone in helium droplets and in addition its response on attachment of water molecules revealed further insight into helium solvation. This experiment profited in the first place from highly efficient energy dissipation prior to radiative decay and in addition from stoichiometrically perfectly controlled cluster formation with water. The first advantage provided access to the BPT rate constant from line shape analysis in the cold emission of the tautomer. The latter gave access to the ESIPT under the influence of single water molecules. However, instead of clarifying in particular the effect of water on the ESIPT process, the helium droplet experiment was inconsistent to all of the previous results reported from gas phase experiments. As a matter of fact, the configuration of clusters generated in helium droplets might differ from those in the gas phase. However, to our best knowledge, there have never been reports on clusters in helium droplets that definitely excluded those configurations obtained in the gas phase. The stoichiometry
of the clusters in helium droplets is unequivocal and so are all dispersed emission spectra. The problem of vanished vibrational fine structure in the excitation spectrum of the normal form and in addition in the corresponding dispersed emission from larger water clusters is an open issue which deserves further attention. In summary, helium solvation exhibits a significant influence of the helium environment on ESIPT in 3-hydroxyflavone and on its clusters with water.

### 5.5.4 Summary

The cryogenic capability of helium droplets has a significant influence on chemical processes whether bimolecular or unimolecular. Energy deposited in rovibrational degrees of freedom is instantaneously dissipated into the helium environment and, thus, the reaction path is forced to proceed without rovibrational contributions in the entrance channel as well as for reactive intermediates. Helium droplets as cryogenic reactor provide ideal conditions for the investigation of low temperature chemistry. The influence of solvents on a molecular scale in chemical processes is readily accessible under perfect control of the cluster stoichiometry. Nevertheless, one needs to consider that the attachment of solvent molecules—in the present case of water—to the reactive system—in the present case to 3-hydroxyflavone—allows for configurations that are not accessible without the helium environment.

### 5.6 Concluding Remarks on Electronic Spectroscopy of Molecules in Superfluid Helium Droplets

This article is far from a review on the title subject. Reviews on the title subject as well as on work related to helium droplets are listed in Appendix A of this book. Instead, this article aimed to highlight peculiar properties of helium droplets as cryogenic superfluid host for studying molecular systems and molecular dynamics by means of electronic spectroscopy. Several of the expectations that initiated and fueled the development of helium droplet sources and its application in molecular spectroscopy also described in Chap. 1 of this book were confirmed by corresponding experiments. Numerous rather surprising experimental observations could be explained by empirical conclusions and evidence-based arguments. However, some of the details of experimental observations were counterintuitive and thus do neither fit to theoretical nor empirical models. The experimental results presented in this article were selected with the idea to report on both, the expected and evident features of helium solvation as observed for glyoxal (Figs. 5.2 and 5.3) and in addition those which are not understood (cf. Figs. 5.5, 5.6, 5.7, 5.8, 5.16, and 5.23). Providing explanations for the latter is certainly a challenge and is vital for making use of the full capacity of helium droplets as cryogenic host. Among unsolved problems, the relation of
line shapes and solvent shifts to the droplet size distribution stands out (Figs. 5.7, 5.8, and corresponding data for glyoxal from Ref. [16]). While the adaption of the excluded volume model to finite sized helium droplets is an unquestionable approach to handle the influence of a polarizable environment on the dopant species it does not suffice to describe all of what was reported experimentally on line shapes in helium droplets. As addressed also in Chap. 1, the source conditions such as nozzle temperature, stagnation pressure, and nozzle diameter are influential on the helium droplets. Whether from subcritical or supercritical expansion the change observed in the line shapes does not simply reflect what is expected from the accompanying change in the droplet size. Most curious was a turn-around in the helium solvation shift of electronic transitions as reported for tetracene (Fig. 5.7) and phthalocyanine at the transition from subcritical to supercritical droplet source conditions (Fig. 5.8 top panel). However, a kind of turn-around was also observed for glyoxal and in a different way for porphin, however, in both cases far from a transition in the droplet source conditions.

Besides sophisticated details revealed by the line shape and the overall line shift, the multiplet splitting observed at the ZPL of numerous dopant species deserves further investigations. Numerous experimental results similar as discussed above for a series of PAH species (cf. Fig. 5.5), for a series of derivatives of anthracene (Fig. 5.13), of pyrromethene dye molecules (Fig. 5.14), or of porphin can be taken as a guideline to develop an explanation possibly based on configurational variants of a helium solvation complex which needs to be manifested by theoretical modeling. It is the ultimate challenge for quantum chemical treatment of many particle systems steered by dispersion forces.

The phenomenon of multiplet splitting of the ZPL reveals insight into microsolvation. In addition, it is a key issue of studying van der Waals clusters and, in case of non-polar dopant species, a perfect example for cluster formation driven purely by dispersion interaction. In combination with electronic spectroscopy the investigation of heterogeneous clusters profits immensely from helium droplets as cryogenic host. In particular heterogeneous clusters consisting of a single chromophore molecule and a certain number of atoms, mostly rare gas atoms, or small molecules such as water, oxygen, nitrogen, or hydrogen, reveal information on microsolvation including details such as rigidity or shell structures on a molecular scale. Compared to alternative techniques of cluster generation as accomplished by seeded beam expansion, helium droplets as host provide unique advantages with respect to control of cluster stoichiometry and cluster temperature. However, one needs to keep in mind that the wealth of cluster configurations that are generated under support of the cryogenic environment and which can be addressed selectively by means of electronic spectroscopy might include species which involve helium atoms in addition as proposed for anthracene argon clusters (Fig. 5.16). Further experimental data and a deeper experimental insight into the cluster configuration is needed. Nevertheless, electronic spectra of van der Waals clusters generated in helium droplets are a valuable source of experimental data for the improvement of quantum chemical models dealing with dispersion interaction and with many particle systems that additionally allow to interpret and predict the splitting at the ZPL in electronic spectra.
Chemistry inside helium droplets deserves particular attention. Much of what happens under gas phase conditions is significantly modified by the helium environment as exemplified by the velocity map ion image of CH$_3$ fragment from the gas phase and from helium droplets shown in Fig. 5.18. The efficient dissipation of energy from the reaction system to the helium droplet which is active during the entire reaction process from the entrance channel to the exit channel has an immense impact on the reaction path. Exceeding the Landau velocity transforms the superfluid environment into a normal fluid with significant consequences on among others the kinetic energy distribution (cf. Fig. 5.18). As shown for the BaO* product molecule in Fig. 5.17 and for the tautomer of 3-hydroxyflavone in Fig. 5.21, reaction products as well as reactive intermediates are cooled prior to radiative decay. Thus, emission spectra are cleaned from hot bands and reveal vibrational fine structure of the electronic ground state which in the case of the metastable tautomer of 3-hydroxyflavone is otherwise not accessible. However, the genuine energy distribution as characterizing feature of molecular dynamics is entirely lost due to permanent dissipation of energy into the helium droplets. Low temperature chemistry and within this context the investigation of tunneling processes find unprecedented potential by using superfluid helium droplets as a cryogenic reactor.

Helium droplets and solvation of molecules in helium droplets bears numerous secrets that still need to be revealed. The exceptional sensitivity of electronic spectroscopy plays a key role in this endeavor. Quantitative understanding of helium droplets as nano-scaled quantum fluid and molecular solvation inside them is the ultimate goal. This is mandatory in order to make use of the full capacity of superfluid helium nanodroplets as cryogenic host for studying molecules, their dynamics, and fundamental chemical processes. Continuing work in this field warrants for gain of knowledge for all the various aspects offered by superfluid helium nanodroplets. 
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Chapter 6
Spectroscopy of Small and Large Biomolecular Ions in Helium-Nanodroplets

Eike Mucha, Daniel Thomas, Maike Lettow, Gerard Meijer, Kevin Pagel, and Gert von Helden

Abstract A vast number of experiments have now shown that helium nanodroplets are an exemplary cryogenic matrix for spectroscopic investigations. The experimental techniques are well established and involve in most cases the pickup of evaporated neutral species by helium droplets. These techniques have been extended within our research group to enable nanodroplet pickup of anions or cations stored in an ion trap. By using electrospray ionization (ESI) in combination with modern mass spectrometric methods to supply ions to the trap, an immense variety of mass-to-charge selected species can be doped into the droplets and spectroscopically investigated. We have combined this droplet doping methodology with IR action spectroscopy to investigate anions and cations ranging in size from a few atoms to proteins that consist of thousands of atoms. Herein, we show examples of small complexes of fluoride anions (F\(^-\)) with CO\(_2\) and H\(_2\)O and carbohydrate molecules. In the case of the small complexes, novel compounds could be identified, and quantum chemistry can in some instances quantitatively explain the results. For biologically relevant complex carbohydrate molecules, the IR spectra are highly diagnostic and allow the differentiation of species that would be difficult or impossible to identify by more conventional methods.
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6.1 Introduction

Experimental probes based on light-matter interactions have proven to be among the most effective means to elucidate molecular structure and dynamics. In early experiments, continuous-wave light sources were used to acquire information on the energy levels and structures of molecules in stationary states. Although knowing the equilibrium structures of molecules is crucial, many important processes such as excited state decay or chemical reactions involve electronic and nuclear dynamics as well as energy flow between various degrees of freedom. To investigate such processes, pulsed lasers with temporal widths reaching sub-femtosecond timescales have been used to investigate non-stationary states and to follow dynamical processes in real time. In spite of these significant advances, the complexity of many molecular systems, especially those of substantial size, precludes facile identification of even fundamental properties such as the three-dimensional molecular structure. Moreover, the dynamics of such systems remain to a great extent terra incognita.

Biological molecules are of special interest; the elucidation of their structure and dynamics is a prerequisite for an understanding of biological function and of biological processes in general. Numerous biological processes are carried out by proteins and carbohydrates (also frequently called glycans, sugars or oligosaccharides), often in their combination as in glycosylated proteins. These classes of biomolecules can form large and complex three-dimensional structures, and their analysis poses a formidable challenge. Over the last decades, much progress has been made, in particular in the analysis of proteins. A key role has been played by mass spectrometry (MS), as it has unparalleled sensitivity reaching down to the femtogram range. MS is therefore widely used for analytical purposes or as a selective detection method in basic research studies. Additionally, MS can be used in conjunction with dissociation experiments to gain structural information. In the case of peptides and proteins, this approach is the method of choice to determine primary structure (i.e. the sequence of amino acids). MS itself is, however, insensitive to the higher order three-dimensional structure of biomolecules and also reaches its limitations in the structural analysis of glycans.

To deduce higher order structures, condensed-phase spectroscopic or scattering techniques are often employed. However, these have a limited sensitivity and therefore require high sample densities, which are frequently not available. X-ray crystallography requires uniform crystals to achieve the high resolution required to distinguish between possible conformations, and important structural information can often remain hidden. Likewise, structures from multidimensional NMR experiments are restricted to solution, are often solvent dependent, and typically give only averaged conformational data.
6.1.1 Infrared Spectroscopy

An ideal companion for MS is optical spectroscopy and in particular infrared (IR) spectroscopy, as it can be highly sensitive and provide structural information far beyond what is available from MS alone. As a standalone technique, IR spectroscopy has a long history and is one of the most heavily utilized experimental methodologies for the analysis of molecular structure. In the region between 2800 and 4000 cm\(^{-1}\), vibrations arising from the stretching motion of hydrogen atoms bound to heavy atoms are found. Upon deuteration, these modes shift to the 2000–2800 cm\(^{-1}\) range. Located between 500 and 2000 cm\(^{-1}\) is the so-called molecular fingerprint region, where the IR-active heavy-atom stretching and many bending modes are found. In the far IR (or THz) region below 500 cm\(^{-1}\), primarily modes involving very heavy atoms and large-amplitude modes of groups of atoms are present. The exact position of IR bands depends on the details of chemical bonding and the local environment of the IR oscillators. IR spectra can therefore be used to obtain detailed information about the structure and the covalent and non-covalent interactions in molecules.

6.1.2 Action Spectroscopy

Most traditional condensed-phase IR spectroscopy experiments are performed by measuring the attenuation that light experiences after passing through a sample. Although this approach is also possible in the gas phase for molecules that have sufficient vapor pressure, it is not generally applicable to many interesting species, including molecular ions, because their attainable densities are many orders of magnitude too low for a measurable light attenuation. For such systems, a different spectroscopic approach can be taken by measuring not what the molecules do to the light (as in the aforementioned absorption spectroscopy) but rather what the light does to the molecules, thus employing one of several schemes of action spectroscopy.

Whereas for regular photon absorption measurements, the figure of merit is given by the product \(n \times l \times \sigma\), with \(n\) being the number density of the molecules, \(l\) the optical path-length and \(\sigma\) the absorption cross section, the figure of merit for action spectroscopy is given by \(F \times \sigma\), with \(F\) being the photon fluence. Thus, whereas a high number of molecules/cm\(^2\) \((n \times l)\) is the requirement in regular absorption measurements, a high number of photons/cm\(^2\) is necessary in action spectroscopy.

Examples of action spectroscopy include direct measurements of an excited state population via monitoring photon emission or employing techniques to cause photon-induced dissociation or ionization. In a related method, one can also monitor a change in mass of a molecule, complex or cluster that is directly or indirectly caused by the absorption of photons. Using UV light, this change can be caused by direct bond breaking, and when using IR light, the absorbed energy can be redistributed causing thermal dissociation.
6.1.3 IR Multiple Photon Dissociation (IRMPD) Action Spectroscopy

IR multiple photon dissociation (IRMPD) spectroscopy of gas-phase ions [1–3] is at present a widely used form of action spectroscopy [4–6]. In IRMPD, the species of interest are exposed to intense IR radiation. When the frequency of the light is resonant with an IR-active transition of the molecule, the sequential absorption of multiple photons can take place. The internal energy of the molecule can then increase to an extent that dissociation takes place. Monitoring the dissociation yield as a function of IR frequency gives the IRMPD spectrum. Over the years, IRMPD has proven to be a versatile and successful technique to record IR spectra of a wide range of species. Examples include biological molecules ranging from amino acids [7] to peptide aggregates and proteins [3, 8, 9], fragmentation products of gas-phase ions [10], species of astrophysical interest [11] and many other molecules and clusters [5, 6].

When considering IRMPD, it is important to distinguish between the sequential absorption of multiple photons and a multiphoton absorption process within one mode. In the former scenario, which is the relevant one for IRMPD, the timescale between successive absorption events is long compared to the timescale of internal vibrational redistribution (IVR) of the energy. A consequence is that vibrational modes are statistically populated, and hence the ground state of the light-absorbing mode is usually populated. Direct mode anharmonicities therefore play only a minor role. However, the frequencies of the light-absorbing modes are affected by cross-anharmonicities with other low-frequency modes that are statistically populated, giving rise to a dynamical broadening and frequency shift of the absorbing mode. These effects are qualitatively understood, can in some cases be quantitatively modeled [4], and give rise to shifts, broadening and differences between IRMPD and linear IR absorption spectra. These differences can be large when the species involved have very high fragmentation barriers, contain modes with very high anharmonicity, or isomerize during the excitation process. Molecules that are complex with many close-lying IR-active modes often have broad and unstructured room-temperature linear IR absorption spectra, and often multiple conformers are present. Performing IRMPD on such a system yields spectra that are often very congested with a correspondingly low information content. Examples of where IRMPD results in broad spectra include systems where a proton is shared between two functional groups [12]. In these cases, the motion of the proton occurs in an extremely anharmonic potential, causing couplings and spectral congestion, which can be resolved using alternative spectroscopic methods [13].

Many of the complications in IRMPD spectroscopy arise from the IRMPD excitation process itself, and the initial ion temperature (usually room temperature) as such is only a minor issue. Significantly improved spectra can be obtained by performing spectroscopy on ions that are cold and, at the same time, using methods where the absorption of a single, or maybe very few, photons is monitored. One possibility for cooling is to make use of a molecular beam expansion. Ions can then be directly
generated in the source [14] or via resonant photoionization of a molecule-buffer gas cluster [15], and IR absorption is monitored via recording of the IR-induced dissociation. Methods where mass-to-charge selected ions are trapped in a cold ion trap and irradiated by IR light are more versatile, however, and are performed in a number of laboratories [16–19]. Detection of IR absorption can then occur by monitoring IR-induced fragmentation, either of the ion itself or of a weakly bound ion-messenger complex. Typical messengers are rare gas atoms or small molecules such as H₂ or N₂. For some species, alternatively, the depletion (or enhancement) in yield of a subsequent UV-photodissociation step can be monitored. Using these techniques, many ionic species have been investigated and characterized. However, in many instances, even lower temperatures are desirable, and in addition, the above schemes are difficult to apply to large molecules and ions. In these cases, embedding of the analyte in liquid helium is potentially advantageous and offers exciting new opportunities.

6.1.4 Action Spectroscopy Using Helium Nanodroplets

At low temperatures, helium shows behavior unlike any other element or material. Due to strong quantum behavior, bulk liquid helium becomes superfluid at 2.16°K, and helium is the only element that remains liquid down to the absolute zero of temperature. Particles in superfluid helium can move almost freely without any friction. Because helium provides an isothermal environment that interacts only weakly with dopants and is transparent throughout most of the electromagnetic spectrum, it can be regarded as the ultimate cryogenic matrix for spectroscopic investigations.

Experimentally, however, bulk liquid helium is not well suited to “dissolve” molecules, as these would rather aggregate or stick to the container walls. A breakthrough occurred some twenty years ago, when initial experiments were performed in which small, thermally evaporated gas-phase molecules were captured by helium droplets produced via supersonic expansion of low-temperature helium gas into vacuum [20–22]. Using this pickup technique, atoms [23], small molecules [24–27] and biomolecules [28–30] as well as large species such as C₆₀ [31] have successfully been doped into helium droplets. It was shown that, due to the weak interactions in liquid helium, molecules embedded in helium nanodroplets can rotate almost freely, and their optical spectra show narrow linewidths [24, 27], which evidenced that the helium droplets are indeed superfluid [32]. An analysis of the rotational population distribution revealed the droplet temperature to be only 0.4°K [27]. It has also been observed that in vibrational spectra, line positions are only very weakly affected by the presence of the helium environment [33]. In contrast, electronic spectra of molecules in helium droplets show a rather large influence of the helium on the line positions and general appearance of the spectra, which can be used to extract information on the interaction between the dopant and the helium surrounding [28, 34].

Using laser vaporization, less volatile materials such as refractory metal atoms can be evaporated and picked up by helium droplets [35]. Both techniques, thermal
evaporation as well as laser vaporization, allowed for the growth of clusters inside helium droplets [36, 37]. These clusters occur in a distribution of sizes that is governed by Poisson statistics. Helium droplets are also uniquely suited for studies of the dynamics of dopants inside or on the surface of the droplets [38]. Using pulsed lasers, molecules can be aligned [39], or brought to rotation [40], or their wavepacket dynamics studied [41]. For small molecules, the rotational spectra and dynamics were recently described quantitatively with the help of a new quasi-particle, the angulon [42]. Further, helium droplets have been discussed and used as matrices for electron or X-Ray diffraction experiments [43–45]. Helium nanodroplets can also accommodate charged species. See [46] for a recent review. In such experiments, charged doped droplets can be produced by electron- or photoionization of doped neutral clusters [47], by the pickup of ions by helium droplets [48, 49] or by pickup of neutral species by charged droplets [50].

6.2 Experiments on Ions in Helium Nanodroplets

In the following, we describe an experimental setup that has been developed at the Fritz-Haber-Institut (FHI) over the last ten years to measure IR spectra of mass-to-charge selected ions in helium droplets. As the ion-doped droplets carry a charge, their mass-to-charge ratio can be measured using standard techniques. In the first experiments, large droplets were used to capture the mass-to-charge selected protein cytochrome c (molecular weight ~12,000 amu) in various charge states, and the droplet size distributions were determined [48]. Later, the first UV/VIS spectroscopic experiments were performed on the hemin ion [51]. After the FHI free-electron laser (FHI FEL) went online, IR action spectroscopy experiments were performed on small molecules [52–54] and clusters [55, 56], peptides and proteins [57, 58], DNA fragments [59], carbohydrates [60–64], reactive intermediates [65–68] and lipids [69, 70]. Here, we show some examples of IR spectroscopy of small anionic complexes as well as of carbohydrate ions in helium droplets.

6.2.1 Pickup of Mass-to-Charge Selected Ions in Helium Droplets

In most helium droplet experiments, neutral atoms or molecules of interest are brought into the gas phase, picked up by helium droplets, and probed spectroscopically. In typical experiments where a single atom or molecule per droplet is to be picked up, the sample is present in the pickup region at pressures on the order of $10^{-6}$–$10^{-3}$ mbar, corresponding to densities of ~$10^{10}$–$10^{13}$ molecules/cm$^3$. This density is limited by the corresponding vapor pressure, which, if needed, can be increased by heating the sample. Of course, all molecules will transform or decompose at a
certain temperature, and for the vast majority of (biologically relevant) molecules, this temperature is much below the hypothetical temperature at which they would have a sufficient vapor pressure to enable helium droplet experiments. Under some circumstances, laser desorption might be a solution, as the heating rate caused by the laser is very high, and (thermal) desorption can occur before decomposition. However, also in this case, at least partial decomposition will occur, and experiments that do not involve mass separation or identification will yield ambiguous results.

A solution is to marry helium droplet methods with modern mass spectrometric techniques that enable the introduction of biological molecules into the gas phase as charged species and to perform mass-to-charge selection. Electrospray ionization (ESI) can be used to bring species ranging from small molecules to large proteins, or even entire viruses, as singly or multiply charged species into the gas phase. Usually, the charge stems from a lack or excess of protons or from complex formation with, for example, alkali cations (Na⁺, K⁺ etc.) or halide anions (I⁻, Br⁻, Cl⁻ or F⁻), and the observed charge or charge distribution often reflects the one that the molecule possesses in the condensed phase. Mass spectrometry can then be used to select and isolate an ion in an individual mass-to-charge state, which can then be picked up by a helium droplet.

In the instrument developed at the FHI in Berlin, the pickup of mass-to-charge-selected ions occurs in an ion trap. Conceptually, this is quite analogous to the pickup of neutral molecules in a pickup cell. The general scheme is shown in Fig. 6.1. Shown in (a) is the conventional approach used in many laboratories to capture neutral molecules in a pickup chamber. Depending on the molecule density, the length of the pickup chamber and the size of the helium droplets, a number of molecules can be picked up by the droplets according to a Poisson distribution. The doped droplets can then be interrogated further downstream. The analogous approach for ion pickup is shown in (Fig. 6.1b). In this method, the pickup cell is replaced by a linear ion trap. Mass-to-charge selected ions can be loaded into the trap up to the space charge limit (~10⁶ ions/cm³). The ions remain stable in the trap for an extended period of time. The droplets traverse the trap and can pick up an ion, and because the kinetic energy of the doped droplet is higher than the trapping potential, the doped droplet can escape the trap and be interrogated further downstream.

An overview of the instrument is shown in Fig. 6.2. The front-end mass spectrometer is a modified commercial mass spectrometer (Waters Q-TOF Ultima). It is equipped with an ESI source (either regular or nano-ESI). The spray usually occurs from an aqueous solution of the molecules of interest into atmospheric pressure. Ions are transferred via several stages of differential pumping into high vacuum. Mass selection is performed with a quadrupole mass spectrometer (mass-to-charge range up to 3000 m/z). In the commercial instrument, this would be followed by a collision cell to induce fragmentation and a high-resolution time-of-flight (TOF) mass spectrometer to analyze the fragments. In our modified instrument, the collision cell is not used, and a quadrupole bender is inserted just in front of the TOF mass spectrometer. This bender allows the ion beam to be sent straight through to be analyzed in the TOF mass spectrometer, or to be deflected 90 degrees and injected into an ion trap. The ion trap is a linear hexapole trap of length 30 cm, and the six
Pickup of neutral molecules by helium nanodroplets using a pickup chamber in which the molecule of interest is evaporated. This approach is only feasible when the molecule of interest has sufficient vapor pressure.

Pickup of ions from an ion trap. The trap can be filled with mass-to-charge selected ions from a mass spectrometer. Longitudinal trapping is achieved by a small trapping potential (1–3 V). The kinetic energy of a doped droplet is more than enough to overcome this trapping potential.

Rod (5 mm diameter) are mounted with an inscribed circle of 9.1 mm diameter. Alternating phase radio frequency voltage (~1 MHz, 100–300 V p–p) is applied to the six rods, providing for an effective confining potential in the transverse direction. In the longitudinal direction, electrodes at both ends of the trap provide for a shallow (1–3 V) trapping potential. The ions are injected slightly above the trapping potential, and a short pulse of helium gas (~10^{-3} mbar) is supplied into the trap to allow for removal of the excess kinetic energy such that the ions remain stable in the trap for at least several minutes. The trap temperature can be varied in the range ~80–400 K, and the ions quickly thermalize to that temperature.

The trap is filled up to the space charge limit (on the order of 10^6–10^7 ions/cm^3), which takes, depending on the ion current from the mass spectrometer, from less than one to several seconds. The trap is then traversed by helium droplets.

A pulsed, cryogenic Even-Lavie valve (EL-C-C-2013, Uzi Even & Nachum Lavie, Tel Aviv, Israel) is used to generate helium droplets. The valve-body can be cooled down to 6°K using a closed-cycle helium cryocooler (RDK 408D2, Sumitomo Heavy Industries Ltd., Tokyo, Japan). Combining a resistive heating element with a diode
Fig. 6.2  Schematic overview of the experimental setup. Ions are generated by nano-electrospray ionization (nESI) and transferred into high vacuum by two ion guides. The ions can be monitored by a reflectron time-of-flight (TOF) mass spectrometer. Once the ions of interest are isolated by the quadrupole mass filter and the ion current is optimized, they are injected into the hexapole ion trap. The ion trap is traversed by a beam of helium nanodroplets that can pick up trapped ions and thermalize them to 0.4 K. The helium droplets transport the embedded ions to the detection region where they are irradiated by an IR laser beam produced by the FHI free-electron laser (FHI-FEL) [71]

temperature sensor allows control of the valve temperature, which is typically kept between 15 and 25°K. Controlling the temperature is used to change the size of the helium droplets, and the size distribution can be well described by a log-normal distribution. In the present setup, the mean value of the size distribution can be shifted from around $10^4$ helium atoms at 25°K to around $10^6$ helium atoms at 15°K. For experiments presented in this work, the valve was operated at a temperature of 21 or 23°K, a stagnation pressure of 70 bar, and a typical opening time of approximately 10 μs. The droplet source vacuum chamber is pumped by a turbomolecular pump with a pumping speed of 2400 l/s (Turbo-V 3°K-T, Agilent Technologies Italia, Italy) maintaining a pressure of $<10^{-5}$ mbar during operation. The central part of the molecular beam is transmitted towards the hexapole ion trap using a skimmer (Model 50.8, Beam Dynamics, Jacksonville, FL, USA) that has an aperture diameter of 4 mm and is placed around 15 cm away from the nozzle.

In the here presented experiment, the droplets have an average size of $5\times10^4$ helium atoms (and therefore a much larger mass than the ions in the trap) and move at a velocity of $500$ m/s. With $E_{\text{kin}} = \frac{1}{2}mv^2$, the droplets have an average
kinetic energy of ~520 eV. When a droplet collides with an ion, its capture can occur, and the then-doped droplet will move with almost unchanged velocity, kinetic energy and direction, compared to the droplet before the collision. As the kinetic energy of the doped droplet is much higher than the longitudinal trapping potential of the ion trap (~3 V), the doped droplets can exit the trap and travel towards the laser interaction region. It is important to note that the ions are otherwise stable in the trap, and the only relevant ion loss channel for the trap is the transport inside a helium droplet. This selective ion confinement makes the method extremely efficient.

Using the present setup, we demonstrated that small ions such as a protonated amino acid as well as large ions such as the protein cytochrome c (molecular weight ~12,000 amu) in charge states ranging from $+6$ to $+14$ can be efficiently incorporated into helium droplets [48, 51, 57, 58]. Measuring the current from doped droplets with a calibrated amplifier gives peak currents of up to ~20 pA, which implies about $10^4$ ion-doped droplets per pulse. Those intensities are high enough to enable many spectroscopic experiments, as ion-detection schemes can be employed that have sensitivities down to individual ions. Based on the ion density and the droplet sizes, it can be estimated that the probability that a helium droplet picks up an ion is about 2%, ensuring that multiple ion pick-up by a single droplet is negligible.

Because the doped droplets carry charge, they can be manipulated using electric fields. To determine the size distributions, the doped droplets can be accelerated using a static electric field after exiting the trap. As lighter droplets will arrive at earlier times at either a detector or in the laser interaction region, size distributions of the doped droplets can be measured, allowing experiments on droplets with defined sizes to be performed.

### 6.2.2 The FHI Free-Electron Laser

Several tens of centimeters downstream of the ion trap, the doped droplet beam is colinearly overlapped with the IR beam of the FHI FEL [71]. To date, a wide range of the electromagnetic spectrum can be covered by various commercially available benchtop laser systems. However, a single laser system often only provides a narrow spectral range with low-intensity radiation. If, on the other hand, high intensity radiation over a broad spectral range is required, an FEL can be the best option. This principle is implemented in the FHI-FEL [71], which is highly tunable and provides intense IR radiation in the range of 200–3500 cm$^{-1}$, thus covering the complete molecular fingerprint region as well as much of the light atom stretching region.

The concept of an FEL was proposed in 1971 [72], and the first realization was reported in 1976 [73]. In an IR FEL, a relativistic beam of electrons, produced by an accelerator, is injected into a resonator consisting of two high-reflectivity mirrors at each end of an undulator. The magnetic field in the undulator is perpendicular to the direction of the electron beam and periodically changes polarity a (large) number of times along its length. This causes a periodic deflection, a ‘wiggling’ motion, of the
electrons while traversing the undulator. The transverse motion is quite analogous to the oscillatory motion of electrons in a stationary dipole antenna and hence will result in the emission of radiation with a frequency equal to the oscillation frequency. This oscillation frequency is given by the ratio of the velocity of the electrons to the path length travelled by the electrons per period of the undulator. This path length is larger than the period \( \lambda_u \) of the magnetic field by a factor \((1 + K^2)\) due to the transverse motion of the electrons induced by the magnetic field; the dimensionless factor \( K \) is a measure of the strength of this magnetic field. The overall motion of the electrons in the undulator resembles the motion of oscillating electrons in a dipole antenna moving close to the speed of light. This high velocity results in a strong Doppler shift: the frequency of the radiation emitted in the forward direction as measured in the laboratory frame is typically up-shifted by a factor \( \gamma^2 \), where \( \gamma \), the Lorentz factor, is a measure of the electron energy in units of its rest mass. This radiation, referred to as spontaneous emission, is usually very weak. This is a consequence of the fact that the electrons are typically spread out over an interval that is much larger than the radiation wavelength and will therefore not emit coherently. However, on successive round trips in the resonator, this weak radiation will be amplified by fresh electrons, until saturation sets in at a power level that is typically \( 10^7 \)–\( 10^8 \) times that of the spontaneous emission.

A schematic overview of the FHI-FEL and its main components is shown in Fig. 6.3. The electron beam used to generate the laser beam is produced by an electron gun emitting pulses of free electrons into vacuum. The time structure of the FEL is characterized by a macro- and a micro-repetition rate that also determines the time structure of the laser radiation. The macro-pulse repetition rate is usually set to 10 Hz, and each macro-pulse is 10 \( \mu \)s long and consists of \( 10^4 \) micro-pulses generated at a repetition rate of 1 GHz. After traversing a buncher cavity that compresses the bunch-length, the electrons are accelerated by two linear accelerators (LINACs). The first LINAC accelerates the electrons to a fixed energy of around 20 meV and the second LINAC is used to vary the final electron energy between 18 and 45 meV. Next, the electron beam is directed through a U-shaped bend by dipole and quadrupole magnets before entering the laser cavity. Inside the cavity resides a 2 m long undulator containing 50 periods of oppositely poled NdFeB permanent magnets. The first electron bunch passing through the undulator emits an initial incoherent IR pulse. This optical pulse is reflected by the FEL cavity mirrors and passes through the undulator again. The length of the laser cavity (5.4 m) is set such that the cavity round-trip time of the optical pulse is synchronized with the electron bunches entering the cavity. As a consequence, both pulses travel along the magnetic fields of the undulator, and the electromagnetic field of the radiation can interact with each electron bunch. This interaction leads to micro-bunching of the electrons and the emission of coherent radiation with high intensity gains. The laser output characteristics can be precisely controlled by detuning (shortening) the optical cavity by a multiple of the laser wavelength. A small detuning, such as \( 1 \lambda \), generates short IR pulses with high peak power. Because the spectrum of the radiation is Fourier-limited, these short pulses have a broader spectral width. In this work, the FEL was typically operated
Fig. 6.3 Schematic overview of the FHI-FEL [71]. An electron gun releases bunches of electrons into vacuum that are accelerated to relativistic velocities by two linear accelerators (LINACs). Inside the laser cavity, a periodic array of strong magnets forces the relativistic electrons on an oscillatory wiggling motion emitting monochromatic radiation. Constructive interference between the electromagnetic field of the radiation and the electrons amplifies the emission of coherent photons.
at a detuning of 3–5 $\lambda$, which increases the pulse length to a few picoseconds and decreases the spectral width to around 0.2–0.5% (FWHM).

A hole in one of the cavity mirrors is used to transmit a fraction of the radiation to the user experiments and diagnostic elements. During a beam shift (typically one day), the electron energy is kept constant, and the laser wavelength can be tuned by changing the gap between the undulator magnets. The resulting laser radiation has a macro-pulse length of 10 $\mu$s and a macro-pulse energy of up to 120 mJ, maintaining a bandwidth of around 0.5% (FWHM). Changing the electron energy allows the FHI-FEL to produce photons with a wavelength between 3 and 60 $\mu$m.

### 6.2.3 IR Excitation of Ions in Helium Droplets

Action spectroscopy can be performed on chromophores embedded in helium droplets. When the doped droplets are irradiated with laser light and when the dopant ion absorbs a photon, an energy relaxation cascade will follow, leading to warm-up of the droplet and finally to the evaporation of helium atoms. The pathways and timescales are generally not known and are topics in our research group. For almost all well-behaved molecules, however, these timescales will be much faster than the timescale at which the next micropulse arrives (1 ns).\(^1\) The following micropulse will then encounter a dopant ion that is cooled down to the droplet equilibrium temperature of 0.4°K and embedded in a slightly smaller droplet. After successive absorption events, bare ions, void of any helium solvation shell, are observed. Some experiments indicate that bare ion generation is the result of the ions being ejected from the droplets [47]; the mechanism for such a process is, however, unclear. Another possibility is that the droplet is completely evaporated. Which of the two processes occurs might depend on the type of ion, the excitation process and other parameters. In any case, the resulting unsolvated ions can be detected in a TOF mass spectrometer. A scheme of the process is shown in Fig. 6.4.

Figure 6.5 shows mass spectra obtained after irradiating helium droplets that are doped with the protonated pentapeptide Tyr-Gly-Gly-Phe-Leu (YGGFL; C\(_{28}\)H\(_{38}\)N\(_5\)O\(_7^+\)) at 1704 cm\(^{-1}\) and different laser macropulse energies. In the mass spectra in Fig. 6.5, essentially only the protonated YGGFL at m/z $\approx$ 556 is observed. At lower mass-to-charge, little to no signal from fragmentation of the peptide is observed. At higher mass-to-charge, no signal of adducts or the remainder of a helium solvation shell can be seen. The signal of the protonated YGGFL increases with increasing laser energy, however not linearly.

Figure 6.6 shows the dependence of the signal intensity on the laser energy for three different droplet size distributions that were selected by accelerating the droplet beam in an electric potential (30 V) and timing the FEL such that the IR light beam

---

\(^1\) This will be the case for essentially all molecules consisting of more than two atoms. An exception are diatomic molecules with only high frequency vibrational modes, such as HF, for which very long vibrational lifetimes in helium droplets have been observed [74].
Fig. 6.4 Schematic diagram of the mechanisms involved in IR spectroscopy of ions using helium droplets. The ions inside the hexapole ion trap (1) have an initial energy that is rapidly dissipated after pickup by helium droplets (2) that maintain an equilibrium temperature of 0.4°K by evaporative cooling. The absorption of a resonant photon (3) leads to vibrational excitation of the ion. The absorbed energy is quickly dissipated to the bath of vibrational degrees of freedom by intramolecular vibrational redistribution (IVR). Before the next laser micro-pulse arrives, the ion will return to its vibrational ground state by dissipating its energy to the helium droplet. Evaporation of helium atoms allows the helium droplet to re-thermalize to its equilibrium temperature. This process can repeat itself many times, and after the successive absorption of multiple resonant photons (4) + (5), the bare ion is released from the helium droplet (6). The number of released ions is then monitored as a marker for photon absorption.

intersects with the desired droplet size distribution. The corresponding distributions are shown on the left in Fig. 6.3 (a, c, e). They result from simulations, based on experimental data on the time profiles of the entire distribution, measured further downstream in the instrument. The corresponding energy dependence curves on the right (b, d, f) show a clear nonlinear behavior. Whereas in the case of the distributions of the smaller droplets (a, c), signal is already observed for small laser energies, a substantial amount of laser energy is needed for onset of signal in the case of distribution (e). As the absorption of light will occur in different FEL micropulses in a sequential fashion, the number of absorbed photons is directly proportional to the laser energy. If the absorption cross section and the spatial characteristics of the laser beam would be known accurately, the x-axis could be converted from laser energy to number of photons absorbed. Measuring the ion signal at a specific laser energy setting could thus tell us directly how many photons on average are absorbed and therefore serve as an if, and if so, how many marker for photon absorption. By monitoring the bare ion yield as a function of wavelength, an IR-action spectrum can be obtained. Importantly, although multiple photons are absorbed, all absorption events will occur from the vibrational ground state of the ion at 0.4°K. Anharmonicities or cross anharmonicities that broaden spectra in IRMPD spectroscopy will therefore not play a role, and narrow absorption bands are expected.
As examples, Fig. 6.7 shows experimental spectra of three different species in helium droplets. Shown in (a) is a spectrum of an anionic complex in which a proton holds together two formic acid anions \((\text{HCO}_2^-)_2 \cdot \text{H}^+ [52]\). Theory predicts that the equilibrium position of the proton is exactly halfway between the two formate ions. Clearly, the spectrum shows several sharp peaks. All of them are very narrow, and their width is determined by the spectral width of the FEL. An analysis of the spectrum shows that all lines in the spectrum below 1200 cm\(^{-1}\) stem from motion of the shared proton coupled to deformation and torsional modes of the complex. Interestingly, the potential in which this proton moves is extremely anharmonic and more closely resembling a particle in a box potential than a harmonic oscillator. Maybe surprisingly, this does not lead to significant broadening. This shared-proton complex and the resulting spectrum can therefore serve as an interesting test case for experiment and theory of our understanding of anharmonic interactions [52].

Shown in (b) is the spectrum of a glycan, a naturally occurring tetrasaccharide, the blood group antigen Lewis b. The type and connectivity of the carbohydrate subunits is shown according to a symbol nomenclature [75]. This nomenclature and the spectroscopy of some carbohydrates will be discussed in more detail in forthcoming pages of this contribution. Considering the size and complexity of the molecule, a surprisingly well-resolved spectrum is obtained. Shown in (c) is the
IR spectrum of a non-covalently bound complex consisting of eight amino acids (serine) and one extra proton. This complex has received a great deal of attention, as its high abundance in mass spectrometry experiments indicates a high stability, and further because this complex has a strong preference for homochirality [76, 77]. Its IR spectrum between 600 and 1800 cm$^{-1}$ shows a multitude of sharp resolved bands that are characteristic for the complex and that led, together with other experiments and computation, to a structural assignment [55].
6.3 Spectroscopy of Ions in Helium Droplets: Results on Small Anionic Complexes and Carbohydrates

6.3.1 Fluoride-CO$_2$-H$_2$O Chemistry

The halide ions I$^-$, Br$^-$, Cl$^-$ or F$^-$ are ubiquitous in nature, and their chemistry is of utmost importance not only in biology, but also in diverse fields such as geochemistry, atmospheric chemistry, and industrial chemistry. Important aspects of their properties include the ability to form strong hydrogen bonds and to participate in nucleophilic substitution reactions. The fluoride ion plays a special role among the halide ions. The high proton affinity and small ionic radius of fluoride promotes the formation of strong ionic hydrogen bonds in the complexation with protic molecules. Furthermore, the fluoride can also act as a potent nucleophile and for example undergo an exothermic reaction with carbon dioxide to yield fluoroformate, FCO$_2^{-}$, forming a covalent bond between F and C. This is of special interest, as the chemistry of CO$_2$
and possible ways to remove it from the gas phase are presently very active areas of research. Fluoroformate has been investigated by various experimental techniques, and McMahon and co-workers first generated gas-phase FCO$_2^-$ by fluoride ion transfer to study its thermochemistry by ion cyclotron resonance spectroscopy [78, 79]. The experimental findings gave a bond dissociation enthalpy (DH$_{298}$) of 133 ± 8 kJ/mol, significantly weaker than typical C–F bonds (DH$_{298}$ > 400 kJ/mol) [80]. Infrared spectra of FCO$_2^-$ trapped in an argon matrix were measured, but the presence of multiple species within the matrix hindered band assignment [81]. Later, the tetramethylammonium salt of FCO$_2^-$ was isolated and characterized by infrared spectroscopy and solid-state NMR [82]. In addition, photoelectron spectroscopy was used to measure the electronic transitions between FCO$_2^-$ and the fluoroformyloxyl radical, FCO$_2^·$ [83]. Furthermore, FCO$_2^-$ as well as other halide ion—CO$_2$ complexes have been investigated by ab initio calculations [84–86].

We have explored the chemistry of F$^-$ with CO$_2$ and H$_2$O by applying mass spectrometry coupled to infrared spectroscopy of ions in liquid helium droplets and ab-initio molecular dynamics simulations [53, 54]. In the experiment, a few μL of an aqueous solution of sodium fluoride (NaF) at a concentration of 1 mM/L is placed into a nESI capillary. The solution is sprayed into atmosphere to which additional CO$_2$ gas is added to increase the CO$_2$ level to a few % (the exact amount has not been quantified), and the instrument is set to transmit and detect anions. To aid in the assignment of molecular composition and to facilitate the assignment of IR spectra, deuteration experiments are also performed. To do so, the NaF is dissolved in D$_2$O, and the CO$_2$ is bubbled through D$_2$O before being brought to the ESI region. Ions are then transferred into the instrument, and mass spectra are recorded using the on-axis TOF mass spectrometer.

Figure 6.8 shows a mass spectrum of the ions obtained. The spectrum is surprisingly simple, consisting of three dominant peaks. At the lowest m/z = 61, a peak corresponding to the bicarbonate anion is observed, and at m/z = 63, the FCO$_2^-$ ion is found. Interestingly, the most intense peak in the mass spectrum occurs 18 m/z

![Fig. 6.8 A 1 mM aqueous NaF solution is sprayed via nESI into air, to which some CO$_2$ gas is added. Anions are then transferred into the vacuum of the instrument and mass spectra are recorded (right side). The mass spectrum consists of three intense peaks, which can be assigned to HCO$_3^-$, FCO$_2^-$ and the adduct or reaction product of FCO$_2^-$ + H$_2$O. The ions can then be captured in helium droplets and investigate via IR spectroscopy](image-url)
higher than (presumably) FCO$_2^-$, indicating the addition of one water molecule to FCO$_2^-$.

The observation of the strong FCO$_2^-$ was somewhat surprising; the fact that FCO$_2^-$ is a stable ion was known, however, its facile production in the ESI process had not been reported. When replacing NaF by NaCl, no signal corresponding to ClCO$_2^-$ is observed, nor is signal indicating an ion 18 m/z larger observed.

Figure 6.9 shows structures calculated at the MP2/def2-TZVPP level for X·CO$_2$ complexes (X = I$^-$, Br$^-$, Cl$^-$ and F$^-$)(X = I$^-$–Cl$^-$ from [86]; X = F$^-$ this work). It can be seen that for I$^-$–Cl$^-$, the halide-carbon distance remains larger than is common for a covalent bond, however also that the O–C–O angle decreases, indicative of at least some electron donation from the halide ion into antibonding O–C–O orbitals.

The situation is different for FCO$_2^-$, for which both the structure (Fig. 6.9) as well as energetics [78, 79] indicate a stronger covalent character of the F–C bond and significant electron donation into the CO$_2$ moiety.

The FCO$_2^-$ ion can be incorporated into helium droplets, and the IR spectrum can be recorded, as shown in Fig. 6.10, middle trace. For comparison, the IR-spectrum of the well-known formate ion HCO$_2^-$ in helium droplets has been measured in the 1200–1800 cm$^{-1}$ range (top trace). This spectrum shows two very narrow peaks at 1317 and 1623 cm$^{-1}$ stemming from the symmetric and antisymmetric O–C–O stretching motion in HCO$_2^-$, respectively. These measurements compare very well to literature values of 1314 and 1622 cm$^{-1}$ for those modes [87]. It therefore seems that the helium environment does not induce a strong shift (at least no more than estimated 1–5 cm$^{-1}$) in line positions. Another striking observation concerns the width of the bands. In the spectra of both the formate and fluorofomate anions, the bands are very narrow, exhibiting full width at half maximum (fwhm) widths between 2 and 6 cm$^{-1}$. This is in some instances narrower than the spectral width of the FHI-FEL (typical fwhm of ∼0.5% of the photon energy). Most likely, this is caused by the non-linear nature of the dependence of the observed bare ion signal on laser fluence.

Shown in the middle trace of Fig. 6.10 is the helium droplet IR spectrum of the fluoroformate anion, and a total of six bands can be observed. For some of them, facile assignment based on previous experiments is possible [81, 82]. At 548 cm$^{-1}$, a band that can be assigned to result from C–F stretching motion is observed. This value is significantly red-shifted from the value of a typical C–F bond (>1000 cm$^{-1}$) due to the weakness of the C–F bond in FCO$_2^-$.

The transition at 747 cm$^{-1}$ can be assigned to result from O–C–O bending motion ($\delta$(OCO)). At around 1270 cm$^{-1}$, only one
Fig. 6.10 Vibrational spectrum of (a) formate and (b) fluoroformate obtained using the helium nanodroplet method. Shown in (c) is the theoretical vibrational spectrum of fluoroformate with anharmonic corrections calculated utilizing the VPT2 method at the CCSD(T)/aug-cc-pVTZ level of theory. Excellent agreement is observed between the experimental and theoretical vibrational spectra of fluoroformate, most notably for the Fermi resonance between $\nu_s$(COO$^-$) and $\delta$(C–F) + $\nu$(OCO). However, theory overestimates the degree of vibrational wave function mixing in the Fermi resonance between $\nu_{as}$(COO$^-$) and $\delta$(C–F) + $\nu$(COO$^-$). The top right corner shows the calculated electrostatic potential around the FCO$_2^-$ anion. It can be seen that the negative charge is distributed among the F- and O-atoms, with a slightly higher negative charge on the O-atoms.

A complete assignment of the spectrum can be performed with the help of quantum chemistry. The ion is small enough for the "gold standard" method in quantum chemistry, coupled cluster with single, double and perturbative triple excitations (CCSD(T)) in combination with the rather large aug-cc-pVTZ basis set, to be applied. Calculations of vibrational frequencies are in most cases performed using the harmonic approximation. Here, we go beyond that and include anharmonicities, overtones, combination bands and Fermi resonances using the VPT2 method [88–90], as implemented within CFOUR [91]. Shown in the lower trace of Fig. 6.10 is the result of those calculations. The calculated line positions and intensities are convoluted with an 0.5% (full width at half maximum) gaussian function. No scaling of the horizontal axis has been applied. It can be observed that the calculations reproduce the experiment extremely well. The results from theory can also be used to elucidate the nature of the two doublets around 1270 and 1800 cm$^{-1}$. It turns out that the doublet near 1270 cm$^{-1}$ is caused by a Fermi resonance between the combination

band resulting from symmetric O–C–O stretching motion ($\nu_{as}$(COO$^-$)) is expected, whereas the experiment shows two bands, one at 1251 cm$^{-1}$ and one at 1294 cm$^{-1}$. Similarly, only one band, stemming from antisymmetric O–C–O stretching motion ($\nu_{as}$(COO$^-$)) is expected to the blue, whereas the experiment shows two bands, a weak band at 1799 cm$^{-1}$ and a stronger band at 1816 cm$^{-1}$.
mode $\nu(C\text{–}F) + \delta(\text{OCO})$ with $\nu_s(\text{COO}^-)$. Near $1800$ cm$^{-1}$, theory also predicts two bands, however with much less splitting and almost equal intensity which stems from a Fermi interaction of $\nu_s(\text{COO}^-) + \delta(C\text{–}F)$ with $\nu_{as}(\text{COO}^-)$. The prediction for this Fermi interaction is less accurate, most likely as the theoretical description of the $\delta(C\text{–}F)$ mode is poorer [53].

An interesting question is the nature of the ion that occurs at m/z = 81 in Fig. 6.8 and gives rise to the most intense peak. Typically, the intensity is directly related to the stability and further, as the ion is generated in the ESI process in moist air, it must be largely unreactive towards at least oxygen, water or CO$_2$. The species with m/z = 81 is exactly 18 m/z higher in mass than FCO$_2^-$, indicating that it is either a adduct or reaction product of FCO$_2^-$ with H$_2$O.

To elucidate the structure of the m/z = 81 ion, we recorded its IR spectrum in helium droplets and performed calculations of possible FCO$_2^-$ + H$_2$O adducts or reaction products [54]. The results are shown in Fig. 6.11, with the experimental spectrum shown in the top trace. Candidate structures were optimized using the MP2 method using the aug-cc-pVTZ basis set, anharmonic IR spectra were calculating using the GVPT2 method [92, 93] as implemented in Gaussian 16 [94]. When comparing the experimental spectrum to the results of the calculations, it is clear

![Fig. 6.11](image_url) Experimental infrared spectrum of the [H$_2$CO$_3$F]$^-$ species compared to theoretical spectra of candidate structures. The experimental spectrum (black) was collected by ion infrared action spectroscopy in helium nanodroplets. Theoretical spectra for candidate structures 1–6 were calculated at the MP2/aug-cc-pVTZ level of theory with anharmonic corrections from the GVPT2 method. The experimental spectrum matches best to the spectrum calculated for structure 1.
that the best match of the experimental spectrum is to the spectrum of structure 1—a complex of carbonic acid with F\(^-\) [54].

The generation of a stable complex between carbonic acid and fluoride is highly intriguing. Carbonic acid is central to many chemical processes, yet it is thermodynamically unstable, undergoing decomposition to yield carbon dioxide and water. Although the barrier to dissociation is large for an isolated carbonic acid molecule, the dissociation reaction is catalyzed by complexation with many abundant molecular species, most notably water, ammonia, formic and acetic acid, and other carbonic acid molecules, which renders experimental characterization very challenging. The observed H\(_2\)CO\(_3\) + F\(^-\) complex is extremely stable and observed as the most abundant ion produced in the electrospray process under the employed conditions, providing a robust chemical trap for the normally elusive carbonic acid molecule. Complexation with anions and isolation in helium droplets was proven to be a successful method to further examine the structure and properties of this elusive molecule.

### 6.3.2 Carbohydrates

Among the four major classes of biomolecules in mammals—DNA, RNA, proteins and carbohydrates—carbohydrates remain the most poorly characterized. Carbohydrates are synonymously termed glycans, oligo- or polysaccharides or also in a broader sense simply sugars. Historically, carbohydrates were exclusively linked to functions such as energy storage, bioscaffolds, or cellular decorations in the absence of identified biological functions. In our everyday life, carbohydrates play a role as sources of nutrition, but carbohydrates are in fact a manifold class of biomolecules. The following pages present an introduction to some of the important functions of carbohydrates relevant to mammalian biology.

In biochemistry and medicine, the sequencing of the human genome was a breakthrough to the elucidation of all template-driven processes that derive from the identified genes. RNA and protein research advanced at incomparable speed. Glycosylation patterns, however, cannot be directly linked to the template of the human genome. Furthermore, many glycosylation patterns are not rigid but highly dynamic over time, which is obvious in an evolutionary sense, but accounts for physiological variations as well as pathological variations. The diverse roles of carbohydrates span from inflammation via cell adhesion to molecular recognition and cell–cell interactions [95–99]. To name an example of outstanding interest throughout the past year, the dense glycosylation on the outer shell of the spike proteins of coronaviruses shields the viruses from antibody recognition, enabling them to evade the host’s immune response. In addition, some coronavirus glycosylation sites have a structural role relevant for host cell entry [100–103].

Formerly, carbohydrates, or the hydrates of carbons, were represented by the empirical formula C\(_n\)(H\(_2\)O\(_m\). As known today, many naturally occurring carbohydrates are exceptions from the empirical formula, for example deoxyhexoses or
N-acetylhexoses, the latter of which is depicted in Fig. 6.12. The chemical representation in Fig. 6.12 is typically used in the wider field of organic chemistry and known as a skeletal formula. Carbon and hydrogen atoms are only implicitly depicted or excluded for clarity reasons. All heteroatoms and the hydrogen atoms attached to these are explicitly depicted. Using wedged bonds, the chair conformation classically used for six-membered rings is illustrated in a three-dimensional way. To minimize steric repulsion between functional groups, monosaccharides in heterocyclic ring forms are not planar but puckered [104]. Besides the chair conformation, the families of conformations are boat, envelope, half-chair and skew. For simplicity, the chair conformation is most often used in illustrations.

The most basic units in carbohydrates are monosaccharides. Generally, monosaccharides can be present in an open chain form or in two different heterocyclic ring forms. Five-membered rings are called furanoses and the usually preferred six-membered rings pyranoses, see Fig. 6.12. Monosaccharides are grouped by the number of carbon atoms into tetroses, pentoses, hexoses or heptoses, containing four, five, six and seven carbon atoms, respectively. These groups are further divided by the functional groups present in open chain form, such as aldoses with an aldehyde or ketoses with a ketone functional group. Each group comprises a number of possible monosaccharides, isomers, that differ in the orientation of the hydroxyl groups, or in mentioned exceptions the orientation of other functional groups. Monosaccharides that differ in only one stereocenter are called epimers. The carbon atoms in a monosaccharide are labelled numerically, i.e. in the heterocyclic ring form counting clockwise from the ring oxygen beginning with the carbon atom at C1 position. The D- or L-configuration is defined by the orientation of the hydroxyl group at the stereocenter furthest from the highest oxidized carbon atom in open chain form, or in the heterocyclic ring form at the carbon atom in the ring furthest from C1. The stereocenter at C1, termed anomeric center, is created with the ring-closing reaction. The two possible configurations are termed alpha (α) and beta (β) anomers, according to the relative orientation at the anomeric center and the highest, chiral carbon atom in the ring, the anomeric reference atom. In aqueous solution, α- and β-anomers can interconvert into each other in a process called mutarotation.

Going to larger carbohydrates, disaccharides are composed of two monosaccharides and oligo- or polysaccharides are polymers of larger numbers of monosaccharides. Monosaccharides, which define the composition of carbohydrates, are connected covalently via glycosidic linkages. In a condensation reaction, the glycosidic linkage is formed between the hydroxyl group at the anomeric center and one of the other hydroxyl groups.

![Fig. 6.12](image-url) Examples for prominent monosaccharides in mammals. All monosaccharides are aldohexoses adopting a pyranose ring structure.
Fig. 6.13 A generic glycan illustrating the structural details of glycans: branching, composition, connectivity and configuration. The composition of a glycan is defined by the monosaccharides present. The connectivity, in locked $\alpha$- or $\beta$-configuration, indicates which hydroxyl group are involved in the glycosidic linkage. Branching is possible in larger carbohydrates of the hydroxyl groups of the other monosaccharide, generating $1 \rightarrow 2$, $1 \rightarrow 3$, $1 \rightarrow 4$ or $1 \rightarrow 6$ linkages, as illustrated in Fig. 6.13. The formation of a glycosidic bond locks the anomeric center in either the $\alpha$- or $\beta$-configuration. In contrast to DNA, RNA or proteins, oligo- and polysaccharides are not only linear molecules but can be branched, leading to significant challenges in glycan structural analysis.

Many representations of carbohydrates, such as the Fischer or Haworth projection, evolved to ease the reading of the chemical structures of carbohydrates. For example, for monosaccharides in their open chain form, the Fischer projection is typically used. The symbol nomenclature for glycans (SNFG) is the most commonly used structural representation in the field of carbohydrate chemistry \[75, 105\]. Figure 6.14b shows a carbohydrate composed of six monosaccharide units in its skeletal formula and

![Diagram of a carbohydrate structure](image)

Fig. 6.14 a The symbol nomenclature for glycans (SNFG) \[75, 105\] is commonly used to illustrate glycan structures. Monosaccharides are represented in colored symbols. A glycosidic linkage is either a dashed or solid line indicating the configuration. The angle of the connecting line shows the connectivity. b A generic glycan structure in chemical representation and translated to SNFG
translated to the SNFG nomenclature. The composition of monosaccharides is visualized using colored symbols of different shapes, the connectivity is depicted with the angle of the connecting line at the symbol, and the configuration is represented with either a dashed or a solid line. The standardized use of symbols for monosaccharide building blocks is especially helpful in the depiction of larger structures.

The structural diversity and complexity of carbohydrates is thus very large, yet minute changes can alter the biological function. To address the question if, and in how far IR spectroscopy is sensitive to variations in carbohydrate structure, vibrational spectra of glycans in helium nanodroplets were recorded. Glycan ions are brought into the gas phase by nano-electrospray ionization (nESI). These ions are mass-to-charge selected and accumulated inside the ion trap. Helium nanodroplets with an average size of $10^5$ helium atoms traverse the trap and can pick up ions and rapidly cool them to the equilibrium temperature of the droplet. Inside the detection chamber, the embedded ions are investigated using laser radiation produced by the FHI-FEL. The subsequent absorption of resonant photons can lead to the release of the bare ion from the droplet, which is used as a marker for photon absorption. Plotting the yield of released ions as a function of laser wavelength yields a highly reproducible IR spectrum. Each spectrum shown here consists of at least two independent scans recorded with a wavenumber step-size of $\Delta \nu = 2 \, \text{cm}^{-1}$. Although the yield of released ions scales non-linearly with laser energy, a linear correction has been performed by dividing the signal intensity by the laser energy. As a result, relative intensities can be distorted to some extent. The spectra shown here were recorded between 950 and 1700 cm$^{-1}$ with two different photon fluxes using a variable focusing mirror. A softer focus (lower photon fluence) was used between 950 and 1200 cm$^{-1}$. To access the absorption bands between 1150 and 1700 cm$^{-1}$, a separate spectrum with a tighter focus (higher photon fluence) was recorded.

To assess the potential of cryogenic ion spectroscopy to resolve the minute structural details present in complex carbohydrates, a series of well-defined amino-alkyl linked carbohydrates as well as natural samples were analyzed. The analyzed samples consist of monosaccharides 1–5, disaccharides 6–7, trisaccharides 8–13, and naturally occurring tetrasaccharides 14–17, as shown in Fig. 6.15.

### 6.3.3 Mono- and Disaccharides

As discussed in the preceding section, different monosaccharides often share the same mass and only differ in the stereochemistry at single carbon atoms. Using cryogenic ion spectroscopy in helium droplets, IR spectra of the protonated aminoalkyl-linked monosaccharides were recorded (Fig. 6.16). Because the primary amine of the linker has the largest basicity, it will most likely accept a proton upon ionization and provide a localized charge.

The IR spectrum of $\alpha$-mannose (1) shows a variety of absorption bands. Around 1150 cm$^{-1}$, two narrow and well-resolved absorption bands are found. Preliminary quantum chemical calculations indicate that the most intense bands in this
Fig. 6.15 Schematic SNFG representation of the here investigated molecules. The sets consist of monosaccharides 1–5, disaccharides 6 and 7, trisaccharides 8–13, and biologically relevant tetrasaccharides 14–17.

region (1000–1150 cm\(^{-1}\)) arise from C–O-stretching vibrations with strong transition dipole moments. Between 1150 and 1400 cm\(^{-1}\), additional bands that likely originate from O–H-bend modes are present. Above 1400 cm\(^{-1}\), a series of partially resolved bands are obtained. According to calculations, these bands correspond to the primary ammonium group of the linker. Interestingly, only three NH\(_3^+\)-bending modes are expected in this region. The presence of multiple, partially unresolved bands indicates that α-mannose adopts multiple coexisting conformers with different IR fingerprints in the gas phase. Moving to the isomeric α-galactose (2), the stereoconfiguration at C2 and C4 is inverted. The IR spectrum also shows a variety of resolved absorption bands, but the peak positions and intensities render it distinct from the spectrum obtained for α-mannose. Again, the presence of multiple absorption bands above 1400 cm\(^{-1}\) indicates multiple coexisting conformers. The IR spectrum of the epimeric β-galactose (3) is characterized by several highly resolved absorption bands between 950 and 1400 cm\(^{-1}\) and broader absorptions above 1400 cm\(^{-1}\). Interestingly, some bands are as narrow as the bandwidth of the IR laser radiation (FWHM around 4 cm\(^{-1}\)). Also, the IR spectrum of β-glucose (4) exhibits a number of highly resolved absorption bands up to 1150 cm\(^{-1}\). Between 1150 and 1500 cm\(^{-1}\), only a few weaker absorptions are present. To examine the influence of the attached aminopentyl linker, β-glucose with a shorter aminoethyl linker (5) was investigated. A direct comparison shows that the two spectra are distinct. The spectrum of 5 exhibits fewer absorption bands than the one obtained for 4, and the peak positions do not coincide. In contrast to the vibrational spectra of monosaccharides 1–4, only one strong and three weak resolved bands appear above 1400 cm\(^{-1}\).
could indicate that the gas-phase structure of 5 mainly adopts a single conformer, which could be caused by the reduced flexibility of the shorter linker.

Upon moving to disaccharides, which consist of two monosaccharide building blocks joined by a glycosidic bond, the structural complexity increases significantly. The glycosidic bond can be formed at different hydroxy groups (connectivity isomers) with either an \( \alpha \)- or \( \beta \)-configuration. The increasing system size and the torsional angle of the glycosidic bond further increase the conformational complexity. Although an additional building block is present, the IR spectrum of \( \beta \)-lactose (6) shows a similar appearance to the monosaccharides described above. The variety of highly resolved bands provide a unique diagnostic pattern. To further investigate
the influence of the aminoalkyl linker, a spectrum of protonated free lactose (7) was recorded. Here, the reducing end does not contain any linker, and the anomeric center can adopt either an α- or β-configuration. In addition, the location of the charge is uncertain, and different protomers may coexist. Nonetheless, the IR spectrum of 7 exhibits multiple well-resolved absorption bands between 950 and 1400 cm\(^{-1}\). There are no obvious similarities between the vibrational signatures of both lactose variants, which indicates that their gas-phase structures are widely different. These structural differences most likely result from interactions between the charged linker and hydroxy groups of the disaccharide, or from a distinct charge distribution in 7. The absence of characteristic absorption bands above 1400 cm\(^{-1}\) confirms the assumption that this region is mainly governed by vibrational transitions of the charged aminoalkyl linker.

**6.3.4 Trisaccharides**

Next, a set of six isomeric trisaccharides was used to benchmark the method. The structures of trisaccharides 8–13 share the same reducing-end β-lactose core-motif and an aminopentyl linker, as shown in Fig. 6.17. The terminal building block was systematically varied to generate isomers that differ in composition, connectivity or configuration. For example, the glycan pairs 8/9 and 12/13 are compositional isomers and only differ in the identity of the terminal building block (Glc vs. Gal). Glycan pairs 9/10 and 11/12 are configurational isomers and differ in the stereoconfiguration of the glycosidic bond. Finally, glycan pairs 8/13, 9/12 and 10/11 are connectivity isomers that only differ in the position of the glycosidic bond (1 → 3 vs. 1 → 4).

These isomeric trisaccharides are extremely difficult to distinguish using established LC–MS techniques. Recent studies [106] used ion mobility-mass spectrometry to approach this analytical challenge and measured the arrival-time distributions and collision cross sections of trisaccharides 8–13. In negative ion mode, connectivity and configurational isomers were efficiently separated with baseline separation, allowing an unambiguous identification. The remarkable baseline separation also enabled a quantitative analysis of coexisting isomers inside a mixture. However, compositional isomers consistently showed very similar arrival time distributions and could therefore not be distinguished using IM-MS.

The IR spectra of trisaccharides 8–13 are shown in Fig. 6.18. In general, each spectrum exhibits a large number of highly resolved absorption bands and no significant spectral congestion. The configurational isomers 9/10 and 11/12 share the same connectivity and configuration, but differ in the configuration of the terminal glycosidic bond (α/β). The distinctness of the absorption patterns allows facile differentiation of these conformational isomers. Similar results are obtained for connectivity isomers 8/13, 9/12 and 10/11, which exhibit either a 1 → 3 or 1 → 4 terminal glycosidic bond. Again, the highly resolved optical signatures reveal differences that allow an unambiguous identification of each connectivity isomer. Most striking are the observations for compositional isomers 8/9 and 12/13, which share the same
Fig. 6.17 The synthetic trisaccharides 8–13 only differ in the connectivity (1 → 3 vs. 1 → 4), configuration (α vs. β), or composition (Glc vs. Gal) of the terminal building block. These isomeric oligosaccharides are extremely difficult to distinguish using established methods and therefore serve as a benchmark for this experimental approach.

Connectivity and configuration and only differ in the identity of the terminal building block (Glc vs. Gal). In other words, the trisaccharide structures within each isomeric pair only differ in the stereochemical orientation of a single hydroxy group. Surprisingly, these minute structural variations lead to substantial differences in the IR signatures, especially above 1300 cm\(^{-1}\). For example, a characteristic high-intensity transition is observed at 1450 cm\(^{-1}\) for trisaccharide 9, but is absent in the spectrum of the corresponding compositional isomer 8. Also, trisaccharide 12 features a strong absorption band around 1310 cm\(^{-1}\) that is absent in the spectrum of the trisaccharide 13. Taken together, each of the six trisaccharide isomers exhibits a variety of resolved absorption bands that lead to a unique IR signature and allow their unambiguous identification. Similarly to the previously discussed mono- and disaccharides, it is interesting to note that some IR spectra feature more than three absorption bands.
Fig. 6.18  IR spectra of the isomeric trisaccharides 8–13. Despite the marginal structural differences between these species, each trisaccharide can be readily distinguished by its unique absorption pattern that contains a variety of resolved bands.

expected for the charged aminopentyl linker. For example, trisaccharide 12 features five resolved bands, which indicates the presence of multiple coexisting conformers. Other trisaccharides such as 10 show a much cleaner spectrum with a few absorption bands that are as narrow as the bandwidth of the laser radiation.

6.3.5 Naturally Occurring Tetrasaccharides

To extend the scope of this method from synthetic standards to naturally occurring glycans, the blood-group antigens Lewis b (Le\textsuperscript{b}, 14) and Lewis y (Le\textsuperscript{y}, 15)
were investigated as sodium adducts. Although it is in principle possible to generate protonated species of these samples, the high salt concentrations found in many samples typically lead to strong signals of sodium adducts. The isomeric tetrasaccharides each consist of an $N$-acetylglucosamine, a galactose and two fucose building blocks and differ in their glycosidic linkages. Similarly to free lactose, the absence of a linker leads to an undefined anomeric center that can adopt either an $\alpha$- or $\beta$-configuration. Although the number of expected vibrational transitions for molecules of this size is large, the corresponding IR spectra (Fig. 6.19) exhibit a remarkably small number of well-resolved absorption bands that allow an unambiguous discrimination between the two isomeric species. Especially the Le$^\alpha$ tetrasaccharide shows an extremely clean IR spectrum with a total of eight features. The transitions around $1500 \text{ m}^{-1}$ and $1680 \text{ cm}^{-1}$ likely stem from the amide group of the GlcNAc building block and are assigned as amide II and amide I bands, respectively. A single amide group is expected to give only one amide II and one amide I band. Here, however,

![Fig. 6.19](image-url)

As representatives of biologically relevant glycans, the blood-group antigens Le$^b$ (14) and Le$^\alpha$ (15), as well as the milk-sugar tetrasaccharides lacto-$N$-neotetraose (16) and lacto-$N$-tetraose (17) were investigated as $[M + Na]^+$ ions. The characteristic absorption patterns allow unambiguous discrimination between the corresponding isomers. The discontinuity in intensity around $1150 \text{ cm}^{-1}$ results from differences in photon fluence in the irradiation region prior to ion detection.
multiple bands are observed, which indicates that multiple coexisting conformers with different amide band positions coexist in the gas phase.

As another example for naturally occurring glycans, lacto-N-neotetraose (16) and lacto-N-tetraose (17) were investigated. These isomeric tetrasccharides belong to the group of human milk oligosaccharides and only differ in the connectivity of the terminal galactose building block. The corresponding IR spectra of the sodium adducts shown in Fig. 6.19 also exhibit distinct and well-resolved absorption features that allow their discrimination. Again, multiple bands in the amide II and amide I region indicate the presence of coexisting conformers.

The highly resolved IR spectra allow an unambiguous identification of complex isomeric glycans. But what are the underlying structures that lead to those absorption patterns? In general, theoretical methods are widely used to compute structural candidates and calculate their corresponding IR spectra. These theoretical IR spectra are then compared to experimental results in order to extract the structural information that is encoded in the vibrational fingerprint, and identify the underlying structure. For the glycans presented here, this approach turned out to be challenging. There is a threefold problem: (1) the molecules are extremely flexible, have many rotatable bonds and ring-pucker possibilities, giving rise to a very large conformational space; (2) the molecules are large, and accurate calculations of the structure and energies of individual conformers are very expensive; and (3) calculations of IR spectra beyond the harmonic approximations are presently out of the question for molecules of that size. It turns out that problem (1) is the most severe. For other systems such as peptides and proteins, a pre-screening of the conformational space using a less costly method, such as a simple empirical force field, is often performed. In order to be able to do so, these force fields need to have a certain minimum accuracy to give results that are meaningful for our experiments. For peptides and proteins, such force fields have been developed over several decades and are readily available. For glycans, however, no sufficiently accurate force fields are presently available. A firm conformational assignment of the here investigated molecules therefore requires improvements in the theoretical description.

Nonetheless, cryogenic vibrational spectroscopy is a valuable addition to the structural analysis toolbox for glycans. The low temperature environment of superfluid helium nanodroplets enables the acquisition of highly resolved absorption spectra: a true spectral fingerprint that is unique for each glycan. Even minute structural differences such as the stereochemical orientation of a single hydroxy group within trisaccharides lead to spectral differences that allow an unambiguous identification which is otherwise difficult or impossible to do. The method in general therefore offers possibilities for commercial application in the glycosciences. However, the sophisticated experimental setup used in this work involving a FEL will arguably not find a commercial application. This will be left to simpler implementations using cryogenic ion trap and commercially available benchtop laser systems.
6.4 Conclusions

Helium nanodroplets are indeed the ultimate cryogenic matrix for optical spectroscopy experiments. The method can not only be applied to volatile neutral species, but also to a wide variety of anionic or cationic gas-phase ions. When used in combination with mass spectrometric techniques, unprecedented selectivity and sensitivity can be obtained, allowing for the investigation of small ionic complexes, larger biological molecules and even entire proteins, containing thousands of atoms.

The IR spectra shown here are highly diagnostic for the species investigated. For small ions, rigorous theory can quantitatively explain the observations. For larger species, IR spectroscopy in helium nanodroplets can be used as an orthogonal technique to mass spectrometry and ion mobility spectrometry to fingerprint and distinguish molecular isomers or conformers which are indistinguishable by traditional bioanalytic methods. Present and future applications therefore range from fundamental studies on the structure and dynamics of molecules to real world applications in analytical chemistry.
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Chapter 7
X-Ray and XUV Imaging of Helium Nanodroplets

Rico Mayro P. Tanyag, Bruno Langbehn, Thomas Möller, and Daniela Rupp

Abstract  X-ray and extreme ultraviolet (XUV) coherent diffractive imaging (CDI) have the advantage of producing high resolution images with current spatial resolution of tens of nanometers and temporal resolution of tens of femtoseconds. Modern developments in the production of coherent, ultra-bright, and ultra-short X-ray and XUV pulses have even enabled lensless, single-shot imaging of individual, transient, non-periodic objects. The data collected in this technique are diffraction images, which are intensity distributions of the scattered photons from the object. Superfluid helium droplets are ideal systems to study with CDI, since each droplet is unique on its own. It is also not immediately apparent what shapes the droplets would take or what structures are formed by dopant particles inside the droplet. In this chapter, we review the current state of research on helium droplets using CDI, particularly, the study of droplet shape deformation, the in-situ configurations of dopant nanostructures, and their dynamics after being excited by an intense laser pulse. Since CDI is a rather new technique for helium nanodroplet research, we also give a short introduction on this method and on the different light sources available for X-ray and XUV experiments.
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7.1 Introduction

X-ray and extreme ultraviolet (XUV) radiations are high energy forms of electromagnetic radiation with photon energies ranging from tens of electron volts (eV) to tens of kilo-electron volts (keV). Absorption resonances and binding energies of many atoms fall within this range, allowing the identification of the elements in a material, their oxidation states, and even their chemical environment [1–5]. The short wavelengths of X-ray and XUV, from a fraction to a few tens of nanometers, are also used for the structural determination of objects with high spatial resolution and chemical specificity [1–5]. The XUV regime from tens of electron volts to ~250 eV is commonly used in studying electronic structures, especially chemical bonding in molecules, using photoelectron spectroscopy. The X-ray regime, on the other hand, is divided into soft (low-energy, ~250 eV to ~10 keV) and hard (high-energy, ~10 to ~50 keV) X-rays. The latter is frequently employed in X-ray diffraction crystallography since the photons in this region have wavelengths comparable to interatomic distances; while the former is often used for core-level spectroscopy of many organic compounds because the K-absorption edges of carbon (284 eV), nitrogen (410 eV), and oxygen (543 eV) lie within this region. The photon range between the carbon K-edge and the oxygen K-edge is called the “water window” because carbon predominantly absorbs the photons there, whereas oxygen (or water) remains transparent. This window is particularly advantageous for improving contrast in the X-ray microscopy of many organic compounds and cellular components in their native aqueous environment.

The generation of X-rays and X-ray imaging evolve together [6]. Immediately after Röntgen’s discovery in 1895, it was demonstrated that X-ray radiation penetrates through many materials and reveals the denser internal structure. There is a good contrast between different elements in an object because of absorption, which scales as a function of the atomic number almost to the fourth power [1, 2]. These rather unusual properties of X-rays lead to some of their earliest and dramatic applications in casting shadow images of bones and hidden objects; applications that are continuously used in X-ray radiography for making medical and dental diagnoses, and in scanning for dangerous and prohibited objects in security checkpoints. Moreover, through the principles of diffraction, X-rays are used for structure determination of crystals and quasicrystals, including biologically important molecular systems such as the ribosomes and the DNA. In fact, most structures reported in molecular structure databanks are collected from X-ray crystallography [7]. Another way of imaging structures is with the use of electrons, see the work by Zhang et al. in Chap. 8 of this volume [8].

While X-ray crystallography is nowadays a routine procedure for structure determination, its application remains limited to systems that can be crystallized. Many objects in the micro- and nanoscales, which are of interest in materials, physical, and biological sciences, especially in the so called “soft materials”, (i) do not form reproducible structures, (ii) are often non-periodic, (iii) cannot be supported, (iv) are either difficult to crystallize or cannot be crystallized at all, and (v) are often too large
to be imaged as a whole. X-ray microscopy addresses some of these issues [9–11]. However, one key challenge in X-ray microscopy comes from the fact that materials used for X-ray optics have refractive indices remarkably close to unity and do not significantly refract X-rays. The use of a zone plate is one option to focus an X-ray beam and to produce a real space X-ray image. These plates, which are also known as Fresnel zone plates, are designed with alternating opaque and transparent concentric rings and require bright and coherent light sources, usually from third-generation synchrotron sources. The resolution, however, is limited by the size of the outermost rings of the zone plates, which is on the order of a few tens of nanometers [12, 13].

Another approach to structure determination of non-periodic objects is with lensless coherent diffractive imaging (CDI) [14–18]. In this technique, the object of interest is directly illuminated by spatially coherent X-rays or XUV focused to a few microns. The data collected with CDI are the intensity distributions of the scattered photons recorded on a two-dimensional detector. Since only the intensities of the scattered photons are recorded, phase information is lost, and iterative transform algorithms are required to numerically calculate the density of the object giving the diffraction image [14, 19–23]. The X-ray or XUV laser must be sufficiently bright, and spatially and temporally coherent [2, 24]. Additionally, the focus of the light beam must also be larger than the size of the object, as this oversamples the information needed for determining the missing phase, see Sect. 7.2.3. Necessary parameters for CDI have been reached with recent technological developments of fourth generation XUV and X-ray light sources, which are also known as Free-Electron Lasers (FEL). XUV diffractive imaging with FELs was first demonstrated at the Free-Electron Laser in Hamburg (FLASH) facility in 2006 [25], and in the X-ray regime at the Linac Coherent Light Source (LCLS) at Stanford Linear Accelerator Laboratory in 2011 [26, 27]. Since then, single-shot diffraction and especially CDI has been applied to single viruses [27], soot particles [28], xenon clusters [29, 30], and silver nanocrystals [31], among others, with a nanometer resolution. Several reviews have been published recently on CDI with X-rays, especially focusing on biological samples [15, 24, 32–34].

The earliest X-ray CDI measurement with superfluid helium droplets was performed at LCLS with the aim of visualizing quantized vortices in finite and isolated quantum fluids [35]. Quantum vortices are the macroscopic manifestation of superfluidity, and they have been observed and studied in bulk superfluid helium and Bose–Einstein condensates [36–39]. Up until the first experiment at LCLS, traces of quantum vortices were only inferred from the electron micrographs of cluster deposits from metal-doped helium droplets on thin carbon films [40–44], see also the work by Lackner in Chap. 11 of this volume [45]. In contrast, spectroscopic signatures of quantum vortices in helium droplets are lacking [46, 47]. The first results published from the LCLS experiment have uncovered fresh facets of helium droplets and have reinvigorated research questions that can also be addressed by CDI, such as:

2. What factors control the formation of dopant nanostructures inside the droplet? Is it possible to control their aggregation? [53–57]

3. What are the structural changes occurring in a pure or doped droplet after it has been subjected to intense light pulse such as near-infrared (NIR) radiation? [58–61].

The CDI technique is not limited to X-ray FELs. It can also be applied to other light sources producing spatially coherent radiation including visible lasers, intense light pulses in the XUV radiation from FELs, such as FLASH in Germany and the seeded Free Electron Laser Radiation for Multidisciplinary Investigations (FERMI) in Trieste, Italy, and lab-based High Harmonic Generation (HHG) sources, which are becoming widely available in many laboratories [17]. Experiments performed in the XUV regime using either seeded FELs or HHG sources have used wide-angle scattering approach to determine the three-dimensional shape of the helium droplet [49, 50].

In this chapter, we review the current progress of research and discoveries in coherent X-ray and XUV imaging with helium droplets. Since the application of imaging is rather recent in the arsenal of techniques available for helium nanodroplet science, we begin with a short introduction in Sects. 7.2 and 7.3 on single-shot, lensless coherent diffractive imaging; on how the structure of the pure and doped droplets are determined from their corresponding diffraction image; and on the general experimental setup for imaging. In Sect. 7.4, we proceed in discussing the results on the sizes and shapes of helium droplets and what the shapes of the droplets tell us about their state of spin. In Sect. 7.5, we discuss results where numerical reconstructions show the positions of dopant clusters, which in some cases reflect the configuration and distribution of quantum vortices. We also consider the possibility of controlling the growth of dopant nanostructures by using different kinds of dopants, such as xenon, silver, acetonitrile, and iodomethane. In Sect. 7.6, we introduce experimental results on imaging doped helium droplets after excitation with an intense near infrared pulse. Finally, we present a brief outlook on further opportunities for studying helium droplets with CDI in Sect. 7.7.

### 7.2 Imaging

#### 7.2.1 Lens-Based and Lensless Imaging

Images map the spatial information of the scattered light from an object into an image plane. Figure 7.1 shows sketches of two types of imaging systems with and without the use of lenses. Here, the source of illumination comes from a distant light source and is already considered a plane wave when it reaches the object.
Lenses are an integral part in almost all optical imaging systems, such as our eyes, microscopes, and telescopes [62]. In lens-based imaging systems, such as in Fig. 7.1a, the lens collects the scattered light and transforms it into a distribution of intensities representing the object onto an image plane (usually a screen, a photographic plate, or a two-dimensional photosensor) located at some distance behind the lens [62, 63]. Mathematically, lenses can be seen as performing Fourier transforms of the collected scattered light to reproduce the object into the image plane. Based on Abbe’s theory of image formation, the size of the lens defines the acceptance angles in collecting all the scattered light [64]. This limitation, along with lens aberrations, reduces the resolution of the image. In addition, depending on the geometry of the imaging setup, the image usually has a different magnification as that of the original object [62].

While lenses used in optical imaging are well-understood, similar components for X-ray and XUV imaging and X-ray microscopy remain in continuous development along with advances in nanofabrication [9, 10, 65]. The penetration depth of X-rays is large and the refractive index of most materials in the X-ray regime is very close to one. XUV radiation, on the other hand, is strongly absorbed in almost any material, rendering transmission optics almost unfeasible. The design, therefore, of X-ray and XUV optics is markedly different than that used in optical imaging. One of the key developments in X-ray focusing is the Kirkpatrick-Baez (KB) mirrors, which are a pair of ellipsoidal-shaped mirrors placed orthogonal with respect to each other. The incoming radiation is focused to a line by the first mirror, while the second focuses this line to a point [2]. These mirrors take advantage of the strong reflection of X-rays at glancing incidence angles with respect to the curved surface of the KB mirrors. Another kind of optics used with X-rays is the Fresnel zone plates. The current
resolution achieved by these plates is limited to a few tens of nanometers [10, 65]. Overviews of X-ray and XUV microscopy methods and applications can be found in a number of reviews [1, 2, 9–11, 65].

In the absence of a lens, the type of image formed depends on the distance of the camera sensor with respect to the object [1, 62, 63]. From an optical point of view, an object consists of infinitesimal volume elements, where each element acts as a point source of spherical waves. After illumination, a path length difference develops among these scattered waves as they propagate towards a particular section of the detector. The path length difference is approximately given as $a^2 \cdot z^{-1}$, where $a$ is the typical object dimension, and $z$ is the distance between the object and the detector. If the detector is very close to the object, only a projection of the object is created on it; any visible contrast can be accounted from the different absorption properties of the materials that make up the object. This type of imaging is called contact regime and is commonly employed in X-ray radiography. As the detector is brought a bit farther, the effect of the path length difference becomes important. Fringes are observed in addition to the projection of the object on the detector. If the path difference is comparable to the wavelength of light, $\lambda$, i.e., $\lambda \approx a^2 \cdot z^{-1}$, the imaging is in the near field or Fresnel regime. When the detector is brought even farther, such that the arriving waves at the detector are approximately planar, the imaging is classified as Fraunhofer or far-field regime. In this case, the “image” on the detector no longer bears resemblance to the object. Rather, the image is a diffraction pattern corresponding to the Fourier transform of the density of the object. Positioning the detector even farther from the object does not change the diffraction pattern but only scales the size of it. The categorization of these different regimes is based on the Fresnel number, $f$, which is given as [1, 17]:

$$f = \frac{a^2}{\lambda \cdot z}. \quad (7.1)$$

If $f \gg 1$, imaging falls under the contact regime; Fresnel diffraction if $f \approx 1$; and Fraunhofer diffraction if $f \ll 1$. For a droplet with a diameter of 1000 nm, a wavelength of 0.826 nm (1.5 keV), and an object-detector distance of 565 mm, $f = 2.1 \times 10^{-3}$. With the same droplet diameter but for a wavelength of 72 nm (17 eV), which is within the short wavelength margin produced from an HHG source, and a detector distance of 50 mm, $f = 2.8 \times 10^{-4}$. Hence, for all intents and the purposes of X-ray and XUV imaging described in this chapter, the measured diffractions are classified under Fraunhofer or far-field diffraction.

In Fig. 7.1b, the diffraction image is registered within the field of view of the sensor. Because of the limited response time of the sensor, only the intensities, i.e., the squares of the scattering amplitudes, are measured, and the phase information of the scattered wave is lost. In order to recover the phase and to completely reconstruct the object from its diffraction image, numerical methods are applied that iterate between the Fourier space and the real space. These numerical methods analogously perform the same role as a lens in lens-based imaging. The resolution of lensless imaging at small scattering angles theoretically depends on the maximum collection
angle subtended by the sensor, and by the wavelength of light used for imaging. Simply, the theoretical resolution is defined as [17] (Figs. 7.2 and 7.3):

\[ r_t = \frac{\lambda}{2 \cdot \theta_{\text{max}}} \approx \frac{\lambda \cdot z}{N \cdot \Delta r}, \]

(7.2)

where \( \lambda \) is the wavelength of light; \( \theta_{\text{max}} \) is the field of view as defined by the distance between the object and the detector, \( z \); and the length along one side of the detector, \( N \cdot \Delta r \), where \( N \) is the number of pixels along one axis and \( \Delta r \) is the size of one pixel, see Fig. 7.4. For imaging with X-rays at 0.826 nm using a 1024 × 1024 pixels detector, where each square pixel has a size of 75 \( \mu \)m, and located 565 mm from the object, \( r_t \approx 6 \) nm. Similarly, the depth of field is given by [17]:

\[ r_l = \frac{2 \cdot \lambda \cdot z^2}{\left( N \cdot \Delta r \right)^2}. \]

(7.3)

For the same conditions as above, \( r_l \approx 90 \) nm.

### 7.2.2 Coherent Light Sources

A light source is considered coherent when there is a perfect correlation between the emanating complex field amplitudes, i.e., if the electric field is known at one point in space then the electric field at another point can be predicted based on their separation in space and time [2, 62, 63]. On the other hand, if a source produces light at various frequencies with no phase relationship whatsoever, then the source is incoherent. An image formed from *coherent illumination* is a result of the square of the linear superposition of individual exit waves from the different scattering points of the object, whereas an image formed from an *incoherent illumination* is due to the summation of individual intensities from the scattering points. Further comparisons between coherent and incoherent imaging are given in standard textbooks in Optics, in particular Fourier Optics [62, 63].

Real sources are only partially coherent since they are not perfectly monochromatic and do not propagate in a perfectly defined direction [1, 2]. Nevertheless, a region of coherence can be defined where the electromagnetic waves from a real light source remain in phase. Along the direction of propagation, the length of coherence, \( l_L \), delimits the region from the source until the waves become out of phase. Mathematically, \( l_L \) is defined as:

\[ l_L = \frac{\lambda^2}{2 \cdot \Delta \lambda}, \]

(7.4)
where, \( \Delta \lambda \) is the spectral bandwidth of a source. The longitudinal coherence length is also known as temporal coherence. Transverse to the direction of propagation, the coherence length or spatial coherence, \( l_T \), indicates the uniformity of the wavefront as it moves from a source and is defined as:

\[
l_T = \frac{\lambda \cdot z}{2 \cdot s_d},
\]

where, \( s_d \) is the typical spot size of a light source. Examples of spatially coherent light sources include optical lasers and FELs. However, incoherent light sources such as many synchrotrons, the sun, or arc lamps can also be made coherent through an introduction of a pinhole in between the object and the light source [2]. The setup of many X-ray imaging experiments done at synchrotrons is often based on spatial filtering using pinholes [9–11].

Developments in X-ray and XUV light sources usher new experimental techniques in imaging. These light sources produce coherent, intense, sub-100 fs pulses, which are characteristics conducive for single-shot CDI of nanometer-sized samples in free flight. The list of these new light sources includes: (i) X-rays from self-amplified spontaneous emission (SASE) FELs; and (ii) XUV radiation from SASE and seeded FELs, and lab-based HHG sources. All these new light sources can be used for CDI of large helium nanodroplets.

The concept of X-ray FELs builds on the technology of synchrotrons [1, 2]. Figure 7.2a shows the decade by decade development of X-ray sources from rotating anodes to FELs. Different X-ray sources are characterized by a quantity called brilliance, which is defined as the number of photons a source produces per second, the spectral bandwidth of a source at 0.1%, the focus size of the beam, and the beam divergence in milliradians. FELs deliver X-ray pulses with more than six orders
of magnitude peak brilliance than synchrotron sources, such as ESRF (European Synchrotron Radiation Facility) in Grenoble, France, and Spring-8 in Hyogo Prefecture in Japan. The coherent emission of X-rays is driven by the SASE process, where electron bunches from an injector gun are first accelerated through a linear accelerator (linac) hundreds of meters in length. Once the electron bunches travel close to the speed of light, they enter a series of undulators composed of a periodic series of alternating magnetic dipolar fields. As the electrons wiggle in the undulator, they radiate electromagnetic energy. Due to the high quality of the electron bunch or more precisely its small volume and narrow velocity spread, the electrons coactively interact with this emitted radiation, accelerating some of the electrons in the bunch and decelerating some depending on their position with respect to the crest of the electric field of the emitted radiation. This process creates electron microbunches that wiggle concurrently with the radiation and results into the exponential amplification of the radiation intensity within the SASE process. The photon energy produced can be tuned by adjusting the kinetic energy of the electrons and the vertical distance between the two sheets of the undulator, see Refs. [66, 67] for reviews on the physics of X-ray Free-Electron Lasers.

Due to the statistical fluctuations within the microbunches, which basically start from noise, the spectral bandwidth in the SASE process remains rather broad. This effect limits the application of the SASE pulse in studying few-femtosecond and attosecond electron dynamics in many atomic and molecular systems. Control over the spectral bandwidth and phase of FELs can be achieved by seeding the FELs with intense laser pulses or through self-seeding by introducing magnetic chicanes or dispersive elements along the trajectory of the electron bunch. The seed field arrives synchronously with the electron bunch at the beginning of the undulator, and the electric field of the seed laser dictates the microbunching process, significantly reducing the bandwidth of the FEL [68–70]. The FERMI FEL is one of these seeded FELs and can produce phase-coherent radiation in the XUV and soft X-ray regimes down to wavelengths as short as 4 nm [71].

FELs are large facilities. Access to these facilities is contingent upon a successful appropriation of a beamtime after an experimental proposal has been peer-reviewed. In short, experiments at FELs are limited by the allocation of available beamtimes. Alternatively, lab-based XUV sources are being developed from the nonlinear generation of high harmonics from an infrared (IR) drive laser, such as a femtosecond Ti:Sapphire laser centered at around 800 nm. Intense XUV pulses can be created via high harmonic generation (HHG) in gas using loose focusing geometries [72]. Atoms of a noble gas are ionized by the electric field of the loosely focused IR laser. The electrons are subsequently accelerated and thrown back onto the parent ion in the slowly changing IR field. This process results in recombination and emission of sub-femtosecond XUV bursts [2, 73, 74]. As the process is repeated twice for each IR cycle, the interaction produces odd harmonics of the driving laser [2, 73, 74]. In order to create high pulse energies, phase matching has to be achieved in a large volume of the focal area and requires optimizing conditions in a multiparameter space of IR intensity, gas pressure, and position relative to the focus [75]. The HHG can produce XUV pulse energies up to a few microjoules with pulse lengths
as short as a few hundreds of attoseconds, see Fig. 7.2b. Short pulses open a new pathway for studying electron dynamics, such as electron density motions [76]. In terms of XUV imaging, tabletop HHG sources have been used in ptychographic reconstruction of patterned titanium on a silicon substrate [77, 78], ultrafast charge and spin dynamics in electronics [79], thermal transport in nanoscale systems [80], and wide-angle scattering of superfluid helium droplets [49]. Using HHG pulses for single-pulse, single-particle CDI, especially for dynamics studies, is very promising but still in its infancy.

7.2.3 Coherent Diffractive Imaging

Coherent diffractive imaging (CDI) is a lensless imaging technique where numerical methods are employed to reconstruct the object from its diffraction image, which represents the moduli squared of the complex scattering amplitudes [14, 15]. Details in the diffraction pattern play a crucial role in determining the location, amplitude, and spatial features of the different components in an object. For instance, speckles in a diffraction pattern denote specific spatial frequency that reflects the location or arrangement of substructures in the object. To regain the phase lost during the measuring process, iterative transform algorithms (ITA) are used to iteratively calculate Fourier transforms between the Fourier space and real space with the application of constraints in each space [15, 33, 81, 82]. These constraints are applied in order to minimize the error between the measured diffraction image from the calculated one.

Phasing algorithms usually do not converge to a unique solution due to ambiguities from unknown overall object boundary (“support”), signal noise, and missing data due to detector limitations. ITAs such as error-reduction (ER) [19] and hybrid input–output (HIO) [20, 21] were developed to bridge between the experimental data and the mathematical paradigm of oversampling theorem [21, 22]. The scattering phases can be retrieved from oversampling the recorded diffraction images, i.e., the volume of the object has to be smaller than the coherent volume of the light beam [81, 82]. Oversampling is essential in the convergence of ITAs. The phase retrieval is usually guided by self-consistency arguments, such as a good agreement between the Fourier transformation of the obtained densities and the measured diffraction amplitudes, along with the application of various physical constraints to minimize the sampled phase space and to prevent the algorithms from trapping in a local minimum that normally results into centro-symmetric image reconstructions. Trapping is often associated with the incorrect determination of the object boundary, which in some cases is unknown a priori. One pathway, called the “shrink-wrap” technique, progressively determines the object’s support during reconstruction iterations [83]. The calculated object density or the output of a phasing algorithm is always represented by an average of hundreds of independent reconstruction runs in which each run consists of thousands of iterations [84–86]. Such a procedure is computationally expensive and incompatible with real-time data analysis [87]. The common
practice of performing large numbers of reconstruction runs, where “acceptable” runs are averaged and “failed” runs are discarded, may also contribute to reconstruction ambiguity and reduce the image resolution defined by the wavelength of light and the geometry of the imaging setup, see Eq. (7.2). In Sect. 7.3.3, we discuss how helium droplets with embedded nanostructures promote the convergence of an iterative transform algorithm, since the overall object dimension, associated with the size and shape of the droplet, is easily determined from the diffraction pattern [53].

Although ITAs determine the missing phase information through iterative computation, another approach closely related to CDI is to encode phase information directly into the diffraction image through holographic imaging technique. Here, a point or an object with known dimensions placed in close proximity to the object of interest serves as a reference scatterer and interferes with the exit waves from the object [88–91]. Single-shot Fourier transform holography (FTH) has been successfully used in determining the structure of single viruses [91]. While FTH may provide a quick retrieval process, it is yet to be applied with helium droplets.

### 7.2.4 Small-Angle and Wide-Angle Scattering

Figure 7.3 shows a comparison between small- and wide-angle scattering regimes. Although there is no clear boundary separating them, small-angle scattering is taken to be \( \theta_{\text{max}} < 5^\circ \), while wide-angle scattering is certainly reached for angles larger than \( 10^\circ \). \( \theta_{\text{max}} \) is determined from the angle subtended by the edge of the detector at a certain distance from the interaction point. In Born’s approximation, the scattering amplitude for a certain transferred momentum vector, \( \vec{q} \), can be calculated from the two-dimensional Fourier transform of the projected density onto the plane defined by the normal vector \( \vec{n}_p = 0.5 (\vec{k}_{\text{in}} + \vec{k}_{\text{out}}) \). For small scattering angles, see Fig. 7.3a, the normal \( \vec{n}_p \) vector is, to a good approximation, always parallel to the axis of direction of the main light beam. In this case, the scattering amplitude for all momentum vectors can be calculated in one step as the two-dimensional Fourier transform of the projected density onto the plane defined by \( \vec{k}_{\text{in}} \). In other words, only information on the two-dimensional projection of the object is contained in the whole diffraction image. One visible signature of small angle scattering is that the diffraction image is point symmetric since the two-dimensional Fourier transform is a point symmetric operation, see Figs. 7.3a and 7.5.

One aim of X-ray and XUV imaging, however, is to determine the full three-dimensional structure of an object. In order to realize this goal, imaging techniques were developed in which multiple diffraction images are collected from different orientations of the same object (or its replica), or, similar to tomography, from different cross sections of the object [1, 18]. The application of these two techniques is feasible if the orientation of the object can be controlled, as a common practice in X-ray crystallography, or if the object itself is reproducible. Many objects of interest in the micro- and nanoscales, on the other hand, are non-reproducible,
Fig. 7.3 Comparison between a small and b wide-angle scattering for a truncated octahedron (a common shape for silver clusters). The $\vec{k}_{in}$ and $\vec{k}_{out}$ are the wave vectors of the incoming and scattered light, respectively. For a certain transferred momentum vector $\vec{q}$, the diffracted intensity in Born’s approximation can be calculated by the Fourier transform of the object’s density projected on a plane perpendicular to the sum vector of $\vec{k}_{in}$ and $\vec{k}_{out}$ (displayed as blue rectangle). The normal vector of this projection plane is denoted as $\vec{n}_p$. In a, the transferred momentum vector $\vec{q}$ is always small compared to incoming and scattered wave vectors and the projection plane is therefore approximately parallel to the detector (represented as a red rectangle). In b, the length of the transferred momentum vector $\vec{q}$ is comparable to the wave vectors and large scattering angles are reached. Correspondingly, the projection planes are tilted to the detection plane. The diffraction patterns up to the same $\vec{q}$ vector differ in the outer features (Adapted with permission from Ref. [31], licensed under CC-BY)

and some only exist transiently. Therefore, only single-shot diffraction images can be collected for these transient objects. Some three-dimensional information can be retrieved when two particles are inside the focal volume of the light beam. This occurrence gives rise to concentric, off-axis diffraction rings [29] or in a holographic manner, the observation of Newton Rings [92]. Additionally, it also remains possible to encode some three-dimensional structural information from a single-shot coherent
diffraction image of an isolated nanoparticle by collecting scattering information at wide scattering angles. In this case, different projection planes at large angles away from the main beam axis are recorded on the plane of the detector, see Fig. 7.3b [31, 93, 94].

Wide angle scattering is usually limited to rather long wavelengths in the extreme ultraviolet (XUV) regime, since the scattering intensity decreases dramatically with scattering angle due to Porod’s law, and the scattering angle is proportional to the wavelength [1]. Diffraction images collected at wide angles are no longer necessarily point symmetric, see Figs. 7.3b, 7.8 and 7.9, and are no longer connected to the projected density by a simple two-dimensional Fourier transform. Additionally, these characteristics make data analysis more complicated as compared to those used for small angle scattering, where various phase retrieval methods are already available. In Sect. 7.3.4, we explain how the shape of an object can still be obtained from its wide-angle diffraction image through the forward fitting of a guess shape followed by an adaptive algorithm iteratively adjusting itself until the calculated diffraction pattern agrees well with that of the experimental data [31].

The choice between X-ray or XUV radiations for a particular experiment needs to be carefully adapted to the problem at hand. While scattering cross-sections are typically higher in the XUV regime than in the X-ray region and the wide-angle diffraction connected to XUV can provide three-dimensional information on the shape and orientation of the object being imaged, the non-trivial shape retrieval and the reduced spatial resolution both have to be taken into account as a clear trade-off.

7.3 Coherent Diffractive Imaging with Helium Droplets

7.3.1 Experimental Setup for X-Ray and XUV Imaging

The pioneering X-ray imaging of superfluid helium droplets was performed using the soft X-ray FEL at LCLS [35]. Since then, imaging experiments have been extended in the extreme ultraviolet regime using a seeded FEL [50], a lab-based HHG laser [49], and a multi-colored seeded FEL [95]. A general overview of the experimental setup of X-ray and XUV imaging of helium droplets is given in this section. Figure 7.4 shows an experimental layout for both static and dynamic imaging of pure and doped helium droplets, and Table 7.1 gives a list of contemporary imaging experiments. Images from static imaging are collected with one single pulse of the light beam and represent the instantaneous state of the droplet. These images describe the size and shape of a droplet, and, in the case of small scattering measurements of doped droplets, the different configurations of dopant nanoclusters assembled inside a droplet. On the other hand, the data collected with dynamic imaging represent the state of the droplet after it has been excited usually by an intense near-infrared pulse. These images build a picture on how the excited state of the droplet evolves through time.
Fig. 7.4 General schematic for imaging experiments. Helium droplets are produced either from a continuous or a pulsed nozzle. Depending on the experiment, the droplet can capture different types of dopants as it travels through the pickup cell. The droplet is imaged at the interaction point and the scattered photons are detected by a photon sensitive detector at some distance away from the interaction point. The droplet and the light beam are perpendicular with respect to each other. Note that the pixel size of the detector is exaggerated (Adapted with permission from Ref. [53], licensed under CC-BY 3.0)

Table 7.1 Summary of X-ray and XUV imaging experiments with helium droplets, including the nozzle used, facility where experiments were performed, and the different photon energies, droplet isotopes, dopants, and detectors used

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>Facility</th>
<th>Photon Energy</th>
<th>Droplet Sample</th>
<th>Dopants Used</th>
<th>Detector used</th>
<th>Scattering angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous nozzle</td>
<td>LCLS-AMO</td>
<td>1.5 keV</td>
<td>4He, 3He</td>
<td>Xe</td>
<td>pnCCD</td>
<td>Small angle ~ 4°</td>
</tr>
<tr>
<td>Even-Lavie valve</td>
<td>FERMI-LDM</td>
<td>19–39 eV</td>
<td>4He</td>
<td>Xe</td>
<td>Microchannel plate</td>
<td>Wide angle</td>
</tr>
<tr>
<td>Even-Lavie Institute</td>
<td>Max Born Institute</td>
<td>17–27 eV</td>
<td>4He</td>
<td>--</td>
<td>Microchannel plate</td>
<td>Wide angle</td>
</tr>
<tr>
<td>Parker valve</td>
<td>European XFEL-SQS</td>
<td>1 keV</td>
<td>4He</td>
<td>Xe, Ag, CH3CN, CH3I</td>
<td>pnCCD</td>
<td>Small angle ~ 5°</td>
</tr>
</tbody>
</table>

AMO—Atomic, molecular, and optical science instrument  
LDM—Low density matter beamline  
SQS—Small quantum systems instrument

Droplets of various sizes are generated from a nozzle cooled from ~14 to 3.5 K, spanning the gas condensation, liquid fragmentation, and jet disintegration regimes of droplet production [96], see also the work by Toennies in Chap. 1 of this volume [97]. While these helium droplets are created at nozzle temperatures above the superfluid transition, the droplets reach a temperature of ~0.4 K through cooling by evaporation at very short distances from the nozzle [96, 98–101]. This temperature is below the superfluid transition at 2.17 K. Currently, the types of nozzles used for the imaging experiments include the continuous nozzle based on the Göttingen design [101, 102], Even-Lavie valve [103, 104], and Parker valve [105–107]. The continuous source
employs a pinhole nozzle with a nominal diameter of 5 µm, commonly used as an aperture for electron microscopes. The Even-Lavie valve is a commercially available cryogenic pulsed nozzle and is usually shipped with a trumpet-shaped nozzle having a throat diameter of 100 µm and an opening half-angle of 20°. The Parker valve is also commercially available; although, the nozzle plate can easily be replaced, for example, by a conical nozzle with a waist-diameter of 150–200 microns and an opening angle of 3–4°. The design of these conical nozzles are optimized for the generation of different types of large rare-gas clusters, which are samples used for studying the interaction between intense X-ray/XUV pulses and clusters [108]. Each nozzle is operated at different nozzle temperatures and stagnation pressures to produce droplet sizes at least on the order of ~100 nm in radius.

Helium droplets are known to capture different kinds of dopants [96, 109, 110]. These dopants may be introduced through a pick-up cell for gas and liquid samples, or through a ceramic oven for solid samples. The current list of dopants that have been used in imaging experiments includes xenon, silver, acetonitrile, and iodomethane. How these different dopant materials are assembled in the droplet can contribute to further understanding the mechanisms involved in the assembly of nanomaterials inside a superfluid droplet, see Sect. 7.5.

At the interaction point, the droplets, either pure or doped, meet the X-ray or the XUV pulse for single-shot imaging. For time-resolved dynamics imaging experiments, the pump laser arrives at the interaction point before or after the X-ray or XUV pulse. The scattered photons are collected either by a pnCCD (positive–negative charged-coupled device) sensor or a triumvirate of a microchannel plate, a phosphor screen, and a commercial camera. The pnCCD detector is a large area detector consisting of about one million pixels, where each pixel is sensitive to single photon and can detect linearly as many as a few hundred photons [111–113]. This detector consists of the two half plates (512 × 1024 pixels) above and below the main axis of the FEL beam. In addition, the position of the detector with respect to the interaction point may be varied, which would change the maximum half scattering angles the detector could collect, from ~4 to 50° [111, 113]. In some instruments, two pairs of detectors are used with one being much closer to the interaction region than the other [111]. This configuration allows the simultaneous recording of scattering images at wide-angles and small-angles. The operation of the pnCCD detector is, however, rather complicated and expensive, requiring its own vacuum chamber and cooling system. A more affordable detector is a microchannel plate in tandem with a phosphor screen [29, 108]. The detected photons are converted to electrons and amplified by the microchannel plate, which consists of a two-dimensional array of microchannels acting as electron multipliers. These electrons then hit the phosphor screen. In this setup, a hole is introduced in the detector assembly since the intensity of the undeflected portion of the light beam is enough to damage it [29, 108]. Furthermore, a mirror, also with a hole, is placed at ~45° with respect to the plane of the phosphor screen and redirects the diffraction image on the phosphor screen to a camera sensor located outside vacuum [29, 108]. Unlike the pnCCD detector, however, the microchannel plate triumvirate does not give a linear response of the detected photons. As a consequence, the diffraction image cannot be easily
processed with iterative transform algorithms for numerical image reconstructions. Further discussion on the treatment of data with the microchannel plate detector is presented in Sect. 7.3.4.

One important experimental parameter in performing imaging experiments is the hit rate, $HR$. Although the true hit rate is only known a posteriori of an experiment, it is possible to estimate the hit rate a priori. Two common definitions of hit rate in single-shot imaging are: (i) the number of images collected at a certain amount of time, with units in hits per hour; and (ii) the total number of images with respect to the total number of laser pulses at a given time. The latter definition is normally expressed in percentage. The hit rate indicates the probability of detecting a droplet in the focal volume of the laser pulse, $V_{\text{focal}}$, which is a function of the spot size of the FEL and its Rayleigh length [101]. From the first definition:

$$HR = \frac{F_D}{v_D \cdot d_{\text{nozzle-IP}}^2} \cdot V_{\text{focal}} \cdot R_{rr},$$

(7.6)

in which the first factor gives the average number density of the helium droplets in the focal volume, $F_D$ is the flux of helium droplets, $v_D$ is the droplet velocity, $d_{\text{nozzle-IP}}$ is the distance between the nozzle and the interaction point, and $R_{rr}$ is the repetition rate of the light source. The second definition is similar to the definition of a duty factor and is based on the number of images collected as a function of the number of pulses from the light source:

$$\%HR = \frac{F_D}{v_D \cdot d_{\text{nozzle-IP}}^2} \cdot V_{\text{focal}} \cdot \frac{100}{t_{\text{acq}}} \cdot R_{rr},$$

(7.7)

where $t_{\text{acq}}$ is the total time duration of measurement, and the factor 100 is for conversion to percentage.

The hit rate is affected by the overlap between the droplet beam and the laser beam, and the droplet density at the interaction point. Due to the stochastic nature of the SASE process and high harmonic generation, pulse intensities can vary from shot to shot, consequently varying the total number of detected photons from droplets of the same size. In addition, the X-ray or the XUV beam presumably has a Gaussian profile. The position of the droplet with respect to the beam axis will vary the intensity distribution in the diffraction image, i.e., with all things being the same, a droplet at the center of the Gaussian beam is expected to give a more intense diffraction image than those droplets imaged at the periphery of the light beam.

### 7.3.2 Diffraction Imaging of Helium Nanodroplets

The interaction between radiation and matter is important to image formation, and the optical response of matter strongly depends on the wavelength of light [1, 2,
Changing the wavelength also changes the number of scattered or absorbed photons, assuming of course the intensity of light remains the same. In addition, for an object consisting of different materials, such as a doped helium droplet, variations in the refractive index or densities give contrast to imaging due to photoabsorption, which can induce structural damage and can contribute in reducing imaging resolution. Photoabsorption processes further lead to a cascade of ionization processes, including emission of photoelectrons, Auger electrons, and fluorescence [1, 2, 114–116]. Similarly, for helium droplets, the fraction of absorbed photons induces structural changes due to photoionization, where some of the photoionized electrons will escape and lead to charging of the droplet. The electrons that remained trapped in the Coulomb potential of a multiply-ionized droplet will further cause secondary ionization of the helium atoms that may result into the complete ionization of all the atoms in the droplet, creating a droplet nanoplasma. However, the details of these processes remain to be elucidated [117–128]. Experimentally, the disintegration of the droplet manifests itself through bursts of He$^{n+}_n$ ions, which can be detected with a time-of-flight mass spectrometer. Some of the dynamics induced by the photoabsorption of intense infrared radiation can be studied with CDI, see Sect. 7.6. Although, photoabsorption causes structural changes in the droplet, the pulse length of X-ray and XUV light sources, on the order of a few hundreds of femtoseconds, is considered fast enough to capture the instantaneous state of the droplet before the onset of structural changes [14, 129, 130]. Imaging with the use of ultrashort light pulses is referred to as diffraction before destruction in single particle imaging. It must be noted, however, that electronic changes arising from photoionization and plasma formation in large xenon clusters occur on a sub-femtosecond time scale and may drastically influence the diffraction response [131, 132]. An example of accounting for the number of scattered and absorbed X-ray photons for a pure helium droplet is described in Ref. [101]. The power radiated by the free and bound electrons experiencing acceleration due to an incident electromagnetic field redirects radiation in a wide range of angles [2]. Due to both scattering and absorption, the intensity of the incident radiation is attenuated in the forward direction. The number of scattered and absorbed photons from an object can then be accounted from the scattering and absorption cross-sections of the elements constituting the object and the incident photon flux.

The collective interaction of X-ray or XUV with condensed matter can be described by the refractive index, $n$. In the X-ray regime, $n$ differs only by a small amount from unity [2, 133]. In the XUV region, many materials, including helium, exhibit strong electronic resonances that correspond to large deviations from unity. The refractive index is commonly written as:

$$n(\lambda) = 1 - \delta + i \beta = 1 - \frac{n \cdot r_e \cdot \lambda^2}{2\pi} \cdot \left( f_1^0(\lambda) - i \cdot f_2^0(\lambda) \right), \quad (7.8)$$

in which $\delta$ and $\beta$ account for the phase variation and absorption of propagating waves, respectively. The term $r_e = 2.82 \times 10^{-6}$ nm is the classical electron radius,
and $f_1^0(\lambda)$ and $f_2^0(\lambda)$ are the atomic scattering factors of an element. For helium at $\lambda = 0.826$ nm ($h\nu = 1.5$ keV), $f_1^0_{He}(\lambda) = 2.0$ and $f_2^0_{He}(\lambda) = 2.4 \times 10^{-3}$ [133]. For XUV, $\delta$ and $\beta$ can be obtained from Ref. [134]. Equation (7.8) has both refractive and absorptive components. The real part of the refractive index describes how the phase velocity of the X-ray/XUV wavefront changes due to the oscillations of the free and bound electrons; whereas the imaginary part corresponds to the amount of light absorbed during propagation. For a pure spheroidal droplet, these effects produce a diffraction pattern consisting of concentric rings. For a doped droplet, the dopants have different refractive indices and contribute to a phase shift with respect to that of helium. In coherent diffractive imaging, the exit waves from the helium and from the dopants interfere and thus modify the concentric ring patterns produced by a pure droplet alone. Figure 7.5 shows examples of diffraction patterns obtained from a pure spheroidal droplet and from a doped droplet [35, 53]. The detector is placed 565 mm from the interaction point and the wavelength of light used for imaging is ~0.826 nm. In the diffraction from a doped droplet, concentric rings are observed close to the center of the diffraction and specular patterns far from the center. These specular patterns correspond to the structure of the dopants inside the helium droplet. The dopant structures are naturally smaller than that of the droplet. A reconstruction algorithm in solving the structures of dopant clusters inside a helium droplet is presented in Sect. 7.3.3.

Using the droplet’s diffraction pattern at small scattering angles, one can quickly estimate the droplet radius at a particular azimuthal angle, $\vartheta$, on the plane of the detector by determining the distance between the maxima of the rings, $\Delta N$:

$$R_D,\vartheta = \frac{\lambda \cdot z}{\Delta N \cdot \Delta r}.$$  
(7.9)

For example, $\Delta N$ for the rings in the diffraction images shown in Fig. 7.5 is about 20 pixels for both the pure and doped droplets. Substituting this number in Eq. (7.9) and with $\Delta r = 75$ µm give a droplet radius of about 300 nm or about $2.5 \times 10^9$ helium atoms. For the diffraction images from doped droplets, the distance between the maxima of the concentric rings gives the size of the droplet after it has been doped. If the number and identity of the dopants are known, one can also estimate the initial size of the droplet before doping [101].

Following a more rigorous analysis from a collection of diffraction images of pure and doped droplets, it is also possible to determine droplet size distribution, which is historically presented in numbers of atoms per droplet. For superfluid helium-4 droplets produced using 5 µm pinhole nozzle at a stagnation pressure of 20 bars and nozzle temperature of 5 K, which fall under the liquid fragmentation regime of droplet production, both pure and doped droplets follow an exponential size distribution with its steepness increasing as more dopants are added [57]. Droplets produced using an Even-Lavie pulsed nozzle at a stagnation pressure of 80 bars and a nozzle temperature of 5.4 K also follow an exponential size distribution with an average droplet size of $6 \times 10^9$ or a radius of 400 nm [50]. These results agree with earlier measurements that determined an exponential size distribution for droplets produced from liquid
fragmentation [96, 97, 135]. Similarly, helium-3 droplets, which remain as classical viscous droplets under experimental conditions, produced using a 5 µm nozzle at a stagnation pressure of 20 bars and at nozzle temperatures less than 5 K are likewise found to follow an exponential size distribution [52].

7.3.3 Dopant Clusters Image Reconstruction

There are two main interests in the static coherent diffractive imaging with helium droplets; the overall shape of the droplet, which indicates the rotational state of the droplet, and the assembly of dopant nanostructures inside the droplet, such as the dopant aggregation along the length of a vortex. In Sect. 7.2.4, we mention that methods are available to determine the two-dimensional or three-dimensional shape of the droplet, depending on whether diffraction was recorded at small or wide scattering angles. For the second interest, iterative numerical methods have to be utilized in order to reconstruct these nanostructures from the diffraction images of doped droplets. At the moment, these numerical methods are only applied at small scattering angles, where the idea that the diffraction image is simply the Fourier transform of the object density, including the nanostructures inside the droplet, holds. Hence, this section is only concerned with data from small-angle scattering. One critical prerequisite for the convergence of iterative numerical methods to a meaningful solution is the determination of the overall extent or dimension of the object being imaged. In the jargon of iterative transform algorithms, the overall dimension of the object is called the support, which could be the full dimension of a nanocrystal, a complex biological protein, a mimivirus, or a helium droplet. In many instances,
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**Fig. 7.5** Examples of diffraction images obtained from a pure droplet (adapted with permission from Ref. [35]. © copyright <American Association for the Advancement of Science> All rights reserved.), and from b a xenon-doped droplet (adapted with permission from Ref. [53], licensed under CC-BY 3.0) at small angle scattering. Only the central section of the diffraction is shown here.
the support is unknown a priori due to varying sizes and shapes of the object being imaged. An incorrect determination of the support leads to incorrect numerical reconstructions. Many techniques have been developed that address the determination of the support, such as a technique called “shrinkwrap” algorithm [82, 83]. Additionally, support determination methods usually require ingenious integration of another set of algorithms that runs simultaneously with the iterative transform algorithms [83, 136–138].

The support in X-ray imaging of nanostructures in a helium droplet, on the other hand, is already defined by the dimensions of the droplet, which may also be taken as a reference scatterer aiding the convergence of an algorithm that solves for the missing phase information. Diffraction patterns from pure droplets have concentric circular or elliptical patterns ascribed to spherical or oblate pseudo-spheroidal droplet shapes, respectively, see Figs. 7.5 and 7.11 [35, 48]. The details of the droplet size and shape determination from the diffraction scattering patterns are described elsewhere [35, 48]. In addition to defining the support, the helium droplets also serve as vehicles to deliver and localize the dopant cluster structures in the laser focus. This technique of using the helium droplet as a support is referred to as droplet coherent diffractive imaging (DCDI). The primary goal of which is on the retrieval of the location and shapes of these dopant nanostructures from diffraction images of doped droplets.

The DCDI algorithm is based on the well-known error-reduction (ER) algorithm [21]. Figure 7.6 shows a flow diagram of the DCDI algorithm and the description follows from Ref. [53]. The algorithm is initiated by using the droplet density determined from the concentric ring patterns close to the center of the diffraction. After Fourier transform of this droplet density, the modulus of the scattering amplitude at each pixel is replaced by the square root of the measured intensity, $I_{Meas}$, whereas the initial phase, $\phi$, is retained. The intermediate scattering amplitude is called $G'$. The inverse Fourier transform of $G'$ gives an approximate solution, $\rho'$. However, as can be seen in Fig. 7.5, some of the intensity information are missing due to the central detector hole, the gap between the detector plates, and some arrays of damaged pixels. In this case, the algorithm sets some constraints in the real space, such that the missing pieces of information are ignored and that the approximate solution should not exceed the boundary defined by the droplet. This adjusted $\rho'$ then serves as a new input density, $\rho$, for the DCDI algorithm. In comparison to other methods, which require thousands of iterations and multiple initial guess inputs, DCDI converges to a meaningful solution within less than 100 iterations, as demonstrated in Fig. 7.7. Intermediate solutions at different stages of iterations are also shown. Aside from image reconstructions, results from DCDI algorithm can also be used to determine numerical values pertaining to the number of dopants in the droplet and the initial size of the droplet [53].
7.3.4 Forward Simulation and Machine Learning

While X-ray small-angle scattering images can be analysed using iterative transform algorithms, the analysis of wide-angle diffraction images is made more complicated by the large index of refraction, both real and imaginary parts, at longer XUV wavelengths, where photoabsorption and phase shift along the direction of light beam propagation cannot be neglected. This phase shift also depends on the scattering angle, often exceeding several tens of degrees in wide-angle scattering, and can impede in the determination of the object structure. Even though obtaining structural information from wide-angle scattering images is nontrivial, these images can still be simulated using ideas developed in tomography in which full three-dimensional structure of an object, such as bones or internal organs, is reconstructed by combining different two-dimensional X-ray image projections of this object [139].

Currently, no rigorous algorithm is known that efficiently determines the object’s structure from its wide-angle diffraction without prior information [140]. This problem has so far been approached via forward fitting methods, which simulate the diffraction image from a well-defined model shape [30, 31, 49, 50, 94, 141]. The simulated diffraction is then compared with that of the experimental, and shape
parameters are refined to optimize the match between the diffraction images. Suitable pre-defined model shapes are chosen based on some known physical properties of the object being imaged, from general considerations on observed symmetries in individual diffraction patterns, or from the whole variety of observed patterns in the complete data set. In addition, the size, orientation, and other parameters of the model shape, such as eccentricity of an ellipsoid, are parametrized and used for fitting the simulation to the measured pattern. On the other end, the choice of the simulation method must (i) correctly reproduce the wide-angle features, (ii) account for (at least approximately) the optical properties of the particle, and (iii) be fast enough for a reasonable computational time in fitting many patterns. One simulation method for retrieving the object’s structure from wide-angle scattering image is called the multislice Fourier transform (MSFT), which has been previously applied in Refs. [31, 49, 
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**Fig. 7.7** DCDI convergence and evolution of densities and phases within a 100-iteration run. The plot shows the rapid decrease in the reconstruction error as a function of the number of iterations. The middle row shows the calculated density modulus in a linear intensity scale. The black circles represent the droplet boundary enclosing the clusters. The bottom row corresponds to complex density phases at the same iteration as the droplets above it. Initially, DCDI finds a center-symmetric cluster configuration, but as the number of iterations increases, the enantiomer having positive imaginary density becomes dominant (Adapted with permission from Ref. [53], licensed under CC-BY 3.0)
Fig. 7.8 Schematic representation of the multi-slice Fourier transform (MSFT) approach: a three-dimensional rendering of the sample; b visualization of the spatial domain slicing following the multi-slice approach; c amplitudes of the fields scattered from each slice in b; and d square of the phase-corrected sum of all the wavefield amplitudes in c, which represents the final output of the simulation (This figure is a courtesy to the authors by Alessandro Colombo)

MSFT was originally developed for electron diffraction [143] and has been previously applied to soft X-ray diffraction of supported particles [139]. Figure 7.8 shows a schematic of the MSFT approach. Here, the object is first divided into a stack of two-dimensional slices, whose normal vectors are oriented parallel to the incident photon beam, see Fig. 7.8b. Diffraction fields are then calculated from each slice, which corresponds to a two-dimensional distribution of refractive indices, see Fig. 7.8c. The final scattering intensity corresponds to the modulus square of the phase-corrected sum of the two-dimensional Fourier transforms from these different slices, see Fig. 7.8d. A fast implementation of the MSFT simulation code can be found in Ref. [141]. Material properties are approximately accounted by reducing the scattering amplitude as a function of propagation through the material according to Beer–Lambert’s law. Multiple scattering events due to the rescattering of light inside the sample cannot be accounted correctly within the MSFT method. These events, however, only become significant when the real part of the index
Fig. 7.9  Scattering patterns calculated with MSFT for different rotation angles and droplet shapes: a pill-shaped, b wheel-shaped. The long axis is set to 950 nm, the short to 300 nm. The pill-shaped droplet is rotated around the y-axis, while the wheel-shaped droplet around the x-axis. In these simulations, the light beam propagates towards the image plane in a and out of the image plane in b (Modified from Ref. [144], licensed under CC-BY 4.0)

of refraction is exceptionally large. For the analysis of helium nanodroplets using near resonant wavelengths, an approximation for the phase slip was also included in the MSFT simulations by considering an effective complex refractive index [50]. For the case of silver clusters imaged with non-resonant XUV wavelengths, the MSFT approach without an effective phase slip was benchmarked against full finite difference time domain (FDTD) simulations using tabulated optical constants, and a reasonable agreement between these two methods was obtained [31]. Although there are differences between the results of the MSFT and FDTD simulations, these differences are subtle.

XUV wide-angle diffraction imaging has the advantage of clearly distinguishing between shapes with similar two-dimensional projections. Therefore, experiments in the wide-angle regime substantially contribute to the discussion of rotation and shapes of helium droplets [49, 50]. As visualized in Fig. 7.9, wide-angle diffraction patterns from a pill-shaped droplet and a wheel-shaped droplet differ in a characteristic way. The scattering patterns for wheel and pill shaped droplet calculated with MSFT are displayed for different orientations to the incoming XUV pulse [144]. Since both shapes may result in an identical outline and a very similar two-dimensional projection, they are difficult to distinguish in the small-angle scattering regime. In contrast, there are noticeable deviations from the point symmetry of a diffraction image collected at wide scattering angles, especially those obtained for a tilted pill-shaped droplet. If the oblate particle’s symmetry axis is neither oriented along the
optical axis nor perpendicular to it, the diffraction patterns exhibit straight streaks to only one side. At 90° tilt angle between the symmetry axis and the optical axis or when one of the particle’s symmetry axes is aligned along the optical axis, the two-dimensional projections are similar. However, the intensity distributions are clearly different and decay much faster for wheel-type than for pill-type shapes, compare Fig. 7.9a, b.

So far, forward fitting has only been applicable to small data sets with rather simple model shapes. However, huge data sets up to several million scattering patterns can be acquired in single-shot diffraction imaging during a single beamtime, emphasizing the need for rigorous and rapid reconstruction methods on data collected from both wide- and small-angle scattering regimes. Developments in X-ray and XUV light sources are proceeding toward high repetition rates as well. For instance, the European XFEL can run up to 4.5 MHz [145]; within an hour, it is possible to collect \( \sim 1.6 \times 10^{10} \) diffraction images [146–148]. This situation is rather similar to other fields of big data science, such as in particle physics, where powerful analytical methods and algorithms are needed to extract significant information [140, 146–150]. Machine learning and neural networks are some contemporary approaches in managing these huge data. Some tools are available in structural biology [151–153], whereas the adaption of neural networks to coherent diffraction imaging of individual nanoparticles is still incipient [50, 142].

Being trained on a large augmented data set of simulated scattering patterns, neural networks can be of great help in extracting structural information and can especially account for image artefacts, such as noise, center hole, and the limited size of the detector [140]. In a recent wide-angle study on helium droplet shapes [50, 142], a supervised approach was used to exclude the existence of patterns from wheel-shaped droplet images, see Fig. 7.9b, from a large data set, see Sect. 7.4.1. In general, deep neural networks consist of many hierarchically structured nonlinear functions, referred to as layers of the neural network, which enable the network to learn intricate structures in the very high dimensional input space [154]. Having many layers between input and output levels, deep neural networks are well suited for extracting structural parameters as this procedure is equivalent to retrieving a small number of parameters from high-dimensional spaces [154]. A convolutional neural network is trained (supervised training) starting with a few thousand scattering patterns classified manually into a number of different classes [142]. The manual classification is a tedious process and could take weeks to sort through thousands of diffraction images. After training, a much larger data set can subsequently be analysed by the network and the scattering patterns are classified according to the learned classes, see Fig. 7.10. To optimize the classification accuracy of a given convolutional neural network, a priori knowledge about diffraction images can be used. For example, a logarithmically scaling activation function was introduced that boosted classification accuracy by about 2–4% as it accounts for the exponentially decaying intensity observed in diffraction images [142]. The network finally provides as output the classification of the scattering patterns independent of particle/droplet size, e.g., it gives statistics on how many spherical, oblate, prolate droplets are present
in a droplet beam [142]. These results provide a first step towards using deep learning techniques for a direct and fast determination of the object’s shape from a diffraction pattern. Another key goal would be a routine from the unsupervised learning [155] paradigm for online analysis during an experiment, where manual pre-classification is no longer needed to sort through a large dataset.

### 7.4 Imaging Pure Helium Droplets

An isolated liquid droplet in equilibrium and held together by surface tension forces will adapt a spherical shape to minimize its surface area [156–160]. Once the droplet starts to rotate, its shape gets deformed, and capillary waves may be created on its surface [161]. For axisymmetric droplets, the shape deformation is given by their aspect ratio, $AR$, which is defined as the ratio between the droplet’s half major and half minor axes. A spherical droplet has an $AR = 1$. The droplet becomes more oblate spheroidal as the droplet spins faster, or as the value of $AR$ increases from one [156–160]. Studies on the shapes and stabilities of liquid droplets have a long history, where a liquid drop serves as a model system in various length scales, from the shapes of self-gravitating astronomical and cosmological bodies, the fission of atomic nuclei, and the shapes of spinning uniformly-charged bodies [156–164]. The coupling between surface oscillations and rotation has also been considered in studying the stability of spinning droplets [165, 166].

Classical droplets are viscous, and their shape deformation may be described from the equilibrium shapes of rotating rigid bodies. In a rigid body rotation (RBR), its azimuthal speed, $\nu_{RBR}$, is a function of its angular velocity and the distance $r$ from the axis of rotation, while its vorticity, $\nabla \times \vec{u}$, where $\vec{u}$ is the velocity vector, is twice
the angular velocity. In contrast, the viscosity of superfluid helium is negligible and superfluid flow is irrotational, i.e., \( \nabla \times \vec{\nu} = 0 \) [38, 167]. In a closed two-dimensional path of arbitrary shape in the superfluid, however, a phase defect may be present in order for the superfluid’s wavefunction to be the same at the beginning and end of the closed path [168]. This also implies that the circulation around the closed path must either be zero or a multiple of the quantum of circulation, \( \kappa = h/m_{\text{He}} = 9.97 \times 10^{-8} \text{ m}^2 \text{ s}^{-1} \), where \( h \) is the Planck’s constant, and \( m_{\text{He}} \) is the mass of the helium atom. The phase defect is known as a quantum vortex and the fluid’s azimuthal speed, \( \nu_{\text{vort}} \), around the vortex is given by [38, 168]:

\[
\nu_{\text{vort}} = \frac{q \cdot \kappa}{2\pi \cdot r},
\]

(7.10)

where \( q \) is a whole number multiplying the quantum of circulation, and \( r \) is centred on the vortex core. Each of these vortices has a quantized circulation, hence the name. For superfluids at high angular momentum, it is energetically favourable to evenly distribute the angular momentum to many vortices than to a single vortex possessing all of the angular momentum [168]. The rotation of superfluid helium droplets depends on the presence of quantum vortices, in addition to surface shape oscillations [51, 169–171]. A collection of these vortices significantly contributes to the total angular momentum of the droplet [51, 171]. Early studies of magnetically levitated, charged, millimeter-sized superfluid helium droplets are interested in the decay of surface oscillations and the possible nucleation of quantum vortices [172–176]. In this section, we discuss the shapes and sizes of helium droplets in the size range of \( 10^7 \) up to \( 10^{12} \) atoms, which are currently the size range of what can be measured with CDI, and how the shape of superfluid droplets is related to the droplet stability curve, which was derived from studies of classical viscous droplets.

### 7.4.1 Shapes of Pure Helium Droplets

Imaging the sizes and shapes of individual nanometer-sized superfluid helium droplets has only recently become possible with CDI. As discussed in Sect. 7.4.2, the diffraction images can be used to determine the state of rotation of the droplet. Figure 7.11 shows some characteristic single-shot diffraction images of helium droplets produced from a 5 \( \mu \text{m} \) pinhole orifice at a stagnation pressure of 20 bars and a nozzle temperature of around 5 K [35, 48]. These images were obtained at small scattering angles, where only the two-dimensional projection of the object is recorded onto the detector plane, and only the half-major axis and an upper bound of the half-minor axis of the droplet could be obtained from the image. Moreover, small angle diffraction cannot distinguish between a prolate and an oblate spheroidal droplet since both will generally result into similar patterns in the diffraction image, see Sect. 7.3.4. For small scattering angles, a handy equation in quickly determining the radius of the droplet at a particular azimuthal angle based on the distances between
Fig. 7.11  Diffraction images from helium droplets obtained at small scattering angles using soft X-ray FEL. The logarithmic intensity color scale reflects the number of photons per pixel and is shown on the right. Images a–c exemplify patterns corresponding to spheroidal droplets, whereas images d–f show streaks, which are features indicating high deformity of droplet shape (Modified with permission from Ref. [48]. © copyright <American Physical Society> All rights reserved.)

the maxima of the concentric rings in the diffraction image is given in Eq. (7.9). For a long time, helium droplets were thought to be spherical and not rotating [96]. The diffraction images in Fig. 7.11 show droplets with increasing $AR$, from about 1–2. These images revealed that the droplets are spinning tremendously fast as indicated by large shape deformations in the diffraction patterns. It was initially proposed that rotating helium droplets remain axially symmetric [35]. As will be shown later, further studies reveal that at high angular momentum the superfluid droplet may adapt a two-lobed shape [48–50], similar to what was observed in classical droplets [159, 160].

Figure 7.12 shows diffraction images of droplets, with an average droplet radius of ~400 nm, obtained from wide scattering angles, at most 30°, in the XUV regime at 19–24 eV [50]. The figure also shows the corresponding three-dimensional models of the droplets along with calculated diffraction images. In this experiment, the droplets were produced at ~5.4 K and 80 bars with a trumpet shaped nozzle, where a large dataset with a total of 38,500 bright scattering patterns was recorded at FERMI FEL. The vast majority (92.9%) of the bright scattering images exhibit concentric rings, see Fig. 7.12a, while the remaining images show various pronounced deformations of the rings. Some collected diffraction images at wide scattering angles, see Fig. 7.12b–e, show deviation from point symmetry, which is key to determining three-dimensional structure, see Sect. 7.3.4. Based on characteristic features in the diffraction image, five shape groups were identified. The respective relative abundance for each group
Fig. 7.12 Diffraction images from helium droplets obtained at wide scattering angles using XUV as the light source. Panels a–e show the experimental data and show implied evolution of spinning helium droplets. Panels f–j show simulated three-dimensional droplet sizes and shapes. Panels k–o show respective calculated diffraction images for the droplets in f–j. The data have been classified into five groups (I)–(V), with a transition from f spherical to g oblate and h–j prolate shapes (Reused with permission from Ref. [50], licensed under CC-BY 4.0).

was estimated using a neural network for automated image reconstruction [50, 142]. These groups are: (i) spherical (concentric circles, 92.9%), (ii) spheroidal (elliptical patterns or one-sided asymmetry, 5.6%), (iii) ellipsoidal (bent patterns, 0.8%), (iv) pill-shaped (streaked patterns, 0.6%), and (v) dumbbell-shaped (streaks with side maxima or pronounced side minima, less than 0.1%).

In addition to using an XUV FEL, wide-angle scattering has also been demonstrated using a lab-based HHG laser [49], transferring a very powerful imaging technique from large X-ray facilities to laboratories at research institutes and universities. Moreover, HHG sources can also be very intense and have the potential in producing very short XUV pulses up to the attosecond pulse duration [73, 74]. Figure 7.13a shows a scattering image obtained using a HHG laser consisting of the 11th until the 17th odd harmonics of the 792 nm IR seed laser. Figure 7.13 also shows simulations (panels b–c), which aid in the unique identification of the droplet shape. The optical axis of the extreme ultraviolet beam is directed into the image plane, while the tilt angle between the symmetry axis of the droplet and the optical axis is ~35°. From the simulations, the diffraction image is from a pill-shaped droplet with semi-minor radii of \( b = c = 370 \) nm and a semi-major radius of \( a = 950 \) nm. Figure 7.13c illustrates the origin of bent streaks occurring when a tilted pill-shaped structure diffracts the light. The constructive interference is analogous to the specular reflection at the surface of a macroscopic pill. Two bundles of constructively interfering rays are explicitly sketched. Note that the different ray colours in the figure do not refer to wavelengths but are applied to facilitate distinction in the specular reflection. Despite having a blurred pattern, due to multiple HHG harmonics involved in imaging, and
weaker scattering intensity as compared to images obtained using FELs, the droplet shape is still successfully retrieved from the HHG diffraction data.

7.4.2 Droplet Stability Curve

The shape of a droplet undergoing rigid body rotation is maintained by the balance between surface tension and centrifugal forces [158]. For classical viscous droplets, dimensionless parameters are introduced in order to facilitate comparison between different experiments and theories for droplets of different sizes and composition. The red curve in Fig. 7.14a shows the evolution of droplet shapes as given by the classical droplet stability curve, which is described in terms of reduced angular momentum, $\Lambda$, and reduced angular velocity, $\Omega$ [156, 158, 159]:

$$\Lambda = \frac{L}{(8 \cdot \sigma \cdot \rho \cdot R_D^7)^{1/2}},$$

$$\Omega = \omega \cdot \left(\frac{\rho \cdot R_D^3}{8 \cdot \sigma}\right)^{1/2},$$

where $L$ and $\omega$ are the angular momentum and angular velocity of the droplet, respectively. The surface tension of the liquid droplet is given by $\sigma$, the density by $\rho$, and its droplet radius by $R_D$. Droplets with different sizes but with the same values of $\Lambda$ and $\Omega$ belong to the same class of droplet shapes, which evolve from being spherical to oblate axisymmetric when the value of $\Lambda$ is increased from zero [156, 158, 159]. The curve starts to bifurcate at $\Lambda = 1.2$ and $\Omega = 0.56$. The upper branch, $\Omega > 0.56$, adapts a toroidal shape and is unstable to quadrupolar shape deformations, while the lower branch, $1.2 < \Lambda < 1.5$, is stable and represents prolate triaxial droplets. At
Fig. 7.14  a Stability diagram for rotating droplets in equilibrium as a function of the reduced angular velocity, $\Omega$, and the reduced angular momentum, $\Lambda$, see Eqs. (7.11) and (7.12). The upper branch of the solid red line corresponds to oblate axisymmetric shapes, whereas the lower branch to prolate two-lobed shapes. The bifurcation point is located at $\Lambda = 1.2$, $\Omega = 0.56$ with $AR = 1.48$. As for rigid bodies, they will show no distortions and would follow a straight line. The dashed red lines indicate the unstable portion of the droplet stability curve (Adapted with permission from Ref. [48]. © copyright <American Physical Society> All rights reserved.). b Ratios of the principal semiaxis lengths, a, b, and c, and V the volume of the droplet. The dashed line is from the analytical model of Chandrasekhar [156]. The squares are from numerical models for classical droplet shapes [163]. The triangles are data obtained from wide-angle scattering imaging of helium droplets using an XUV light source (Reused with permission from Ref. [50], licensed under CC-BY 4.0)
Λ ≈ 1.5, the droplet starts to be highly deformed, first by forming a two-lobed droplet at Λ > 1.5, before undergoing fission at Λ ≈ 2. Figure 7.14a also shows sketches of the droplet shapes at different parts of the stability curve. The solid red lines indicate the stable evolution of droplet shapes, from spherical to oblate spheroidal until it transforms into prolate triaxial. The dashed lines represent the unstable portion of the droplet stability curve.

For stable structures, Λ and Ω exhibit a clear relation to the principal axes of the droplets, a, b, and c. The droplet radii at each of the principal axes are experimentally measurable quantities and represent the distances from the droplet’s center of mass to the droplet’s surface along each respective principal axes. Following convention, a and c are taken as the largest and smallest radii, respectively. For oblate droplets, a = b ≠ c, while for prolate triaxial droplets, a ≠ b ≠ c. In small-angle scattering measurements, one of the principal axes in axisymmetric droplets is assumed to be the same as that of the major half-axis. On the other hand, wide-angle scattering measurements allow the determination of all these principal axes. Figure 7.14b shows the plot of $b^3/V$, where $V$ is the volume of the droplet, versus the aspect ratio $a/c$. At $AR = 1$, $b^3/V = R_D/V = 3/4\pi \approx 0.24$. The open square symbols in Fig. 7.14b were derived from classical models of rotating drops [163].

What is surprising with the results shown in Fig. 7.14 is that the evolution of shapes for large, oblate-spheroidal, superfluid helium nanodroplets seems to follow a similar behaviour as that of spinning classical viscous liquid drops. The diagram in Fig. 7.14b is another dimensionless representation of droplets that is used in classifying the shapes of spinning droplets. The numerical model, represented as purple squares, shows how the shape of classical spinning droplets evolves from axisymmetric oblate spheroid, $a/c < 1.5$, to triaxial prolate shapes, $a/c > 1.5$. The red triangles represent the different shape classes of superfluid helium droplets determined from diffraction images collected at wide scattering angles [50]. Aside from the points around $a/c = 1.5$, there seems to be a good agreement between the different shape classes of superfluid helium droplets with that of the classical droplets.

Quantum fluids, such as Bose–Einstein condensates and superfluid helium, are inviscid due to their negligible viscosity [38, 168]. The fluid is constrained to rotate with a quantized circulation around topological point defects, which are manifested as quantum vortices and store the most amount of the fluid’s angular momentum [38, 168]. Due to the presence of a vortex array, a meniscus is formed in a rotating superfluid cylinder that would have otherwise been absent without the vortices [177]. It can be said that in the limit of multiple vortices, superfluids behave like classical viscous liquids [168, 177]. Other elementary excitations, such as phonons, rotons, and ripplons can also store angular momentum [47, 101]. However, due to the low temperature of the droplet at 0.4 K, the contribution of these excitations is negligible [39, 47]. A large, axisymmetric nanodroplet containing a large number of vortices, which arrange in a triangular lattice, rotates similarly to a classical droplet due to the velocity flow fields produced by each vortex [51, 169, 171, 178]. On the other hand, the shape of small helium droplets, $N_{He} < 20,000$, containing a few number
of vortices deviate from the classical behaviour, as determined from density functional theory (DFT) calculations [171, 179, 180]. Capillary waves on the surface of the droplets also contribute to the angular momentum of the droplet, however, their contribution only becomes important for prolate-shaped droplets [50, 51, 171, 181]. Finally, the rather strong agreement between the different kinds of drops with theoretical models suggest a unified theory of the dynamics of fluid masses [161]. However, a caveat must be kept in mind that the rotational behavior of superfluid helium droplets is generally contingent upon the size of the droplet and the number of vortices in it [182].

7.4.3 Non-superfluid Helium Droplets

The results shown in earlier sections have demonstrated that superfluid helium-4 droplets produced from free jet expansion conditions are spinning considerably fast, as manifested by the shape distortion of these droplets. The droplet’s shape distortion is ascribed to the presence of quantum vortices, which account for most of the angular momentum of the droplet [171]. The nucleation of these vortices, however, remains unknown and requires further experimental studies. One hypothesis speculates that the interaction of the droplets at the dense region around the proximity of the nozzle exit significantly contributes to the rotational state of superfluid helium-4 droplets, and thus nucleates the vortices in the droplet [40, 48]. To test this hypothesis, Ref. [52] produced non-superfluid helium-3 droplets using the same experimental setup as that used for the production of helium-4 droplets. The first creation of a beam of helium-3 droplets was done in late 1970’s in Karlsruhe, Germany [183, 184]. Helium-3 is chemically equivalent to helium-4, and the strength of the van der Waals bonding is virtually identical. However, the smaller mass of helium-3 means that its zero-point energy is greater than that of helium-4 [185]. Therefore, in order to achieve the same average size as that of the helium-4 droplets, lower nozzle temperature is needed. While pairs of helium-3 atoms also undergo superfluid transition at a very low temperature of ~2.7 mK [185, 186], in molecular beam apparatus, helium-3 only cools down to ~0.15 K and, thus, remains non-superfluid [98]. It is interesting to note that seven different kinds of quantum vortices are determined in bulk superfluid helium-3 [187].

Figure 7.15 shows diffraction images of non-superfluid helium-3 droplets collected at small-angle scattering and demonstrates that the shapes of helium-3 droplets mostly correspond to oblate spheroids falling within the classical droplet stability curve shown in Fig. 7.14 [52]. Furthermore, these results agree with the shapes of superfluid helium-4 droplets, which were also produced and imaged under similar experimental conditions, i.e., same 5 µm diameter pinhole nozzle was used and the droplets were produced within the liquid fragmentation regime. Both isotopes were found to have the same average reduced angular velocities, $\Omega$, and reduced angular momenta, $\Lambda$, quantities which describe the rotational state of a droplet. One
particular importance of this experiment is that it corroborates that similar mechanisms are involved in the shape distortion of the droplets, and that the origin of the droplet’s vorticity may be due very well to the interaction of the droplets with the walls of the nozzle orifice and with each other close to the region of the nozzle exit [52]. It is also possible that quantized vortices are nucleated during the merging and coagulation of smaller droplet into bigger droplets [181, 188]. DFT calculations in a semi-classical approach for a $N_{He3} = 1500$ droplet also found that the shapes of spinning helium-3 droplets agree with that of classical droplets, although, the derived stability curve for helium-3 droplets has a slight deviation [189].

### 7.5 Imaging Dopant Cluster Structures in a Superfluid Helium Droplet

The unusual properties of superfluid helium droplets make them conducive media for investigating the formation and growth of out-of-equilibrium nanostructures in self-contained and isolated droplets, see also Chap. 11 in this volume [45, 55, 190]. This viability is due to the droplets’ superfluidity, their very cold ambient temperatures of ~0.4 K, and the possibility to control the size and composition of embedded dopants [96, 109]. Dopants are captured by the droplets within pickup cells positioned along the droplets’ flight path, see Fig. 7.4. Once a dopant is captured, it quickly thermalizes to the droplet temperature and is decelerated until it moves inside without friction [109]. When several dopants are successively captured, they coalesce stochastically with the influence of long-range van der Waals interaction allowing the dopants to form far-from-equilibrium nanostructures [190]. While some dopant materials may form compact clusters at one or several sites in the droplets [191], some polar molecules can arrange in long linear chains [192]. Other studies have shown a core–shell structure of a multicomponent doped droplet [193–195] or indicated to the formation of foam structures [196, 197]. Superfluid droplets are also used as a weakly interacting matrix for the study and control of orientation and alignment of embedded
molecules [198–200]. Up to now, almost all of these very special structures could only be inferred from spectroscopic measurements on ensembles of many different droplet sizes. In the presence of quantum vortices, these vortices dominate structure formation processes [40–43, 53, 54, 178]. Imaging these nanostructures in situ can give us unprecedented insights into the processes underlying their formation.

### 7.5.1 Vortex Structures in Superfluid Helium Droplets

Probably, the most peculiar and clear manifestation of superfluidity is with the presence of quantum vortices in the droplet [39, 46, 170, 178, 201]. Traces of these vortices were first discovered from silver-doped helium droplets deposited on a carbon film for Transmission Electron Microscopy (TEM) imaging [40–43]. Silver atoms are attracted to the cores of the vortices. Some examples of these silver nanostructures are shown in Fig. 7.16. Further experiments showed that the traces of the vortex line remain observable even though room temperature induces structural changes in the deposits on the carbon film [43]. While the deposition and TEM imaging gave an idea on the traces of vortices inside the droplet, this type of ex situ imaging technique didn’t provide enough information on the native configuration of the vortices in the droplet. Gessner and Vilesov [178] wrote a recent review on imaging quantum vortices in superfluid helium droplets.

In X-ray imaging experiments, the droplet needs to be doped first in order to visualize the in situ structures and positions of quantum vortices in the droplet, since bare quantum vortices have a diameter of roughly 2 Å [38] and have no noticeable contribution to the diffraction intensity. The dopants serve as contrast agents for imaging. The DCDI algorithm described in Sect. 7.3.3 solves for the positions and morphologies of the dopant structures inside the droplet, while the size and shape of the droplets can be determined from known analytical equations of light scattering by small particles [35, 202]. Almost all of the static images of doped helium droplets have so far used xenon as the dopant, partly due to its ease of handling. In Sect. 7.5.3, diffraction images of doped droplets from different dopant materials are presented.

Figure 7.17 shows how xenon clusters are arrange symmetrically in small droplets, <200 nm in diameter. Foreign particles approaching a quantized vortex core are attracted to it due to the pressure gradient experienced by the particles [38, 203]. The arrangement of these xenon clusters reflects the positions and configurations of quantum vortices in the droplet. However, compared to the symmetric positions of vortices observed in the bulk [36], or to the positions of bare vortices calculated for a nanocylinder [204] and nanodroplet [180], the positions of the xenon-traced vortices are farther away from the center of the droplet [54, 205]. This deviation can be accounted from the conservation of angular momentum. When the vortex core is filled with a dopant, the dopant rotates with the vortex core, which contributes to the total angular momentum. As a consequence, the angular momentum of the vortex must decrease resulting into the vortex slowing down and moving farther away from the center [54, 180, 205, 206]. The obtained symmetric positions of the vortices is in
Fig. 7.16  Traces of quantum vortices in superfluid helium nanodroplets. Panel a shows the schematic of the experiment. The droplet is first doped with silver atoms before being deposited on a carbon film for TEM imaging. The droplet evaporated as it collides with the carbon film (Adapted from Ref. [40]. © copyright <American Physical Society> All rights reserved.) b Typical silver traces obtained in 1000 nm helium droplets (from Ref. [40]. © copyright <American Physical Society> All rights reserved.). The inset shows an enlarged track segment. c Structure evolution of a silver nanowire at increasing carbon film temperature at 253 and 293 K (from Ref. [43], licensed under CC-BY 3.0)
agreement with that expected for vortices having the same strength and with the same value as that of the quantum of circulation, $\kappa$. The kinematics of dopant positions is studied in Ref. [205].

In larger droplets, $>200$ nm in diameter, with moderate number of dopant atoms, $>10^6$, the configurations of the vortices also appear symmetric. However, one starts to see that the shape of the xenon-traced vortex filaments is not straight but wavy, see Fig. 7.18. In this category, the shapes of the vortex cores are given by the shape of the filaments due to particle trapping of the xenon atoms along the length of the vortex core. Aside from the undulations along a vortex length, vortices far from the center of the droplet are also curved, which is expected from calculations [47, 170, 180]. In Fig. 7.18, the appearance of vortex filaments indicate that the droplets are imaged with their rotational axis almost perpendicular to the propagation direction of the X-ray beam. It is energetically favourable to have the vortices aligned parallel to the rotational axis [38, 207]. Therefore, if the droplet is spheroidal, $1 < AR < 1.5$, the vortices are aligned parallel to the semi-minor axis of the droplet. Vortices along the major axis are not favourable. Similar observations of vortices aligning parallel to the axis of rotation have been noted in rotating Bose–Einstein condensates [201, 208–210]. On the other hand, if droplets are imaged with their rotational axis parallel to the direction of the X-ray beam propagation, then the filaments would appear as dots and would have a triangular lattice, as seen in Fig. 7.17 [54]. For example, the droplet in the first column of Fig. 7.18 is consistent with an approximately hexagonal pattern of C-shaped filaments imaged at some angle with respect to the symmetry axis [53]. The vortices in the droplets are expected to be curved as they must terminate
Fig. 7.18  Xenon-traced quantum vortices for larger droplets, >200 nm in diameter. The upper row shows single-shot diffraction images of xenon-doped droplets. The bottom row shows corresponding DCDI reconstructions, where the black circle represents the shape and boundary of the droplet. The diffraction images only show the central part of the pnCCD detector (Adapted with permission from Ref. [53], licensed under CC-BY 3.0)

perpendicular to the surface [47, 170, 206]. In addition, the vortices in Fig. 7.18 are still well-separated from the other vortices in the droplet.

The waviness of the dopant-traced vortex filaments is a tell-tale sign of the dynamics involved as the dopant particles are trapped by the vortex lines, see Fig. 7.18. After being captured by the droplet, the dopant would walk randomly as it thermalizes. The droplet’s surface acts as some sort of a net that prevents dopant particles from escaping. The droplet surface also bounces the dopant until it finds its most stable position [179, 206]. The process of penetration and translation of dopant particles in the droplet creates surface excitations. This process is also enough to create undulations along the vortex line as simulated using semi-classical matter wave theory [211] and DFT [206]. Distortions along a vortex line are classically known as Kelvin waves [38]. The dynamical picture is, of course, more complicated. In a superfluid helium droplet, the vortex lines are anchored perpendicular to the surface of the droplet [47, 170]. When a dopant particle, such as xenon and argon, approaches the vortex core, it is not captured right away. Instead, as demonstrated by the DFT numerical simulations, a dopant particle first orbits around the vortex core before being captured [206]. The dopant particle penetration and its orbiting motion would twist the vortex core. Upon vortex capture, the particle can cause bends and kinks along the vortex lines, which further create Kelvin waves [203, 212, 213]. The descriptions above are for a particle approaching a vortex core. Furthermore, since equilibrium positions of vortices can be determined from the reconstructed images, one can also infer the coupling between the dopant atoms and the vortices, i.e., from the images one can make a conjecture on the dynamics inside the superfluid, such
as excitation of waves along the length of the vortex as the dopant approaches it. Further studies are of course needed to understand the undulations along the vortex filaments in the presence of multiple dopants and multiple vortices in a droplet [205].

7.5.2 Vortex Lattices and Angular Momentum Determination

Diffraction patterns obtained from very large droplets with droplet radius ranging from 500 to 1000 nm often contain a series of high intensity spots far from the center of the diffraction. These bright spots are known in X-ray crystallography as Bragg spots and indicate a crystal lattice structure in the object being imaged. For the xenon-doped droplets, the Bragg spots originate from the interference caused by the xenon-traced vortex lattice. Figure 7.19 gives some examples of diffraction images containing Bragg spots that either lie on a line crossing the image center, see Fig. 7.19a, or form an equilateral triangular pattern, see Fig. 7.19b. The diffraction pattern in Fig. 7.19b provides a direct measure of the vortex density, \( n_V = 4.5 \times 10^{13} \text{ m}^{-2} \) [35]. The angular velocity of a rotating droplet can be calculated using [38, 214]:

\[
\omega = \frac{1}{2} \cdot \kappa \cdot n_V,
\]

(7.13)

where, \( \kappa = \frac{h}{m_{He}} \) is again the quantum of circulation. For the droplet considered in Fig. 7.19b, \( \omega = 2.2 \times 10^6 \text{ s}^{-1} \), and for a droplet radius of \( R_D = 1100 \text{ nm} \), the total number of vortices is 170 [35].

Vortex configurations inside the droplet also give access to the rotational state of the droplet since both the structures of the vortices and the droplet shapes are imaged.

Fig. 7.19 Diffraction images showing vortex lattice in the droplet. The red circles indicate the positions of the Bragg peaks (Reused with permission from Ref. [35]. © copyright <American Association for the Advancement of Science> All rights reserved.)
at the same time. From the positions of the vortices, one can estimate the angular velocity of the droplet due to the presence of quantum vortices using Eq. (7.13), while the droplet shape gives an overall account of the droplet’s angular momentum. From these pieces of information, one can determine the total angular momentum state of the droplet and how they are distributed between different global excitations in the droplet, such as shape oscillations due to capillary surfaces waves and quantum vortices [51]. Figure 7.20 shows the evolution of vortex arrangements with changing droplet shapes. In axisymmetric, oblate superfluid droplets, the quantum vortices are arranged in a triangular lattice and solely contribute to the angular momentum of the droplet [51]. On the other hand, quantum vortices and capillary waves both contribute to the angular momentum of the droplet, especially for triaxial droplets [51, 171, 182].

7.5.3 Controlling Structures Formed in Helium Droplets

Droplets with quantum vortices are usually produced from the fragmentation of liquid helium close to the nozzle exit [178]. It is conjectured that vortices are nucleated due to the interaction of the droplets with each other and with the walls of the nozzle [40, 48, 52]. When dopants are introduced, the presence of these vortices dominate structure formation, and, consequently, the shapes of the dopants resemble that of a vortex core/line or a vortex lattice. One approach in reducing this type of vorticity
acquisition is to produce large nanodroplets from the condensation of cold helium gas with the use of a conical nozzle. The design of conical nozzles promotes the condensation process and thus creates large clusters/droplets from the gas phase [215]. For a fixed stagnation pressure and nozzle temperature, the size of the cluster is increased by changing the effective diameter of the nozzle, $d_{eff}$, which can be estimated using [215]:

$$d_{eff} = \frac{0.72 \cdot d_{throat}}{\tan \varphi}.$$  \hspace{1cm} (7.14)

The variables $d_{throat}$ and $\varphi$ correspond to the throat diameter and the opening half-angle of the nozzle, respectively. In a recent experiment at the European XFEL, helium nanodroplets were produced using a conical nozzle with $d_{throat} = 150 \mu m$, $\varphi = 3^\circ$, and $d_{eff} \approx 2 mm$ [55]. This configuration allows the generation of helium nanodroplets, $>100$ nm in diameter, from the gas phase. The increase in $d_{eff}$ also leads to an increase in the mass flow from the nozzle, and similarly the gas load on vacuum pumps. In order to avoid using large pumps, pulsed valves are employed.

Almost all diffraction images from pure droplets produced using a conical nozzle [55] exhibit the same concentric ring pattern as that shown in Fig. 7.5a. This observation indicates that an overwhelming majority of the droplets is spherical in shape. In contrast, some of the droplets produced at the liquid fragmentation regime from previous experiments at LCLS in the USA [35, 48], at FERMI FEL in Italy [50], and a HHG laser [49] showed extreme shape distortions, e.g. pill shapes or dumbbell shapes [178]. Theoretical work supports the idea that the shape of these distorted droplets is controlled by the presence of quantum vortices [171, 180].

In the absence of vortices, it may be possible to control the formation of dopant nanostructures by using different kinds of dopant materials. Figure 7.21 shows diffraction images for differently doped droplets: xenon, silver, acetonitrile, and iodomethane. The intermolecular interactions of these dopants include van der Waals, metallic, and dipole–dipole. The observed diffraction patterns show distinct features that were not previously observed, see Sect. 7.5.1. The diffraction images collected from atomic clusters suggest the presence of one to two cluster cores in the droplet, while that from molecular clusters suggest a complicated network of dopant clusters [55]. These results, however, are preliminary, further studies are needed in order to fully explore and understand factors influencing dopant nanostructure formation inside superfluid helium droplet using coherent diffractive imaging. Another possible means of investigating the formation of nanostructures inside a quantum fluid is through the use of non-superfluid helium-3 droplets, where xenon clusters were found to aggregation along the equatorial plane of the droplet [56].
Fig. 7.21 Examples of diffraction images from superfluid helium droplets containing different dopant materials. These images also demonstrate the possibility of CDI for superfluid helium droplet containing different dopant materials, opening opportunities for studying nanostructure formation inside the droplet (Modified with permission from Ref. [55])

7.6 Imaging Dynamical Processes in Helium Droplets

In an era of powerful lasers with intensities exceeding $10^{12} \text{ W cm}^{-2}$, the electric field strength of these lasers can become comparable to the Coulombic-binding fields in matter [216]. Atoms and molecules no longer simply absorb single or multiple photons [114, 217]. Instead, at these high-power densities, nonlinear ionization processes may occur. Moreover, molecules may start to get aligned along the direction of the laser polarization, and structural deformations can happen in addition to Coulomb explosion. At even higher intensities, plasmas may form that could lead to X-ray emission by relaxation of high-energy electrons in the system [114, 217]. In many studies, the energy and momentum distributions of ions and electrons upon strong-field ionization are detected using time-of-flight spectrometers or with velocity map imaging. These data are used to deduce the underlying dynamics in the
system. On the other hand, with the development of ultra-bright and coherent light sources, these dynamical processes may also be directly imaged on the system. In clusters, structural changes are determined from the series of diffraction images at different delays after the introduction of an intense near-infrared pulse on the system [108, 218, 219]. One particularly intriguing result is the discovery that in a xenon cluster the surface first becomes less dense while keeping the core of the cluster relatively intact. In time, the blurred surface expands while the core shrinks [108, 218, 219]. Similarly, microscopic particle-in-cell or Mic-PIC calculations predict surface softening process for a 50 nm diameter hydrogen nanoplasma [220]. This result goes against earlier ideas that the cluster uniformly expands after excitation [221, 222].

The intensity of the FEL pulses needed for imaging clusters or droplets is so very high that fast ionization and, eventually, complete cluster destruction take place. In most cases, however, scattering images are collected before these events happen.

The CDI setup for investigating the mechanisms following strong field excitation is similar to that shown schematically in Fig. 7.4. The NIR pulse excites the droplet and initiates dynamical processes, while the X-ray or XUV pulse images the state of the droplet at a particular time delay after excitation. The NIR pulse is naturally synchronized at the same focal volume as that of the imaging pulse. Additionally, time-of-flight spectrometers for ions and electrons are placed perpendicular to the direction of both the light beam and the droplet beam. The combination of CDI with electrons/ions distribution measurements can address key questions such as: (i) how samples get damaged after interacting with the intense laser pulse; (ii) to what extent do samples get damaged; and (iii) how an excited system dissipates its available energy. Since most light sources now have pulse durations of a few femtoseconds, it is also possible to image these processes at their natural timescales [108, 114, 116]. It can be said that new XUV and X-ray light sources offer many exciting opportunities in imaging processes occurring in intense-light matter interaction, including helium nanodroplets.

At low laser intensities, liquid helium is transparent from far-infrared to vacuum ultraviolet radiation because of the large ionization potential of helium at ~25 eV or ~50 nm [96, 223]. This property quickened high resolution spectroscopy of many atoms and molecules inside a superfluid helium droplet [96, 224]. Theoretical studies, however, have predicted that ionization can be induced in a pure droplet with intense NIR pulses (800 nm, ~10^{17} W/cm^2) [120] or with a moderately intense NIR pulse (800 nm, ~10^{14} W/cm^2) if the droplets are doped [117]. Experimental studies for these ionization processes have so far been inferred from the energy and momentum distributions of ejected electrons and ions with time-of-flight spectrometers or with velocity map imaging [122, 124].

The first dynamics CDI was performed on pure, sub-micron sized, helium droplets [59]. The authors of this experiment reported an anisotropic surface softening on the droplet, in addition to a similar anisotropic shrinking of the plasma core [59]. The process of charging and ion ejection has similarly been studied by recording X-ray images at different time delays after excitation of pure helium droplets with an NIR pulse [61]. In the case of helium nanodroplets doped with rare gas atoms, such as xenon, which has a lower ionization potential than helium, irradiation with a moderate
NIR laser pulse was theoretically predicted to lead to the formation of a nanoplasma around the dopant cluster core, as shown in Fig. 7.22a [117]. The dopants provide seed electrons, which in turn will ionize the helium environment in an avalanche-like process [225, 226]. Hence, the dynamics following irradiation with the intense light field might be linked to the position of the dopants in a droplet. For example, the distribution of the He$^{2+}$ ions indicates whether the dopant is located at the surface, just below the surface, or very close to the center of the droplet [122].

In an experiment at the FERMI FEL, the light-induced dynamics in xenon doped helium nanodroplets were studied [60]. The doped droplet is first irradiated with a moderately intense NIR pulse (785 nm, $\sim 8 \times 10^{13}$ W/cm$^2$) followed by an XUV

![Fig. 7.22 Nanoplasma dynamics in xenon doped helium nanodroplets and connection to vortex array. a Theory predicts that after irradiation with an NIR pulse a nanoplasma forms around the dopant cluster core. (Adapted with permission from Ref. [117]. © copyright <American Physical Society> All rights reserved.) b Wide-angle diffraction pattern of a xenon doped droplet recorded 20 ps after NIR irradiation. (Adapted with permission from Ref. [60], licensed under CC-BY 4.0) c Small-angle diffraction pattern and corresponding reconstruction of a xenon doped droplet revealing the vortex structure. (Adapted with permission from Ref. [54]. © copyright <American Physical Society> All rights reserved.) The similarity of the diffraction patterns in b and c points at a connection between the dynamics and the dopant cluster positions.](image-url)
pulse that can be delayed up to 800 ps. The diffraction images were recorded at wide scattering angles up to ~30° and exhibit different features as compared to the ones obtained from static diffraction images [60]. For example, a scattering image taken 20 ps after irradiation with the NIR pulse is shown in Fig. 7.22b. The pattern exhibits intensity maxima in a hexagonal configuration, indicating some kind of density fluctuation at multiple sites in the droplet with an intriguingly symmetric arrangement. In comparison, Fig. 7.22c shows a similar diffraction pattern from a xenon-doped droplet taken with a single X-ray pulse from LCLS and its corresponding DCDI reconstruction, which reveals a hexagonal pattern of xenon clusters [54]. Since the dopant atoms are attracted to the cores of the vortices, the hexagonal pattern is attributed to the vortex structure in the droplet, see also Sect. 7.5.1. However, the underlying processes leading to the observed diffraction patterns in Fig. 7.22b, c are completely different, as the XUV wavelength is not sensitive on the xenon filaments themselves. Changes in the diffraction pattern of xenon doped helium nanodroplets are only visible picoseconds after NIR irradiation. While data analysis is still ongoing, the similarity of the experimental patterns in Fig. 7.22b, c suggests that light-induced dynamics is connected to the position of the dopants in a superfluid helium droplet. The ignition of a nanoplasma at multiple sites and the nature of the dynamics in the droplet should be addressed in future studies.

7.7 Summary and Outlook

Recent developments of new light sources, such as X-ray and XUV Free-Electron Lasers and intense High Harmonic Generation sources, are enabling technologies that push the boundaries in studying the structure of matter to unprecedented resolution. These light sources are very intense and have pulse durations on the order of a few tens of femtoseconds down to the attosecond regime. These extraordinary characteristics are paving avenues to new experimental possibilities, such as single-shot imaging of non-periodic and transient systems, and new investigations on how matter interacts with intense light pulses on the timescale of electronic motions.

This chapter reviews developments in single-shot imaging of helium nanodroplets. In Sect. 7.2, the topic of lensless coherent diffractive imaging with the use of these new light sources is introduced. Scattering data are collected at small and wide angles. For small-angle scattering with X-rays, high spatial resolution can be achieved, although, only the two-dimensional density projection of the object is accessible. In contrast, wide-angle scattering with XUV wavelengths can provide three-dimensional information of the object but with reduced resolution. Both scattering techniques are complementary, and the choice on which technique to use depends on the goal of an experiment. In Sect. 7.3, the response of helium droplets with X-ray and XUV radiation is discussed, as well as strategies for solving the structures inside the droplet, and on how to simulate the wide-angle diffraction image of a three-dimensional droplet. In addition, since single-particle imaging can potentially collect millions of images
in an hour, schemes for machine learning supported analysis that may handle huge amount of data during the experiment were also presented.

As for the experimental results presented in Sects. 7.4, 7.5 and 7.6, there are two types of studies that have been performed so far, static imaging and dynamic imaging. In the former, images of droplets are collected where the main research interests lie in determining the shapes of helium droplets and the structures of dopant clusters assembled inside them. The results from these experiments are rather surprising. For instance, the presence of multiple quantized vortices in superfluid helium-4 nanodroplets made them behave like classical droplets and generally follow the same droplet stability curve for classical droplets. In addition, two main types of droplets were identified, oblate spheroidal, which is axisymmetric, and prolate triaxial. The native configurations of xenon-traced vortices in the droplet were also seen for the first time. The arrangements of these vortices were even used in identifying factors that contribute to the angular momentum of the droplet. In dynamic imaging, the interest is on the behaviour of the helium droplets after they have been irradiated with an intense near-infrared pulse. For doped droplets, the diffraction images seem to suggest that the location of the dopants determine where the growth of nanoplasma is initiated in the droplet.

Our understanding of the many peculiar facets of helium nanodroplets has been advanced through new possibilities connected to imaging individual droplets with high spatio-temporal resolution. As is often the case with new fields of research, further questions are asked as new discoveries are made. One aspect that needs to be explored is the controlled rotation of the droplet. The experiments that have been done so far used a molecular beam apparatus with no control on the rotation of the droplet. In fact, the collection of highly deformed droplets is fortuitous. A more controlled evolution of the droplet rotation may help in exploring how its shape evolves as it spins faster and faster. This kind of experiment would also visualize the formation of a pill-shaped helium droplet and what conditions would favour its formation. Such controlled experiments would clearly define the rotational state of the droplet, along with the effect of capillary waves on the droplet shape. In addition, one might also be able to determine the nucleation of quantum vortices in the droplet. Another aspect that can be explored is with the production of helium droplets from the fragmentation of a liquid jet [227–229, 231]. Droplets produced this way have a narrow size distribution, and the droplet size can be controlled by changing the size of the nozzle diameter. The generation of droplets on demand, with known size and repetition, will aid in synchronizing the imaging pulse with the arrival of the droplet at the interaction point, creating the possibility of having 100% hit rate. Similarly, delivery of biological samples at the focus of a light source is continuously being developed in order to maximize the use of every single pulse [230, 232].

We also foresee a demand for further innovations in imaging the dopant nanostructures inside the droplet. For instance, X-ray imaging may be similarly extended to particle tracking methods commonly used in fluid mechanics experiments, where the trajectory of a particle can be traced in the droplet. Of course, this idea is still fraught with difficulties considering structural damages that may be incurred by the droplet and the dopant particles from photoabsorption. The possibility of X-ray
particle tracking can help in visualizing how a dopant particle gets trapped by the vortex, how multiple dopants are distributed in a droplet containing many vortices, how the particle induces undulations along the vortex line, and how vortices connect and reconnect. The last two topics are related to quantum turbulence [233–235]. Another possible development is with three-dimensional imaging of the clusters inside the droplet. So far, only two-dimensional projections of xenon-traced vortices are reported.

One key technical challenge, which is now a limiting factor in CDI experiments and will become even more serious with the development of high repetition rate FELs, is connected to data management and processing. The strong need for fast and robust computational tools may be answered partially by the ongoing employment and adaption of machine learning techniques into the toolboxes of CDI. Finally, dynamic studies are currently receiving a strong push by the latest advances of FEL and HHG sources towards producing high intensity attosecond pulses. Thanks to its simple electronic structure, helium is an ideal model system for exploring ultrafast electron dynamics.

Single-shot coherent diffractive imaging is inaugurating new avenues of research in superfluid helium droplet science. The first experimental results were published in 2014, and many more experiments are being carried out by a growing number of research groups in pace with increasing availability of X-ray and XUV lasers around the world. At the time of this writing, there are roughly 13 experimental publications [35, 48–57, 59, 61], two reviews [101, 178], and more under way. We expect fruitful investigations and exciting discoveries using CDI technique in the years to come.
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Chapter 8
Electron Diffraction of Molecules and Clusters in Superfluid Helium Droplets

Jie Zhang, Yunteng He, Lei Lei, Yuzhong Yao, Stephen Bradford, and Wei Kong

Abstract In an effort to solve the crystallization problem in crystallography, we have been engaged in developing a method termed “serial single molecule electron diffraction imaging” (SS-EDI). The unique features of SS-EDI are superfluid helium droplet cooling and field-induced orientation. With two features combined, the process constitutes a molecular goniometer. Unfortunately, the helium atoms surrounding the sample molecule also contribute to a diffraction background. In this chapter, we analyze the properties of a superfluid helium droplet beam and its doping statistics, and demonstrate the feasibility of overcoming the background issue by using the velocity slip phenomenon of a pulsed droplet beam. Electron diffraction profiles and pair correlation functions of monomer-doped droplets, small cluster and nanocluster-doped droplets are presented. The timing of the pulsed electron gun and the effective doping efficiency under different dopant pressures can both be controlled for size selection. This work clears any doubt of the effectiveness of superfluid helium droplets in SS-EDI, thereby advancing the effort in demonstrating the “proof-of-concept” one step further.
8.1 Introduction

More than 80% of the atomic-resolution structures can be attributed to single-crystal crystallography in the Protein Data Bank. Still, the difficulty and unpredictability of crystallization remain the nemesis of the technique. Recently, several new ideas have been introduced to solve the crystallization problem in crystallography [1–5]. One of the most successful is termed “diffract and destroy” [1], where ultrashort and ultra-intense x-ray photons are used to diffract from a single particle before the particle is destroyed by the radiation. The fundamental premise is that sufficient sampling of a randomly oriented sample population allows complete sampling of all possible orientations. To date, several dozens of new protein structures have already been solved using this method [6, 7]. The method has been adopted to determine the shape of and detect the vortices in superfluid helium droplets [8]. Another method employs electrons because of their much larger diffraction cross sections [9] and easier accessibility in laboratories than ultra-short x-ray photons. In addition, sample alignment in a laser field prior to diffraction has also been demonstrated, simplifying the data interpretation tremendously [2, 3]. The ease in aligning a molecule embedded in superfluid helium droplets has further prompted the idea of using Coulomb explosion to obtain structures of small molecules [4, 10, 11].

Our group has been developing a method called serial single molecule electron diffraction imaging (SS-EDI) as a potential means to solve structures of large biological molecules and nanomaterials [5]. The procedure starts with electrospray ionization to produce ions for doping into superfluid helium droplets. The cooled ions are aligned by an elliptically polarized laser field and subjected to radiation by high energy electrons. The diffraction patterns from the isolated molecules embedded in superfluid helium droplets are accumulated as the sample is refreshed in repetitive pulses for the desired signal-to-noise (S/N) ratio. Three-dimensional information is obtained from diffraction images collected from different orientations of the sample achieved by different polarizations of the alignment laser beam. So far, we have successfully demonstrated the feasibility of doping proteins such as the green fluorescent protein into superfluid helium droplets; [12–14] and performed electron diffraction (ED) of several neutral molecules and clusters embedded in superfluid helium droplets, without laser alignment [15–19].

The role of superfluid helium droplets in SS-EDI is multifaceted. The low temperature of ~ 0.4 K within the droplets is crucial for field-induced alignment and orientation; compared with a room temperature sample, superfluid helium droplet cooling achieves a reduction in the required field strength by nearly four orders of magnitude for the same degree of orientation [20]. In addition, the superfluidity of the droplets allows free rotation of the dopant in response to an external electromagnetic field [21–23]. However, the presence of helium atoms surrounding the embedded molecule inevitably contributes to the diffraction background, particularly if the droplet size reaches the order of $10^6$ helium atoms [24]. Here, we demonstrate the feasibility of solving structural information of molecules and clusters embedded in superfluid droplets.
8.2 Theory

8.2.1 Theoretical Concept of Gas-Phase Electron Diffraction

A brief review of the fundamental theory about electron diffraction is presented in this section. More details can be found in the references [25–28].

The de Broglie-wavelength $\lambda$ of a high-speed electron including the relativistic correction is calculated as:

$$\lambda = \frac{h}{\sqrt{2meV(1 + eV/mc^2)}},$$

(8.1)

with the acceleration voltage $V$, the electron charge $e$, the electron mass $m_e$, the speed of light $c$, and the Planck constant $h$. For an electron of 40 keV, the de Broglie-wavelength is $6.0 \times 10^{-12}$ m. For simplicity, the electron beam is treated as a plane wave, and the wavefunction $\psi_0$ of the incident electrons traveling along the $z$-direction is described as:

$$\psi_0 = e^{i k_0 z},$$

(8.2)

with a wave vector $k_0$, where $|k_0| = 2\pi / \lambda$.

The independent-atom model treatment, commonly accepted in the community of gas-phase electron diffraction, is used to calculate the molecular diffraction pattern shown in Fig. 8.1. In this approach, the atoms within a molecule are treated as perfect spherical independent diffraction centers. The elastic scattering wavefunction $\psi'_n$ of the $n$th atom can be written as:

$$\psi'_n = K e^{i k_0 R \over R} f_n(\theta) e^{i(k_0 - k')r_n},$$

(8.3)

where $K = \frac{8\pi^2 me^2}{h^2}$, $R$ is the distance between scattering center and observation point, the atomic position vector $r_n$, the scattered wave vector $k'$ and the scattering angle $\theta$ with respect to $z$, and the atomic scattering factor $f_n(\theta)$, which includes amplitude and a phase shift term. Then the overall scattering wavefunction for a molecule containing $N$ atoms, is the sum of the scattering wavefunctions from individual atoms:

$$\psi' = \sum_{n=1}^{N} K e^{i k_0 R \over R} f_n(\theta) e^{i(k_0 - k')r_n},$$

(8.4)

In traditional gas phase electron diffraction (GPED), the magnitude of the momentum transfer $s$ is defined as:
Fig. 8.1  Electron diffraction of a pair of atoms

\[ |s| = |k_0 - k| = 2k_0 \sin \left( \frac{\theta}{2} \right) = \frac{4\pi}{\lambda} \sin \left( \frac{\theta}{2} \right), \quad (8.5) \]

and the total scattering intensity of the molecule can be written as a function of \( s \):

\[ I(s) = \frac{K^2 I_0}{R^2} \sum_{n=1}^{N} \sum_{m=1}^{N} f_n(s) f_m^*(s) e^{i\pi r_{nm}}, \quad (8.6) \]

with \( r_{nm} = r_n - r_m \), the distance between the nth atom and the mth atom. Here \( r_{nm} \ll R \), \( I_0 \) is the intensity of the incident electron beam. The scattering factor is rewritten as a function of \( s \) with amplitude \( |f(s)| \) and the phase term \( \eta(s) \) with values tabulated in ref. [29]. The total diffraction intensity \( I(s) \) can be split into two parts: a non-structural related contribution from individual atoms, denoted as atomic scattering intensity \( I_a(s) \), and a structural related contribution determined by interatomic distances, denote as molecular scattering intensity \( I_m(s) \).

\[ I(s) = I_m(s) + I_a(s) \]

\[ = \frac{K^2 I_0}{R^2} \sum_{n=1}^{N} |f_n(s)|^2 \]
For randomly oriented gas-phase molecules, the molecular scattering intensity can be calculated by integrating over all orientations:

\[
I_m(s) = \frac{K^2 I_0}{R^2} \sum_{n=1}^{N} \sum_{m=1 \atop m \neq n}^{N} |f_n(s)||f_m(s)| \cos(\eta_n(s) - \eta_m(s)) e^{i\sigma r_{nm}},
\]

(8.7)

8.2.2 Implementation and Challenges

Although the helium atom is light with a small scattering factor, in the case of electron diffraction of a sample-doped helium droplet, hundreds or more helium atoms in one droplet still generate a considerable background. They can easily overshadow the diffraction pattern of the sample. It is a unique feature of the helium droplet environment that requires additional treatment.

The total diffraction intensity \(I(s)\) of a doped droplet is shown as the following:

\[
I(s) = I_m(s) + I_a(s) + I_d(s),
\]

(8.9)

where \(I_d(s)\) is the contribution from the diffraction of the helium droplets. More discussion of this term will be covered in Sect. 8.4. Each helium droplet may contain a different number of helium atoms, and the analytical expression for this term is not yet clear. Additionally, the observed diffraction patterns show that no structural information of the helium atoms could be detected for droplets containing less than a few thousand helium atoms, so we treat the helium droplet diffraction as a monotonic non-structural contribution. Doping causes a certain amount of helium atoms to evaporate, but helium’s contribution to the diffraction profile remains similar to that prior to doping. To account for this effect, we record the diffraction pattern of a pure helium droplet. We then use a scaling factor to model the contribution of helium in the overall diffraction profile.

In GPED, the modified molecular scattering curves \(sM(s)\) are used to magnify the contribution from molecular scattering by removing all contributions from atoms and the helium droplet background and are further magnified by the momentum transfer \(s\):
The Eq. 8.10 can be further written as:

$$sM(s) = \frac{I_m}{I_a} \cdot s,$$

(8.10)

where $I_m$, $I_a$, and $I_b$ are the experimental intensities of the doped droplets, pure droplets, and background; $\alpha_s$, $\beta$, and $\alpha_b$ are the corresponding fitting parameters; and $I_{T,at}(s)$ is the theoretical atomic diffraction intensity from the dopant molecule. All three fitting parameters contain a common response factor, and the ratio $\frac{\beta}{\alpha_s}$ indicates the ratio of the number of helium atoms after doping to that without doping.

The above method has been used for doped droplets dominated by single dopant doping. When the dopant number increases following the Poisson distribution, a direct fitting of the total diffraction intensity with all the possible candidate structures can be adopted:

$$I_{T,at}(s) = \beta \cdot I_{droplet}(s) + \alpha_1 \cdot I_1 + \sum_i \alpha_2 I_2_i + \sum_i \alpha_3 I_3_i + \sum_i \alpha_4 I_4_i + ...,$$

(8.11)

where $I_2_i$, $I_3_i$, and $I_4_i$ are the theoretical diffraction intensities for a given structure $i$ of dimers, trimers and tetramers, and $\beta, \alpha_1, \alpha_2, \alpha_3$, and $\alpha_4$ are the fitting parameters. Similar to Eq. 8.11, the value $\beta$ represents the remaining helium’s contribution after doping relative to that of a neat droplet beam. The value $\alpha_1$ represents the contribution from monomer and the values of $\alpha_2, \alpha_3$, and $\alpha_4$ are the contributions of clusters of dimer, trimer and tetramers with structure $i$: all contain a common scaling factor. Only the ratios of the $\alpha_n_i/\alpha_1$ can be compared with the Poisson statistics. When the signal-to-noise level of the experimental data is limited, additional constraints with the pre-assumption of doping statistics need to be considered. Details of the procedure and the statistical methods will be explained in the case studies.

### 8.3 Experiment

The apparatus used for electron diffraction in our laboratory to study samples doped in superfluid helium droplets is illustrated in Fig. 8.2. It combines a superfluid helium droplet source with a GPED system. The apparatus can be divided into three regions: a droplet source chamber, a doping chamber, and a diffraction and detection (D&D) chamber.
The droplet source consists of a pulse valve (PV, Cryogenic Copper Even-Lavie Valve) and a skimmer cone of an orifice of 2 mm. High purity helium (99.9995%) is connected to the PV with an effective nozzle diameter of 50 μm and is kept at a temperature between 10 and 20 K with a stagnation pressure between 50 and 70 atm. The skimmer located 11 cm downstream of the PV separates the source chamber from the doping chamber. The droplet source chamber’s vacuum level is maintained at $1 \times 10^{-7}$ torr when the PV is off and reaches up to $5 \times 10^{-6}$ torr when the PV is on.

The sample is introduced into the doping chamber by either a heated pickup cell or a sample pulse valve (SPV). For samples requiring heating temperatures above 200 °C, a heated pickup cell located 5 cm downstream from the skimmer base is used. The vapor pressure is controlled by varying the temperature of the cell. For samples with higher vapor pressures, a SPV is mounted 10 cm away from the skimmer base and 5–10 mm from the droplet beam axis. With the use of the SPV, the amount of introduced sample can be significantly reduced, thus resulting in less diffused sample present in the diffraction chamber. The doping chamber is separated from the diffraction chamber by a home-made conical skimmer with a diameter of 4 mm. The doping chamber’s vacuum level is $1 \times 10^{-7}$ torr without the sample and increases to $10^{-5}$ torr when the sample is present.

The GPED system located in the D&D chamber includes the electron source, the diffraction system, and the imaging system. The collimated electron beam is pulsed such that it would spatially and temporally overlap with the doped droplets, and the resulting diffracted electrons are detected by a phosphor screen and a camera. The electrons are emitted from a LaB$_6$ filament, biased at 40 keV, then focused onto the detector by a magnetic lens included in the electron gun (Kimball Physics, EGH-6210A). An extra magnetic lens can be mounted below the commercial electron

---

**Fig. 8.2** Experimental setup showing the sample Pulse Valve and in-line Time-of-flight
gun to reduce the beam size from a diameter of 3 mm to 0.3 mm at the diffraction spot. The diffracted electrons hit the detector while the undiffracted beam is stopped and measured by a Faraday cup that is 4.8 mm in diameter, 50.8 mm in height, and located 2 mm above the detector. The phosphor detector, as well as the imaging system, can be mounted at different distances from the diffraction spot to collect different ranges of diffraction angles. In most of our experiments, the distance is set to cover up to a diffraction angle of 4.4°, equivalent to $s = 8 \, \text{Å}^{-1}$. The imaging system consists of a scintillation screen with a phosphor coating (Beam Imaging Solutions P43, 40 mm) and an EMCCD camera (Andor Technology, iXON Ultra) to record the image. The camera is synchronized with the pulsed electron beam to capture individual diffraction pattern on the phosphor screen. To dynamically remove the background diffraction, a “toggle” method is used. In addition to images from droplets, extra images are measured between consecutive droplet pulses and are accumulated and saved as the background image. When the doping sample is present, the difference between the two images is the net diffraction from the sample doped droplets $I_{\text{total}}$. When the sample is not present, the difference corresponds to the net diffraction of pure droplets $I_{\text{doplet}}$. Hence, the overall experiment’s effective repetition rate is equivalent to half of that of the electron beam. To protect the gun filament and reduce the ambient diffraction, a cold trap is connected to the shielding elements of the electron beam. With the cold trap, the vacuum level of the D&D chamber can be maintained at $8 \times 10^{-9}$ torr.

To assist in the electron source characterization and optimization of the experimental conditions, a rotatable 6-position wheel holding a variety of components is mounted inside the diffraction chamber as illustrated in Fig. 8.3. Each component on the wheel can be positioned in the diffraction spot at the center of the chamber via

![Fig. 8.3 Rotatable wheel inside D&D chamber](image-url)
Table 8.1  List of components on the rotatable wheel

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faraday cup</td>
<td>Beam current measurement</td>
<td></td>
</tr>
<tr>
<td>Phosphor screen</td>
<td>Electron beam observation</td>
<td>Oriented 45° with electron beam</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Images can be observed through an optical window</td>
</tr>
<tr>
<td>Polycrystalline aluminum</td>
<td>Camera length and wavelength of the electrons</td>
<td>A standard TEM calibration sample deposit on a 3 mm copper grid</td>
</tr>
<tr>
<td></td>
<td>source calibration</td>
<td>(Electron Microscopy Sciences, Catalog #80044)</td>
</tr>
<tr>
<td>Sample needle</td>
<td>Gas-phase ED sample delivery</td>
<td>Use for comparison between GPED and diffraction from sample embedded in helium droplets</td>
</tr>
<tr>
<td>Diffraction bit</td>
<td>Shielding and cleansing the electron beam</td>
<td>Made of brass with an aperture of 6 mm in diameter for droplet path and a graphite aperture of 3 mm located 5 mm above the diffraction spot</td>
</tr>
<tr>
<td>Mesh detector</td>
<td>Droplet size distribution measurement</td>
<td></td>
</tr>
<tr>
<td>Miniature TOF</td>
<td>High-resolution (0.2 u) mass analysis</td>
<td>Drift tube oriented perpendicular with the droplet beam direction</td>
</tr>
<tr>
<td>Alignment cutter</td>
<td>For the sizes and positions measurement of the electron beam and laser beam</td>
<td>Made of tungsten carbide in an L-shape with a width of 5 mm in both directions</td>
</tr>
</tbody>
</table>

a rotating shaft located outside the vacuum chamber. The components’ details are summarized in Table 8.1, and all of them are not necessarily coexist on the wheel.

Another TOF–MS oriented in-line with the droplet beam consists of a pair of repeller and ground electrodes, and an MCP detector. It is located inside the D&D Chamber for ion detection with high m/z. It can be operated simultaneously with the image collection of electron diffraction. In both TOF–MS setups, the doped droplets are ionized via the 4th harmonic at 266 nm from a pulsed Nd: YAG laser (Quantel, Brilliant). The laser power density on the level of 10⁶ W/cm² is typically high enough to ionize or fragment the dopants inside the superfluid helium droplets via 2 or 3 multiphoton absorptions while leaving the helium droplets mostly intact. When the miniature TOF–MS is in use, the ionization spot is at the same location as the diffraction spot, whereas in the case of the in-line TOF–MS, the ionization region is 5 cm upstream. In this latter case, the laser timing needs to be adjusted accordingly.
Fig. 8.4  Arrival time profiles of benzene doped helium droplets recorded at a source temperature of 20 K and a doping pressure of $2.5 \times 10^{-4}$ Torr. The acceleration voltages on the repeller electrode are labeled in the figure.

8.4 Characterization of Droplet Sizes

Benzene doped droplet was used for the characterization of droplet sizes for different pre-cooled temperatures. The ionization threshold of benzene is only 9.24 eV [30], and 2 photons at 266 nm, with a total energy of 9.35 eV is sufficient for ionization. The 2-photon process is achievable at a power density of $10^5$ to $10^6$ W/cm$^2$ without any focusing lens. The mass spectrum of benzene doped droplets contains no fragments, with only parent ions and clusters of parent ions with helium, ideal for size measurement. Since most of the excess energy (0.1 eV) released upon ionization is taken away by the departing photoelectron, size measurements from benzene doped droplets should be reliable. One example of droplets forming with a stagnation temperature of 20 K is shown in Fig. 8.4. The detected current contains contributions of bare ions and ion-doped droplets, and the latter could contain multiple groups with different sizes, as revealed in our previous measurements [12, 31].

The time profiles are fitted using the exponentially modified Gaussian probability distribution function [32], i.e., a convolution of a Gaussian function with an exponential decay function, and used the nested F-test to avoid overfitting. The center of the fitted Gaussian function is then used to represent the group arriving time. Combined with the acceleration voltage and travel distance, each group’s size can then be obtained.
8.5 Image and Data Processing

The procedure of image treatment and data process for structure analysis is discussed in this section. One of the examples used here is the diffraction image of CBr$_4$ doped droplets. As mentioned in Sect. 8.2, each unique pair of atoms generates a set of rings, and the diffraction image is highly symmetric with the superposition of all the rings from each pair. However, the Faraday cup and its supporting arm cast a shadow on the phosphor screen as shown in the raw image of CBr$_4$ doped droplet in Fig. 8.5a. The portion inside the red dash box is then removed and replaced by the content in the opposite direction. In this experiment, the diffraction signal is relatively weak and a Wiener filter [33] is used in the image treatment to reduce the noise level of the image. A radial profile of the treated image can be calculated by a MATLAB script and then used in structure fitting as $I_{\text{total}}(s)$. For a better visualization effect, the image is then averaged over all four quadrants to smooth the image further. With the fitting parameters, the helium droplet contribution part is then removed to emphasize the dopant contribution as in Fig. 8.5c. Contrasting features can be seen by the naked eye only in this figure in the case of the weak signal.

8.6 Case Study

8.6.1 Electron Diffraction of Pure Droplets at Different Temperatures

The electron diffraction pattern of pure helium droplets under different temperatures of the helium source was recorded. The diffraction intensity $I_{\text{total}}$ is shown in Fig. 8.6.
as a function of momentum transfer $s$. The diffraction intensity increases with the decrease in temperature of the droplet source, and the decay rate also exhibits a dependence on the source temperature. A single exponential function can be used to fit the decay of the diffraction profiles, and the fitted width parameters ($w$) are listed in Table 8.2.

The curves of different temperatures can be categorized into two groups: the curves of 8 and 12 K with higher diffraction intensities and narrower distributions and 18 and 40 K with weaker intensities and slower decays. The diffraction profiles of the latter group are essentially identical to that of pure helium gas at 298 K. We have then attempted a biexponential fitting for the lower temperature group ($\leq 12$ K) with one of the exponents fixed at 1.48 Å$^{-1}$ (exponent of the higher temperature group), and the resulting second exponential function has a much faster decay, on the order of 0.3 Å$^{-1}$. We have also performed statistical analysis (F-test) and confirmed the biexponential
nature of the decay profiles. For further evidence, we have performed a biexponential analysis for the higher temperature group and confirmed the experimental data’s single exponential nature.

The amplitude of the exponential fitting is affected by many factors. Under constant electron fluxes and constant gas fluxes from the nozzle, the amplitude from atomic diffraction should be similar. The amplitude from molecular diffraction, that is, coherent diffraction from a correlated atom pair, should be related to the number of helium pairs within each droplet. For the higher temperature group with negligible coherent molecular diffraction, we therefore expect similar amplitudes of atomic diffraction because the total number of atoms arriving at the diffraction region is similar. This expectation is qualitatively confirmed in Fig. 8.6. On the other hand, from 12 to 8 K, we do expect a rise in diffraction amplitude due to the presence of correlated atom pairs in large droplets, again as evidenced from Fig. 8.6.

Compared with previous reports of neutron diffraction of bulk superfluid helium [34–36], our monotonic decay profiles lack the weak oscillatory portion of the pair correlation function at large $s$ values. We attribute this difference to two reasons: one is the polydispersity in the size of the droplets and the other is the variation in density from the core to the surface of a helium droplet. Theoretical simulations of superfluid helium droplets have revealed a diffuse surface layer and a bulklike interior for a droplet of over 100 atoms.

Although the droplet size distribution varies from setup to setup for pulsed droplet sources, we tentatively use the average droplet size from ref. [37] as a general guide. If we further assume a surface layer of 6 Å, the resulting percent of surface atoms under each source temperature is listed in Table 8.2. Below 12 K, most of the atoms in a droplet are considered interior atoms, whereas above 18 K, diffuse surface atoms dominate. In this sense, biexponential functions should be better representations of the experimental data at the two lowest source temperatures, a point confirmed from our statistical analysis. When the source temperature is above 18 K, diffraction profiles of the droplet beam are essentially the same as that of gas-phase helium atoms, consisting of only incoherent atomic scattering. The negligible pair correlation between atoms of small droplets is essential for analyzing the diffraction pattern of doped droplets: all recorded coherent molecular scattering should be from the doped molecules, whereas coherence of the surrounding helium atoms can be neglected.

<table>
<thead>
<tr>
<th>Source temperature</th>
<th>Exponential $y = y_0 + A \cdot e^{-s/w}$</th>
<th>Droplet size</th>
<th>Surface atoms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 K</td>
<td>$1.25 \pm 0.03$</td>
<td>$10^6$ (220 Å)</td>
<td>8</td>
</tr>
<tr>
<td>12 K</td>
<td>$1.27 \pm 0.03$</td>
<td>$10^5$</td>
<td>17</td>
</tr>
<tr>
<td>18 K</td>
<td>$1.49 \pm 0.11$</td>
<td>$10^3$ (22 Å)</td>
<td>60</td>
</tr>
<tr>
<td>40 K</td>
<td>$1.48 \pm 0.10$</td>
<td>$&lt;10^3$</td>
<td>$&gt;60$</td>
</tr>
<tr>
<td>298 K</td>
<td>$1.68 \pm 0.21$</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

One thing to note here is that this work is done at the early stage of our study; thus, the whole apparatus used is a prototype with low sensitivity and limited signal to noise ratio. With this work, we have demonstrated electron diffraction of pure superfluid helium droplets. The diffraction profile of pure helium droplets is affected by the polydispersity of the droplet beam, but it is in qualitative agreement with the size variation of the droplets. Larger droplets with a substantial compact interior component demonstrate stronger diffraction and faster decay with momentum transfer, whereas smaller droplets converge to gas phase isolated molecules when the droplet source temperature reaches 18 K.

### 8.6.2 Single Dopant Case: Ferrocene

Velocity slip [38] can be exploited in order to achieve extensive single molecule doping of small droplets in some favorable cases. Each collision between a dopant molecule and a droplet can result in the evaporation of a certain amount of helium atoms, cool the translational, rotational, and vibrational degrees of freedom, and eliminate the binding energy between the dopant and the droplet. When a large amount of helium atoms are required in this process, for example in the case of large molecules with many low frequency vibrational modes and high binding energy with the helium environment, a large size separation is created between those that can only accommodate one dopant molecule and those that are large enough to accommodate two dopant molecules. By timing the pulsed electron gun at the leading edge of the doped droplets, we can sample only singly doped small droplets, while larger droplets containing more dopant molecules arrive at the diffraction region after the termination of the electron pulse.

Ferrocene powder was placed in a SPV heated to 346 K to provide sufficient vapor pressure for doping. In the toggle mode, the sample PV and the electron gun were operated at 14 Hz, while the droplet PV kept at 18 K ran at half the frequency, and the difference image obtained when the droplet PV was on and off was the net image from the droplets, with or without dopant. A successful example of this approach is illustrated in Fig. 8.6 from the diffraction of ferrocene-doped droplets [19]. Fig. 8.7b shows the radial distributions directly obtained from an image accumulated from 200,000 shots. The electron gun’s timing was set to sample droplets with about 2000 atoms/droplet. With these profiles as the intensities of Eq. 8.11 and based on comparisons with the theoretical $sM(s)$ [39], multilinear regression is performed to obtain the coefficients of each component $\alpha_s$, $\beta$, and $\alpha_b$. The left half of the image shown in Fig. 8.7a is the difference image after removing pure droplets’ contribution based on the obtained coefficients. The right side of the image is the theoretical calculation.

Due to the transient nature of the doping process, we could not measure the actual pressure in the doping region. However, based on the Poisson statistics [40] and the fitting results $\beta/\alpha_s$, we can determine the average number of effective collisions between ferrocene and droplets, assuming that trapping of one ferrocene molecule
results in a droplet size change from 2000 to 800. We calculate the equivalent pressure for doping based on the experiment setup and the probability of picking zero \(P_0\) and one \(P_1\) ferrocene molecules. Further assuming that no droplets contain two or more ferrocene molecules in the diffraction region, we can then calculate the fraction of singly doped droplets.

Table 8.3 shows that at delays of 1000 and 1200 μs, more than 80% of the droplets are singly doped. It is worth noting that under these doping conditions, for a droplet of size 2000, only 7% are doped with one ferrocene molecule and 2% are undoped, while the remaining 91% are destroyed because of further collisions with dopant molecules. The above results also imply that regardless of the doping pressure, as long as helium atoms’ contribution can be effectively removed according to Eq. 8.11, there is no essential difference between the resulting \(sM(s)\) profile. Hence the images obtained from the last three columns were added to improve the signal-to-noise ratio of the final result shown in Fig. 8.7. The data from the first column were not used because of its low ferrocene content. The excellent quality of the fitting procedure

<table>
<thead>
<tr>
<th>Delay (μs)</th>
<th>500</th>
<th>1000</th>
<th>1200</th>
<th>4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>(β/α_s)</td>
<td>0.16</td>
<td>0.04</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td>Pressure (Torr)</td>
<td>(6.6 \times 10^{-5})</td>
<td>(1.1 \times 10^{-5})</td>
<td>(1.1 \times 10^{-4})</td>
<td>(8.1 \times 10^{-5})</td>
</tr>
<tr>
<td>(P_1/(P_0 + P_1))</td>
<td>0.72</td>
<td>0.81</td>
<td>0.81</td>
<td>0.76</td>
</tr>
</tbody>
</table>

\(\text{Table 8.3}\) Fitting results at different delay times between the two PVs

\(a\) Adapted from “Communication: Electron diffraction of ferrocene in superfluid helium droplets”. \(J. \text{Chem. Phys.} 144, 221,101 (2016)\)
also confirms the hypothesis on the sampling condition: in all delay conditions, only singly doped droplets are sampled in the experiment, with no detectable contributions from ferrocene dimers.

Inverse Fourier transform of the modified molecular scattering intensity results in the pair correlation function and gives the distances of atomic pairs in the molecule. Figure 8.8a shows the experimental and theoretical $sM(s)$ profiles and the comparison between the pair correlation functions obtained from Fig. 8.8a and from the calculation of known gas phase structure is shown in Fig. 8.8b. There is a good agreement between the ferrocene from the doped droplet and the simulation from gas phase ferrocene. However, the high damping factor used in the transform introduces artificial wiggles in the simulation. Gas phase ferrocene is known to be in the eclipse conformation for the two pentacene rings [41]. The resolution is directly related to momentum transfer, which is limited by the detector’s size. Unfortunately, with our current setup, we cannot resolve between the eclipse and the staggered structure. To resolve such a difference from the diffraction pattern, the range of $s$ values needs to exceed 12 Å$^{-1}$.

This work demonstrates the feasibility of sampling only singly doped droplets. Several factors determine the degree of size selection via velocity slip, including the physical and chemical properties of the dopant and the dimension and performance of the experimental apparatus. The current approach hence is not “one-size-fits-all”. In many cases, statistical analysis and deconvolution procedures are necessary.
8.6.3 Small Cluster of the Simple Molecules: CBr$_4$

With the aid of electron impact ionization (EI) and non-resonant multiphoton ionization (MPI), the most probable size of the droplet beam is determined to be $\sim$2000 helium atoms/droplet in the study of CBr$_4$ doping experiment, in agreement with the general result by Gomez et al. [37]. Doping one CBr$_4$ molecule requires evaporation of $\sim$600 helium atoms [40]. The MPI experiment also confirmed the velocity slip feature in the pulsed droplet beam: the overall droplet beam spans over 200 $\mu$s in the diffraction region, but depending on the ionization laser’s timing, different sized droplets are sampled in the experiment.

Different from the ferrocene case, the droplets contain not only singly doped but also multiple doped CBr$_4$. There are many possible structures of the CBr$_4$ clusters. To modeling all of the structures are extremely difficult with the limited data resolution. Among contributions of intermolecular atomic pairs from clusters, only the shortest and most prominent Br···Br intermolecular pairs are considered in the treatment of the cluster to simplify the fitting process. The Eq. 8.11 is modified to add terms to represent the cluster contribution as:

\[
sM(s) = \frac{\alpha \cdot I_{\text{total}}(s) - \beta \cdot I_{\text{droplet}}(s) - \alpha_b \cdot I_{\text{background}}(s) - C_c \cdot I_{T,c}(s)}{I_{T,at}(s)} \cdot s,
\]

(8.13)

$I_{T,c}(s)$ is the theoretical diffraction profile of the shortest Br···Br pair with a separation of 4 Å [42, 43] and $C_c$ is the weight of the theoretical contribution of the cluster in the overall diffraction. The radial profiles of different components are shown in the main part of Fig. 8.9. There the total experimental radial distribution (“Total Exp”) is compared with the scaled theoretical contribution of clusters in the form of Br···Br interference denoted “Br···Br Calculation,” and the difference between the experimental data and this theoretical component is labeled as “Exp w/o Br···Br.” The latter profile should be compared with the theoretical diffraction profile labeled as “CBr$_4$ Calculation.” The halo of the Faraday cup is not included in the profiles. The experimental corrected radial profile contains one clearly observable ring, corresponding to the feature at $s = 2.5$ Å$^{-1}$ and a weaker feature at about 4.3 Å$^{-1}$.

The gas phase electron diffraction images of CBr$_4$ are also recorded by injecting the gaseous sample through a needle positioned directly in place of the droplet beam. The radial profiles and the corresponding pair correlation functions are shown in Fig. 8.10, and they are similar to those from a previous report [44] (not shown in Fig. 8.10). It is important to note that the “doped” trace in Fig. 8.9 is the net difference recorded with and without the droplet beam, while the doping chamber was maintained at a constant pressure. Contributions from the diffused gas in the trace of the “doped” sample are therefore removed. Nevertheless, the doped sample shows a similar diffraction profile as the gaseous sample, and both experimental results are similar to the theoretical calculation. Although the gaseous sample was at room temperature while the doped sample was at 0.38 K, the predominant factor
determining the width of each interference ring is the wave physics, not the vibrational movement of the atoms in a molecule [9]. Evidently, the superfluid helium environment exerts negligible perturbation to the enclosed molecular structure. The weak features near the major features centered at 4.5 and 6.5 Å⁻¹ in the sM(s) profile from the doped sample could be due to residual contributions from clusters of CBr₄. The same argument applies to the pair correlation profiles, where the profile from the doped sample also contains an extra shoulder near 4 Å.

The diffraction of the droplet beam contains contributions from dopant clusters as well as pure droplets. The contribution of pure droplets from the fitting of Eq. 8.13, \( \frac{\beta}{\alpha_s} \), should be proportional to \( P_0 \), the probability of not picking up any dopant. The contribution of dopant molecular clusters \( C_c \) should be proportional to the ratio between the number of intermolecular Br···Br pairs with a separation of 4 Å and the average number of dopant molecules in a droplet \( \langle k \rangle \)

\[
\langle k \rangle = \sum_k k \cdot P_k,
\]

where \( P_k \) is the probability of picking up \( k \) molecules by a droplet. If we assume that the electron gun samples the most probable size of the droplet beam of 2000, then there should be at maximum 3 dopant molecules in a droplet. Since there are

![Fig. 8.9 Radial profiles relevant to diffraction from CBr₄ doped superfluid helium droplets. Reprinted from “Electron diffraction of CBr₄ in superfluid helium droplets: A step towards single molecule diffraction”, J. Chem. Phys. 145, 034,307 (2016), with the permission of AIP Publishing](image-url)
Fig. 8.10  Comparisons of results from gaseous and doped CBr$_4$ with theoretical calculations: a molecular diffraction profiles $sM(s)$, and b pair correlation functions. Reprinted from “Electron diffraction of CBr$_4$ in superfluid helium droplets: A step towards single molecule diffraction”, J. Chem. Phys. 145, 034,307 (2016), with the permission of AIP Publishing

3 equivalent Br···Br pairs with a separation of 4 Å in a dimer and 4 such pairs in a trimer [45], the value of $C_c$ should be proportional to $(3P_2 + 4P_3)/\langle k \rangle$.

Figure 8.11 compares the experimental fitting results with the Poisson statistics. Figure 8.11a shows the contribution of pure undoped droplets relative to that of doped droplets, and the ratio (vertical axis) is expected to be proportional to the probability of undoped droplets. At a doping pressure of $1 \times 10^{-5}$ Torr, less than 15% of the droplets are undoped, and this value is reproduced from the experimental fitting value of $\beta/\alpha$. More and more droplets are doped with increasing doping pressure, and the portion of undoped pure droplets decreases accordingly. At the lowest doping pressure, the error bar is considerably large and a disagreement exists. We attribute this point to the residual gas in the doping chamber since the base pressure in the doping chamber without any doping gas was $1 \times 10^{-6}$ Torr. Figure 8.11b compares the contribution of clusters calculated using $(3P_2 + 4P_3)/\langle k \rangle$ (designated as “Cluster” in the figure) based on the Poisson statistics [31, 46] with the experimental fitting value for clusters $C_c$. At a doping pressure of $1 \times 10^{-5}$ Torr, contributions of clusters relative to monomers are slightly more than 1:1, and this ratio increases to 1.3:1 at higher doping pressures. This upper limit is attributed to the maximum number of molecules that an average-sized cluster can pick up before it is destroyed completely. The coefficients of $P_2$ and $P_3$ in the expression $(3P_2 + 4P_3)/\langle k \rangle (3P_2 + 4P_3)/\langle k \rangle$ do
not play a critical role when varied between 3 and 6: they only affect the scaling of the profile, not the general trend.

The above comparison highlights the crucial issue in using superfluid helium droplets as an ultra-cold gentle matrix for electron diffraction from field aligned and/or oriented molecules, i.e., the helium background. The large unwanted diffraction intensity from undoped droplets can potentially overwhelm the detector. This issue should be much more severe for an ion doped droplet beam since the equivalent vapor pressure of ions at the space charge limit is only $10^{-9}$ Torr [13]; in this case, more than 99% of the droplets contain no protein ions at all even in the unrealistically favorable assumption of Poisson statistics. Under low doping conditions, it is therefore the presence of undoped droplets that dominate the background, and elimination of undoped droplets is essential for reducing the background of helium.

**Fig. 8.11** Comparisons between Poisson statistics and experimental results. **a** Calculated probabilities of undoped droplets $P_0$ in a droplet beam and fitting results $\beta/\alpha_s$ from experiment. **b** Contributions of CBr$_4$ clusters $C_c$ from experiment and calculated ratios of cluster and monomer contributions (designated as “Cluster”). Reprinted from “Electron diffraction of CBr$_4$ in superfluid helium droplets: A step towards single molecule diffraction”, *J. Chem. Phys.* 145, 034,307 (2016), with the permission of AIP Publishing
The agreement between experiment and analysis alludes to the background problem’s solution in electron diffraction of embedded molecules in superfluid helium droplets. By reducing the background from pure undoped droplets via multiple doping, with small corrections for dimers and trimers, clearly resolved diffraction rings of CBr$_4$ similar to those of gas phase molecules can be observed. This condition is achievable for neutral molecules by heavy doping via increased doping pressure or path length. For charged species from an ESI source, fortunately, eliminating neutral undoped droplets from the charged doped droplets is straightforward using electric fields (magnetic fields are generally avoided because of the difficulty in field containment for electron diffraction). An ion-doped droplet beam can be bent from the initial path via an electric field generated by a stack of electrodes, for example, a reflectron type of design, which also has the benefit of compressing the droplet pulse spatially and temporally. Alternatively, charged droplets can be accelerated or decelerated relative to the neutral undoped droplets, while a pulsed laser and/or electron gun can be synchronized to interact only with the doped beam. Electrostatic steering has the additional benefit of size selection, which could be used to eliminate excessively large droplets due to their high helium content and correspondingly large background contribution.

### 8.6.4 Halogen Bond Case in the Case of I$_2$

By taking advantage of the velocity slip in the pulsed droplet beam, shifting the electron gun’s timing relative to the droplet pulse offers a limited degree of control over droplet size and dopant cluster size. We have explored this option in the study of iodine clusters doped in superfluid helium droplets [16]. In this effort, we have chosen two experimental conditions: different source temperatures, doping conditions, and time delays for the electron gun, which resulted in very different diffraction patterns. Figure 8.12 shows the diffraction profiles and the pair correlation functions under the two different conditions: the top panel was obtained under a lower effective doping pressure and by sampling the leading edge of the droplet beam, while the bottom panel was obtained under opposite conditions. The experimental radial profiles (red dots) in the two panels are quite different, indicating significantly different structures sampled under the two different experimental conditions.

The upper panel corresponds to diffraction from smaller sized iodine cluster. With the comparison between the theoretical $sM(s)$ of I$_2$ monomer and the experimental result, the conclusion is that there must be iodine clusters or mixtures of monomers and clusters dominant the diffraction with the possibility of only monomers be eliminated. Based on the timing of the electron gun and the size distribution of the droplet beam, as well as the calibration from previous experiment, the general size of the sampled droplets should be smaller than 1500 atoms/droplet [15, 31]. In general, pickup of one iodine molecule requires removal of 400–600 helium atoms for cooling, and to ensure that the doped droplets continue to travel into the diffraction region, at least 500 helium atoms need to remain with the droplet after doping [31, 40]. With
these into consideration, the sampled iodine cluster in the top panel of Fig. 8.12 should contain no more than three iodine molecules.

We were then surprised to discover that no structural information was available in the literature on iodine dimers or larger clusters. We then fixed the intramolecular bond length at 2.67 Å, manually varied the relative distance and angle between the two iodine molecules, calculated the theoretical $sM(s)$, and compared the resulting diffraction profiles with the experiment by relying on the fitting result of multilinear regressions of the diffraction profiles from Eq. 8.11. The best fit is a possible “L” shape structure with an adjusted intermolecular distance of 3.65 Å between the two nearest iodine atoms. The calculation is not a perfect reproduction of the experimental result, but it has sufficient merit in reproducing the general trend. We have also calculated the $sM(s)$ profiles of trimers based on several possible structures, a one-layer structure from several different cuts of crystalline iodine, and a bi-layer structure with a dimer and a 3rd molecule in a different plane. None of the profiles can be considered qualitatively acceptable. We therefore conclude that the diffraction profile is predominantly due to iodine dimers.

The lower panel in Fig. 8.12 corresponds to diffraction from larger sized iodine clusters, such as tetramers, pentamers or even hexamers. Among those, the pentamers is the statistically most likely cluster. We tried to place all five iodine molecules in
one layer according to the crystalline structure [47] (light-blue dashed line), and
the result is qualitatively unacceptable. Realizing that the most salient feature in the
diffraction profile centered at 3.5 Å\(^{-1}\), corresponding to a distance of ~ 4.3 Å, we then
considered pseudo-double layer structures with two iodine molecules in each plane
and the fifth adjustable out of either plane. We cut fragments from an iodine single
crystal, calculated the diffraction profiles, and compared with the experimental result.
The black line shows the best result from this adjustment. We can confidently state that
the larger iodine clusters sampled in the bottom panel have a bi-layer feature. Unlike
the case of the smaller clusters, the calculated \(sM(s)\) profiles for tetramers, pentamers,
and hexamers are all similar, as long as the iodine molecules form bi-layer structures.
The diffraction technique is insensitive to the actual size of the iodine cluster under
the current conditions. The pairings from atoms on the outer edges of each cluster
do not have repeats, hence their contribution in the overall diffraction profile is
overshadowed by those that have many repeats, such as the interlayer distances
between corresponding atoms. We choose pentamer as a representation of this cluster
group, partly because we have the best success in reproducing the experimental
diffraction profile with one particular pentamer structure. We do acknowledge that
the experimental data could well be a mixture of clusters with sizes from tetramer to
hexamer but with similar structural motifs.

Figure 8.13 shows the pair correlation functions of the two diffraction profiles
obtained from Fig. 8.12. The limited range of \(s\) values from our image detector
requires a large damping factor in the calculation, which not only broadens the
profile but also introduces extraneous oscillations in large distances. The estimated
uncertainty in the resulting distance is on the order of 0.1 Å. The inset of each panel
shows our proposed structures and the numbering schemes. To avoid clumsiness
in labeling, all intramolecular distances between the two covalently bonded iodine
atoms are labeled “Intra”, while only a few intermolecular distances are labeled. The
shaded region represents intermolecular pairs such as 3···8, 4···9 and 5···10.

For the case of dimer dominated diffraction, each unique interatomic distance
can be more or less resolved under the current conditions, although the fitting is still
imperfect. The proposed structure has a distance of 3.65 Å between atoms 1 and 3,
and this value is substantially shorter than the sum of the van der Waals distances of
two iodine atoms (4.3 Å), but are similar to the in-plane intermolecular distance of
3.5 Å in crystalline iodine [47]. Moreover, all four iodine atoms are in the same plane
in the proposed dimer structure. It is the first time that halogen bonds are observed
from iodine clusters.

Our experiment is incapable of resolving several unique intermolecular distances
for the larger clusters, but a few features are still identifiable. The intramolecular
distance at 2.67 Å, which has five repeats, is clearly resolved. The current pentamer
structure contains two halogen bonds between atoms 2···3 and 2···5 at ~3.5 Å, while
other distances of the parallelepiped of atoms 3···5 and 3···7 are van der Waals in
nature. Attempts to rearrange the 1–2 atoms into a more symmetric position stapling
the two layers failed to match the current fitting result. An interesting result is the
structure of the larger clusters where instead of a single layer, a bi-layer structure
seems to dominate when more than three iodine molecules are present. It is possible
that different from bulk crystals, small clusters are more stable in a bi-layer structure, particularly in a superfluid helium environment. Alternatively, the missing one-layer structure might be related to the limited size range sampled by the electron beam. It is possible that within the size range of the droplet beam sampled by the electron gun, only bi-layer structures can survive the evaporative cooling process and maintain the traveling momentum to the diffraction region. Unfortunately, given the insensitivity of the diffraction technique, further experimental confirmation of this speculation is difficult, if possible at all.
8.6.5 CS₂

The experimental results of electron diffraction of CS₂ are presented in this section [48]. It demonstrates the feasibility of structural determination of dimers, trimers, tetramers, and clusters containing a large number of monomers embedded in superfluid helium droplets. We can narrow down the range of parameters of the least squares fitting procedure of the diffraction patterns from detailed droplet size measurements and modeling of the doping statistics.

The experiment setup is the same as explained in the previous ferrocene case. Room temperature CS₂ with a vapor pressure of 344 Torr is routed to the sample PV via a vacuum feedthrough. Figure 8.14 shows the mass spectrum of CS₂ doped in superfluid helium droplets at a stagnation temperature of 10 K. At least three photons at 266 nm are needed for ionization, and the resulting mass spectrum shows extensive fragmentation. The presence of attached helium with the sample ions C⁺ and S⁺ manifests the presence of the helium droplet. Although not seen explicitly in the mass spectrum, the presence of CS₂ clusters can be deduced from the presence of CS₂C⁺.

Based on the size analysis mentioned in Sect. 8.4, two groups of doped droplets at the source temperature of 20 K can carry CS₂ to the diffraction region. The predominant one has an average size of 800 atoms/droplet and a less abundant group has a much larger average size, with 5000 atoms/droplet. When the source temperature

![Fig. 8.14](https://example.com/fig814.png)

**Fig. 8.14** Mass spectrum of CS₂ doped helium droplets recorded at a source temperature of 10 K and a doping pressure of $5 \times 10^{-4}$ Torr. Reprint from “Electron diffraction of CS₂ nanoclusters embedded in superfluid helium droplets” *J. Chem. Phys.* 152, 224,306 (2020) with permission from AIP publishing
is reduced to 10 K, the two size groups are $2.2 \times 10^4$ atoms/droplet and $1.4 \times 10^5$ atoms/droplet with similar abundance. It is also worth noting that each size group travels at a unique speed, regardless of the source temperature, and the effect of the source temperature is primarily manifested in the relative abundances of the different groups, while the average size of each group is only mildly dependent on the source temperature [12]. The overall average size of the droplets at a fixed source pressure and temperature, weighted by each group’s abundance, is in agreement with literature reports [37, 49]. Due to limited velocity slip [38], however, there is more than one group of droplets with different sizes and velocities at any sampling time within the droplet pulse. Hence, the pulsed electron gun’s time setting selects the size composition of the sampled droplets during the diffraction experiment. We note here that these sizes are measured after ionization; hence, the corresponding size of the droplet prior to doping should be larger by a few hundred—on the order of 500—after picking up each dopant molecule [31, 40].

Figure 8.15 shows two scaled radial profiles of the diffraction patterns obtained at two different time settings of the electron gun: the solid squares were recorded at a delay time of 1289 $\mu$s after the droplet PV, and the open squares were at 1269 $\mu$s. Both profiles result from the diffraction of neutral samples without ionization and without sample orientation, and the diffraction profiles are concentric rings due to the orientation average. To emphasize the contribution of molecular interference and to contrast the difference between the two results, the radial profiles are normalized by each profile’s exposure time, and the intensity is multiplied by $s$. The difference in the scaled profiles is due to the different doping conditions of the droplet beam: at the earlier timing of 1269 $\mu$s, the droplets are smaller and contain fewer sample molecules.

Figure 8.16 shows the diffraction profile after further shifting the electron gun’s timing to 1581 $\mu$s, lowering the source temperature to 10 K, and increasing the effective doping pressure from $2 \times 10^{-4}$ Torr to $5 \times 10^{-4}$ Torr (estimated doping pressure). Compared with Fig. 8.14, the overall diffraction intensity has decreased, but the feature of molecular interference is more prominent, implying more contribution from the sample than from the helium atoms.

Structures of gas phase clusters and single crystals of CS$_2$ have been reported in the literature [50–54]. Experiments in high resolution spectroscopy have concluded that gas phase clusters prefer highly symmetric shapes: the dimer is cross-shaped with a $D_{2d}$ symmetry, [52] as shown in the inset of Fig. 8.14, the trimer forms a pinwheel with a $D_3$ symmetry [50], and the tetramer forms a barrel with a $D_{2d}$ symmetry [51]. A few theoretical calculations have proposed various geometries for small clusters, but the most stable isomer for each cluster size agrees with the experimental results [55, 56]. For clusters containing more than four monomers, convergence to the crystal structure has been predicted [54]. The crystal structure of CS$_2$ at temperatures below 150 K is known to be orthorhombic, containing pairs of CS$_2$. A unit cell contains three monomers at the edges in addition to a central monomer slanted at 55.56° to the $c$ axis, as shown in the inset of Fig. 8.16. The molecular arrangement in crystals is substantially different from those of reported gas phase clusters.
Equation 8.12 is used for fitting the diffraction profiles, including different cuts from the crystals for dimers, trimers, and tetramers, in addition to their gas phase structures. In this case, $\alpha_{ig}$ ($2 \leq i \leq 4$) as contributions of gas phase clusters containing $i$ monomers, and $\alpha_{ic}$ ($2 \leq i \leq 4$) represents all possible cuts of clusters from the crystal structure. A modified Poisson model using Markovian arrival process with non-identical exponential interarrival times [57] to accommodate the change of cross section reduction with sequential pick up of CS$_2$. The details of the treatment is explained in the reference [48]. The calculated probabilities $P_n$ of pickup $n$ CS$_2$ molecules with a source temperature of 20 K are listed as the first number in each cell of Table 8.4. Even for the larger size group at 1289 $\mu$s, the probability of $P_4/P_1$ is only 0.04. About 50% of the droplets contain no sample at all for both delay times, and about 35% of the droplets contain just one CS$_2$. The second number in each
Fig. 8.16  Scaled radial profile of the diffraction pattern from CS2 doped droplets recorded at a source temperature of 10 K. The profile is scaled by $s$ to emphasize the contribution of molecular interference. The inset shows the structure of the crystal and the axes of the unit cell. Reprint from “Electron diffraction of CS2 nanoclusters embedded in superfluid helium droplets” J. Chem. Phys. 152, 224,306 (2020) with permission from AIP publishing

Table 8.4  Doping statistics and fitting results of diffraction images from Fig. 15$^a$

<table>
<thead>
<tr>
<th>Delay time</th>
<th>$1269 , \mu s$</th>
<th>$1289 , \mu s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Droplet sizes</td>
<td>1100 (78%), 5300 (22%)</td>
<td>1200 (84%), 6500 (16%)</td>
</tr>
<tr>
<td>Pure droplet ($P_0$, $\beta$)</td>
<td>0.49, 0.44</td>
<td>0.49, 0.47</td>
</tr>
<tr>
<td>Monomer ($P_1$, $\alpha_1$)</td>
<td>0.34, 6.99</td>
<td>0.35, 15.0</td>
</tr>
<tr>
<td>Dimer ($P_2$/P$_1$, $\alpha_2$/P$_1$)</td>
<td>0.18, 0.18</td>
<td>0.13, 0.13</td>
</tr>
<tr>
<td>Trimer ($P_3$/P$_1$, $\alpha_3$/P$_1$)</td>
<td>0.10, 0.05</td>
<td>0.09, 0.03</td>
</tr>
<tr>
<td>Tetramer ($P_4$/P$_1$, $\alpha_4$/P$_1$)</td>
<td>0.04, 0.03</td>
<td>0.04, 0.03</td>
</tr>
</tbody>
</table>

$^a$ Adapted from J. Chem. Phys. 152, 224,306 (2020)
cell of the above table shows the fitting results of the diffraction profiles based on Eq. 2.4. The values of $\beta$ represent the degree of helium loss due to the pickup process. In both delay times, nearly 50% of helium is lost before the droplets can reach the diffraction region. The absolute values of $\alpha_i$ have no significance since it is affected by the detector’s sensitivity, while the ratio of $\alpha_i/\alpha_1$ shows the relative contributions of clusters to monomers.

With the statistical analysis of the fitting result, only the gas phase structure for dimers $\alpha_{2g}$, the closely packed crystal structures for trimers $\alpha_{3c}$ and the tetramer $\alpha_{4c}$ are statistically significant in the diffraction profiles. Furthermore, the contribution of trimers is lower than the calculation results based on the Markovian arrival process. The discrepancy could be related to trimers' relative instability compared to the other clusters since crystalline CS$_2$ essentially is a composition of dimers [53]. The values on the relative contributions of the other clusters to that of monomers are very consistent between the diffraction fitting results and the calculation based on doping statistics.

The fitting for the diffraction profile of Fig. 8.16 is simpler because we only considered crystalline structures, as suggested in the literature [54]. Both groups of droplets contain at least $2 \times 10^4$ atoms/droplet, and after picking up one CS$_2$, the droplet size changes by less than 3%. Standard Poisson statistics is therefore applicable. At the experiment doping pressure, the most probable number of CS$_2$ monomers for the smaller droplet group is 12 and for the larger group is 40. The continuous red line results from fitting the linear regression, with only $\alpha_c I_c$ term other than the droplet contributing in Eq. 8.12, with $I_c$ is the theoretical diffraction profile containing numerous monomers based on the crystalline structure of CS$_2$, and $\alpha_c$ is the fitting coefficient. When more than four monomers form a nanocrystal within our detection range, the resulting diffraction profile becomes insensitive to the cluster’s size. The calculated diffraction profile results from two unit cells along the a axis, one unit along the b axis, and one unit along the c axis with an overall monomer count of 18. The profile is insensitive to the number of unit cells along each direction, as long as there is more than one monomer (not unit cell) along each direction. However, limiting the structure to two-dimensions spanning only the a and c axis resulted in a substantially lower quality of fitting. It is highly plausible that the nanocrystal is most likely of the same 3D structure as that of a single crystal of CS$_2$.

It is interesting to see that, similar to the iodine case, clusters containing more than two monomeric units deviate from their corresponding gas phase structures and seem to adopt structures of their bulk crystals. The preference for bulk structures in helium droplets has been attributed to the droplet environment’s fast cooling effect, even though the helium environment should be more similar to that of vacuum than to that of typical crystal formation. A newly captured dopant can be trapped in a metastable configuration upon entering the droplet, incapable of finding the global minimum.
8.6.6 Diffraction of Molecules Only with Light Atoms: Pyrene

All the previous cases mentioned above involve molecular species that contain at least one heavy atom (with an atomic number larger than 20) to help with the contrast between the molecular diffraction and the atomic diffraction from helium. However, biological samples contain mostly carbon atoms, and the contrast issue due to similar diffraction cross sections of carbon [58] and helium has to be addressed. The work with all-light-atom-containing species, pyrene (Py, C_{16}H_{10}) demonstrates the feasibility of extracting structural information from the helium background for molecular systems that do not contain any contrasting element [17].

Pyrene’s doping condition is characterized by a mass spectrometer via MPI with a 266 nm pulsed laser at a power density of 10^6 W/cm^2 (without focus lens). The miniature TOF located on the wheel shown in Fig. 8.3 resolves the ionized parent, fragment and cluster ions. Figure 8.17 presents the TOF mass spectra of gaseous pyrene, pyrene-doped droplets, and the difference. No fragmentation is observed under this laser power level. The gaseous sample only contains monomeric parent ions, while doped droplets show cluster ions Py_n^+(n = 2–4). Since the degree of fragmentation after ejection from the doped droplet is unknown, the presence of pyrene clusters should be treated as evidence of existence and cannot be used for

quantitative analysis of the clusters. The energy of two photons at 266 nm (total energy: 9.35 eV) is more than sufficient to both ionize [59, 60] and dissociate (or dissociate and ionize) a pyrene dimer to produce Py$^+$ + Py [61, 62].

Figure 8.18 shows the scaled radial profiles of the experimental diffraction patterns, which are obtained with an accumulation of 232,559 shots (12.92 h at a repetition rate of 5 Hz). The inset shows the unscaled radial distribution from the raw experimental data. After a scaling factor of 7.5 for the doped droplet, no difference can be seen between the doped and neat droplets on the linear scale. To contrast the difference between the two results, the radial profiles are scaled by $s^2$, where $s$ is the momentum transfer.

To derive structural information from the diffraction profiles, contributions from the helium background and from all possible pyrene clusters need to be included. Figure 8.19 shows the theoretical diffraction profiles of pyrene clusters based on a few theoretical calculations [61, 63–66] and some representative cuts from crystalline pyrene [67, 68]. The crystal structure and designations of molecular axes are shown in the inset of (a).

Several theoretical calculations on the structures of pyrene clusters have been reported in the literature. The most recent is by Dottot, Spiegelman, and Rapa- cioni (DSR), reporting a rotation angle of 67° but a slightly nonparallel arrangement between the two molecular planes [61]. However, the authors reported a shallow minimum, with four other structures competitive within 20 meV: they all have parallel molecular planes but are shifted or rotated by different angles, as shown in the inset.
of Fig. 18b. The structure labeled SPL is the global minimum by Gonzales and Lim [66], and it involves a parallel slip between the two monomers along the long axis and an interplanar distance of 3.51 Å, in agreement with the distance in the dimeric unit of crystals. The other three parallel dimers include SPS—slip along the short axis, GR—slip along a C–C bond, and cross—a rotation of 90° [62]. All four structures have very similar diffraction profiles and hence are referred to as the Para dimer in the following discussion. The trimer structure from the DSR calculation is stacked but slightly nonparallel, quite different from a trimeric cut of crystalline pyrene, while the tetramer structure is a $3+1$ construct, with the fourth pyrene nearly perpendicular to the stacked trimer. An earlier report by Takeuchi (HT structure) contains a parallel dimer [65], a parallel trimer, and a near-cyclic tetramer. Although slightly different from the four parallel dimers, the HT dimer has a very similar diffraction profile to those of the parallel dimers.

If we include all the possible clusters for a global fit, there will be too many independent parameters with limited data points from the diffraction profile. To alleviate model complexity, we chose to fit four sets of structures independently, including the DSR and the HT set, a mix set containing the parallel dimer and the DSR trimer, and a mix set containing the HT dimer and the DSR trimer. The structures of trimers and tetraters derived from crystalline pyrene are eliminated because...
Table 8.5  Constrained least-squares fitting result of embedded Py$_n$ (n = 1–3) in superfluid helium droplets from the best model$^a$

<table>
<thead>
<tr>
<th>Term</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>Coefficient Ratio</th>
<th>Ratio from Doping</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.06194</td>
<td>0.00054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>0.01210</td>
<td>0.00170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.00798</td>
<td>0.00069</td>
<td>18</td>
<td>99</td>
</tr>
<tr>
<td>$\alpha_2,;para$</td>
<td>0.00262</td>
<td>0.00072</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>$\alpha_3,;DSR$</td>
<td>0.00044</td>
<td>0.00030</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>


when added to any one of the sets the resulting coefficients for these structures are essentially zero. The Alkaike information criterion and bootstrap resampling method through balanced variable selection is used to confirm the significance of the regression coefficients, and the details are explained in the reference paper. [17] Table 8.5 summarizes the best fitting coefficients and their ratios and uncertainties.

Figure 8.20 compares the experimental data with the fitting results, and the residue is shown in the bottom panel. Similar to Fig. 8.17, both the radial profiles and the
residues are scaled with $s^2$. The small value of $\beta$ signifies that more than 90% of the helium atoms could not reach the diffraction region. This level of elimination is on par with our previous work on ferrocene and iodine [16, 19]. The effective high vapor pressure in the doping region destroys most of the small droplets with or without a dopant monomer.

The doping process is modeled using Poisson statistics to further understand the contribution of Py$_n$ in the diffraction pattern. We estimate the number of evaporated helium atoms (2000) upon cooling a pyrene molecule to 0.4 K based on the heat capacity of solid pyrene (229 J/K·mol) [69] and the binding energy of helium (0.6 meV) [70]. After the first collision, 4% of the helium atoms is lost in a droplet of $5 \times 10^4$ atoms/droplet. This size change is negligible and standard Poisson distribution can be used to calculate the probability of doping [46]. The doping pressure is estimated with the empirical formula of supersonic expansion as $1.3 \times 10^{-5}$ Torr. With a doping distance of 7 mm, the probability of doping 0–4 pyrene is 0.71:0.24:0.04:0.004:0.0005 (the ratios of the corresponding $\alpha_i$ values are listed in the last column of Table 8.5). The relative abundance of Py$_2$ and Py$_3$ is in qualitative agreement with that from the fitting. The much larger contribution of monomers from the doping statistics than that from fitting of the diffraction pattern is attributed to contamination in the neat droplet diffraction profile. The doping statistics and the fitting results of the diffraction profile are on par with the abundance of Py$_n^+$ in the mass spectra of Fig. 8.16. We have limited information on the ionization mechanism of Py$_n^+$. However, we speculate that the abundant Py$^+$ is most likely a result of dissociation of Py$_n$ or Py$_n^+$ after desorption from the droplet. The missing contribution from Py$_4$ in the diffraction profile should be a result of low concentration.

In conclusion, the diffraction profile from this experiment of pyrene doped droplets contains mostly contributions from Py and Py$_2$, with indications of a ~10% contribution from Py$_3$. The structure of Py$_2$ contains two parallel pyrene molecules, and that of Py$_3$ appears to be stacked but not completely parallel. This structure of Py$_3$, in our best fitting model, is different from that of the crystalline structure, demonstrating that at least in superfluid helium droplets, the stacking force prevails against the tendency of forming a 3-D closely packed structure. Unlike our previous work, pyrene contains no heavy atoms, and the success of this work offers promise in obtaining molecular parameters from all-light-atom containing species in superfluid helium droplets.

### 8.7 Conclusion

The extreme cooling effect of superfluid helium droplets is attractive in the structural solving of unstable species under normal conditions. Still, the associated background issue in electron diffraction is of practical concern. By taking advantage of the velocity slip of pulsed droplet beams and using Poisson statistics with the Markovian arrival process in sample doping, the background problem for neutral molecule-doped in droplets can be largely minimized. The success of the above variety cases shows
the feasibility of this approach even with an all-light-atom system. As for the electron diffraction of protein ions in superfluid helium droplets, the background problem will be eased with manipulating charged particles using electric fields. The space charge limit gives a low charge density of ions will result in a limited diffraction strength. However, the complete separation of undoped droplets and the ability to select small droplets are both beneficial to the ultimate diffraction signal. The next step is to perform diffraction of the ion-doped droplets. The “proof-of-principle” experiment involving the laser-induced alignment of ions embedded in superfluid helium droplets will ensue thereafter.
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Chapter 9
Laser-Induced Alignment of Molecules in Helium Nanodroplets
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Abstract  Moderately intense, nonresonant laser pulses can be used to accurately control how gas phase molecules are oriented in space. This topic, driven by intense experimental and theoretical efforts, has been ever growing and developed for more than 20 years, and laser-induced alignment methods are used routinely in a number of applications in physics and chemistry. Starting in 2013, we have demonstrated that laser-induced alignment also applies to molecules dissolved in helium nanodroplets. Here we present an overview of this new work discussing alignment in both the nonadiabatic (short-pulse) and adiabatic (long-pulse) limit. We show how femtosecond or picosecond pulses can set molecules into coherent rotation that lasts for a long time and reflects the rotational structure of the helium-solvated molecules, provided the pulses are weak or, conversely, results in desolvation of the molecules when the pulses are strong. For long pulses we show that the 0.4 K temperature of the droplets, shared
with the molecules or molecular complexes, leads to exceptionally high degrees of alignment. Upon rapid truncation of the laser pulse, the strong alignment can be made effectively field-free, lasting for about 10 ps thanks to slowing of molecular rotation by the helium environment. Finally, we discuss how the combination of strongly aligned molecular dimers and laser-induced Coulomb explosion imaging enables determination of the structure of the dimers. As a background and reference point, the first third of the article introduces some of the central concepts of laser-induced alignment for isolated molecules, illustrated by numerical and experimental examples.

9.1 Introduction

Firstly, it is necessary to define what we mean by alignment of molecules, the central topic of this article. Alignment refers to molecular axes being confined with respect to axes fixed in the laboratory system. The simplest case is 1-dimensional (1D) alignment, where a single molecular axis is being confined. This is illustrated on Fig. 9.1 (b) for the linear carbonyl sulfide (OCS) molecules aligned along a space fixed (vertical) axis, in contrast to the case of randomly oriented molecules depicted in Fig. 9.1 (a). The concept of 1D alignment can also apply to asymmetric top molecules, shown in Fig. 9.1 (d). As explained below, when a laser pulse is employed to induce alignment, the aligned axis is the most polarizable axis, which coincides with the C-I axis of the 3,5-difluoro-iodobenzene molecules, chosen as the illustrative example here. The molecules are, however, free to rotate around the aligned axis. A more complete control of the spatial orientation of the molecule requires that this free rotation is arrested. This case, illustrated in Fig. 9.1 (e), is referred to as 3-dimensional (3D) alignment where the three principal polarizability axes are fixed with respect to a space-fixed, Cartesian coordinate system, often denoted as the (X,Y,Z)-coordinate system. Finally, if the molecules are polar, it is often also relevant to control the direction of the permanent dipole moment, a case termed orientation. Figure 9.1 (f) illustrates the situation where the 3,5-difluoro-iodobenzene are both 3D aligned and oriented, which is jointly called 3D orientation. The concept of orientation applies equally to linear (or symmetric top) molecules. In the case of the OCS molecules this would be the situation where the S-end of the molecules all point in the same direction.

Secondly, we must ask why it is interesting and relevant to align molecules. One major reason is that samples of aligned and/or oriented molecules make it possible to study or exploit the ubiquitous orientational dependence of molecules’ interaction with other molecules, atoms or polarized light. In fact, the orientational dependence of bimolecular reactions was a primary motivating factor for why researchers started to develop techniques to orient and align molecules over 60 years ago [1]. Molecules can also interact with pulses of light and over the past 10–20 years the study and exploitation of how interactions between laser pulses, in particular short and intense laser pulses, and molecules depend on the orientation of the molecule.
with respect to the polarization state of the laser pulses has been a topic of intense investigation [2]. A second, major advantage of aligned molecules is the fact that they make it possible to perform molecular frame (MF) measurements, which can significantly increase the information content from experimental observables because the blurring they normally suffer from averaging over randomly oriented molecules is strongly reduced. An illustrative example is MF photoelectron angular distributions from aligned molecules where high-information structures appear that are completely absent in experiments on randomly oriented molecules [3, 4].

Finally, the question is how to align molecules. The main techniques developed early on were rotational state-selection of molecules by means of hexapolar electric fields [1, 5], ’brute-force’ orientation by a strong static electric field [6–9], collisional alignment in a cold molecular beam [10–12], and photoselection whereby polarized light creates alignment in a vibrationally or electronically excited state [13, 14].

The method discussed here employs nonresonant, moderately intense laser pulses to induce alignment. The fundamental interaction responsible for alignment is the polarizability interaction between the molecule and the electric field of the laser pulse. The laser pulse induces an electric dipole moment in the molecule, which in turn interacts with the electric field of the laser pulse. Almost all molecules have an anisotropic polarizability tensor and, consequently, for these molecules the polarizability interaction depends on their spatial orientation with respect to the polarization of the electric field of the laser pulse. The laser pulse forces the molecules to rotate towards an orientation where the polarizability interaction is optimized and this is what leads to alignment of the molecules. In the simplest case of a linearly polarized laser pulse, the potential energy of the polarizability interaction has a minimum when
the most polarizable axis is parallel to the polarization axis. This means that a linearly polarized laser pulse has the potential to induce 1D alignment of molecules. Most of this article concerns 1D alignment of molecules induced by linearly polarized laser pulses. It is, however, also possible to induce 3D alignment using instead an elliptically polarized laser pulse. In this case, the polarizability interaction is optimized when the most polarizable molecular axis is parallel to the major polarization axis and, simultaneously, the second most polarizable molecular axis is parallel to the minor polarization axis. Note that nonresonant means that the laser pulse causes no linear absorption, i.e. the photon energy is not resonant with any transitions in the molecules studied. Moderately intense means that the laser pulse is strong enough that the polarizability interaction induces pronounced alignment, yet weak enough that it does not cause electronic excitation or ionization due to multiphoton absorption.

Laser-induced alignment emerged in the last half of the 1990s \cite{15–21} and beginning of the 2000s \cite{22–30} at the interface between stereochemistry, spectroscopy, strong laser field physics, and wave packet dynamics. Since then the field has undergone a continuous expansion in scope and applications, however with essentially all studies concentrating on gas phase molecules. In 2013 we showed that it is possible to extend laser-induced alignment to molecules embedded inside liquid helium nanodroplets. The purpose of the current article is to provide an overview of laser-induced alignment of molecules embedded in helium nanodroplets, based on work in the period from 2013 to now. The first part of the paper, Sect. 9.2 introduces some of the basic concepts of laser-induced alignment developed for gas phase molecules, exemplified by a few experimental results and calculations. This provides some background and useful reference points for the discussion of molecules in He droplets given in Sect. 9.3. Many more details about laser-induced alignment of gas phase molecules can be found in the existing review articles on the subject \cite{31–35}.

9.2 Alignment of Isolated Molecules

9.2.1 Laser-Induced Alignment: Basics

We start by discussing the rotational dynamics of a linear molecule (in a Σ state) induced by a linearly polarized, nonresonant, laser pulse. Theoretically, these dynamics are described by the time-dependent rotational Schrödinger equation with $U(θ)$ denoting the polarizability interaction:

$$i\hbar \frac{\partial \Psi_{rot}(t)}{\partial t} = \left( B \hat{J}^2 + U(\theta) \right) \Psi_{rot}(t)$$ (9.1)

$$= \left( B \hat{J}^2 - \frac{E_0(t)^2}{4} \left( (\alpha_\parallel - \alpha_\perp) \cos^2(\theta) + \alpha_\perp \right) \right) \Psi_{rot}(t)$$ (9.2)
$E_0(t)$: the amplitude (envelope) of the electric field of the laser pulse, $\hat{J}^2$: the squared rotational angular momentum operator, $\Psi_{rot}$: the rotational wave function, $B$: the rotational constant, $\alpha_{\parallel}$ and $\alpha_{\perp}$: the polarizability parallel and perpendicular to the most polarizable axis, i.e. the molecular axis of a linear molecule, $\theta$: the (polar) angle between the molecular axis and the polarization axis of the laser pulse. We assume that before the laser pulse is turned on, the molecule is populated in a single rotational eigenstate, $|J_k M_k\rangle$, of the field-free Hamiltonian ($B\hat{J}^2$) i.e. $\Psi_{rot}(-\infty) = |J_k M_k\rangle$. Here $J_k$ is the initial quantum number of the rotational angular momentum, $M_k$ its projection on a space-fixed axis parallel to the laser polarization and $|J_k M_k\rangle$ is the rotational eigenfunction given by a spherical harmonic, $Y_{M_k}^{J_k}$. The solution to Eq. 9.2 can be expressed as:

$$\Psi_{rot}^{(k)}(t) = \sum_{J} d_{J M_k}(t) |J M_k\rangle \quad (9.3)$$

where $d_{J M_k}(t)$ are the expansion coefficients and the index $k$ on $\Psi_{rot}^{(k)}$ indicates the initial state. In other words, the laser pulse creates a superposition of different angular momentum states, $|J M_k\rangle$, but leaves the projection on the laser polarization unchanged. Such a superposition, which is termed a rotational wave packet, can lead to angular confinement, i.e. alignment of the molecule along the polarization axis, provided the phase relationship between the different components $|J M_k\rangle$ in Eq. 9.4 is favorable.

The rotational dynamics depend on the turn-on and turn-off time of the laser pulse. The two most common regimes of alignment are termed adiabatic and nonadiabatic. Here the alignment pulse duration, $\tau_{align}$, and thus both the turn-on and turn-off time, is either much shorter or much longer than the intrinsic rotational period, $\tau_{rot}$, of the molecules, respectively. $\tau_{rot}$ is defined as $1/2B$ with $B$ given in units of Hz.

In the adiabatic regime, the initial rotational eigenstate $|J_k M_k\rangle$ evolves adiabatically into the corresponding eigenstate of the complete Hamiltonian (given in Eq. 9.2). Such a state, expressed by Eq. 9.3, is called a pendular state [15, 37] and can lead to strong alignment. Upon turn-off, the pendular state evolves back to the initial rotational quantum state. In the adiabatic regime a sample of molecules is, therefore, only aligned during the laser pulse. By contrast, in the nonadiabatic regime, the laser pulse leaves the molecule in a coherent superposition of field-free rotational eigenstates. This superposition can be expressed as:

$$\Psi_{rot}^{(k)}(t) = \sum_{J} d_{J M_k} \exp\left(-iBJ(J+1)t/h\right) |J M_k\rangle \quad (9.4)$$

where $d_{J M_k}$ in general are complex numbers. An important consequence of Eq. 9.4 is that in the nonadiabatic regime, alignment can occur a long time after the pulse and, in general, the alignment will continue to evolve after the laser pulse is turned off.

---

1 Nonadiabatic alignment dynamics can also be induced by turning on the laser pulse slowly and then, typically at the peak, turning it off rapidly [29, 36].
To characterize the degree of alignment, the following measure is normally used:

$$\langle \cos^2 \theta \rangle_k = \langle \Psi_{rot}^{(k)} | \cos^2 \theta | \Psi_{rot}^{(k)} \rangle$$  \hspace{1cm} (9.5)

In practice, measurements involve a sample of molecules initially populated in different rotational states, typically assumed to follow a Boltzmann distribution. To account for this, $\langle \cos^2 \theta \rangle_k$ must be averaged over all initial states to give $\langle \cos^2 \theta \rangle$:

$$\langle \cos^2 \theta \rangle = \sum_k f(k) \langle \cos^2 \theta \rangle_k$$  \hspace{1cm} (9.6)

where $f(k)$ is the normalized population of state $k$.

### 9.2.2 Nonadiabatic and Adiabatic Alignment: OCS Example

In this and the next section, we illustrate numerically the mechanism and alignment dynamics in the adiabatic and nonadiabatic regimes. We use the OCS molecule as an example and solve Eq. 9.2 for a laser pulse with a duration ($\tau_{\text{align}}$) that is either much smaller or larger than $\tau_{\text{rot}}$. For OCS, $B = 6.0858$ GHz, so $\tau_{\text{rot}} = 82.2$ ps. For the short-pulse or nonadiabatic regime, we use $\tau_{\text{align}} = 300$ fs and for the long-pulse or adiabatic regime, we use $\tau_{\text{align}} = 600$ ps.

Figure 9.2 shows calculated values of $\langle \cos^2 \theta \rangle$ for OCS molecules as a function of time, $t$, after the peak of the linearly polarized, 300 fs laser pulse with a peak intensity of $6.5 \times 10^{12}$ W/cm$^2$. The rotational temperature of the molecules is set to 1 K to match what can be achieved experimentally in cold molecular beams [38]. The calculations take into account that experimentally the molecules are exposed to a distribution of alignment pulse intensities due to the finite beam waist of the probe laser beam used to measure the time dependent degree of alignment. In practice, this is implemented by averaging the calculations over an intensity distribution determined by the actual beam waists of the laser beams. Here we used $\omega_0 = 35$ and 25 $\mu$m that are typical values for the alignment and probe beam, respectively.

Before the arrival of the pulse, $\langle \cos^2 \theta \rangle = 1/3$, the value for a sample of randomly aligned molecules. During and shortly after the pulse, $\langle \cos^2 \theta \rangle$ rises and reaches a first maximum, 0.67, at $t = 0.95$ ps. At this time, some of the angular momentum states in the rotational wave packet (Eq. 9.4) are in phase, which produces alignment. The J-dependence of the complex exponential functions in Eq. 9.4 causes the angular momentum states to fall out of phase at later times, a behavior referred to as wave packet dispersion. On the alignment trace in Fig. 9.2, this manifests as a rapid drop of $\langle \cos^2 \theta \rangle$ for $t > 0.95$ ps. Due to the regular rotational energy structure

---

2 The probe pulse, sent a time $t$ after the alignment pulse, induces Coulomb explosion of the molecules to probe their spatial orientation. Details are given in Sect. 9.2.3.
of linear molecules, modelled as rigid rotors, i.e. $E_{\text{rot}}(J) = BJ(J + 1)$, the angular momentum states do come back into phase again at longer times.

In particular, at times separated by integer multiples of $1/2B$, each of the complex exponential functions in Eq. 9.4 accumulates a phase of $2\pi N$, where $N$ is an integer. This means that the wave packets given by Eq. 9.4 are periodic with a period of $1/2B$. The same will hold for any expectation value of an operator, like $\cos^2 \theta$, i.e. $\langle \cos^2 \theta \rangle$ is also $1/2B$-periodic. Therefore, the initial alignment maximum is repeated every $1/2B$, and this is called the revival period, $T_{\text{rev}}$. The $1/2B$ periodicity, which is 82.2 ps for OCS, manifests itself in the alignment trace in Fig. 9.2, where the transients centered at 82.4 ps, 164.6 ps and 246.7 ps are the 1st, 2nd and 3rd full revivals. Here $\langle \cos^2 \theta \rangle$ first dips to a low value corresponding to anti-alignment, where the molecules are confined to the plane perpendicular to the polarization axis, and then rises steeply to a high value where the molecules are aligned along the polarization axis. The prominent transients between the full revivals are termed half revivals. Here, the complex exponential functions are shifted by $\pi$ compared to their values at the full revivals. This reverses the order of alignment and anti-alignment such that the molecules first align and then anti-align. Note that the peak value of $\langle \cos^2 \theta \rangle$ at the half revival, 0.80, exceeds that at the full revivals, 0.67. Higher-order fractional revivals, such as quarter revivals, appear if the OCS molecules are populated initially
in a single rotational state rather than in a Boltzmann distribution of states. They also appear for molecules where the population of odd and even $J$-states are influenced by nuclear spin statistics, for instance for N$_2$ [30], CO$_2$ [39] and I$_2$ [23]. The appearance of quarter revivals is illustrated by the experimental results on I$_2$ molecules in Fig. 9.9.

In a classical picture, the alignment pulse exerts a torque on the molecule and thereby sets it into rotation towards the laser polarization. In the limit where the rotation of the molecule during the laser pulse is negligible, the angular velocity, $\omega$, gained by the molecule-laser interaction is given by [40]:

$$\omega = \frac{1}{2} \frac{\Delta \alpha F_{\text{align}} \sin(2\theta_0)}{I \varepsilon_0 c},$$

(9.7)

where $\Delta \alpha = \alpha_\parallel - \alpha_\perp$ is the polarizability anisotropy, $I$ is the moment of inertia, $F_{\text{align}}$ the fluence of the laser pulse, and $\theta_0$ the initial angle between the molecule and the polarization of the laser pulse. Molecules at different initial angles acquire different angular velocities and therefore do not line up with the polarization vector at exactly the same time. In particular molecules with $\theta_0$ close to 90° arrive later than those with $\theta_0$ close to 0°. This explains why the degree of alignment at the prompt maximum is not necessarily particularly high. In this classical model, often termed the delta-kick model, the molecules will continue to rotate, which explains why the degree of alignment decreases after the prompt peak, but they will never reach the same degree of alignment at later times due to the continuum of classically available angular frequencies. Thus, the presence of revivals is a phenomenon that must be described by the quantum model.

The 300 fs alignment pulse converts each molecule from residing in a single rotational eigenstate into a superposition of eigenstates as expressed by Eq. 9.4. The underlying mechanism is multiple Raman-type transitions between rotational states with $\Delta J = 0, \pm 2$ [32, 41], whereas the vibrational and electronic states are unchanged. Information about which rotational states are populated after the alignment pulse is obtained by Fourier transformation of $\langle \cos^2 \theta \rangle(t)$. The resulting power spectrum, displayed in Fig. 9.3 (a), shows a series of regularly spaced peaks. The spectral peaks reflect the frequencies of the nonzero matrix elements $\langle J M | \cos^2 \theta | J' M \rangle$, i.e. the coherence (coupling) between state $| J M \rangle$ and $| J' M \rangle$. The matrix element is only nonzero if $J - J' = \pm 2, 0$ and thus the frequencies are given by:

$$\nu_{(J-J+2)} = B(4J + 6),$$

(9.8)

assuming a rigid rotor model of the molecules.

All the peaks in Fig. 9.3 (a) have been assigned and labelled $(J - J + 2)$. It is seen that states up to $J = 20$ are populated. For comparison, the distribution of $J$-states prior to the pulse, given by a Boltzmann distribution with a temperature of 1 K, is displayed in Fig. 9.3 (b). Here, essentially all molecules reside in states with $J \leq 4$, showing that the polarizability interaction shifts the molecules to much higher-lying rotational states. Figure 9.3 (a) shows that the weight of $\nu_{(J-J+2)}$ is centered around 300 GHz. This defines the oscillation period of $\langle \cos^2 \theta \rangle$ during the revivals. In fact, the
time difference between the minimum and the maximum of \( \langle \cos^2 \theta \rangle \) at both the half and the full revivals is \( \sim 1.6 \) ps—giving an oscillation period of 3.2 ps corresponding to 310 GHz.

Next, we discuss the alignment dynamics in the adiabatic limit. Figure 9.4 (a) shows the time-dependence of \( \langle \cos^2 \theta \rangle \) for OCS molecules when a linearly polarized, 600 ps long laser pulse with a peak intensity of \( 1 \times 10^{12} \) W/cm\(^2\) is used to induce alignment. The center of the pulse defines \( t = 0 \). Again, the rotational temperature of the molecules is set to 1 K and the calculations are averaged over the intensities in the probed focal volume of the alignment pulse. The degree of alignment now closely follows the intensity profile of the laser pulse. It is seen that \( \langle \cos^2 \theta \rangle \) rises concurrently with the laser pulse, reaches the maximum value of 0.84 at the peak of the pulse, and returns to the isotropic value of 0.33 when the pulse turns off. This is the characteristic adiabatic behavior of laser-induced alignment and it clearly differs from that of nonadiabatic alignment.

The picture of the adiabatic alignment dynamics is that the laser pulse is turned on sufficiently slowly that each rotational eigenstate of the field-free molecule is transferred into the corresponding eigenstate in the presence of the laser field [15, 19]. These states are called pendular states since they correspond to a molecule librating in the angular potential well created by \( U(\theta) \), see Eq. 9.4, a motion similar to the oscillation of a pendulum. If the laser pulse is also turned off sufficiently slowly, the pendular states return to the field-free states. In other words, in the true adiabatic limit, the distribution of rotational states after the pulse is the same as before the pulse as if the molecules never knew that they were aligned for a period of time.

This situation stands in stark contrast to that of nonadiabatic alignment where the molecules are left in coherent superpositions of field-free eigenstates after the pulse, which leads to a distinct post-pulse time dependence of \( \langle \cos^2 \theta \rangle \) as discussed above.
Fig. 9.4 Adiabatic alignment dynamics (black curve) calculated for a sample of OCS molecules with a rotational temperature of 1 K. The intensity profile of the alignment pulse is shown by the red curve. \( \tau_{\text{align}} = 600 \text{ ps} \) and \( I_{\text{align}} = 1.0 \times 10^{12} \text{ W/cm}^2 \). The inset illustrates the polar angle \( \theta \) between the inter-atomic axis of a molecule and the laser polarization, represented by the double-headed arrow.

In the adiabatic limit, the degree of alignment for a given molecule is only determined by the intensity of the laser pulse and the rotational temperature [36]. The intensity dependence is illustrated experimentally in Sect. 9.2.4. Here we note that if the intensity of the alignment pulse is increased too much, it will start ionizing and/or dissociating the molecules. Consequently, the intensity must be kept sufficiently low to avoid these unwanted processes. In practice, the limit is in the range \( 10^{12} - 10^{13} \text{ W/cm}^2 \) depending on the molecule and the pulse duration.

One significant advantage of adiabatic alignment is that for the many different molecules that can routinely be brought down to rotational temperatures of a few K in cold, supersonic beams, high degrees of alignment can be achieved, lasting for as long as the pulse is turned on. In the present example, \( \langle \cos^2 \theta \rangle > 0.8 \) for 250 ps. Thus, adiabatic alignment appears useful for applications such as following reaction dynamics in the molecular frame, where observation times of several tens of picoseconds can be required. The advantage of the long-lasting character of adiabatic alignment was demonstrated in real-time measurements of torsional motion of axially chiral molecules [42–44]. The feasibility of this approach requires that the alignment pulse does not perturb the reaction of the molecule or any other process studied. In Sect. 9.3.6 we discuss how rapid truncation of the laser pulse at its peak can convert
the high degree of adiabatic alignment into field-free alignment, lasting tens of ps, for molecules embedded in He nanodroplets. Another advantage of adiabatic alignment is that it is straightforward to extend 1D alignment of an asymmetric top molecule to 3D alignment, see Sect. 9.3.6.

In the nonadiabatic limit, the short duration of the time windows in which strong alignment exists is typically not long enough to enable chemical reaction dynamics to be followed. For instance, in the OCS example with a 300 fs alignment pulse, the strongest alignment, achieved during the half revival, amounts to \( \langle \cos^2 \theta \rangle \) staying above 0.8 for only 0.2 ps. The alignment in this time interval occurs, however, long after the alignment pulse is turned off, i.e. under completely field-free conditions. This has proven very useful in many studies of e.g. high-order harmonic generation by intense fs laser pulses [2, 46–50]. For such applications, a high degree of alignment lasting for a few hundred fs is more than enough time to do an experiment.

### 9.2.3 Experimental Setup

We now turn to discussing the practicalities of actually performing alignment experiments on either isolated molecules or molecules in helium droplets. A schematic diagram of a typical experimental setup, depicting the key components, is shown in Fig. 9.5. There are four main parts. (1) A continuous beam of He droplets doped with molecules, propagating along the Z-axis. (2) A pulsed molecular beam of isolated molecules propagating along the X-axis. (3) Pulsed laser beams propagating along the Y-axis. (4) A velocity map imaging (VMI) spectrometer with a flight-axis parallel to the X-axis.

The helium nanodroplets are produced by continuously expanding high purity (99.9999%) helium gas through a cryogenically cooled 5-μm-diameter aperture into vacuum. The stagnation pressure is typically between 20 and 40 bar while the stagnation temperature is varied between 10 and 18 K. This makes it possible to vary the mean size of the droplets between \( \sim 2000 \) and \( 12000 \) helium atoms [52]. The He droplets pass through a skimmer and enter a pickup cell containing a gas of molecules (or atoms). In most of the experiments described here, the partial pressure of the gas is adjusted to optimize for single molecule doping of each droplet but the partial pressure can also be increased to enable pickup of two molecules by each droplet and subsequent formation of a dimer, see Sects. 9.3.5 and 9.3.7. Hereafter the doped droplets pass through another skimmer (not shown on Fig. 9.5) and enter the ‘target chamber’ where they interact with the laser pulses. This takes place in the middle

---

3 One exception is found here [45].

4 Note that the (X,Y,Z) coordinate systems used to label the experimental setup is rotated for some of the results in this article.

5 Although not used in the studies presented here, we note that the He droplet instrument is equipped with two in-line pickup cells. This makes it possible to form e.g. a dimer composed of two molecules or larger heterogeneous complexes [53, 54].
of a velocity-map imaging (VMI) spectrometer. For the alignment experiments, two collinear laser beams, crossing the He droplet beam at 90°, are used.

Both laser beams originate from an amplified Ti-Sapphire femtosecond laser system and thus their central wavelength is 800 nm. The pulses in the first laser beam are used to induce alignment of the molecules. Essentially all molecules studied have negligible absorption at 800 nm, which means that the alignment pulses fulfill the requirement of being nonresonant. For the nonadiabatic alignment measurements, the duration of the alignment pulses is in the range from 300 fs to 15 ps. Such durations are obtained by sending a part of the compressed output from the amplified laser system through a pulse stretcher composed of two transmission gratings in a
double-pass geometry [55]. For the adiabatic alignment measurements, a part of the uncompressed output of the laser system is used. The pulses in this beam have a duration of 160 ps.6

The pulses in the second laser beam are taken directly from the compressed output of the amplified laser system and their duration is \( \sim 40 \) fs. These probe pulses are used to measure the spatial orientation of the molecules in the following way. The intensity of these pulses, typically a few times \( 10^{14} \) W/cm\(^2\), is high enough to cause rapid multiple ionization of the irradiated molecules. Most of the resulting multiply charged molecular cations break apart into positively charged fragment ions due to internal electrostatic repulsion. This process is termed Coulomb explosion [57]. In many cases, the fragment ions recoil along a molecular axis and thus detection of the emission direction of the fragment ions provides direct information about the spatial orientation of the molecules at the instant that the probe pulse arrives. In the case of 1D alignment, detection of the angular distribution of a single ion species, like \( I^+ \) ions from an \( I_2 \) molecule, is sufficient to fully characterize the degree of alignment. For the case of 3D alignment, two ion species are typically needed to characterize how the molecules are aligned. We note there are other ways to measure alignment of molecules including the optical Kerr effect [26, 39], photodissociation [19], four-wave mixing [58] and photoionization yields [59].

The ion detection is implemented by a VMI spectrometer [60, 61]. This means that ions created when the probe pulse interacts with the molecules are projected by a weak electrostatic field onto a 2D microchannel plate (MCP) backed by a phosphor screen. The ion images are recorded by a CCD or a CMOS camera that monitors the phosphor screen and captures the fluorescence created by electrons from the MCP impinging on the phosphor screen. On-line software analysis determines and saves the coordinates of each individual particle hit. The MCP is gated in time by a high voltage switch so that only ions with a certain mass-to-charge ratio are detected at one time.

To achieve the intensities of the alignment pulse and the probe pulse needed for the experiments, both laser beams are focused by a lens with a 30 cm focal length. At the crossing point with the beam of He droplets, the Gaussian beam waist, \( \omega_0 \) of the alignment (probe) beam is typically 35 \( \mu \)m (25 \( \mu \)m). The laser beams are carefully spatially overlapped, so that the smaller beam waist of the probe beam ensures that only molecules that have been exposed to the alignment beam are being ionized and then detected.

The experimental setup is also equipped with a molecular beam of isolated molecules (or dimers). It is formed by expanding a few mbar of a molecular gas in about 60–80 bar of He gas into vacuum through a pulsed Even-Lavie valve [62]. The molecular beam is skimmed and sent to the target chamber where it intersects the focused laser beams at the same spatial position as the droplet beam. The advantage of this setup is that it becomes possible to conduct experiments under the exact same laser conditions for isolated molecules and for molecules embedded in He nanodroplets. More details on the experimental setup can be found in [63].

---

6 If needed, an external grating stretcher can increase the duration [56].
9.2.4 Experimental Observations of Adiabatic Alignment

In this section, we present experimental results on alignment of gas phase molecules, using I₂ as an example. We start in the (quasi-) long-pulse limit. As mentioned in Sect. 9.2.3, 2D ion images constitute the basic experimental observables. From such images, we can extract information about the spatial orientation of the molecules. For I₂ molecules, I⁺ ions are detected. Figure 9.6 (a1) shows an I⁺ images recorded with the probe pulse only, polarized perpendicular to the detector plane. These ions are produced when the probe pulse ionizes the I₂ molecules, and the resulting singly or multiply charged molecular ions fragment into an I⁺-I, I⁺-I⁺ or I⁺-I₂⁺ pair [64]. The key observation for our purpose is that the image is circularly symmetric. This is to be expected since the I⁺ angular distribution must be symmetric around the polarization axis because the (multiple) ionization rate of the I₂ molecules, and thus the emission direction of I⁺ fragment ions, depends only on the polar angle between the probe pulse polarization and the I₂ internuclear axis. The circularly symmetric

![Fig. 9.6](attachment:image.png)
image allows us to conclude that the molecules are randomly oriented in the detector plane and thus serves as a reference for the next measurements where alignment in the detector plane is induced.

Figure 9.6 (a2) shows the $I^+$ images when an alignment pulse is included. The pulse is 160 ps long and is linearly polarized along the Y-axis. The probe pulse is synchronized to the peak of the alignment pulse. Now the $I^+$ ions are tightly confined along the direction of the alignment pulse polarization. In line with many previous works, we interpret this as evidence of 1D alignment by the alignment pulse. To quantify the degree of alignment, we determine $\langle \cos^2 \theta_{2D} \rangle$ from the average of all $I^+$ ions detected between the two white circles. Here $\theta_{2D}$ is the angle between the polarization axis of the alignment pulse and the projection of the recoil vector of an $I^+$ ion on the detector plane [see Fig. 9.6 (a2)]. The reason that we determine $\langle \cos^2 \theta_{2D} \rangle$ and not $\langle \cos^2 \theta \rangle$, is that the detector only records the components of the velocity vector in the detector plane. However, it can be shown that $\langle \cos^2 \theta_{2D} \rangle$ contains the same information as $\langle \cos^2 \theta \rangle$ [65].

The ions between the two circles are chosen because they originate from double ionization of the $I_2$ molecules and subsequent Coulomb explosion into a pair of $I^+$ ions: $I_2^{2+} \rightarrow I^+ + I^+$. In such a Coulomb fragmentation process, each of the $I^+$ ions should recoil back-to-back, precisely along the $I_2$ internuclear axis, meaning that their emission direction is a direct measure of the alignment of the $I_2$-bond-axis at the instant the probe pulse triggers the Coulomb explosion. This makes these $I^+$ ions ideal observables for measuring the degree of alignment. To prove that the ions between the white circles are indeed produced by Coulomb explosion, we determined the angular covariance map of the $I^+$ ions, see Fig. 9.6 (a3). An angular covariance map allows identification of possible correlations in the emission direction of the ions, details are given in Refs. [43, 66–68]. Here two narrow diagonal lines centered at (0°, 180°) and (180°, 0°) stand out and show that the emission direction of an $I^+$ ion is strongly correlated with another $I^+$ ion departing in the opposite direction. This identifies the ions as originating from the $I^+\text{-}I^+$ channel. As discussed in Ref. [69] the length of the signal in the covariance map (as defined in panel (b3)) is a measure of the distribution of the molecular axes, i.e. the degree of alignment, whereas the width is a measure of the degree of axial recoil. The observation of a width of $\sim 1^\circ$ shows that the axial recoil approximation is indeed fulfilled, i.e., that the two $I^+$ ions fly apart back-to-back along the interatomic axis of their parent molecule.

To explore the alignment dynamics, $\langle \cos^2 \theta_{2D} \rangle$ was measured as a function of time, $t$ measured from the peak of the alignment pulse. We remark that before the pulse, $\langle \cos^2 \theta_{2D} \rangle = 0.50$. This is the value of $\langle \cos^2 \theta_{2D} \rangle$ characterizing randomly oriented molecules that corresponds to 1/3 for $\langle \cos^2 \theta \rangle$. The blue curve in Fig. 9.7 shows that $\langle \cos^2 \theta_{2D} \rangle$ follows the intensity profile of the laser pulse during the rising part and reaches the maximum at the peak of the pulse. We note that this adiabatic behavior occurs despite the fact that the rise time, $\sim 100$ ps is significantly shorter than $\tau_{rot} = 446$ ps [70, 71]. Upon turn-off of the alignment pulse, $\langle \cos^2 \theta_{2D} \rangle$ does not return all the way to 0.50, indicating that the molecules are left in a superposition of eigenstates rather than in single eigenstates. This is corroborated by measurements out to 750 ps, showing characteristic revival structures in $\langle \cos^2 \theta_{2D} \rangle$ although with a
smaller amplitude than that at $t = 0$ ps. These nonadiabatic effects are not considered here, but details can be found in Ref. [51]. Here, we focus instead on the maximum degree of alignment obtained at the peak of the alignment pulse.

The blue filled squares in Fig. 9.8 shows $\langle \cos^2 \theta_{2D} \rangle$, obtained at $t = 0$ ps, as a function of the intensity of the alignment pulse, $I_{\text{align}}$. The curve rises gradually from 0.50 at $I_{\text{align}} = 0$ W/cm$^2$, then levels out and ends at $\sim 0.92$ for $I_{\text{align}} = 8.3 \times 10^{11}$ W/cm$^2$. The I$_2$ molecules should be able to withstand an intensity of several TW/cm$^2$, so it should be possible to increase the degree of alignment even further by simply increasing $I_{\text{align}}$. In Sect. 9.3.5 we show that an alternative and potentially more useful way to increase $\langle \cos^2 \theta_{2D} \rangle$ is to use I$_2$ molecules in He droplets (the data represented by the black lines in Fig. 9.8) because their rotational temperature is lower than that of the gas phase molecules.

### 9.2.5 Experimental Observations of Nonadiabatic Alignment

Next, we turn to alignment in the short-pulse limit induced by 450 fs long, linearly polarized laser pulses. Images of I$^+$ ion images were recorded for a large number of delays, $t$, between the centers of the alignment and the probe pulses. For each image, $\langle \cos^2 \theta_{2D} \rangle$, is determined from the ions produced through the I$^+$-I$^+$ Coulomb explosion channel, as described above. The black traces in Fig. 9.9 show $\langle \cos^2 \theta_{2D} \rangle$ as a function of $t$ for nine different fluences of the alignment pulse, $F_{\text{align}}$. We note
that the intensity of the alignment pulse, $I_{\text{align}}$, is given by $F_{\text{align}}/\tau_{\text{align}}$, so for e.g. $F_{\text{align}} = 0.25 \text{ J/cm}^2$, $I_{\text{align}} = 5.5 \times 10^{11} \text{ W/cm}^2$.\(^7\)

The overall structure of the nine alignment traces is similar to that calculated for OCS and shown in Fig. 9.2: a prompt peak shortly after the pulse, a half revival, centered at $\sim 225$ ps, and a full revival centered at $\sim 448$ ps. In addition, there are transients at $\sim 109$ ps and $\sim 333$ ps, which are assigned as the quarter and three-quarter revival, respectively. These quarter revivals appear because of the unequal population of rotational states with odd and even $J$, caused by the nuclear spin statistical weight of the odd/even $J$ states = 21/15.

The effect of increasing $F_{\text{align}}$ is twofold. First, the prompt peak and the revivals narrow, and their oscillatory structure becomes faster. The zoomed-in region, displayed in the right column of Fig. 9.9 illustrates this effect for the prompt peak. Second, the amplitude of the prompt peak and of the revivals increase as $F_{\text{align}}$ is increased up to 3.7 J/cm\(^2\). Notably, the global maximum (minimum) of $\langle \cos^2 \theta_{2D} \rangle$, attained at the half (full) revival increases (decreases) from 0.61 (0.42) at $F_{\text{align}} = 0.25 \text{ J/cm}^2$ to 0.88 (0.28) at $F_{\text{align}} = 3.7 \text{ J/cm}^2$. In other words, both the peak alignment and peak anti-alignment sharpen when $F_{\text{align}}$ is increased. Increasing $F_{\text{align}}$ beyond 3.7 J/cm\(^2\), leads to a gradual weakening of both the global alignment and anti-alignment maxima in the alignment traces.

\(^7\)The measurements with $F_{\text{align}} = 6.4, 7.4$ and 8.7 J/cm\(^2\) were recorded with an alignment pulse duration of 1300fs to avoid ionization.
Fig. 9.9 Time-dependence of $(\cos^2 \theta_{zD})$ for isolated I$_2$ molecules at 9 different fluences of a 450 fs alignment laser pulse. The rightmost panels show a zoom of the first 30 ps.
Both effects are caused by the fact that as the intensity of the alignment pulse increases, the I\(_2\) molecules are excited to increasingly higher rotational states, which can be seen directly in the spectra of \(\langle \cos^2 \theta_{2D} \rangle\), discussed below. This increased width of the wave packet in angular momentum space, enables a tighter angular confinement of the molecular axes but only if the different angular momentum states in the rotational wave packets have a well-defined phase relationship [72]. This is analogous to how broadening a laser pulse in frequency space allows it to become narrower in the time-domain, provided that the frequency components in the pulse are phase-locked. We interpret the weakening of the alignment and the anti-alignment at \(F_{\text{align}} > 3.7 \, \text{J/cm}^2\) as due to a non-optimal phasing of the angular momentum states in the wave packet. The reason is that the frequencies of the highest angular momentum components in the wave packet are so high that they start evolving during the pulse leading to a phase shift compared to the lower angular momentum components. Expressed classically, the delta-kick model is no longer valid at the highest fluences. Using two alignment pulses, or more generally a shaped alignment pulse, the phase relationship of the components in broad rotational wave packets can be optimized, to increase the degree of alignment further [73, 74]. We note that at the highest fluences the rapid oscillatory structure of the half and full revivals is also influenced by the centrifugal distortion, i.e. deviation from the rigid rotor structure [75]. This dispersive effect is much more pronounced for molecules in He droplets and will be discussed in Sect. 9.3.3.

As mentioned in the discussion of the simulated OCS nonadiabatic alignment dynamics, the spectral content of the wave packets is revealed by Fourier transformation of \(\langle \cos^2 \theta_{2D} \rangle(t)\). Figure 9.10 shows the spectrum for each alignment trace. At the lowest fluences, \(F_{\text{align}} = 0.25 \, \text{J/cm}^2\) and \(F_{\text{align}} = 0.50 \, \text{J/cm}^2\), only about 8 peaks are observed, see inset on Fig. 9.10 (b). The assignment of the spectral peaks shows that no rotational states higher than \(J = 9\) are significantly populated. For comparison, we have plotted the Boltzmann distribution of rotational states for I\(_2\) at a temperature of 1 K, the estimated rotational temperature of the molecular beam (see also Sect. 9.3.5). As shown by the inset in Fig. 9.10 (a), the states populated are in the range \(J = 0–10\), i.e. almost the same as those derived from the spectrum in Fig. 9.10 (b). We conclude that at \(F_{\text{align}} = 0.25 \, \text{J/cm}^2\) and \(F_{\text{align}} = 0.50 \, \text{J/cm}^2\), the probability of a Raman transition between \(J\) states is so low that the redistribution of rotational states is very modest.

This is no longer the case when \(F_{\text{align}}\) is increased. Figure 9.10 shows how the spectrum broadens and shifts to higher frequencies as \(F_{\text{align}}\) increases. At the highest fluence, \(F_{\text{align}} = 8.7 \, \text{J/cm}^2\), the spectral width is greater than 200 GHz and there are spectral components beyond 450 GHz. One of the highest-frequency peaks that can be identified is centered at \(\sim 454\) GHz, which corresponds to the frequency beat between \(J = 100\) and \(J = 102\). These high-lying \(J\) states have been populated by a sequence of \(\Delta J = \pm 2\) Raman transitions starting from the initially populated low-lying rotational states. We note that in many of the spectra from \(F_{\text{align}} = 1.2 \, \text{J/cm}^2\) to \(8.7 \, \text{J/cm}^2\) there is an alternation in the amplitude of the peaks, with those corresponding to odd \(J\) states being stronger than those corresponding to even \(J\) states.
This is a consequence of the nuclear spin statistics. The nuclear spin of $^{127}\text{I}$ is $\frac{5}{2}$, which gives a statistical weight of 21 to odd and 15 to even $J$ states.

To analyze the experimental data we make comparisons to the predictions of both the quantum model and the classical delta-kick model. In the quantum model, the time-dependent Schrödinger equation, Eq. 9.2 is solved numerically for the I$_2$ molecules to give the experimental observable, $\langle \cos^2 \theta_{2D} \rangle$. The calculations were averaged over the focal volume determined by the measured beam waists of the alignment ($\omega_0 = 30 \, \mu\text{m}$) and probe beams ($\omega_0 = 25 \, \mu\text{m}$) and with the rotational temperature as a free parameter. As seen in Fig. 9.9 the agreement between the experimental (black curves) and simulated results (red curves), is very good. The minor discrepancies observed may be due to neglect of centrifugal distortion effects (at the highest fluences) in the simulation and the fact that the ionization efficiency
Table 9.1  Comparison of the maximal $J$ quantum number calculated classically, $J_{\text{clas}}^{\text{max}}$, (see text) and observed in the experimental spectra, $J_{\text{obs}}^{\text{max}}$,—for four different fluences of the alignment pulse

<table>
<thead>
<tr>
<th>$F_{\text{align}}$, J/cm$^2$</th>
<th>$\omega$, $10^{12}$ Hz</th>
<th>$E_{\text{clas}}^{\text{rot}}$, cm$^{-1}$</th>
<th>$J_{\text{clas}}^{\text{max}}$</th>
<th>$J_{\text{obs}}^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.23</td>
<td>10</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>2.5</td>
<td>0.49</td>
<td>45</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>5.0</td>
<td>0.98</td>
<td>179</td>
<td>69</td>
<td>65</td>
</tr>
<tr>
<td>8.7</td>
<td>1.7</td>
<td>541</td>
<td>120</td>
<td>102</td>
</tr>
</tbody>
</table>

of the probe pulse depends on the molecular alignment. Overall, the good agreement demonstrates that time-dependent rotational dynamics of gas phase linear molecules, induced by fs or ps laser pulses, is well-understood (Table 9.1).

We also applied the delta-kick model to produce a classical prediction of how much rotational excitation the alignment pulse induces. For this, we used Eq. 9.7 with $\theta_0 = 45^\circ$, to calculate the maximal angular velocity, $\omega$, of a molecule after the interaction with the laser pulse, assuming that the molecule did not rotate before the laser pulse (which is reasonable for a rotational temperature of 1 K). Classically, the rotational energy, $E_{\text{rot}}^{\text{clas}}$, is given by $E_{\text{rot}}^{\text{clas}} = \frac{1}{2}I\omega^2$, where $I$ is the moment of inertia of an I$_2$ molecule. If we then equate $E_{\text{rot}}^{\text{clas}}$, in units of cm$^{-1}$, with the quantum expression for the rotational energy, $BJ(J + 1)$, ($B$ in units of cm$^{-1}$) we can determine the maximal $J$ quantum number, $J_{\text{clas}}^{\text{max}}$. This can be compared to the observed maximal quantum number, $J_{\text{obs}}^{\text{max}}$, read off from the spectra in Fig. 9.10. Table 9.1 list the values of $\omega$, $E_{\text{rot}}^{\text{clas}}$, $J_{\text{clas}}^{\text{max}}$ and $J_{\text{obs}}^{\text{max}}$ for four different fluences of the experiment. At $F_{\text{align}} = 1.2$ J/cm$^2$ and 2.5 J/cm$^2$ the classical model captures the observations essentially spot-on. At the two higher fluences, the classical calculation slightly overestimates the observed maximal rotational quantum state in the wave packets. This corroborate that the rotational dynamics of the highest-lying angular momentum states excited by the alignment pulse are so fast that the delta-kick model is not perfectly valid, i.e. the molecules rotate slightly during the pulse.

Finally, we illustrate the spectroscopic aspect of nonadiabatic alignment, i.e., how it is possible to determine accurate rotational constants from the time-dependent $\langle \cos^2 \theta_{2D} \rangle$ measurements. We do so to introduce a technique applied to molecules in He droplets as discussed in Sect. 9.3.3. We use data for $F_{\text{align}} = 0.5$ J/cm$^2$ now recorded in the interval $-10$ ps to 3230 ps. Figure 9.11(a) shows $\langle \cos^2 \theta_{2D} \rangle(t)$ and Fig. 9.11 (b) the corresponding spectrum obtained by Fourier transformation. The alignment trace exhibits a sequence of full and fractional revivals. Their decaying amplitude as a function of time is due to coupling between the rotational angular momenta and the nuclear spins through the electric quadrupole interaction, see Ref. [76] for details. Here we focus on the position of the peaks in the spectrum. Note that these peaks are much narrower than those in Fig.9.10 (b), due to the >5 times higher spectral resolution resulting from the > 5 times longer time measurement. The black squares in Fig.9.12 show the central frequencies of the peaks in the spectrum and the red line the fit to B(4J+6), see Eq. 9.8. The best fit is obtained
Fig. 9.11  a $\langle \cos^2 \theta_{2D} \rangle$ for isolated I$_2$ molecules with $F_{\text{align}} = 0.50 \text{J/cm}^2$. b Power spectrum of $\langle \cos^2 \theta_{2D} \rangle(t)$ shown in (a)

Fig. 9.12  Central frequencies of the $(J-J+2)$ peaks in the power spectra versus $J$. The red line represent the best fit using Eq. 9.8

for $B = 0.03731 \pm 0.00002 \text{cm}^{-1} = 1.119 \pm 0.0001 \text{GHz}$, which agrees exactly with the value given on https://webbook.nist.gov/chemistry/. Our results demonstrate the possibility for accurate determination of rotational constants, and thus information on molecular structure, from time-resolved rotational dynamics measurements, a discipline broadly termed rotational coherence spectroscopy [77, 78].
9.2.6 Laser-Induced Alignment: A Versatile and Useful Technique

The sections above have demonstrated the ability of moderately intense laser pulses to induce high degrees of alignment in both the nonadiabatic and the adiabatic regime. Space limitation of this article prevents us from providing a full account of laser-induced alignment, so again we refer readers to the aforementioned reviews. We do, however, want to mention a few central points here. First of all, laser-induced alignment applies to all molecules that have an anisotropic polarizability tensor, which includes all molecules except for spherical tops like methane and sulphur-hexafluoride. In practice, laser-induced alignment has been applied to a variety of molecules ranging from the simplest diatomics like N$_2$ [30] to substituted biphenyls [79]. As shown in the coming sections, using He droplets extends the scope of laser-induced alignment to even larger and more complex systems. In the previous sections, 1D alignment was discussed but we stress that it is also possible to create 3D aligned molecules, in particular by using elliptically polarized pulses in the adiabatic regime [22, 80], but also by using fs/ps pulses [81–83] or combinations of long and short pulses [84, 85]. In Sect. 9.3.6, we discuss 3D alignment of molecules in He droplets. Finally, we would like to point out that in the case of polar molecules, laser pulses in combination with a weak static electric field makes it possible to both create strong alignment and a very high degree of orientation [86–91]. This technique, now referred to as mixed-field orientation, is particularly efficient when the polar molecules are quantum-state selected by an inhomogeneous static electric field prior to the laser-interaction [88, 89, 92]. Mixed-field orientation has been applied to both 1D and 3D orientation [80, 93].

The ability to exert rigorous control over the rotation, alignment and orientation of molecules has proven useful in a number of applications in molecular science and opened new opportunities. Examples include imaging of molecular orbitals by high harmonic generation [46, 94, 95] or by photoelectron angular distributions [3, 96, 97]; alignment-dependent yields of and molecular frame photoelectron distributions from strong-field ionization by intense, polarized fs pulses [98–104]; imaging of static molecular structures by Coulomb explosion, by electron diffraction [105–109] or by x-ray diffraction[110, 111]; time-resolved imaging of molecular structure during intramolecular processes such as torsion [42, 44] and dissociation [45, 112]; high-resolution rotational coherence spectroscopy [113–115]; development of the optical centrifuge and the application of molecular superrotors [116–120]; intramolecular charge migration with sub-fs time resolution using high harmonic generation [50]; and determination of the absolute configuration of chiral molecules [121].
9.3 Alignment of Molecules in Helium Nanodroplets

9.3.1 Alignment of Molecules in a Dissipative Environment?

An interesting and perhaps obvious question to ask is whether laser-induced alignment techniques can be extended to molecules that are no longer isolated. This question was addressed theoretically around 2005 focusing on nonadiabatic alignment of linear molecules subject to binary collisions in a dense gas of atoms or molecules [122, 123]. It was shown that the collisions caused both dephasing and population relaxation of the energy levels in the rotational wave packets. As a consequence, the amplitudes of the revivals in the $\langle \cos^2 \theta \rangle$ traces were reduced when the revival order increased, and the permanent alignment level decayed gradually. The revival period remained, however, identical to that of the isolated molecules since the collisions did not change the energy of the available rotational states. A few years later, the first experiments, exploring systems such as CO$_2$ molecules in a gas of Ar atoms [124] or a pure gas of N$_2$ molecules [125], were reported. Subsequently, a number of related studies have been published extending measurements and detailed theoretical analysis to other molecular species and mixtures [126–129].

For molecules in classical solvents, like water or ethanol, the situation is qualitatively different. Firstly, a solute molecule is no longer rotating freely due to the high collision rate with the solvent molecules (or atoms) [130]. When the molecules are immersed in a liquid they typically lose the discrete rotational energy level structure characteristic of the gas phase. Secondly, even if a laser pulse could initiate coherent rotation of a molecule, the high collision rate would rapidly perturb the rotation. Thirdly, an alignment pulse would interact not just with the solute molecule but also with the many solvent molecules (or atoms) surrounding it. It seems likely that these three circumstances obstruct the transfer of molecular alignment, based on laser-induced formation of coherent superposition of rotational states, from gas phase molecules to molecules in a solvent.

9.3.2 Alignment of Molecules in He Droplets: First Experiments

In 2007 we started to think about using molecules embedded in helium nanodroplets as an alternative system for studying laser-induced alignment of molecules in a dissipative environment. At that time, our motivations were manifold. Firstly, infrared spectra of molecules, such as OCS, SF$_6$, and N$_2$O, in He droplets exhibit a discrete spectral line structure quite similar to that observed for gas phase molecules. This structure had been interpreted as free rotation of the molecules along with a local solvation shell of He atoms, leading to effective rotational constants smaller than those of the corresponding isolated molecules [52, 53, 131]. The rotational coherence lifetimes, estimated from the linewidths of IR and microwave spectra, were on
the order of nanoseconds, corresponding to multiple rotational periods. Secondly, IR spectra had shown that the rotational temperature of molecules in He droplets was around 0.4–0.5 K [132–134]. Such low temperatures would be advantageous for creating a high degree of alignment [135]. Thirdly, the interaction between an alignment pulse and the solvent (the He atoms) should be negligible due to the low, isotropic polarizability and high ionization potential of He atoms. Fourthly, recent laser-based photodissociation experiments [136, 137] had shown that ion detection by velocity map imaging was possible for molecules in He droplets [138]. This strongly indicated that the detection methods, notably femtosecond laser-induced photodissociation and Coulomb explosion, employed to characterize the degree of alignment for gas phase molecules, could also be applied to molecules in He droplets. Finally, helium droplets had been shown to be able to pick up and solvate essentially any molecular species that could be brought into gas phase [52–54, 139–142]. Therefore it should become possible to study alignment for a variety of molecular systems, including some that would otherwise be difficult to explore in cold molecular beams.

The aforementioned considerations built the expectation that both adiabatic and nonadiabatic alignment of molecules in He droplets would be possible. Regarding nonadiabatic alignment, we expected that the alignment dynamics for a given molecule slower be slower than that observed in the gas phase due to the increase of the moment of inertia from the solvation shell [134, 143]. Thus, it seemed likely that the revival periods would be larger compared to that of isolated molecules, and also that the number of revivals might be limited due to a finite rotational coherence lifetime resulting from coupling between the molecule and the surrounding He solvent. We also expected adiabatic alignment to be feasible, and furthermore, that the degree of alignment would benefit from the low rotational temperature [135].

The construction of an experimental setup in our laboratory for exploring laser-induced alignment of molecules was completed in 2010. The plan was to explore alignment in the nonadiabatic limit using a 450 fs kick pulse to initiate alignment and a delayed, intense 30 fs probe pulse to determine the time-dependent degree of alignment via Coulomb explosion. Initially, a pulsed cryogenic valve was employed to produce He droplets [144], to match the pulsed nature of the laser beams. The droplets were doped with either iodobenzene (IB) or methyliodide (MeI) molecules. As a first test, we used only the probe pulse, linearly polarized in the detector plane. The intensity of the probe pulse was $I_{\text{align}} = 1.8 \times 10^{14}$ W/cm$^2$, which is strong enough to multiply ionize IB or MeI molecules and create I$^+$ fragments from Coulomb explosion [145, 146]. For isolated molecules the I$^+$ images are angularly anisotropic with most ions detected along the polarization direction. The reason is that the probability for multiple ionization is highest (lowest) for those molecules that happen to have their most polarizable axis (the C-I axis for both species) parallel (perpendicular) to the polarization vector of the probe pulse at the instant that it arrives. Details on this ‘geometrical’ alignment or enhanced ionization are given in [147]. Our first objective was to detect such angular confinement for the I$^+$ ions created by Coulomb exploding either the IB or MeI molecules in the droplets, as this would prove our ability to detect an anisotropic angular distribution of fragment ions, which was exactly what was needed for the planned alignment experiments.
No such angular anisotropy was, however, detected in the $I^+$ images. Instead, they were circularly symmetric, independent of whether the probe pulse polarization was parallel or perpendicular to the detector. The explanation, we believe, was that each droplet was doped with multiple molecules, which then formed dimers, trimers and even larger clusters. In these oligomers, the C-I axes are not necessarily parallel, and the polarizability tensors could become more isotropic than for the monomers. This would strongly reduce the alignment-dependence of the strong-field ionization. An obvious follow-up question is to ask why the droplets picked up several molecules. We believe that this was because the pulsed nozzle produced very large droplets, with a size of $10^5 - 10^6$ He atoms per droplet [144]. The sheer size of these droplets gives them a very large cross section for picking up molecules or atoms. In principle, the multiple doping can be avoided by lowering the doping pressure so much that each droplet picks up at most one molecule. We tried to enter this regime but at the lowest doping pressure, where the $I^+$ signal was detectable, the $I^+$ images remained isotropic. We believe this was a consequence of the low droplet number density, resulting from their large size. The upshot was that for these large droplets, in the single doping regime there are so few doped droplets that they cannot produce detectable ion signals.

As a consequence of the lack of success with the pulsed valve, the experimental setup was instead equipped with a continuous nozzle of the Göttingen design [149, 150], manufactured by Alkwin Slenczka at Regensburg University. Figure 9.13 shows IHe$^+$ images recorded when He droplets from this new source, doped with either MeI (top row) or IB molecules (bottom row) are irradiated by the probe pulse. When the probe pulse is polarized perpendicular to the detector, Fig. 9.13 (a), (c), the image is circularly symmetric which is to be expected if the molecules are randomly oriented. When the polarization is parallel to the detector plane, Fig. 9.13 (b), (d), the images develop an anisotropy with the ions being confined along the polarization direction. We interpret this as a result of the alignment-dependent strong-field ionization, well-known for isolated molecules, mentioned above. The measurements were repeated for both somewhat higher and somewhat lower doping pressures. No changes were observed in the angular distributions of the IHe$^+$ ions indicating that the experiment took place under single-doping conditions, where each droplet was doped with at most one molecule.

Next, the nonadiabatic alignment experiment was carried out. The experiment was first conducted on isolated MeI molecules provided by the molecular beam. Similar to the $I_2$ experiment described in Sect. 9.2.5, the 450 fs alignment pulse was linearly polarized parallel to the detector while the 30 fs probe was polarized perpendicular to the detector. Examples of $I^+$ images at $t = 0.3$ ps and $t = 33.6$ ps are shown in Fig. 9.14 (a2), (a3). An image obtained with only the probe pulse present is included as a reference, Fig. 9.14 (a1). In the image at $t = 0.3$ ps, the ions are

8 We prefer to detect IHe$^+$ ions because $I^+$ ion images may contain a small contribution from unsolvated molecules drifting from the pickup cell to the target region. Although the experimental setup is designed to make this contribution very small, the detection of IHe$^+$ ions ensures background-free conditions.
Fig. 9.13 2D velocity images of $\text{IHe}^+$ resulting from irradiation of He droplets doped with either methyl iodide (top row) or iodobenzene (bottom row) molecules by a 30 fs long probe pulse. The polarization direction of the linearly polarized probe pulse is indicated on each panel. $I_{\text{probe}} = 1.8 \times 10^{14}$ W/cm$^2$. No alignment pulse was included. Adapted from [148] with permission from American Physical Society (APS). Copyright (2013) by APS.

Fig. 9.14 2D velocity images of $\text{I}^+$ ion images resulting from irradiation of $\text{CH}_3\text{I}$ molecules with the probe pulse [(b3): $\text{IHe}^+$ ions]. Top (bottom) row: Isolated (He-solvated) molecules. (a1) and (b1): Probe pulse only. In the other images, the alignment pulse is included, its polarization direction indicated by the double headed arrows. The probe time is also given on the panels. $I_{\text{align}} = 1.2 \times 10^{13}$ W/cm$^2$. 
localized along the polarization of the alignment pulse whereas at \( t = 33.6 \) ps the localization is perpendicular to the polarization vector. This demonstrates alignment and anti-alignment, respectively. As for the gas phase \( \text{I}_2 \) experiment in Sect. 9.2.5, we determined \( \langle \cos^2 \theta_{2D} \rangle \) from the ion hits in the radial range (in between the two yellow circles) corresponding to the directional Coulomb explosion channel, here \( \text{I}^+ \cdot \text{CH}_3^+ \).

The time-dependence of \( \langle \cos^2 \theta_{2D} \rangle \), shown by the black curve in Fig. 9.15, has a structure similar to that observed for the \( \text{I}_2 \) gas phase molecules, Fig. 9.9, i.e. narrow, periodically occurring alignment transients identified as the prompt alignment peak (\( t = 0.3 \) ps), the half revivals (\( t = 0.3 \) ps + \( (N - \frac{1}{2})T_{rev} \)) and the full revivals (\( t = 0.3 \) ps + \( NT_{rev} \)), where \( T_{rev} = 1/2B \) and \( N = 1, 2, 3, \ldots \) [146]. Hereafter, the molecular beam with the isolated \( \text{MeI} \) molecules was blocked and instead the doped \( \text{He} \) droplet beam was let into the target chamber. The laser beams were left untouched to ensure that the parameters of the alignment and the probe pulses were well-suited for inducing and observing laser-induced nonadiabatic alignment.

Figure 9.14 (b2) shows an \( \text{I}^+ \) image, recorded at \( t = 20 \) ps. The most important observation is that the ions are confined along the alignment pulse polarization showing that the \( \text{MeI} \) molecules are aligned at that time. A similar confinement is also present in the \( \text{IHe}^+ \) image displayed in Fig. 9.14 (b3). Compared to the gas phase results, the radial (velocity) distribution is broader, which could be caused by the fragments ions scattering on, and thus exchanging energy and momentum with, the \( \text{He} \) atoms on their way out of the droplets. Also, the probe laser may ionize some \( \text{He} \) atoms in the vicinity of the \( \text{MeI} \) molecule. The repulsion between such \( \text{He}^+ \) ions and the \( \text{I}^+ \) fragment ions will add kinetic energy to the latter. To account for the larger velocity range of the \( \text{I}^+ \) (or \( \text{IHe}^+ \)) fragment ions, a larger radial range (in between the yellow circles) was employed to determine \( \langle \cos^2 \theta_{2D} \rangle \). Note that the ion distributions in the three images, Fig. 9.14 (b1)–(b3) are slightly offset from the image center. This shift results from the fact that the \( \text{He} \) droplet beam propagates parallel to the detector whereas the molecular beam with the isolated molecules propagates perpendicularly to the detector, see Figs. 9.14 (a) and 9.5.

The time-dependence of \( \langle \cos^2 \theta_{2D} \rangle \) for the \( \text{MeI} \) molecules in \( \text{He} \) droplets is represented by the red curve in Fig. 9.15. The curve rises to a maximum of 0.60 at \( t \sim 20 \) ps, whereupon it decreases to 0.50, the \( \langle \cos^2 \theta_{2D} \rangle \) value for randomly oriented molecules, at \( t \sim 110–120 \) ps. Hereafter \( \langle \cos^2 \theta_{2D} \rangle \) remains flat at 0.50 until the end of the recording time, 1000 ps. At the time this experimental result was obtained and published, it seemed at odds with the expectations mentioned above. Most strikingly, there were no revivals observed. Also, the degree of alignment was significantly below that found for isolated molecules with an identical alignment pulse. As we explain in the next section, experiments at much lower intensities and on other molecular species were needed to understand laser-induced rotational dynamics of molecules in \( \text{He} \) nanodroplets.
9.3.3 Nonadiabatic Alignment in the Weak-Field Limit: Free Rotation (Reconciling the Time and the Frequency Domains)

In the first part of this section, we describe nonadiabatic alignment experiments on OCS molecules in He droplets. Their rotational energy structure has been characterized by IR and MW spectroscopy, thereby making OCS an ideal case for comparing, and hopefully reconciling, results from time-resolved alignment dynamics with results from frequency-resolved spectroscopy. Infrared and microwave spectroscopy have shown that the energy, $E_{rot}$, of the five lowest rotational levels are given by:

$$E_{rot} = BJ(J + 1) - DJ^2(J + 1)^2$$  \hspace{1cm} (9.9)

where $J$ is the rotational angular momentum quantum number and $B = 2.19$ GHz and $D = 11.4$ MHz [152]. The reason that no higher $J$-states are explored is the combination of the fact that at a temperature of 0.4 K only $J = 0, 1, 2, 3$ are significantly populated and that the selection rules for the transitions driven by the IR or MW radiation is $\Delta J = \pm 1$. The gas phase-like rotational energy-level structure given by Eq. 9.9 builds the expectation that a short, nonresonant laser pulse can make a superposition of these states and thus initiate coherent rotational dynamics in a similar way to what has been done with isolated molecules.

The experimental procedure of our OCS experiment was similar to that described for MeI in Sect. 9.3.2 except that the alignment pulses were 15 ps long and the fragment ions detected were $S^+$ ions. The black curves in Fig. 9.16 (a1)–(c1) show the time-dependence of $\langle \cos^2 \theta_{2D} \rangle(t)$ recorded at three different values of the fluence.
Fig. 9.16  a1–g1: The time dependence of $\langle \cos^2 \theta_{2D} \rangle$ for OCS, CS$_2$ and I$_2$ molecules at different durations and fluences of the alignment pulse, given on each panel. Black (red) curves: experimental (simulated) results. The intensity profile of the alignment pulses are shown by the shaded grey area.  

a2–g2: The power spectra of the corresponding $\langle \cos^2 \theta_{2D} \rangle$ traces. The spectral peaks, highlighted by the colored vertical bands, are assigned as $(J – J + 2)$ coherences with $J$ given on top of the panels (blue: even, red: odd).  
h: Central frequencies of the $(J – J + 2)$ peaks in the power spectra versus $J$. The full lines represent the best fits using Eq. 9.10. The $B$ and $D$ constants from the fits are given for each molecule. Adapted from [153] with permission from American Physical Society (APS). Copyright (2020) by APS.

All three alignment traces reach a maximum shortly after the alignment pulse, which is followed by oscillations with a gradually decreasing amplitude. At first glance, the three curves may appear noisy and rather uninformative but this impression changes when one views the corresponding power spectra obtained by Fourier transformation of $\langle \cos^2 \theta_{2D} \rangle(t)$. The power spectra contain discrete peaks just as for the spectra of the gas phase I$_2$ molecules presented in Fig. 9.10.

In Sect. 9.2.5, we described how the spectral peaks reflect the frequencies of the nonzero matrix elements $\langle J M | \cos^2 \theta_{2D} | J' M \rangle$—the coherence (coupling) between state $| J M \rangle$ and $| J' M \rangle$, where $M$ is the projection of the angular momentum on the polarization axis of the alignment pulse. From Eq. 9.9 the frequencies corresponding to the dominant $\Delta J = J' – J = 2$ coherences [65], labeled $(J – J + 2)$, are given by:

$$\nu_{(J–J+2)} = B(4J + 6) – D(8J^3 + 36J^2 + 60J + 36). \quad (9.10)$$

Using Eq. 9.10 the three peaks in Fig. 9.16 (a2) at 12.8, 20.6 and 27.2 GHz are assigned as pertaining to the $(0–2)$, $(1–3)$ and $(2–4)$ coherences, respectively. The spectra for the two higher fluences, Fig. 9.16 (b2)–(c2) contain the same spectral...
peaks as illustrated by the vertical colored bands. At $F_{\text{align}} = 1.4 \, \text{J/cm}^2$, an extra peak shows up at 32.3 GHz. This peak is assigned as the $(3–5)$ coherence. It can be seen that the weight of the spectral peaks shift to higher frequencies as the fluence is increased. The same observation was made for the nonadiabatic alignment measurements on I$_2$ molecules, see Fig. 9.10. As mentioned, the classical explanation of the shift is that a stronger alignment pulse imparts more angular momentum to the molecule, which will then lead to higher rotational frequencies. Now the central positions of the four peaks in the spectra can be plotted as a function of $J$ and fitted using Eq. 9.10 with $B$ and $D$ as the fitting parameters. The experimental points along with the best fit, obtained for $B = 2.18 \pm 0.06 \, \text{GHz}$ and $D = 9.5 \pm 1.8 \, \text{MHz}$, are shown in Fig. 9.16 (h). These findings agree well with the values from IR spectroscopy, $B = 2.19 \, \text{GHz}$ and $D = 11.4 \, \text{MHz}$, where $D$ was the average for the $v=0$ and $v=1$ vibrational states in the IR transition [152].

From this we can draw two conclusions. Firstly, the excellent fitting of Eq. 9.10 to the positions of the spectral peaks strongly indicates that laser-induced rotation of OCS molecules in He droplets is well described by a gas phase model, employing the effective $B$ and $D$ constants, when the rotational excitation is modest, here $J \leq 5$. This point is further discussed in the next paragraph. Secondly, the rotational structure of a He-solvated molecule is encoded in $\langle \cos^2 \theta_{2D} \rangle(t)$ and the rotational constants can be retrieved by Fourier transformation. This introduces nonadiabatic alignment as a rotational coherence spectroscopy method for molecules embedded in He nanodroplets. Examples for molecules other than OCS will be given below.

To test how well a gas phase model describes the observed alignment dynamics, we calculated $\langle \cos^2 \theta_{2D} \rangle(t)$ by solving the time-dependent rotational Schrödinger equation for a linear molecule exposed to the 15 ps alignment pulse, using the experimental pulse shape, and the $B$ and $D$ values from the fit. The calculations were averaged over the initially populated rotational states, given by a Boltzmann distribution with $T = 0.37 \, \text{K}$, and over the focal volume determined by the measured beam waists of the alignment ($\omega_0 = 30 \, \mu\text{m}$) and probe beams ($\omega_0 = 25 \, \mu\text{m}$). Also, the effect of inhomogeneous broadening was implemented by a Gaussian distribution of the $B$ constants with a FWHM, $(\Delta B)$ of 90 MHz and a constant $B/D$ ratio. The distribution of $B$ constants can arise from differences in droplet sizes and shapes, the location of the molecule inside a droplet and coupling of the rotation and centre-of-mass motion of the molecule [154]. The value of $\Delta B$ was taken as half of the width, $W$, of the $J: 1–0$ transition in a MW spectroscopy experiment on OCS molecules in He droplets [155].

The red curves in Fig. 9.16 (a1)–(c1) show the calculated degree of alignment. The simulated $\langle \cos^2 \theta_{2D} \rangle$ values were scaled by a factor of 0.3, symmetrically centered around $\langle \cos^2 \theta_{2D} \rangle = 0.5$, to account for the non-axial recoil of the S$^+$ ions from the Coulomb explosion of the OCS molecules [63]. The calculated $\langle \cos^2 \theta_{2D} \rangle(t)$ is very close to the measured trace and captures in detail most of the oscillatory patterns observed. The very good agreement between the calculated and experimental data corroborates the previous conclusion that gas phase modelling with effective $B$ and $D$ constants can accurately describe ps laser-induced rotational dynamics of OCS molecules in He droplets. Nevertheless, the observed dynamics appear very different
from that of isolated molecules. As discussed below, this is due to the much larger $D$ constant for molecules in He droplets compared to isolated molecules (OCS: $D_{He} \approx 6.5 \times 10^3 \ D_{gas}$) [152, 156] and the presence of inhomogeneous broadening.

For the OCS molecules aligned with the 15 ps pulse, we calculated $\langle \cos^2 \theta_2 \rangle(t)$ for three values of the $D$ constant, with or without the effect of inhomogeneous broadening. When $D = 0$ and all molecules have the same $B$ value, i.e. no inhomogeneous broadening, Fig. 9.17 (a1) shows that $\langle \cos^2 \theta_2 \rangle(t)$ is identical to that of isolated OCS molecules except that the revival period is increased by a factor 2.8 due to the effective $B$ constant. The calculation for $D = 5.0$ MHz, Fig. 9.17 (b1), shows that the centrifugal term introduces an additional oscillatory structure in $\langle \cos^2 \theta_2 \rangle(t)$ and distorts the shape of the revivals. For gas phase molecules, it was already observed and understood that the centrifugal term modulates the shape of rotational revivals [115, 157] but the influence was moderate and the different revivals remained separated from each other. In Fig. 9.17 (b1), the effect of the centrifugal term is so large that, with the exception of the half-revival, there is essentially no longer distinct, separated revivals. This trend is even more pronounced for the calculation with the experimental $D$ value, Fig. 9.17 (c1). The yellow and blue bands provide a rigid rotor reference, Fig. 9.17 (a1), for how the centrifugal term distorts and shifts the rotational revivals.

The panels in the right column of Fig. 9.17 show $\langle \cos^2 \theta_2 \rangle(t)$ when inhomogeneous broadening is included by averaging calculated alignment traces over a Gaussian distribution of $B$ constants with a FWHM width of 90 MHz. The main influence is a gradual reduction of the amplitude of the oscillations in the alignment traces while preserving the average value of $\langle \cos^2 \theta_2 \rangle$. This dispersion effect produces alignment traces which (for $D = 9.5$ MHz) agree very well with the experimental results for all three fluences studied, see Fig. 9.16 (a1)–(c1).

Experiments were carried out for two other linear molecules, CS$_2$ and I$_2$. The alignment traces and the corresponding power spectra are displayed in Fig. 9.16 panels (d)–(g). Again, each spectral peak is assigned to a $(J - J + 2)$-coherence, noting that for CS$_2$ only even $J$-states are possible due to the nuclear spin statistics. The center of the spectral peaks are plotted versus $J$ and as for OCS, Eq. 9.10 provides excellent fits to the experimental results, illustrated by the red (I$_2$) and blue (CS$_2$) points/lines in Fig. 9.16 (h). The $B$ and $D$ values extracted from the best fits are given on the figure. No other experimental values from frequency resolved spectroscopy are available in the literature but a recent path integral Monte Carlo (PIMC) simulation gives $B = 756 \pm 9$ MHz, in good agreement with the experimental value. For the case of CS$_2$, IR spectroscopy could have been used to determine $B$ and $D$, just as it has been used for CO$_2$ [159]. For I$_2$, however, neither IR nor MW would apply because I$_2$ neither has a permanent dipole moment, nor a dipole moment that changes during vibration.

---

9 Unless extreme rotational states, excited by an optical centrifuge, are populated [158].

10 The I$_2$ results shown were obtained for alignment pulse durations of 450 fs and 5 ps. Measurements were also carried out at 15 ps showing spectral peaks at the same positions.
We also calculated the time-dependent degree of alignment for I$_2$ and CS$_2$. As for OCS, it was necessary to scale the simulated data to account for non-axial recoil. The scaling factor was 0.37 for CS$_2$ and 0.75 for I$_2$. The calculated results, shown by the red curves in Fig. 9.16 panels (d1)–(g1) agree very well with the experimental findings. Since the two molecules had not been spectroscopically studied in He droplets before, we had to choose a width for the inhomogeneous distribution of the $B$ constant. The best agreement with the measured $\langle \cos^2 \theta_{2D} \rangle(t)$ was obtained for $\Delta B = 50$ MHz for CS$_2$ and 40 MHz for I$_2$. As for OCS, we also did calculations where the $D$ constant was varied from 0 to the experimental value - 1.2 MHz for CS$_2$ and 450 kHz for I$_2$. The result of these calculations, that are not shown here, identify the valley-peak structure around $t = 200$ ps for CS$_2$ as the quarter revival and the oscillatory structure in the 550–700 ps range for I$_2$ as the half revival.

Based on the excellent agreement between the measured and calculated $\langle \cos^2 \theta_{2D} \rangle(t)$ for the three different molecules, we conclude that for the relatively weak, nonresonant fs or ps pulses used, the mechanism of nonadiabatic alignment is the same for molecules in He droplets as for isolated molecules. This means that first the polarizability interaction between the laser pulse and the He-solvated
molecule creates a rotational wave packet. The interaction strength is essentially the same as for an isolated molecule because for a given laser pulse intensity, it is only determined by the polarizability anisotropy of the molecule.\textsuperscript{11} The rotational wave packet will, however, be different because the rotational energy levels are not the same for the He-solvated molecules as for the isolated molecules. In fact, the orders-of-magnitude larger $D$ values for the He-solvated molecules cause a strong dispersion of $\langle \cos^2 \theta_2 D \rangle(t)$ making only the first fractional revivals identifiable. This is in stark contrast to the gas phase case where a large number of revivals are observable. Furthermore, the distribution of $B$ (and $D$) values also contrasts the gas phase case where $B$ and $D$ are defined by the molecular structure only. The inhomogeneous $B$-distribution causes a gradual decay of the amplitude of the oscillations in the $\langle \cos^2 \theta_2 D \rangle$ trace.

One question remains, namely why is the rotational structure of the He-solvated molecules gas phase-like for the lowest rotational states? We believe this is a consequence of the superfluidity of the He droplets. According to the power spectra, shown in Fig. 9.16, the maximum $J$ values and thus rotational energies, $E_{\text{rot}}$ (Eq. 9.9), are the following: OCS: $J = 5$, $E = 1.9 \text{ cm}^{-1}$; CS$_2$: $J = 10$, $E = 2.2 \text{ cm}^{-1}$; I$_2$: $J = 9$, $E = 1.3 \text{ cm}^{-1}$. In all three cases, $E_{\text{rot}}$ falls in the regime where the density of states in the He droplets is low and thus the coupling between molecular rotation and the phonons (rotons) of the He droplet should be weak \[53\]. If stronger alignment pulses are applied, we expect that higher rotational states will be excited. Then the free-rotor description is probably no longer valid since the density of states in the He droplet increases and thus the coupling between molecular rotation and the phonons (rotons) of the He droplet should be weak \[160\]. We note that it is unlikely that Eq. 9.9 will provide accurate or meaningful descriptions of highly-excited rotational states. In the case of OCS, Eq. 9.9 predicts negative energies for $J > 9$, which is unphysical.

### 9.3.4 Nonadiabatic Alignment in the Strong-Field Limit: Breaking Free

To illustrate how increasing the alignment intensity influences the alignment dynamics of molecules in He droplets, we use experimental results for the I$_2$ molecule. The experimental strategy was identical to that described above. An alignment pulse, linearly polarized parallel to the detector and with a duration $\tau_{\text{align}} = 450$ fs, initiates the rotational dynamics, whereupon the delayed probe pulse, $I_{\text{probe}} = 3.7 \times 10^{14} \text{ W/cm}^2$, Coulomb explodes the molecules and IHe$^+$ ion images are recorded. The time-dependence of $\langle \cos^2 \theta_2 D \rangle$ obtained from these images, for nine different fluences, is shown in Fig. 9.18. The alignment trace recorded at the lowest fluence, $F_{\text{align}} = 0.25 \text{ J/cm}^2$, is the same as the one displayed in Fig. 9.16 (e1) and it

\textsuperscript{11} The He atoms in the shell will also be polarized but the polarizability is isotropic.
shows the characteristic peak shortly after the alignment pulse and the half-revival at around 550–700 ps.

As $F_{\text{align}}$ is increased to 0.50 and then to 1.2 J/cm$^2$ the prompt alignment peak grows in amplitude and appears earlier. This is the same behavior seen for OCS in He droplets, Fig. 9.16 panels (a1)–(c1) and for the isolated I$_2$ molecules, Fig. 9.9, and is the result of excitation of higher rotational states, and thus faster rotation and higher degree of alignment. The half-revival structure remains $F_{\text{align}} = 0.50$ and 1.2 J/cm$^2$, although its amplitude decreases somewhat. The spectra, obtained by Fourier transformation (not shown) corroborate that the increase of $F_{\text{align}}$ leads to higher frequencies of the rotational wave packet. At $F_{\text{align}} = 1.2$ J/cm$^2$, the spectrum shows a clustering of the frequencies in a peak around 18–19 GHz. When $F_{\text{align}}$ is further increased to 2.5 and 3.7 J/cm$^2$, the revival structure disappears from the time traces, as seen in Fig. 9.18 (d1)–(e1). Unlike the gas phase case, the frequencies in the spectrum do not shift to higher frequencies but rather stay below 20 GHz.

We are currently analyzing this phenomenon and its relation to the phonon (roton) excitations of the He droplet. Here, we will instead focus on another non-gas phase phenomenon. Up to $F_{\text{align}} = 2.5$ J/cm$^2$ the rising part of the prompt peak is smooth and increases faster as $F_{\text{align}}$ is increased. At $F_{\text{align}} = 3.7$ J/cm$^2$ the rising part changes qualitatively to become much steeper and even develops a small substructure - see the right column of Fig. 9.18 for a zoom-in on the first 100 ps. This trend continues when $F_{\text{align}}$ is further increased and the substructure grows to a prominent sharp peak ending with a maximum already at $t \sim 1.3$ ps for $F_{\text{align}} = 8.7$ J/cm$^2$, see Fig. 9.18(i).

This initial dynamics are almost as fast as for an isolated molecule, which can be seen on Fig. 9.19 where the $\langle \cos^2 \theta_{2D} \rangle$ trace during the first 20 ps is shown for both He-solvated molecules and isolated molecules. The maximum of the prompt peak appears at close to the same time in the two cases. We believe the reason for these rapid dynamics of the He-solvated molecules is that the I$_2$ molecules transiently decouples from their He solvation shell. The explanation for the decoupling is that the interaction with the alignment pulse induces a rotational speed of the He-solvated molecules that is so high that the He atoms in the solvation shell detach from the molecule due to the centrifugal force.

To substantiate our explanation, we use the classical delta-kick model, Eq. 9.7, to calculate the angular velocity that a He-dressed I$_2$ molecule gains from the interactions with the laser pulse using the effective moment of inertia, $I_{\text{eff}}$, of I$_2$ in the droplets. According to the experimental result in Sect. 9.3.3, $I_{\text{eff}}$ is equal to 2.3 times the moment of inertia of a gas phase molecule. In our classical model, a He-dressed molecule is treated as an I$_2$ molecule rigidly attached to eight He atoms placed in the minima of the I$_2$–He potential [152, 162]. This means six He atoms in the central ring around the molecule at a distance, $r_{\text{He}}$, of 3.7 Å from the center of the molecule and one He atom at each end, at $r_{\text{He}} = 5.0$ Å, see Fig. 9.20. We note that the value of $I_{\text{eff}}$ determined from this structure (Fig. 9.20) gives $I_{\text{eff}} = 1.8I_{\text{gas}}$. If two He atoms are placed at each end of the molecule, then $I_{\text{eff}} = 2.3I_{\text{gas}}$.

A simple criterion for estimating if a He atom in the solvation shell can be detached is: $E_{\text{rot}}(\text{He}) > E_{\text{binding}}(\text{He})$, where $E_{\text{rot}}(\text{He}) = \frac{1}{2}m_{\text{He}}r_{\text{He}}^2\omega^2$ is the rotational energy of a He atom and $E_{\text{binding}}(\text{He}) \approx 16$ cm$^{-1}$ is the ground-state binding energy of the
Fig. 9.18  Time-dependence of $\langle \cos^2 \theta_{2D} \rangle$ for I$_2$ molecules in He droplets at 9 different fluences of a 450 fs alignment laser pulse. The rightmost panels show a zoom of the first 100 ps. Adapted from [161] with permission from American Physical Society (APS). Copyright (2017) by APS.
HeI₂ complex [162, 163]. Table 9.2 displays $E_{\text{rot}}(\text{He})$ calculated for the different fluences. For the value of $r_{\text{He}}$ we have taken 5.0 Å. At $F_{\text{kick}} \gtrsim 6 \text{J/cm}^2$ the criterion is met implying that one or several He atoms detach from the molecule (lower panels in Fig. 9.20) since the binding energies of the first few He atoms are similar [164]. If one He atom is detached, the angular velocity of the I₂ molecule and its remaining He solvent atoms will increase, which causes detachment of more He atoms and then another increase in $\omega$ etc. It is likely that this self-reinforcing process can lead to rapid detachment of all the He atoms in the solvation shell. A schematic representation of the rotational dynamics in the high fluence limit, where the detachment process occurs, and in the low fluence limit where the molecule and its solvated shell rotates as a concerted system, is shown in Fig. 9.20 (Table 9.2).

Similar rapid, short-time alignment dynamics were also observed for OCS and CS₂ molecules in He droplets. Figure 9.21 shows the time-dependent alignment dynamics for OCS and CS₂ molecules, in both cases induced by a 450 fs alignment pulse and probed by Coulomb explosion and recording of the $S^+$ fragment ions. The red curves in Fig. 9.21 are obtained for He-solvated molecules. The traces for both OCS and CS₂ resemble that of I₂ at $F_{\text{align}} = 8.7 \text{J/cm}^2$—a sharp initial spike of $\langle \cos^2 \theta_{2D} \rangle$ followed by a decay over $\sim 50$–60 ps to the equilibrium value of 0.5. The $\langle \cos^2 \theta_{2D} \rangle(t)$ traces for isolated molecules in the supersonic beam are shown as references. The right panels in Fig. 9.21 compare the alignment dynamics of He-solvated molecules to

![Fig. 9.19](image_url)  
**Fig. 9.19** $\langle \cos^2 \theta_{2D} \rangle$, at early times for isolated I₂ molecules (red) and I₂ molecules in He droplets (black) recorded for $F_{\text{align}} = 8.7 \text{J/cm}^2$. The parameters of the alignment pulse and the probe pulse were identical for the measurements on the isolated molecules and on the molecules in He droplets. Adapted from [161] with permission from American Physical Society (APS). Copyright (2017) by APS.
Fig. 9.20  Schematic illustration of laser-induced rotation of I\textsubscript{2} molecules inside He droplets, based on the classical model described in the text, for a weak [(a1)–(a3)] and a strong [(b1)–(b3)] alignment pulse. a2 illustrates parameters used in the classical model. \( \theta_0 \): The starting angle between the molecular axis and the alignment pulse polarization, \( r_\text{He} \): Distance from the He atom at the ends to the axis of rotation, \( v_\text{He} = \omega r_\text{He} \): The linear speed of the He atoms at the ends of the molecule gained from the laser-molecule interaction. Reproduced from [161] with permission from American Physical Society (APS). Copyright (2017) by APS

<table>
<thead>
<tr>
<th>( F_{\text{align}, J/cm^2} )</th>
<th>( \omega, 10^{10} \text{ Hz} )</th>
<th>( v_\text{He}, \text{ m/s} )</th>
<th>( E_{\text{rot}(\text{He})}, \text{ cm}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>2.7</td>
<td>13</td>
<td>0.029</td>
</tr>
<tr>
<td>0.50</td>
<td>5.5</td>
<td>26</td>
<td>0.12</td>
</tr>
<tr>
<td>1.2</td>
<td>14</td>
<td>65</td>
<td>0.71</td>
</tr>
<tr>
<td>2.5</td>
<td>27</td>
<td>130</td>
<td>2.8</td>
</tr>
<tr>
<td>3.7</td>
<td>41</td>
<td>195</td>
<td>6.4</td>
</tr>
<tr>
<td>5.0</td>
<td>54</td>
<td>260</td>
<td>11</td>
</tr>
<tr>
<td>6.4</td>
<td>70</td>
<td>338</td>
<td>19</td>
</tr>
<tr>
<td>7.4</td>
<td>81</td>
<td>390</td>
<td>26</td>
</tr>
<tr>
<td>8.7</td>
<td>95</td>
<td>454</td>
<td>35</td>
</tr>
</tbody>
</table>
Fig. 9.21 \( \langle \cos^2 \theta_{2D} \rangle(t) \) for isolated (black curves) and He-solvated molecules (red curves). Upper row: OCS with \( F_{\text{align}} = 9.7 \text{J/cm}^2 \). Lower row: CS\(_2\) with \( F_{\text{align}} = 7.2 \text{J/cm}^2 \). The parameters of the alignment pulse and the probe pulse were identical for the measurements on the isolated molecules and on the molecules in He droplets. The rightmost panels show a zoom of the first 5 ps that of isolated molecules during the first 5 ps. It is seen that \( \langle \cos^2 \theta_{2D} \rangle \) evolves almost as fast for the molecules in He droplets as for the gas phase molecules. Repeating the classical calculation for OCS and CS\(_2\) with the effective moment of inertia determined in Sect. 9.3.3, shows that the alignment pulse at the fluences used makes the He-solvated molecules rotate so fast that the He atoms will be detached, in an analogous way to the I\(_2\) case just discussed. We note that a quantum model of the laser-induced rotational dynamics of a CS\(_2\) molecule weakly bonded to a single He atom, gives almost the same value for the alignment laser pulse intensity (fluence) needed to dissociate the system [165, 166].

### 9.3.5 Adiabatic Alignment of Molecules in He Nanodroplets

In this section, we discuss alignment induced by laser pulses with a duration of 160 ps. We first describe experiments conducted on I\(_2\) molecules in He droplets. In Sect. 9.2.4, it was already mentioned that although 160 ps is shorter than the rotational period \( (1/2B = 446 \text{ps}) \) for isolated molecules, the degree of alignment exhibited adiabatic behavior, i.e. \( \langle \cos^2 \theta_{2D} \rangle(t) \) followed the temporal intensity profile of the alignment pulse. Encouraged by those results, we used the same 160 ps pulses to explore alignment of He-solvated I\(_2\) molecules although their moment of inertia is 2.3 times higher than for the isolated molecules.
The experiment was conducted in the same way as for the isolated molecules, but using IHe\(^+\) ions as the observables rather than I\(^+\) ions. Images of IHe\(^+\) with the probe pulse only and with the probe pulse synchronized to the peak of the alignment pulse are shown in Fig. 9.6 (b1) and (b2). In the latter case, the ions are strongly localized around the polarization direction of the alignment pulse, showing that the molecules are strongly 1D aligned. The degree of alignment, \(\langle \cos^2 \theta_{2D} \rangle\), is determined from the ions in the radial range between the two white circles. These ions result from double ionization of the I\(_2\) molecules and subsequent Coulomb explosion into two I\(^+\) ions, each of which then picks up a single He atom. This assignment is based on the angular covariance map, determined from the ions between the two white circles, displayed in Fig. 9.6 (c1). The two covariance signals centered at \((0^\circ, 180^\circ)\) and \((180^\circ, 0^\circ)\) identify the ions as originating from double ionization of the I\(_2\) molecules and fragmentation into a pair of correlated IHe\(^+\) ions. The length of the covariance signals is small, thus showing that the molecules are well-aligned, but the width, \(\sim 11^\circ\), is much larger than in the case of the isolated molecules. We believe the increased width is due to distortion of the ion trajectories from collisions with He atoms on the way out of the droplet. The angular distribution of the IHe\(^+\) ions is therefore wider than the distribution of the molecular axes and represents an underestimate of the true degree of alignment. As is discussed below, we can deconvolute the effect of the deviation from axial recoil in the probe process using analysis of the angular covariance maps [69].

The time-dependence of \(\langle \cos^2 \theta_{2D} \rangle(t)\) is shown by the black line in Fig. 9.7. It is seen that \(\langle \cos^2 \theta_{2D} \rangle(t)\) follows the shape of the laser pulse (shaded grey area). Compared to the gas phase results (blue line) the \(\langle \cos^2 \theta_{2D} \rangle\) curve is, however, slightly shifted to later times. Additionally, upon turn-off of the alignment pulse \(\langle \cos^2 \theta_{2D} \rangle(t)\) does not return to 0.50. As for the gas phase molecules, this means that the He-solvated molecules are left in a coherent superposition of rotational states after the pulse. In fact, measurements at times out to 1500 ps reveal clear revival structures [51]. Like for the isolated molecules we omit any discussion of these nonadiabatic effects and concentrate on the maximum degree of alignment obtained at the peak of the alignment pulse.

The black open circles in Fig. 9.8 shows \(\langle \cos^2 \theta_{2D} \rangle(t)\), obtained at \(t = 0\) ps, as a function of the intensity of the alignment pulse, \(I_{\text{align}}\). The intensity dependence of \(\langle \cos^2 \theta_{2D} \rangle\) for the He-solvated molecules is very similar to that of the gas phase molecules (blue squares). There is a rather steep initial rise from 0.50 at \(I_{\text{align}} = 0\) and then a more moderate rise from \(I_{\text{align}} = 2.5 \times 10^{11} \text{ W/cm}^2\) ending at \(\langle \cos^2 \theta_{2D} \rangle = 0.92\) at the highest intensity used. We expect the \(\langle \cos^2 \theta_{2D} \rangle\) values of the isolated molecules to represent an accurate measurement of the true degree of alignment due to the essentially perfect axial recoil of the I\(^+\) fragments. For the molecules in He droplets the deviation of axial recoil, as mentioned above, implies that the true degree of alignment is underestimated. Using a method based on analysis of the correlations between the IHe\(^+\) fragment ions employing the angular covariance maps shown in Fig. 9.6 (b3), it is possible to correct the \(\langle \cos^2 \theta_{2D} \rangle\) measured for the effect of nonaxial recoil [69]. The result of this correction method is represented by the black filled circles in Fig. 9.8. Comparing this curve to the blue curve, it is clear that \(\langle \cos^2 \theta_{2D} \rangle\)
is significantly higher for I\(_2\) in He droplets than for isolated I\(_2\) molecules at all intensities. In particular, for the highest intensity, the corrected \(\langle \cos^2 \theta_{2D} \rangle\) value is 0.96. For comparison, a sample of perfectly aligned molecules has \(\langle \cos^2 \theta_{2D} \rangle = 1\).

To model and thus gain insight into alignment of the He-solvated molecules, we solved the rotational Schrödinger equation (compare Eq. 9.2) for the I\(_2\) molecules exposed to the experimental 160 ps alignment pulse. The molecules were treated as isolated molecules but with the effective \(B\) and \(D\) constants determined from the rotational coherence spectroscopy experiment discussed in Sect. 9.3.3. This treatment is motivated by the success of the model to accurately reproduce the \(\langle \cos^2 \theta_{2D} \rangle(t)\) for the nonadiabatic alignment experiments on I\(_2\), OCS and CS\(_2\), as shown in Sect. 9.3.3. Also, the intensity of the laser pulse is sufficiently low and varies slowly enough that the He solvation shell is expected to follow adiabatically, as rationalized by angulon theory arguments [63]. The result of the calculations, expressed as \(\langle \cos^2 \theta_{2D} \rangle\), at the peak of the pulse, as a function of the alignment intensity at different rotational temperatures of the I\(_2\) molecules are shown in Fig. 9.22 (a).

At all intensities the experimental data points fall within the range confined by the calculated 0.2 K and 0.5 K curves, and on average lie close to the calculated 0.4 K curve. We believe that the agreement between the data points and the 0.4 K curve would be even better if the former could be corrected for the alignment-dependent ionization efficiency of the probe pulse: The probe pulse ionizes, and thus Coulomb explodes, the molecules aligned parallel (perpendicular) to its polarization axis most (least) efficiently. At intermediate degrees of alignment such as for the three data points between 0.1 and 0.3 TW/cm\(^2\), \(\langle \cos^2 \theta_{2D} \rangle\) will be underestimated because the best aligned molecules are least efficiently probed. A correction for this probe

\[12\] Details on angulon theory can be found in [167, 168].
pulse selectivity would increase $\langle \cos^2 \theta_{2D} \rangle$ for the three points and bring them closer to the 0.4 K curve. The agreement between the simulated curve for 0.4 K and the experimental results lead us to conclude that in this limit of quasi-adiabatic alignment the He-solvated molecules behave as gas phase molecules at a temperature of 0.4 K. This conclusion is the same as we reached for nonadiabatic alignment, induced by fs or few-ps long alignment pulses.

The reason that the molecules in the He droplets obtain a higher degree of alignment than the molecules in the supersonic beam is that the rotational temperature is lower in the droplets. For the isolated molecules, we also calculated the degree of alignment at the peak of the pulse for different temperatures. The results, together with the experimental data, are displayed in Fig. 9.22 (b). It can be seen that the data points, apart from the points at the highest intensities, fall within the range confined by the calculated 0.8 K and 1.2 K curves. A temperature around 1 K is consistent with previous estimates of the rotational temperature for molecular beams produced by an Even-Lavie valve operated under similar conditions [93].

To complete the argumentation that the degree of alignment for a given molecule that is exposed to a specific laser field strength, $E_0$, is strongly dependent on temperature, we note that in 2001, Tamar Seideman showed that in the limit where $kT/B \gg 1$:

$$\langle \cos^2 \theta \rangle = 1 - \sqrt{\pi kT/\Delta \alpha E_0^2}.$$  (9.11)

This expression shows that $\langle \cos^2 \theta \rangle$ is determined by $T$ and independent of $B$. For $I_2$ in He droplets, $kT/B = 8.34\,\text{GHz}/0.48\,\text{GHz} = 17.4$ and for the isolated $I_2$, $kT/B = 20.9\,\text{GHz}/1.12\,\text{GHz} = 18.7$, in both cases the ratio is much larger than 1. Using Eq. 9.11 we obtain $\langle \cos^2 \theta \rangle = 0.94$ for the He-droplet case ($T = 0.4\,\text{K}$) and 0.90 for the gas phase case ($T = 1.0\,\text{K}$), with $\Delta \alpha = 7.0\,\text{Å}^3$ and $E_0 = 2.5e7\,\text{V/cm}$, corresponding to the highest intensity of 0.83 TW/cm$^2$. These values are in good agreement with the experimental $\langle \cos^2 \theta_{2D} \rangle$ values of 0.96 and 0.92, noting that for a given distribution of aligned molecules, $\langle \cos^2 \theta_{2D} \rangle$ is always slightly larger than $\langle \cos^2 \theta \rangle$ [65, 145].

The effectiveness of He droplets as a medium in which strong molecular alignment can be created was also demonstrated for 1,4-diiodobenzene and 1,4-dibromobenzene, with direct comparison between He-solvated molecules and isolated molecules in a supersonic beam [63]. For the He-solvated molecules, $\langle \cos^2 \theta_{2D} \rangle$ again exceeded 0.96 at the highest intensity applied, 0.83 TW/cm$^2$. In the following, though, we would like to present another example, which both illustrates the applicability of adiabatic alignment to a molecular dimer and also how the intensity-dependent degree of alignment again matches calculations with a rotational temperature of 0.4 K. The example is the carbon disulfide dimer. In the gas phase, the dimer has a cross-shaped structure with $D_{2d}$ symmetry, and it is a prolate symmetric top, see Fig. 9.23. For now we assume the dimer has the same structure inside He droplets but in Sect. 9.3.7 we actually show that laser-induced Coulomb explosion imaging can be used to determine the structure of the CS$_2$ dimers in He droplets.
Experimentally, the He droplets were sent through a gas of CS$_2$ molecules with a pressure sufficiently high that there is a non-negligible probability that some of the droplets pick up two CS$_2$ molecules. Since the attraction between the two CS$_2$ molecules is much larger than between a CS$_2$ and a He atom, the two molecules are expected to approach each other and can then form a dimer with the binding energy being dissipated into the He solvent and subsequently removed from the droplet by evaporation of $\sim$162 He atoms—evaporation of one He atom removes 5 cm$^{-1}$ of energy [52] and the binding energy of (CS$_2$)$_2$ is $\sim$ 810 cm$^{-1}$ [170]. The doped droplets are irradiated by a 30 fs, 800 nm, $3 \times 10^{14}$ W/cm$^2$, probe pulse. Hereby the CS$_2$ are singly ionized, leading to formation of CS$_2^+$ ions, which is the experimental observable considered in this section. Some of the molecules are also multiply ionized, which results in Coulomb explosion and production of S$^+$ fragment ions. The use of these ions for structure determination of the dimer is discussed in Sect. 9.3.7. To induce alignment, the 160 ps pulses are used with the probe pulse synchronized to its peak.

Figure 9.24 (a1) shows a 2D velocity image of CS$_2^+$ ions with the probe pulse only, polarized perpendicular to the detector plane. The image is dominated by an intense signal in the central portion corresponding to low kinetic energy of the CS$_2^+$ ions. We assign this signal to ionization of CS$_2$ monomers in droplets doped with a single molecule. There is also a significant amount of signal detected at larger radii—outside of the yellow ring—corresponding to larger kinetic energies. We assign these ions as originating from double ionization of CS$_2$$_2$ from droplets containing a dimer, and subsequent breakup of the (CS$_2$)$_2$$^{2+}$ dication into two CS$_2^+$ fragment ions. This assignment was substantiated in the same way as we identified the Coulomb explosion for the I$_2$ molecule, either in gas phase or in He droplets, via calculation of the angular covariance map [43, 66], from ions in the radial range outside of the annotated yellow
The result is displayed in Fig. 9.24 (b1). Two distinct diagonal lines, centered at $\theta_2 = \theta_1 - 180^\circ$ and $\theta_2 = \theta_1 + 180^\circ$, stand out and show the correlation of a CS$^+_2$ ion with another CS$^+_2$ ion departing in the opposite direction [$\theta_i, i = 1, 2$ is the angle between an ion hit and the vertical center line].

The emission direction of the CS$^+_2$ fragment ions from Coulomb explosion of CS$_2$)$_2$ is determined by the spatial orientation of the C-C intermolecular axis of the parent dimer at the instant of ionization, similar to how the emission direction of I$^+$ or IHe$^+$ ions is a measure of the spatial orientation of the I-I axis of their parent I$_2$ molecule. Thus, the uniform extent of the covariance signal over 360$^\circ$ shows that the C-C axes are randomly oriented, which is to be expected in the absence of an alignment pulse. When the alignment pulse, circularly polarized in the XZ-plane (Fig. 9.23), is included the CS$^+_2$ ions images develop an asymmetry with the ions becoming confined along the Y-axis. As the intensity of the alignment pulse is increased, the confinement grows stronger as can be seen in the sequence of images on Fig. 9.24. These observations demonstrate that the CS$_2$ dimers are aligned with the C-C axis confined along the Y-axis. The effect of a circularly polarized alignment field is to confine the least polarizable molecular axis perpendicular to the polarization plane [22], which is the same as the propagation direction of the laser pulse (the Y-axis)—see Fig. 9.23 (a). Consequently, the CS$_2$ dimer inside the He droplets must have a structure where the least polarizable axis coincides with the C-C axis. This is the case for a cross-shape, as that of the gas phase dimer, but not for a T-shape, or a slipped-parallel shape [171]. Therefore, the ion images in Fig. 9.24 lead us to conclude that the dimer is cross-shaped and aligned with the C-C axis parallel to
Fig. 9.25 Experimental (crosses) and simulated (circles and dashed line) degree of alignment of the CS$_2$ dimer as a function of alignment intensity. The alignment was induced adiabatically using a circularly polarized laser pulse. Panel a shows a comparison of the experimental degree of alignment with the simulated degree of alignment calculated at 0.4 K. Panel b shows a comparison of the experimental degree of alignment with the simulated degree of alignment calculated at a variety of different ensemble temperatures. Adapted from [169] with permission from American Physical Society (APS). Copyright (2019) by APS

the Y-axis. The dihedral angle between the two monomer axes cannot be determined from detecting CS$_2^+$ ions, but in Sect. 9.3.7 we show that this is possible from images of S$^+$ ions.

The quantification of the degree of alignment is done similar to that outlined in the previous sections. The grey crosses in Fig. 9.25 shows $\langle \cos^2 \theta_{2D} \rangle$ as a function of $I_{\text{align}}$ based on the five images in Fig. 9.24 and another four at other intensities. Here $\theta_{2D}$ is the angle between an ion hit and the propagation direction of the laser pulse, i.e. the Y axis, see Fig. 9.23. When the CS$_2^+$ ions travel out of the droplet, they are also subject to collisions with He atoms. To avoid underestimating the true degree of alignment, it is necessary to correct for this deviation from nonaxial recoil of the fragment ions, as discussed previously. The corrected data points are shown by the black crosses in Fig. 9.25 (a). They are well-matched by a calculation of $\langle \cos^2 \theta_{2D} \rangle$ at the peak of the alignment pulse for the different intensities used in the experiment. The calculated values of $\langle \cos^2 \theta_{2D} \rangle$ were obtained by solving the time-dependent rotational Schrödinger equation for the dimers exposed to the circularly polarized alignment pulse with the experimental parameters of its duration, intensity and spot size and for a 0.4K rotational temperature. Finally, the calculations were repeated for a series of different temperatures. As can be seen on Fig. 9.25 (b), the experimental data agrees well with the simulated data using an ensemble temperature between 0.3 and 0.5K. This agreement implies that the alignment of the CS$_2$ dimers in the He droplets is well-described by alignment of a 0.4K ensemble of gas phase CS$_2$ dimers.
This is in line with the expected temperature of the dimers inside the He droplets [52] and consistent with the findings for the I$_2$ molecules presented in Sect. 9.3.5.

### 9.3.6 Long-Lasting Field-Free Alignment of Molecules

In the previous section, we demonstrated that in the (quasi-) adiabatic limit of laser-induced alignment, molecules embedded in He nanodroplets can be very strongly aligned thanks to the 0.4 K rotational temperature of the molecules. We focused on 1D alignment, induced by a linearly polarized laser pulse but note that 3D alignment, induced by an elliptically polarized laser pulse, also benefits from the 0.4 K temperature and leads to higher degrees of alignment for He-solvated molecules compared to that of isolated molecules in a cold supersonic beam [172]. One disadvantage of adiabatic alignment is that the strongest alignment occurs at the peak of the pulse when the intensity is highest. For some applications of aligned molecules, this can be a serious obstacle, because the alignment field may perturb the molecules severely. An important example is molecules in electronically excited states, where the alignment field can cause further excitation, dissociation or ionization. Thus, the excited state reactions originally expected may not be observed because they are outmatched by processes induced by the alignment field [173]. In this section, we show how the alignment pulse can be turned off at its peak and how molecules in He droplets keep a very high degree of alignment for 5–20 ps without the presence of the alignment field. Comparison is made to molecules in the gas phase where, in contrast, the degree of alignment disappears rapidly after the pulse is turned off.

The experimental setup is similar to that used for the adiabatic alignment experiments except that the alignment laser beam is now sent through a longpass optical filter just before it is overlapped with the probe laser beam. This filter spectrally truncates the alignment pulses, which leads to a corresponding temporal truncation because the pulses are highly chirped [175]. The intensity profile of the alignment pulse, displayed by the grey shaded area in Fig. 9.26, shows a slow turn-on in $\sim 100$ ps followed by a rapid turn-off at the peak, where the intensity drops by more than two orders of magnitude over $\sim 10$ ps.

Figure 9.26 (a) shows the alignment dynamics of I$_2$ molecules, both isolated (black curve) and in He droplets (purple curve) exposed to the truncated pulse with linear polarization. All parameters of the alignment and the probe pulses are identical in the measurements on isolated and He-solvated molecules. During the rise of the pulse, the two curves follow the intensity profile, as already shown on Fig. 9.7. After the truncation, both curves drop, but the drop is much slower for the He-solvated molecules. The right panel of Fig. 9.26 (a) shows that $\langle \cos^2 \theta_{2D}(t) \rangle$ retains a value between 0.86 and 0.80 from $t = 5$ ps to $t = 11$ ps, a period in which the alignment pulse intensity is reduced to less than 1% of the value at the peak. When $\langle \cos^2 \theta_{2D}(t) \rangle$ is corrected for the nonaxial recoil of the I$^+$ ions, the $\langle \cos^2 \theta_{2D}(t) \rangle$ values are between 0.90 and 0.84. By contrast, in the same interval, $\langle \cos^2 \theta_{2D}(t) \rangle$ for the isolated molecules drops from 0.69 to 0.52. These observations show that by rapidly truncating the alignment pulse,
it is possible to create a 6 ps windows in which the $I_2$ molecules remain strongly aligned and where the alignment pulse intensity is reduced by more than a factor of 100, weak enough to be considered field-free for many applications.

We note that $\langle \cos^2 \theta_{2D}(t) \rangle$ does not return to 0.5 after truncation for either the isolated or the He-solvated molecules. In fact, the truncation creates a rotational wave packet in both cases. For gas phase molecules, this has been studied before [29, 36, 41, 176, 177]. In that case, distinct rotational revivals appear, qualitatively similar to the situation when a fs or ps pulse is used to create the rotational wave packet. Here we show the long-time dynamics for the He-solvated molecules to demonstrate that

![Fig. 9.26](image_url)

$\langle \cos^2 \theta_{2D}(t) \rangle$ measured for $I_2$ (panels a) and 4,4'-diiodobiphenyl (panels b) molecules. Black curves: isolated molecules, purple curves: molecules in He droplets. The intensity profile of the truncated alignment pulse is shown by the grey shaded area and refers to the right vertical axis. The panels on the right show a zoom of the post-truncation region. The green shaded area in each panel marks the interval where the alignment field intensity is $< 1 \%$ of its peak and $\langle \cos^2 \theta_{2D}(t) \rangle \geq 0.80$ for molecules solvated in He droplets. The structure of each molecule (shown as an inset), along with a scalebar representing the I–I distance. In droplets, the values for $\langle \cos^2 \theta_{2D} \rangle$ after correction for non-axial recoil at selected times are also shown as blue open circles. Reproduced from [174]
the truncated pulses can also create revivals for molecules in He droplets. Figure 9.27 shows \( \langle \cos^2 \theta_{2D} \rangle(t) \) in the time interval -250 ps to 1800 ps. A distinct revival structure is observed at \( \sim 650 \) ps after the truncation, a time position fully consistent with that of the half-revival observed for the 450 fs or 5 ps alignment pulses, see Fig. 9.16 and Fig. 9.18. The polarity of the revival is opposite to that of the revivals shown in those figures. This is because there is a different phase relationship between the eigenstates in the wave packet when it is created by truncation, i.e. from molecules that are already adiabatically aligned, compared to when it is created by a short laser pulse, acting on molecules that are initially randomly aligned. Finally, we point out that the average value of \( \langle \cos^2 \theta_{2D} \rangle(t) \) (the permanent alignment level) decreases over the time measured, which indicates a decay of some of the rotational states in the wave packet.

Measurements were also conducted on a significantly larger molecule, namely 4,4’diiodobiphenyl (DIBP). Its most polarizable axis is along the I-I axis, so experimentally I\(^+\) ions are ideal observables for characterizing 1D alignment, just as in the case of the I\(_2\) molecules. The time-dependence of \( \langle \cos^2 \theta_{2D} \rangle(t) \), obtained from I\(^+\) (IHe\(^+\)) images for the isolated (He-solvated) molecules are shown in Fig. 9.26 (b). Despite the much larger moment of inertia for DIBP compared to I\(_2\), \( \langle \cos^2 \theta_{2D} \rangle(t) \) still rises concurrently with the intensity profile of the pulse. After the truncation, the \( \langle \cos^2 \theta_{2D} \rangle(t) \) curves behave in a similar way to that observed for I\(_2\) - a rapid decrease for the isolated molecules and lingering behavior for the He-solvated molecules. After correction for nonaxial recoil, we find that in the interval 5–20 ps, where the
Fig. 9.28  Time-dependence of the parent ion yields when 1D aligned DBT or DIBP molecules are ionized with the probe pulse at time $t$. $I_{\text{probe}} = 2.4 \times 10^{14}$ W/cm$^2$

laser intensity is reduced to < 1% of its maximum value, $\langle \cos^2 \theta_{2D} \rangle(t)$ remains between 0.94 and 0.84 for the He-solvated molecules while it drops from 0.78 to 0.53 for the isolated molecules. Thus, for DIBP in He droplets, there is a 15 ps long field-free alignment window.

To assess the field-free nature of the alignment created we measured the yield of intact parent cations following ionization of either 5,5”-dibromo-2,2’:5’,2”-terthiophene (DBT) or DIBP molecules with the probe pulse. DBT is an oligomer composed of three thiophene units. If the parent ions are created while the alignment pulse is on, we expect them to be fragmented by the remainder of the pulse, an effect generally occurring for most molecules, see e.g. [173, 178]. This destruction of parent ions precludes their use as experimental observables. Figure 9.28 shows the yield of DBT$^+$ and DIBP$^+$ ions created by ionization of 1D aligned molecules with the probe pulse sent at time $t$. When the probe pulse arrives during the alignment pulse the parent ion signal is almost zero but when it arrives after the pulse both the DBT$^+$ and DIBP$^+$ signal increases sharply and reaches a maximum at $t \sim 7 - 10$ ps, i.e. while the molecules are still strongly aligned, see Figs. 9.26 and 9.29. The sudden increase of the parent signal by almost a factor of 20 shows that the truncation reduces the alignment pulse intensity sufficiently to prevent destruction of the parent ions. Figure 9.28 demonstrates that our method enables ionization experiments on sharply aligned molecules, without the destruction of the fragile parent ions by the alignment field. Without this new ability, structural determination of dimers of large molecules by Coulomb explosion imaging, discussed in Sect. 9.3.7, would not be possible.

Finally, we discuss 3D alignment and how the truncated pulses also enable creation of a time window with 3D aligned molecules under field-free conditions. We
focus on the example of DBT. The molecular structure is sketched on the inset in Fig. 9.29 (c). Also, the most polarizable axis (MPA) and the second most polarizable axis (SMPA) are shown. To induce 3D alignment we use again the truncated laser pulse but now elliptically rather than linearly polarized. The idea, developed for gas phase molecules, is that the MPA of the molecule aligns along the major polarization axis of the laser pulse and the SMPA along the minor polarization axis [22, 80]. The last principal polarizability axis of the molecule is then automatically aligned perpendicular to the polarization plane. To characterize the 3D alignment two fragment ion species from the probe-pulse-induced Coulomb explosion are detected: 1) \( \text{Br}^+ \) ions as they are expected to recoil (approximately) along the direction of the MPA. 2) \( \text{S}^+ \) ions as they are expected to recoil (approximately) along the SMPA.

Figure 9.30 (a) shows a \( \text{Br}^+ \) ion image recorded for an alignment pulse linearly polarized along the Y-axis and with the probe pulse sent at \( t = 0 \), i.e. just before the truncation begins. The ions are sharply confined along the Y-axis showing pronounced 1D alignment of the DBT molecules as expected for the polarization state of the alignment pulse. This is a side view of the molecule. Figure 9.30 (c) shows a \( \text{S}^+ \) image. The alignment pulse is still linearly polarized but now the polarization is rotated to be parallel to the Z-axis. The circularly symmetric image shows that the rotation of the SMPA around the Z-axis is uniform. This is an end view of the molecule. Combining the information from the \( \text{Br}^+ \) and \( \text{S}^+ \) images, we conclude that the alignment pulse confine the MPA but leaves the rotation of the SMPA unrestricted.

When the polarization state of the alignment pulse is changed to elliptical with the major (minor) polarization axis parallel to the Z-axis (Y-axis), intensity ratio \( I_Z:I_Y = 3:1 \), the \( \text{S}^+ \) image Fig. 9.30 (d) acquires a pronounced angular confinement along the Y-axis. This shows that the SMPA is now aligned along the Y-axis. For the same elliptical polarization but now with the major axis parallel to the Y-axis, the \( \text{Br}^+ \) image remains sharply angularly confined along the Y-axis, Fig. 9.30 (b), i.e. the MPA is still strongly aligned. The simultaneous angular confinement of the \( \text{Br}^+ \) and the \( \text{S}^+ \) ions is the experimental evidence of 3D alignment similar to what has been used for a range of other asymmetric top molecules in the gas phase [22, 43, 80, 83, 172, 179].

To quantify the degree of alignment, we determine \( \langle \cos^2 \theta_{2D} \rangle \) from the \( \text{Br}^+ \) images and \( \langle \cos^2 \alpha \rangle \) from the \( \text{S}^+ \) images, \( \alpha \) is defined in Fig. 9.29 (a). The time-dependence of \( \langle \cos^2 \theta_{2D} \rangle \) and \( \langle \cos^2 \alpha \rangle \) are shown in Fig. 9.29 (c). They both rise concurrently with the alignment pulse and reaches maximum values at its peak. These values, \( \langle \cos^2 \theta_{2D} \rangle \sim 0.80 \) and \( \langle \cos^2 \alpha \rangle \sim 0.60 \) are lower than those found for e.g. 3,5-dichloroiodobenzene molecules in He droplets [172]. We explain the lower values by the fact that the \( \text{Br}^+ \) and \( \text{S}^+ \) fragment ions do not recoil directly along the aligned axes as illustrated in Fig. 9.29 (a), (b). Therefore, \( \langle \cos^2 \theta_{2D} \rangle \) and \( \langle \cos^2 \alpha \rangle \) can only provide qualitative rather than quantitative measures for the degree of alignment [180]. The important finding is, however, the lingering of the alignment after pulse truncation. From \( t = 5 \) to 24 ps, where the laser intensity is \(< 1\% \) of the peak value, \( \langle \cos^2 \theta_{2D} \rangle \) for the \( \text{Br}^+ \) ions drops only from 0.80 to 0.72, and \( \langle \cos^2 \alpha \rangle \) remains \( > 0.58 \) for the \( \text{S}^+ \) ions. This demonstrates a 19 ps-long interval, marked by the green area, where the molecules are 3D aligned under field-free conditions.
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Fig. 9.29 a-b: Illustration of how 3D alignment of DBT is characterized. a: Side view where the MPA of DBT is confined to the major polarization axis of the alignment pulse, directed along the Y-axis. b: End view of DBT, with the MPA confined to the major polarization axis directed on the Z-axis. In the side view, alignment is characterized by $\langle \cos^2 \theta_{2D} \rangle$ where $\theta_{2D}$ is the angle between the emission direction of a $\text{Br}^+$ ion and the Y-axis, while in the end view it is characterized by $\langle \cos^2 \alpha \rangle$ where $\alpha$ is the angle between the emission direction of a $\text{S}^+$ ion and the Y-axis. c: The time dependence of $\langle \cos^2 \theta_{2D} \rangle$ and $\langle \cos^2 \alpha \rangle$ for DBT molecules induced by an elliptically polarized alignment pulse with an intensity ratio of 3:1. The panels on the right show a zoom of the post-truncation region and the green shaded areas mark the interval where the alignment field intensity is <1% of its peak value and $\langle \cos^2 \theta_{2D} \rangle$ has dropped by less than 10%. The MPA and SMPA are overlaid on the molecular structure. Adapted from [174]

9.3.7 Structure Determination of Dimers in He Nanodroplets

In this section, we discuss how the combination of laser-induced alignment and Coulomb explosion imaging makes it possible to determine structure of molecular complexes formed inside He nanodroplets. So far, we have introduced Coulomb explosion of molecules and of molecular dimers, triggered by multiple ionization with an intense fs probe pulse, as a technique to determine the spatial orientation of such systems. Coulomb explosion can also serve another useful purpose in determination of molecular structure. This approach is termed Coulomb explosion imaging (CEI)
Fig. 9.30 Two-dimensional velocity images of Br$^+$ ions (a-b) and S$^+$ ions (c-d) produced from Coulomb explosion of DBT molecules in He droplets at the peak of either a linearly polarized (a,c) or an elliptically polarized (b,d) alignment pulse with a peak intensity of $9 \times 10^{11}$ W/cm$^2$. The molecular alignment and rotational freedom are depicted above each ion image. Reproduced from the supplementary material of [174] and relies on the fact that the molecular structure is encoded in the kinetic energy and emission direction of the recoiling fragment ions.

The CEI technique was originally introduced in experiments where a MeV beam of small molecular ions was sent through a few-hundred Å thin metal foil [181]. However most later studies, including many current activities, employ intense fs laser pulses to trigger the Coulomb explosion event [57]. Typically, the pulses are in the near IR region, as in the work described here, but VUV [182] and x-ray pulses [183, 184] are also used. Coulomb explosion imaging has been applied in a variety of different studies, for example determination of the absolute configuration of chiral molecules [121, 185–187], time-resolved imaging of intramolecular processes such as torsion [42, 44], dissociation [188, 189], roaming [190] and proton migration [191], identification of structural isomers [192, 193], and imaging of interatomic or intermolecular wavefunctions of diatomic molecules [194–196] or of weakly bonded dimers [170, 197, 198]. Key to obtaining structural information is the identification of correlations in the angular distributions of the fragment ions, in practice implemented by coincidence or covariance analysis. More recently, it was shown that aligning the molecules in well-defined spatial orientations with respect to the ion imaging detector prior to the Coulomb explosion event increases the structural information available from the recorded fragment ion momenta [43]. Such molecular frame measurement is an example of one of the main advantages offered by aligned molecules as mentioned in Sect. 9.1.

Here we give two examples of structure determination of molecular dimers inside He droplets. The first concerns the CS$_2$ dimer. In Sect. 9.3.5 we already discussed
how this dimer can be aligned by a laser pulse and how velocity images of \( \text{CS}_2^+ \) ions, resulting from double ionization of aligned dimers and subsequent Coulomb explosion into two \( \text{CS}_2^+ \) fragment ions, make it possible to infer that the dimer structure is cross-shaped. The dihedral angle, i.e. the angle between the interatomic axes of the \( \text{CS}_2 \) monomers could, however, not be determined. We now discuss how this angle can be determined from images of \( \text{S}^+ \) ions. The pump and the probe laser pulses were the same as those used for the measurement described in Sect. 9.3.5.

Figure 9.31 (a1) shows a velocity map image of \( \text{S}^+ \) ions under doping cell conditions where each droplet picks up at most one molecule. The angular distribution of the \( \text{S}^+ \) ions is localized along the vertical axis, which is parallel to the polarization direction of the alignment pulse. In analogy with the adiabatic alignment experiments on I\(_2\), Sect. 9.3.5, we conclude that the \( \text{CS}_2 \) molecules are 1D aligned. The identification of the \( \text{S}^+ \) ions as arising from Coulomb explosion of the \( \text{CS}_2 \) molecules is obtained from the angular covariance map of the \( \text{S}^+ \) ions, Fig. 9.31 (a2), determined from ions outside the yellow circle. Strong correlations of ions with a relative emission of 180° are observed similar to the observations for I\(_2\). Such a correlation can originate from double ionization of \( \text{CS}_2 \) and fragmentation into (\( \text{S}^+ \), C and \( \text{S}^+ \)) or triple ionization of \( \text{CS}_2 \) and fragmentation into (\( \text{S}^+ \), C\(_+\) and \( \text{S}^+ \)).

The more interesting observations appear when the doping pressure is increased such that a significant number of the droplets become doped with \( \text{CS}_2 \) dimers. The \( \text{S}^+ \) image, shown in Fig. 9.31 (b1) is still confined along the vertical axis. It is wider than the distribution in Fig. 9.31 (a1) but it is not easy to identify a clear signature of the contribution from the dimers in this image alone. However, the contribution from the dimers clearly stands out in the angular covariance map of the image displayed in Fig. 9.31 (b2). In addition to the prominent monomer signals at (0°, 180°) and (180°, 0°) strong correlations are present centered approximately at (−45°, 45°), (−45°, 135°), (−45°, 225°), (45°, 135°), (45°, 225°), (135°, 225°) and, since the covariance map is an autovariance map, at six equivalent positions obtained by mirroring in the central diagonal. Analysis of these extra islands in the covariance map makes it possible to conclude that the dihedral angle is 90°. The details are given in [171].

The method described here for \( \text{CS}_2 \) was also applied to determine the structure of the OCS dimer [199]. The structure was found to be a slipped-parallel shape similar to the structure found for gas phase dimers [200].

The second example concerns a more complex system namely the dimer of tetracene (Tc), a polycyclic aromatic hydrocarbon composed of four benzene rings fused together in a linear geometry. As a starting point velocity map images of parent ions, Tc\(_+\), were recorded. The angular covariance map of the Tc\(_+\) ions created with the alignment pulse polarized along the X-axis (perpendicular to the detector, see Fig. 9.5), is depicted in Fig. 9.32(a,e). The prominent diagonal stripes show correlation between ions departing with a relative angle of 180°. As in the previous case of \( \text{CS}_2 \)\(_2\), we conclude that Tc dimers are formed and that they can be identified by double ionization and subsequent Coulomb explosion into a pair of Tc\(_+\) ions. Next, we recorded Tc\(_+\) images and, in particular, determined the corresponding angular covariance maps for different alignment geometries. In the case of the \( \text{CS}_2 \) dimer this was done by synchronizing the probe pulse to the peak of the 160 ps long alignment
Fig. 9.31 (a1)-(b1) S$^+$ ion images and (a2)-(b2) corresponding angular covariance maps created from ions outside the yellow circles. The polarization state of the probe (alignment) pulse is given in the lower left (right) corner of each ion image. Image (a1) [(b1)] was recorded under the monomer-[dimer]-doping-condition. Here the central region is removed due to background contaminants occurring at m/z = 32 Da. Reproduced from [171] with permission from American Physical Society (APS). Copyright (2018) by APS

pulse to benefit from the highest degree of alignment. This approach does not work for the Tc case because the Tc$^+$ ion is destroyed by the alignment pulse similar to what happened to the DIBP molecules illustrated in Fig. 9.28. Now we can, however, make use of the ability to create field-free alignment by rapidly turning off the alignment field. Therefore, the measurements on aligned Tc dimers are recorded using the truncated alignment pulse and the probe pulse sent 10 ps after the truncation. In contrast, the CS$_2^+$ ions were not significantly fragmented by the alignment pulse, and so in that case, no truncation was needed.

Column two from the left in Fig. 9.32 shows the angular covariance maps for Tc$^+$ recorded for different alignment geometries. The covariance maps change when the polarization of the alignment pulse is changed from linear to elliptical. The approach to deducing the dimer structure is to compare the experimental covariance maps to covariance maps simulated for the most plausible structures. This was done employing seven different dimer conformations. The angular covariance maps, sub-
indexed 1–7, are displayed in Fig. 9.32. Details of the numerical simulations are given in [201]. The comparison shows that conformations 1, 2, 4, and 5, produce covariance maps consistent with the experimental data.

To narrow down the possible structures for the dimers, we would ideally like to analyze covariance maps for another fragment ion species, just as the $S^+$ ions were analyzed in addition to the $CS_2^+$ ions for the carbon disulfide dimer case. For tetracene, fragmentation will produce $H^+$ or hydrocarbon ions and neither of these will be particularly structure-informative because they can originate from different parts of the Tc molecule. Instead, we performed an alternative type of measurement by recording the alignment-dependent ionization yield of the Tc dimer. In practice, the Tc$^+$ ion yield was measured for the 1D aligned dimers with the probe pulse polarized either parallel or perpendicular to the alignment polarization. For $I_{\text{probe}} = 3 \times 10^{12}$ W/cm$^2$, the Tc$^+$ yield in the parallel geometry was 5.5 times higher than in the perpendicular geometry. Such a large difference in the ionization yield implies that the dimer structure must be highly anisotropic. In particular, the dimer must possesses a ‘long’ axis leading to the highest ionization rate when the probe pulse is polarized along it. Such an anisotropic structure is compatible with conformations 1 and 2 but not with conformations 4 and 5. Thus, we conclude that the possible conformations of the Tc dimer is a slipped-parallel or parallel-slightly rotated structure.
Recently, we have applied the CEI method to the bromobenzene homodimer, (BrPh)$_2$, and the bromobenzene-iodine, BrPh–I$_2$, heterodimer [202]. As for the CS$_2$ dimer, both (BrPh)$_2$ and BrPh–I$_2$ produce ‘tracer-ions’, here Br$^+$ and I$^+$, in addition to the parent ions. Analysis of the angular covariance maps for both the parent ions and the atomic fragment ions, lead us to conclude that for BrPh–I$_2$, the I$_2$ molecular axis is approximately perpendicular to the C–Br axis of bromobenzene, whereas (BrPh)$_2$, has a stacked planar structure, with the two bromine atoms pointing in opposite directions.

9.4 Conclusion

The work presented in this article has shown that laser-induced alignment techniques, originally developed for isolated molecules in the gas phase, can be transferred to molecules embedded in He nanodroplets. In the (quasi) adiabatic limit, here realized with 160 ps long alignment pulses, the alignment dynamics observed for different molecular species was essentially the same as that of isolated molecules, i.e. the degree of alignment followed the intensity profile of the alignment laser pulse. Furthermore, the intensity dependence of the strongest alignment, reached at the peak of the pulse, agreed well with a gas phase model calculation for a rotational temperature of 0.4 K. These observations indicate that the mechanism of adiabatic laser-induced alignment of molecules in He droplets is the same as that of isolated molecules with a 0.4 K temperature. This temperature, which is lower than the 1–2 K temperature typically reached in cold supersonic beams of isolated molecules, is advantageous for creating very high degrees of alignment, with $\langle \cos^2 \theta_{2D} \rangle$ values in excess of 0.95. By truncating the alignment pulse in time just after its peak, we demonstrated that a 5–20 ps long time window can be created, where the alignment pulse intensity is reduced by several orders of magnitude and yet where the degree of alignment remains high. The reduction of the intensity was sufficient to eliminate the fragmentation of parent ions of large molecules that the remainder of the alignment pulse usually causes. This opens new opportunities for exploring e.g. how the ionization rate of large molecules induced by strong laser pulses or by VUV laser pulses, depends on the molecular alignment with respect to the polarization state of the ionizing laser pulse. In the field-free period, the intensity of the alignment pulse is also expected to be low enough that molecules in electronically excited states will remain intact. This opens unexplored possibilities for femtosecond time-resolved imaging of molecules undergoing fundamental photo-induced intramolecular processes in electronically excited states using Coulomb explosion, or diffraction by ultrashort x-ray [203, 204] or electron pulses [205–208].

One application, discussed here, of adiabatically aligned molecules is structure determination of molecular dimers through Coulomb explosion imaging. We showed that by aligning molecular dimers, either 1-dimensionally or 3-dimensionally, prior to their Coulomb explosion by an intense laser fs laser pulse, made it possible to determine the dimer configuration from the angular covariance maps of the fragment
ions. For dimers of small molecules like CS$_2$ or OCS, the structural resolution of the CEI method cannot compete with that available from IR spectroscopy. For larger systems like the tetracene dimer, the IR spectra may, however, be too congested to extract any structural information. The biggest promise of the CEI technique lies, however, in its ability to capture the structure of dimers as they change on the natural atomic time scale. Experimentally, this can be realized by using a fs pump laser pulse to initiate some event of interest like exciplex formation [209, 210] from a weakly-bonded dimer and then following the structural evolution by Coulomb explosion with an intense fs probe pulse sent at a sequence of different times. More generally, it should be possible to trigger bimolecular reactions [211, 212], by initiating the dynamics from prereactive complexes with the fs pump pulse.

It was also shown that molecules in He droplets can be aligned by laser pulses that are much shorter than the intrinsic rotational period of the molecules. In this nonadiabatic limit, two regimes were identified. When the laser pulses are weak, meaning that the rotational energy acquired by the molecules remain below a few cm$^{-1}$, the alignment dynamics can be accurately described by a gas phase model where the molecule is characterized by the effective rotational and centrifugal distortion constants, and the inhomogeneous broadening of these two parameters is taken into account. Thus, the molecules essentially rotate (quasi)-freely although the time-dependent degree of alignment in practice appear different from that of gas phase molecules because the centrifugal distortion constant, 3–4 orders of magnitude larger than for isolated molecules, causes a strong dispersion of $\langle \cos^2 \theta_D \rangle$, and the inhomogeneous broadening a gradual decay of the amplitude of the oscillations of $\langle \cos^2 \theta_D \rangle$. We believe the quasi-free rotation is a result of the superfluidity of the He droplets.

When the duration of the alignment pulse was kept short (hundreds of fs or a few ps) but its intensity increased significantly, we observed that the rotational dynamics during the first few ps were essentially as fast as for isolated molecules under the same laser conditions. This phenomenon was interpreted as the molecule and its He solvation shell being set into so fast rotation by the strong alignment pulse that the weakly bonded He atoms in the shell were shed off due to the centrifugal force. The interpretation was backed by classical calculations.

Looking forward, there are exciting opportunities to be explored with nonadiabatic alignment of molecules in He droplets. First, the quasi-free rotation observed for low intensities of the alignment pulse is, we believe, a result of superfluidity of the He droplets: the induced rotational energy remains so low that coupling between rotation and the He excitations (rotons, phonons) is very weak. When the intensity of the alignment pulse is increased higher-lying rotational states will be excited and the coupling to the He excitations will increase strongly. It will be interesting to investigate both the structure and dynamics (lifetime) of rotational states in this unexplored regime which is inaccessible to MW and IR spectroscopy. Another opportunity is to use the short, very intense alignment pulse to transiently decouple a molecule from its solvation shell. This will create a situation where the molecule-He system is extremely far away from equilibrium. For instance, we estimate that a CS$_2$ molecule can acquire more than 500 cm$^{-1}$ of rotational energy by the interaction
with an alignment pulse. In comparison the rotational energy at 0.4 K is $\sim 0.3 \text{ cm}^{-1}$.

We propose to measure how long it takes for the equilibrium to be restored. In practise this could be done by measuring the rotational dynamics induced by a weak alignment pulse sent after the intense distortion pulse and observing how much the weak pulse must be delayed with respect to the distortion pulse that the alignment trace recorded becomes identical to a reference trace obtained without any distortion pulse. Finally, the studies discussed in this article concerned molecules embedded inside He droplets. Dimers of alkali atoms are, however, residing on the surface of He droplets [213–215]. It will be interesting to apply the nonadiabatic alignment schemes to investigate the rotation of alkali dimers, a topic that is so far unexplored. Such studies, which are now ongoing in our group, may also provide information about their binding to the surface.
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Chapter 10
Ultrafast Dynamics in Helium Droplets

Lukas Bruder, Markus Koch, Marcel Mudrich, and Frank Stienkemeier

Abstract   Helium nanodroplets are peculiar systems, as condensed superfluid entities on the nanoscale, and as vessels for studies of molecules and molecular aggregates and their quantum properties at very low temperature. For both aspects, the dynamics upon the interaction with light is fundamental for understanding the properties of the systems. In this chapter we focus on time-resolved experiments in order to study ultrafast dynamics in neat as well as doped helium nanodroplets. Recent experimental approaches are reviewed, ranging from time-correlated photon detection to femtosecond pump-probe photoelectron and photoion spectroscopy, coherent multidimensional spectroscopy as well as applications of strong laser fields and novel, extreme ultraviolet light sources. The experiments examined in more detail investigate the dynamics of atomic and molecular dopants, including coherent wave packet dynamics and long-lived vibrational coherences of molecules attached to and immersed inside helium droplets. Furthermore, the dynamics of highly-excited helium droplets including interatomic Coulombic decay and nanoplasma states are discussed. Finally, an outlook concludes on the perspectives of time-resolved experiments with helium droplets, including recent options provided by new radiation sources of femto- or even attosecond laser pulses up to the soft X-ray range.
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10.1 Introduction

Modern time-resolved experimental techniques using ultrafast lasers offer a fascinating approach to unraveling the intriguing dynamics of helium nanodroplet systems. Although it is tempting to separate the dynamical properties from the static picture of a molecular system, such an effort in many respects is not viable at all, because statics and dynamics are directly linked from fundamental principles of interactions. Moreover, key static aspects like e.g. the structure of a complex, may even only be understood by probing its dynamics. For instance, characteristics of interaction potentials determining structural properties may not be accessible by spectroscopy but may be determined from relaxation schemes and the motion of vibrational wavepackets therein. Therefore, experimental methods employing short-pulse lasers play a key role in gaining insight both into the structure and dynamics on the atomic and molecular level.

A fundamental connection of measurements using high-resolution continuous-wave lasers in the frequency domain and measurements with pulsed lasers in the time domain can be understood from the line width of a transition which is associated to the lifetime by Fourier transformation. In this way, even quantitative aspects of decay mechanisms are already encoded in the homogeneous and inhomogeneous broadenings of measured spectra. The other way around, from time-domain “Fourier-transform” spectroscopy, detailed spectroscopic information in the frequency domain can be gained with very high resolution even when using spectrally very broad, femtosecond laser pulses. However, many important dynamical aspects can only be characterized when measuring in the time domain; in particular, if energy decay paths of a system can furcate into many degrees of freedom or corresponding states, or if a series of secondary processes can be triggered by the laser excitation processes. Typical examples include structural dynamics like e.g. desorption or fragmentation processes on the one hand, and, on the other hand, electron dynamics from non-adiabatic couplings or the interaction in a many-body system. Finally, by applying coherent multidimensional spectroscopy methods, simultaneous high-frequency and high-time resolution down to the Fourier limit is achieved. First recent results in this direction will be discussed at the end of the chapter.

With respect to helium droplets or helium in general, the superfluid properties are strongly related to dynamical processes. E.g., frictionless flow and vorticity, which are key peculiarities of superfluid behavior, are inherently interwoven with motion and dynamical aspects of the material. The key experiments probing bulk superfluid properties like the Andronikashvili experiment of rotating disks [1], or the observation of superfluid film flow, the fountain effect or heat transport (zero sound) [2], directly examine motion of the system or a motional behavior of a probe interacting with the superfluid.

When probing the dynamics on the nanoscale down to atomic/molecular dimensions, due to the shorter lengthscales on the one hand, and the lower involved masses on the other hand, the corresponding time scales shorten down to the picosecond (ps) or femtosecond (fs) time range. Electronic processes have typical time scales
in the femtosecond range; vibrations and rotations of individual molecules extend their dynamics into the picosecond range; motions involving larger structures or/and weak interactions may reach nanosecond time duration. As a consequence, in order to access dynamics in nanodroplets, it is almost always inevitable to have femtosecond time resolution of the laser pulses triggering and probing the dynamics.

The combination of ultrafast methods with helium droplets is exceptionally interesting. On the one hand, the role of helium droplets as an ideal spectroscopic matrix allows for the study of nuclear motion without strong perturbation of a strongly-interacting environment. On the other hand, doped droplets serve as unique model system for the relaxation dynamics of heterogeneous nanosystems. In this direction, rare-gas clusters also gained much attention in combination with new radiation sources providing extreme high-field or/and short-wavelength laser pulses. Here, molecular and cluster beam samples in vacuum are required to keep the complexity of the condensed systems on a level that is still tractable by theoretical modelling. Finally, nanoscopic superfluidity still bears fundamental open questions, in particular, when it comes to the relevance to short-time dynamics.

A variety of time-resolved techniques have been developed over the years and applied to specific experiments involving helium nanodroplets. In overview articles, time-resolved experiments on pure and doped helium nanodroplets have already been in the focus of reviewed work [3–5], however, not including the recent prominent developments in ultrafast laser techniques.

Before discussing in detail specific topics on the dynamics in helium droplets, in the following chapter, time-resolved experimental techniques will be introduced and the applications to helium nanodroplets will be summarized.

### 10.2 Time-Resolved Techniques Applied to Helium Nanodroplets

#### 10.2.1 Time-Resolved Photon Detection

In order to perform a time-resolved measurement, a start and stop event has to be registered with defined timing. Because of the statistical nature of spontaneous events, it is practical to start timing with a laser-induced preparation of the system employing an ultrashort pulse which provides accurate timing. A straight-forward approach is time-resolved detection of signals like e.g. the arrival of emitted photons by standard electronics. A prominent variant is the so-called time-correlated single photon counting (TCSPC), i.e. detecting single photons from fast multi-channel-plate (MCP)-amplified photon signals combined with fast digitizing of arrival times. In this approach, the timing resolution is typically limited to a few tens of picoseconds. In helium droplets experiments, TCSPC served as the initial approach to studying the dynamics of photo-induced processes of dopants.
Fig. 10.1 (a) Upon electronic excitation of an alkali-doped helium nanodroplet, desorption of the alkali atom (upper branch) or the formation of an exciplex molecule (lower branch) is induced, depending on the alignment of the $p$-orbital of the excited state ($\Sigma$ or $\Pi$ configuration, denoting the projection of the orbital angular momentum with respect to the internuclear axis). (b) Schematic potential diagram of diatomic states

In terms of systems that feature interesting dynamics, alkali atoms play a peculiar role because they do not submerge into helium nanodroplets but are located at the surface. The reason originates in the, compared to other atoms and molecules, large volume occupied by the valence electron, and the repulsive interaction of condensed helium to additional electrons, leading to bubble-like structures around alkali atoms. From simple arguments of surface tension and volume energy contributions, a binding motive at the surface without evolving a full bubble is energetically more stable when compared to the interior state. In other words, the alkali containing bubbles float, forming dimple-like textures on the surface of droplets. At the beginning of time-resolved studies, alkali-doped helium nanodroplets were in the focus because frequency-domain studies had manifested the surface location of dopants, desorption of dopants, the formation of exciplex molecules [6–10], fragmentation of dopant molecules, as well as spin flips [11, 12]. All of these aspects raised interesting questions concerning their dynamics.

The first TCSPC studies were performed on Na-doped helium nanodroplets [13] excited on the prominent $3p \leftarrow 3s$ transition (D$_1$ and D$_2$ lines). Depending on the orientation of the excited $p$-orbital perpendicular or parallel to the surface of the helium droplet, strong repulsive forces and consequently desorption of the excited atom, or attractive forces leading to NaHe$^*$ exciplex formation, respectively, set in upon laser interaction (Fig. 10.1). Exciplexes are complexes of a metal atom with one or a few He atoms which are stable only in an electronically excited state.

The time-resolved fluorescence measured when exciting the repulsive $\Sigma$-configuration of the NaHe$_N$ absorption band had an appearance time of 50–70 ps, significantly longer when compared to the instrument resolution of 20 ps. The latter was determined as the onset of fluorescence of gas-phase sodium atoms excited at the same transition. Shifting the laser in wavelength for the formation of NaHe exciplexes, and only collecting their red-shifted fluorescence, revealed a biexponential rise with 50–70 ps and 700 ps, which was assigned in comparison with theory to the two excited fine-structure states $^2\Pi_{1/2}$ and $^2\Pi_{3/2}$, respectively. These studies
were extended both on the theory side, including the helium droplet interaction, and experimentally comparing different alkali metals (K, Rb) [14]. Interestingly, when going down the periodic table, the formation times of exciplexes along the $J = 1/2$ asymptote ($n^2P_{1/2} \leftarrow n^2S_{1/2}$) were measured to scale with the spin-orbit interaction strength, i.e. increasing into the nanosecond range. Opposed to that, upon excitation along the $J = 3/2$ path ($n^2P_{3/2} \leftarrow n^2S_{1/2}$), the formation times decreased, which was attributed to an enhanced long-range dispersion interaction for the heavier alkalis.

Experiments on Al atoms residing inside helium droplets provided first results on electronic relaxation dynamics [15]. A fast nonradiative quenching of the excited $3^2D$ state into the $4^2S$ state, releasing about 7000 cm$^{-1}$ in energy, was measured to take place within 50 ps, which unfortunately matched the time-resolution in that measurement. Here, TCSPC was only able to provide an upper bound for the relaxation time.

Studies on photo-induced nonadiabatic dynamics of alkali trimers were also commenced with the technique of TCSPC. The peculiar properties of helium droplets to isolate van der Waals-bound high-spin quartet states [11, 16, 17] enabled to observe spin dynamics, i.e. forming covalently-bound alkali molecules upon intersystem crossing [18]. E.g., in the case of sodium, an intersystem-crossing time of 1.4 ns was determined, which significantly decreased for higher excitation energies approaching the access point to the doublet manifold. At the same time, vibronically-resolved data gave insight into the vibrational cooling of the trimers, which appeared to be on the same time scale as the spin-flip dynamics.

The influence of the helium droplet environment on spin-flip dynamics and predissociation was extended in detailed studies on the excitation of alkali dimers in triplet states ($1^3\Pi_g \leftarrow 1^3\Sigma^+_u$) [19]. The appearance of both molecular and atomic fragment emission was measured having a rise time < 80 ps, independent of the addressed vibrational excitation of the upper state. Predissociation and intersystem crossing appear to be in competition and on the same time scale. The intersystem crossing time in this case was deduced to be of the order of 10 ps which is surprisingly fast, considering the weak interaction to the helium surface which induces the process.

### 10.2.2 Pump-Probe Fluorescence Detection

To overcome the limitations of time resolution given by electronics, the femtosecond pump-probe technique was introduced many years ago in order to study details of molecular dynamics. For his pioneering work, Ahmed H. Zewail was awarded the Nobel Prize in 1999. In pump-probe studies, two or more ultrashort laser pulses are employed. In the simplest variant the process to be studied is triggered by an ultrashort laser pulse and the dynamics is probed by triggering a detection process, again with an ultrashort pulse delayed in time. The time resolution is only given by the properties of the laser pulses and the precision of setting a delay between the
two pulses; for both, attosecond timing can be reached, covering the range needed for molecular processes and even electronic dynamics. An obvious extension of the TCSPC approach would be a pump-probe laser-induced fluorescence scheme. When using high-intensity femtosecond pulses, high photoionization rates can be achieved even in multi-photon processes. Alternatively to fluorescence detection, photoion or photoelectron detection can be advantageous because of the high detection efficiency of charged particles and mass and/or kinetic energy selectivity of detected particles can be obtained. For this reason, most of the results discussed in the following include ionization of the sample in the probe step.

10.2.3 Time-Resolved Spectroscopy by Photoion Detection

The first femtosecond pump-probe studies of doped He nanodroplets were carried out by the groups of Stienkemeier and Schulz at the Max-Born-Institut in Berlin in the late 1990s. Using the output of a mode-locked Ti:Sa laser in combination with mass-resolved ion detection using a quadrupole mass spectrometer, the yields of photoions where measured as a function of the delay between pairs of near-infrared (NIR) laser pulses. Owing to their large resonant absorption cross sections and extremely low ionization energies, alkali atoms, molecules, and clusters are well suited for this photoionization scheme and have been studied in detail in a series of such experiments [4, 10, 20–26]. Most importantly, due to their weak binding to the surface of He droplets, alkali atoms and molecules ionized by a resonant multiphoton process tend to detach from the droplets. This facilitates their detection as bare ions or as complexes with one or a few attached He atoms.

In photoionization experiments, the dynamics are determined by the interaction of both the neutral and ionic species with the He droplet which can qualitatively differ. Ionized dopants experience a much stronger attractive interaction towards the helium density than neutrals in their ground or excited states. This is in contrast to the above discussed fluorescence experiments, which solely focus on neutral species. For the case of an alkali-atom dopant, a schematic representation of the pump-probe photoionization scheme is shown in Fig. 10.2. Resonant excitation by the pump pulse induces the desorption of the atom from the droplet surface. Upon photoionization by the probe pulse, the dopant-droplet interaction suddenly changes from repulsive to attractive (Fig. 10.2b). Subsequently, the photoion either falls back into the droplet where it is solvated by forming a dense He shell around it, or it continues to move away from the droplet to be detected as a bare ion. In a series of femtosecond pump-probe experiments supported by TDDFT simulations, Mudrich and coworkers have obtained detailed insights into the competing dynamics between desorption and re-absorption of surface-attached alkali dopants [27–30] (Sect. 10.3.1). A similar behavior is also observed for other species immersed inside helium droplets by Koch and coworkers [31–33] (Sect. 10.3.2). From these experiments as well as theoretical predictions, it seems that the interplay between the de-solvation of excited
neutrals and the solvation of the ionized species is a general trend in pump-probe photoionization experiments of alkalis and other dopants.

In addition, photoinduced processes on the intra and inter-dopant level overlay and interplay with the dopant-droplet interaction dynamics, to which pump-probe photoionization experiments provide access as well. Examples are the femtosecond and picosecond dynamics of exciplex formation for potassium (K) and rubidium (Rb) atoms attached to He droplets [10, 21]. Also, highly regular sub-fs oscillations were observed in the pump-probe traces due to electronic wavepacket interference. This phenomenon and a derived new spectroscopic scheme will be discussed in Sect. 10.6. Subsequent measurements on alkali dimers (Na₂, K₂, Rb₂) and trimers (K₃, Rb₃ and K-Rb heterotrimmers) revealed essentially unperturbed vibrational wavepacket dynamics of the free molecules after their detachment from the droplets [22, 23, 25, 34], see Sect. 10.4.1. In a few instances, indications for the interaction of the He droplet with the vibrating molecules, causing dephasing and relaxation, were found and discussed in the framework of a quantum mechanical oscillator coupled to a superfluid bath [35, 36]. Most importantly, long-lasting vibrational coherences were measured, facilitated by the ultracold He droplet environment that prepares the molecules in their vibrational ground state prior to excitation. In this way, it was possible to measure highly resolved vibrational spectra of alkali dimers, trimers, and alkali-He exciplexes [22, 24, 25, 34, 37]. In these early experiments, a high laser pulse repetition rate (80 MHz) was used, which, in principle, introduces some ambiguity due to the possibility to excite and probe each droplet multiple times as it moves through the interaction region. As such, signals from species attached to the He droplet surface as well as from atoms and molecules already desorbed off the droplets into the gas phase may both have contributed in these experiments. Therefore, later experiments were carried out using amplified pulses at a repetition rate in the range 5-200 kHz where this ambiguity can be excluded. These experiments have mainly
focused on the desorption dynamics of excited alkali atoms, molecules [38], and alkali-He exciplexes [27–30].

Another line of fs pump-probe experiments was pursued by the group of Tiggesbäumker and Meiwes-Broer in Rostock, based on their vast experience in strong-field ionization of metal clusters. When being exposed to intense NIR pulses, metal clusters (free or embedded in He nanodroplets) are multiply ionized and charge states of the exploding ions as high as \( Z = 10 \) for silver (Ag), \( Z = 12 \) for lead (Pb), and \( Z = 13 \) for cadmium (Cd) clusters were observed [39]. In addition to highly charged atomic and fragment clusters ions, mass spectra of strong-field ionized metal-doped He nanodroplets display regular progressions due to complexes of metal ions with attached He atoms [39–41]. For magnesium (Mg) ions, up to 150 attached He atoms were detected [40]. These are indicative for the formation of so-called ‘snowballs’, stable ion-He complexes first observed in bulk liquid He [42]. The term derives from the fact that for some species, the density of the local He shell around the cation adopts a regular structure and surpasses that of solid He. The pump-probe dynamics of snowball complexes of Ag were found to be opposite to that of the bare metal ions, indicating that He droplets can feature a cage effect causing the re-aggregation of fragments [40].

Initially, He nanodroplets were mostly regarded as an alternative method for forming metal clusters and the focus had been on the charging dynamics and Coulomb explosion of the dopant metal atoms, see Sect. 10.5.3 [43–46]. Later, the important role of the He shell in the ionization dynamics was recognized [40, 45, 47, 48] and the focus shifted more towards the nanoplasma dynamics of the He nanodroplets themselves [49–52]. In particular, resonant heating and charging of the nanoplasma manifests itself by enhanced yields of singly and even doubly charged He ions at a pump-probe delay around 0.5 ps, see Sect. 10.5.3 [51–53].

Particularly peculiar photoionization dynamics was observed by the Rostock group for Mg-doped He nanodroplets [54, 55]. Based on linear absorption spectra and on fs pump-probe resonant ionization traces of multiply doped He droplets, it was concluded that Mg atoms aggregate in He nanodroplets in an unusual way to form a foam-like structure where the metal atoms arrange themselves in a regular 10 Å-spaced network separated by He atoms. This structure collapses upon electronic excitation to form metallic clusters. Thus, the transient mass spectra reveal a sharp drop of the yield of \( \text{Mg}^+ \) and small \( \text{Mg}_n^+ \) cluster ions within 350 fs due to the decreased ionisation cross-section of Mg as the electronic properties evolve from the atomic to a bulk-like state. Subsequent slow recovery of the Mg ion signals within \( \approx 50 \) ps was associated with the escape dynamics out of the He droplets. The formation of Mg foam in He droplets was essentially confirmed by theoretical model calculations [56].

The group of Gessner and Neumark in Berkeley performed seminal studies on the ultrafast dynamics of pure He nanodroplets using resonant excitation by XUV pulses. Using electron and ion imaging detection, intricate relaxation dynamics of highly excited He droplets were observed, including the emission of Rydberg atoms, small He clusters, and very low-energy electrons on various time scales. These studies have recently been reviewed [5] and will be discussed in more detail in Sect. 10.5.1.
More recently, the group of Koch in Graz succeeded in measuring excited-state dynamics of indium (In) atoms and dimers embedded inside He nanodroplets, see Sect. 10.3.2 [31–33]. Similarly to surface-bound alkali atoms, the delay-dependent ion yield revealed the ejection dynamics of the excited atom out of the He droplet. Indium dimers featured long-lasting vibrational coherences similarly to alkali dimers, despite their initial state of solvation inside the He droplets.

### 10.2.4 Time-Resolved Photoelectron Spectroscopy

Photoelectrons (PE) are an important observable for tracking ultrafast processes in He\textsubscript{N} with time-resolved pump–probe photoionization. In contrast, photo-ions are in many situations hard to detect and/or add additional dynamics due to their strong attractive interaction with the droplet, as discussed in the previous section. Time-resolved photoelectron spectroscopy (TRPES) is a well established pump–probe photoionization technique for measuring the temporal evolution of the kinetic energy and the yield of the generated PEs [57–59]. The probe pulse couples (or projects) the excited state wavefunction onto the ionic state, a process that is governed by electronic selection rules and the Franck–Condon overlap of the involved vibrational states. The evolution of the excited state energy and its ionization probability provides insight into the dynamics of electrons and nuclei, which are often coupled non-adiabatically. The interpretation of transient signals therefore relies on quantum-chemical simulations. Photophysical and photochemical processes that can be observed include, among others, intra- and intermolecular electron and proton transfer, non-adiabatic energy relaxation, quantum beats and wave packets of electronic, vibrational and rotational degrees of freedom, or photodissociation and -association.

The applicability of TRPES for the observation of ultrafast molecular processes inside He\textsubscript{N} stands or falls with the influence of the He environment on the PE observable. While this influence is moderate at picosecond timescales after photoexcitation, in agreement with early frequency-domain PE studies [60–62], it can be significantly stronger within the first picosecond after photoexcitation, especially for atomic and small molecular chromophores. However, numerous femtosecond time-resolved experiments have shown that the coupled electronic and nuclear dynamics of chromophores in He\textsubscript{N} can be observed with TRPES, as demonstrated for bare droplets [5, 63–66] (Sect. 10.5.1), as well as with surface-located [29, 30] (Sect. 10.3.1) and fully solvated dopants [31–33] (Sect. 10.3.2 & 10.4.2). Even if the photoexcitation process drives the chromophore–droplet system strongly out of equilibrium [31–33, 66], accurate insight can be obtained.

In the following we discuss the increased He influence on PE spectra within the first picosecond after photoexcitation for the In–He\textsubscript{N} system [31], which is shown in Fig. 10.3. The corresponding potential energy curves can be seen in Fig. 10.8b. Within the first picosecond the PE peak energy decreases by 290 meV (from 610 meV to 320 meV) due to significant rearrangement of the He solvation shell around the In atom in response to photoexcitation. These dynamics are accompanied by the
Fig. 10.3 The He influence on photoelectron spectra in femtosecond pump—probe photoionization for different time delays [31]. The spectra are obtained with In atoms located inside He$_N$ (pump pulse for In-He$_N$: 376 nm, 3.30 eV; pump pulse for bare In: 410 nm, 3.02 eV; probe pulse: 405 nm, 3.06 eV; In ionization energy: 5.79 eV, pump–probe cross correlation time: 150 fs). (a) Evolution of a PE peak due to dynamics of the solvation shell. (b) Comparison of PE peaks for solvated atoms with equilibrated solvation shell (1000 fs pump-probe time delay, red trace) and bare atoms (red trace).

The He-related influence on the PE spectrum within the first picosecond will be superimposed on the TRPES signal of intrinsic nuclear and electronic dynamics of embedded molecules. The magnitude of this influence corresponds to the distortion of the excitation band, as observed by frequency domain spectroscopy (see also Sect. 10.3.2). Accordingly, sharp electronic transitions (zero-phonon lines) frequently observed for larger molecules [67, 68] indicate that this initial influence might be less severe for such systems.

After $\approx 1$ ps, when the He solvation shell has equilibrated, the PE signal (Fig. 10.3b, red curve) peaks at slightly higher energies (30 meV increase) compared to the bare atom peak (red), representing the reduced ionization potential inside the droplet [61]. The increased width of the in-droplet peak compared to the bare-atom peak (62 meV versus 35 meV) is again related to the Franck–Condon overlap of the distorted excited and ionic states inside the droplet (see Fig. 10.8). The PE peak also exhibits a wing extending to lower energies, even below the bare-atom band, which is a signature of energy relaxation of the photoelectrons due to binary collisions with individual He atoms on the way out of the droplet, as previously observed in PE spectroscopy experiments with nanosecond laser pulses [61].

On the droplet surface, the PE peak-shift is slower by a factor of 2–3 [29, 30] due to the lower He density (Sect. 10.3.1). In pump-probe photoionization of nanoplastmas...
inside He$_N$, the photoelectron kinetic energy was recently used as observable for the temporal evolution of the plasma (Sect. 10.5.3). After plasma ignition with a strong-field pulse, the kinetic energy of electrons released by the probe pulse corresponds to the electron temperature in the plasma [52]. Strong-field probing revealed the appearance of photoelectron spectra characteristic for above-threshold ionization, indicating electron recombination into high-lying Rydberg states [53].

### 10.2.5 Time-Resolved Correlation Spectroscopy

The detection of photoelectrons or ions can be extended by establishing correlation between the ionization products, such as ion–electron or ion–ion correlations. The assignment of electron spectra to ion fragments, for example, allows for the identification of different pathways in strong-field ionization of molecules [69]. In femtosecond pump-probe photofragmentation experiments bond breaking may occur in the electronically excited state (after pump pulse excitation) or in the ionic state (after probe pulse ionization); two ionization channels that can be disentangled through electron–ion correlation but remain indistinguishable by sole detection of electrons or ions [70–72]. Correlation can be established either by coincidence detection [73, 74], where pairs of charged particles are detected for single ionization events, or by covariance-mapping, where correlations are revealed based on statistical fluctuations [75]. While coincidence detection requires disadvantageously low count rates (typ. < 0.3 ionization events per laser shot) in order to avoid so-called false coincidences [76], covariance-mapping allows for much larger signal rates. Recently, the analysis of photoelectron-photoion coincidence measurements with Bayesian probability theory was demonstrated to enable high count rates and provides additional advantages, such as an increased signal-to-noise ratio, exclusion of false coincidences, proper pump-only signal subtraction, and confidence intervals of the spectrum [77, 78].

The hurdle for correlated detection in combination with He$_N$ is the trapping mechanism of ions inside the droplets due to strong attractive forces (Sect. 10.2.3). Ion trapping can be overcome if the ions are provided with sufficient kinetic energy to escape the droplet, as it is the case in Coulomb explosion after double ionization [79, 80], or for vibrational IR excitation of molecular ions [81]. In addition, dopant ions are ejected from the droplets to some extent when being indirectly created through Penning or charge-transfer ionization via excited or ionized He, respectively [82–84]. Ion–ion and ion–electron coincidence detection enabled the identification of interatomic autoionization processes inside He$_N$ such as interatomic Coulombic decay (ICD) in pure He$_N$ [79] and double ionization of alkali dimers through ICD or through electron-transfer mediated decay (ETMD) [80, 85, 86] (see Sect. 10.5.2).

A very recent example of time-resolved electron–ion covariance spectroscopy of the In$_2$–He$_N$ system is shown in Fig. 10.4. Pump–probe photoionization of In$_2$ inside He$_N$ leads to an unexpected strong In–He$_n^+$ ($n = 0, \ldots, \approx 30$) ion signal within the first tens of picoseconds [33], whereas ion yields are typically zero within $\approx 50$ ps
Fig. 10.4 Covariance detection of electrons and ions after pump-probe photoionization of $\text{In}_2-\text{He}_N$. The PE spectrum at 0.8 ps (blue) is correlated to the detection of $\text{InHe}_n^+$ ($n = 0, \ldots, \approx 30$), while the 200 ps PE spectrum (red) is correlated to $\text{In}^+$. Both spectra are normalized. The signal peaking at 1.5 eV in both spectra is likely due to an erroneous correlation of electrons from pump-only ionization and the respective ions.

Comparison of electron–ion covariance measurements at short (0.8 ps) and long (200 ps) time delays sheds light on the process (Fig. 10.4): At long delays (red trace) the prominent PE peak at $\approx 0.65 \text{ eV}$ is correlated to $\text{In}^+$, identifying photoionization of excited $\text{In}_2^*$ after ejection from the droplet. The $\text{In–He}_n^+$ PE peak in question at short delays (blue trace) appears at slightly higher energies ($\approx 0.80 \text{ eV}$), whereas the PE peak of $\text{In}^*$ would be expected at lower energies ($\approx 0.32 \text{ eV}$, see Fig. 10.3), and should also be sharper. This indicates that the $\text{In–He}_n^+$ signal originates actually from unfragmented $\text{In}_2^*$ molecules, and that fragmentation occurs after ionization in the $\text{In}_2^+$ ionic state. A strong increase of the $\text{In–He}_n^+$ yield with probe power supports this assumption and suggests that ion ejection is caused by probe-pulse induced $\text{In}_2^+$ excitation to a repulsive $\text{In}_2^{*+}$ state. Note that a sole TRPES measurement would not be able to screen out the photoelectrons associated to $\text{In–He}_n^+$ since they have the same energy as those leading to $\text{In}_2^+$. 

Having discussed the major experimental tools suitable for time-resolved spectroscopy of pure and doped He droplets, we will highlight some recent application examples in the next section. Before we come to that, we conclude this section by giving an overview of the theoretical work on the dynamics of pure and doped He nanodroplets, as many of the time-resolved experiments have greatly benefited from model calculations.
10.2.6 Time-Dependent Density-Functional Theory Simulations

The structure of pure and doped He nanodroplets has been studied theoretically by various methods, the most accurate being Quantum Monte Carlo (QMC) [87]. However, the computational cost quickly exceeds currently available computer resources when it comes to simulating experimentally relevant nanodroplet systems. Furthermore, QMC cannot describe the dynamic evolution of superfluid He in real time. These limitations can be overcome by time-dependent density functional theory (TDDFT) which can be applied to much larger systems than QMC and allows for a time-dependent formulation. A promising recent development is a hybrid path-integral molecular dynamics/bosonic path-integral Monte Carlo method [88]. This method provides the theoretical foundation of simulating fluxional molecules and reactive complexes in He environments seamlessly from one He atom up to bulk He at the accuracy level of coupled cluster electronic structure calculations.

TDDFT is the only method to date that can successfully reproduce results from a wide range of time-resolved experiments in superfluid He on the atomic scale. The great benefit of these simulations is that detailed insights into the structural dynamics of the entire system is obtained, including density modulations of the He such as surface or bulk density waves and solvation shells, which are not directly accessible experimentally. Likewise, the He dynamics induced by ions such as the formation of snowballs and the nucleation of vortices, which have so far eluded experimental detection, are still amenable to TDDFT simulations. Thus, during the last decade, TDDFT has emerged as a powerful tool to describe the structure and dynamics of doped He droplets, thereby valuably complementing the experimental advances. This work has been summarized in two review articles [7, 89]. The method has mostly been developed and promoted by M. Barranco and his group in Barcelona, and the code is freely available [90].

Inspired by experiments, a variety of metal atoms and ions have been studied in view of the structure and dynamics of their complexes with He$_N$ [7, 89]. Upon electronic excitation of either surface-bound alkali atoms [91–93] or initially submerged atoms (silver, Ag) [94], in most cases the excited atoms were ejected from the droplets within a few ps or a few tens of ps, respectively. Depending on the excited state, either bare atoms were ejected or exciplexes were formed, which in turn either desorbed from the droplets or remained attached to them [29, 94]. Ag atoms in the lowest excited state were ejected from the droplet with a speed consistent with the Landau velocity $v_L = 58$ m/s, which was measured experimentally for excited Ag and other molecular dopants [95]. It was concluded that excited dopants interacting repulsively with the He droplets are expelled towards the droplet surface while repeatedly exciting pairs of rotons such that their speed stays below $v_L$.

The microscopic dynamics of metal ions located near the He droplet surface have so far only become accessible through simulations as ions tend to remain tightly bound in the He droplet interior and therefore elude detection. For the Ba$^+$/He$_N$ system, it was found that due to the relatively strong attractive ion-He interaction,
the velocity of the Ba\(^+\) cation during the solvation process temporarily exceeds \(v_L\), leading to the nucleation of a quantized ring vortex \([96]\). When formed at the He droplet surface, the Ba\(^+\) ion moves towards the center of the droplet. After about 8 ps, the Ba\(^+\) is fully surrounded by He and a few ps later a dense solvation layer of He forms with transiently appearing spots where He localizes; but eventually the He shell remains smooth. Thereafter, the solvated ion keeps oscillating inside the droplet without friction at a velocity \(<v_L\). Due to their large masses and stronger attractive interactions with the He, Rb\(^+\) and Cs\(^+\) ions initially located at the droplet surface form snowballs at the droplet surface within 10 ps \([97]\). At longer times the snowballs become solvated by the He droplet which rearranges itself around the stationary ion. Large density fluctuations induced by the cation solvation process lead to the nucleation of quantized vortices. In the case of Cs\(^+\), the initial phase of snowball formation prevents the ion from penetrating into the He droplet. The snowball therefore forms at the surface of the droplet in \(\approx 30\) ps. Due to the effective shielding of the Cs\(^+\) charge by the surrounding He atoms, it is only weakly bound to the droplet. For relatively small He droplets consisting of 1000 atoms, the Cs\(^+\) snowball even detached after 90 ps from the droplet due to He density fluctuations.

To compare with recent fs pump-probe experiments, TDDFT calculations were performed that simulated the sequence of pump-probe excitation and ionization at a variable delay. In this way it was possible to reproduce the combined process of desorption of the excited atom and the subsequent fallback and solvation of the ion \([28, 98]\). Figure 10.5 shows snapshots of the simulated evolution of a Rb atom excited into its lowest excited state 5\(p\)\(\Pi_{1/2}\) at \(t = 0\) (green dot turning blue). At \(t = 20\) ps it is ionized (red dot). At \(t = 2\) ps, the excited Rb atom departs from the droplet leaving behind He density waves traveling through the droplet. At \(t = 45\) ps, the Rb\(^+\) is at its largest elongation away from the droplet, before falling back into the droplet to form a snowball (\(t = 130\) ps). The time constants obtained from the simulation are in good agreement with the experimental results \([28]\). Similar simulations were performed to complement recent XUV pump-probe studies of the photodynamics of pure He nanodroplets \([66, 99]\). Here, one or two excited He atoms (He\(^*\)) in a He droplet take the role of the dopants. Surprisingly, the response of the He droplet strongly resembles that of excited metal atoms in the sense that a bubble forms around the
He* within $\lesssim 0.5$ ps, followed by the ejection of He* from the droplet. In the case two He* are located near each other, the two bubbles merge, which causes the He* to decay by ICD, see Sect. 10.5.2.

More recently, the structure and dynamics of rotating He nanodroplets has been a focus of TDDFT simulations [100–102]. In particular, the formation of quantized vortices in $^4$He nanodroplets and their ability to capture dopant atoms was investigated in detail [103, 104]. Furthermore, collisions of atoms with He droplets as they occur in the experiments during the pick-up process where addressed [105]. Even the merging of two He nanodroplets was simulated, with particular focus on vorticity and quantum turbulence [106].

The Gonzalez group recently developed a hybrid method using DFT to describe the He droplet and a quantum wave packet treatment of the dopant [107] that allows to investigate the He influence on intramolecular processes. With this approach, they obtained predictions of the femtosecond time-resolved dynamics of dimer molecules inside He droplets, including photodissociation of Cl$_2$ [107–110], molecule formation of Ne$_2$ [111, 112], vibrational energy relaxation of I$_2$ [113], and rotational energy relaxation of H$_2$ [114].

10.3 Dynamics of Atomic Dopants

The weak influence of the He environment on dopants often results in a negligible perturbation of the ground-state structure of dopants [115], as well as in minor influence on their vibrational and rotational degrees of freedom [67]. Photoexcitation of electronic transitions, in contrast, can lead to a considerable rearrangement of the He solvation shell triggered by a change of the repulsive interaction between the chromophore dopant and the He atoms. The solvent-related response to photoexcitation can best be investigated with atomic dopants in order to avoid complications related to internal degrees of freedom. Since fully solvated dopants experience a stronger but symmetric He interaction, compared to the weaker and asymmetric interaction of surface-located dopants, these situations will be discussed separately.

10.3.1 Surface-Located Atoms

While most atoms and molecules are submerged in the interior of He nanodroplets, alkali atoms and small alkali clusters reside in weakly bound dimple states at the droplet surface [6, 7]. Upon electronic excitation, all alkali atoms promptly detach from the He droplet surface due to enhanced Pauli repulsion acting between the diffuse excited valence electron and the He. The only exceptions are Rb and Cs in their lowest excited states where small photon excess energies are insufficient to induce direct desorption [116] and indirect desorption through M*-He exciplex formation is prevented by a barrier along the M*-He potential [9, 117]. In contrast,
alkali ions tend to form strongly bound snowball complexes in the bulk of the He droplets as a result of attractive polarization forces [118, 119].

The kinematics of the desorption of atoms induced by optical excitation was first studied experimentally by nanosecond (ns) electron and ion imaging spectroscopy and theoretically by TDDFT [91, 92, 120–122]. Likewise, the dynamics of solvation of alkali ions formed by photoionization was treated by TDDFT and experimentally using ns ion imaging and mass spectrometry [121, 123, 124]. The observed linear dependence of the mean kinetic energy of the desorbed excited atoms on the laser frequency points at an impulsive desorption process [92, 120, 122]. This process is well described by one-dimensional pseudo-diatomic potential curves which quantify the effective interaction between the dopant and the He droplet as a whole [6, 117, 125]. Even the angular distributions of ion images agreed very well with the description of the alkali-droplet complex in terms of a pseudo-diatomic molecule. In some cases, in particular for highly excited states, electronic relaxation occurred in the course of desorption due to curve crossings induced by the interaction with the He droplet [92, 121, 126]. The energy partitioning between the He and the desorbing atom depends on the alkali species and on the quantum state, and appears to be related to the size and shape of the electron orbital [92, 122]. Alkali-He exciplexes were formed either directly by laser-excitation into bound molecular states [120, 122], or by a tunneling process [14, 29, 126]. The desorption of the exciplexes occurred either promptly as for excited atoms, or by a thermal process driven by vibrational or spin relaxation [29, 120, 126].

The early fs pump-probe experiments with He droplets doped with alkali metals mostly focused on the formation of alkali-He exciplexes [10, 21, 24, 127] and on electronic and vibrational coherences of alkali atoms and molecules, respectively [22–25, 34–36]. As dual fs pulses at high repetition rate (80 MHz) were used, the exact location of the dopants, attached to the droplets or in the vacuum, has remained somewhat uncertain; resonant absorption from multiple laser pulses may have induced the desorption prior to the pump-probe process.

Time-resolved measurements of the desorption dynamics of excited alkali atoms and exciplexes have so far only been reported for Rb and RbHe exciplexes. Using amplified fs pulses of the Ti:Sa laser and harmonics thereof, yields, kinetic energies, and angular distributions of electrons and ions for various excited states of the RbHe complex have been traced [27–30]. This is achieved by the method of velocity-map imaging (VMI), where the velocity distribution of electrons or ions is mapped onto a two-dimensional spatial distribution in the plane of a position-sensitive detector [128]. Given cylindrical symmetry with respect to an axis perpendicular to the spectrometer axis (usually the laser polarization), the measured two-dimensional distribution can be converted into the three-dimensional velocity distribution by inverse Abel transformation. The radial part reflects the kinetic energy spectrum and the angular part contains information about the symmetry of the state that is photoionized.

As an example, Fig. 10.6 shows typical velocity-map ion images recorded upon excitation of the 6pΠ state [panel (a)] and the 6pΣ state [panel b)] [28, 30]. In the 6pΠ state, a large fraction of Rb atoms form RbHe exciplexes prior to desorption.
Fig. 10.6  Velocity-map ion images of [RbHe]$^+$ and Rb$^+$ created by fs pump-probe photoionization of Rb-doped He nanodroplets at a laser wavelength of 415 nm [excitation of the 6p$^3\Pi$ state, (a)] at various delays, and at 403 nm [6p$^3\Sigma$ state, (b)] for a delay of 4.8 ps. Based on results reported in [30]. The bottom panel schematically illustrates the corresponding photoinduced processes.

As it is expected for promptly desorbing atoms, the [RbHe]$^+$ ions feature a typical ring-like intensity distribution $I_{\text{RbHe}}$ with an angular dependence $I_{\text{RbHe}} \propto \sin^2 \theta$ with respect to the polarization of the laser pulses which is characteristic of a $\Sigma \rightarrow \Pi$ perpendicular dissociative transition. The increase of the mean radius of this distribution as a function of delay clearly shows that desorption of RbHe exciplexes proceeds as a prompt, pseudo-diatomic dissociation process. A schematic representation is shown at the bottom of Fig. 10.6. Excitation of the RbHe$_N$ complex into the 6p$^3\Sigma$ state results in a $I_{\text{Rb}} \propto \cos^2 \theta$-angular intensity distribution according to a $\Sigma \rightarrow \Sigma$ parallel transition causing prompt dissociation, see panel (b).

Figure 10.7a depicts the pseudo-diatomic potential curves involved in the two processes. Owing to the repulsive character of the excited states, the Rb atoms promptly desorb as free atoms (6p$^3\Sigma$ state) or as a mixture of Rb atoms and RbHe exciplexes (6p$^3\Pi$ state). In contrast, the ionic potential curve is attractive, causing Rb$^+$ or [RbHe]$^+$ to fall back into the droplet when created near the droplet surface, i.e. at short pump-probe delay. The condition for the ion to fall back into the droplet or to move away is given by the balance of the kinetic energy gained by repulsion in the neutral excited state on the one hand, and the potential energy barrier in the ionic state on the other. Indeed, the yield of detected Rb$^+$ at a laser wavelength of 403 nm (6p$^3\Sigma$ excitation) nearly vanishes at short delay and steeply rises around 0.5 ps, see Fig. 10.7b. The yield of large [RbHe$_n$]$^+$, $n \approx 5000$, complexes (not shown) features the opposite behavior [27]. This confirms the concept that ions fall back into the droplet when created near the surface. The yield of photoelectrons (not shown) displays no significant pump-probe dependence, indicating that electrons are emitted from the dopants irrespective of the dopants’ position with respect to the droplet surface. A transient maximum of the [RbHe]$^+$ yield around 1 ps was interpreted in
Fig. 10.7 (a) Illustration of the pump-probe scheme for probing the desorption dynamics of Rb atoms excited to 6p-correlated states, based on the RbHe$_N$ pseudo-diatomic potential curves. Based on results reported in [27]. (b) Detected Rb$^+$ ion yield at a laser wavelength of 403 nm (6p$\Sigma$ excitation); (c) Rb$^+$ ion kinetic energies; (d) electron energy. Based on results reported in [30] terms of associative photoionization of [RbHe]$^+$, i.e. the direct optical excitation of a bound cationic state [27].

The Rb$^+$ ion kinetic energy monotonously rises within $\approx 1$ ps [Fig. 10.7c] due to the acceleration of the excited Rb atom away from the droplet surface. Concurrently, the photoelectron energy drops by about 1200 cm$^{-1}$ [panel (d)] due to the increase of the potential-energy difference between the pseudo-diatomic excited state and the ionized state as the Rb atom moves away from the droplet.

Similar delay-dependent electron and ion signals were observed in a two-color pump-probe experiment where Rb atoms were excited to the 5p-correlated states. The main difference was a slower dynamics by a factor of nearly 100. Ion yields and kinetic energies continuously rose on the 100 ps time scale. This is due to less repulsive pseudo-diatomic potential curves in these states compared to the 6p-correlated states [117]. Both the dynamics in the 6p and 5p states were well reproduced by TDDFT simulations [28]. A detailed ion and electron-imaging study of RbHe exciplexes formed in the 5p$\Pi$ state, combined with TDDFT simulations, revealed that the desorption of the RbHe exciplexes, proceeding within $\approx 700$ ps, is induced by $^2\Pi_{3/2} \rightarrow ^2\Pi_{1/2}$ spin relaxation. The formation time of the RbHe exciplex was found to range between 20 and 50 ps [29].

These studies were further extended to Rb$_2$ dimers formed on He nanodroplets [38]. Similarly to alkali atoms, Rb$_2$ excited to intermediate states were found to promptly desorb off the droplets. However, both angular and energy distributions of
detected $\text{Rb}_2^+$ ions appear to be most crucially determined by the $\text{Rb}_2$ intramolecular symmetries rather than by the symmetries of the $\text{Rb}_2\text{He}_N$ pseudo-diatomic complex. The pump-probe dynamics of $\text{Rb}_2^+$ was found to be slower than that of $\text{Rb}^+$ in the same wavelength range of the pump pulse, pointing at a weaker effective guest-host repulsion for excited molecules than for atoms.

To summarize this section, as general trends, an excited alkali atom or molecule tends to promptly desorb off the He droplet surface, in good agreement with a pseudodiatomic dissociation model. In contrast, an ion, formed at the droplet surface, sinks into the bulk of the droplet where a dense He shell form around it. Pump-probe photoionization signals manifest the competing dynamics of desorption of the excited neutral and the falling back of the ion into the droplet. Another trend is that a resonantly excited metal atom tends to form a metal-He exciplex with variable abundance depending on the symmetry of the excited state. These metal-He exciplexes tend to promptly desorb as well; exceptions are the lowest excited states where the repulsion between the excited alkali and the He droplet is weak. The combination of fs pump-probe photoionization spectroscopy with VMI of electrons and ions reveals detailed information about the dynamics and kinematics of the desorption process for specific excited states. In future experiments, it would be interesting to extend these studies to larger alkali oligomers and other types of metals which are initially located deeper within the He droplet surface (Mg, Ca), or in the droplet interior (Ag, Al, Cr, Cu, ...). Likewise, direct measurements of the dynamics of ejection of excited ions [81, 124] would be highly desirable.

### 10.3.2 Solvated Atoms—Solvation Dynamics

In their electronic ground state, atomic dopants inside $\text{He}_N$ are surrounded by a He solvation shell that forms through equilibration of attractive dopant–He forces and repulsive Pauli interactions between the dopant’s valence electrons and the closed-shell helium. Electronic excitation of the dopant often causes its valence electron to expand radially, inducing a strong interaction with the solvation shell. The energy related to this expansion process has to be provided as excess photon energy, represented by photoexcitation bands that are typically blue-shifted and broadened by several hundred wave numbers with respect to the bare-atom transition (see Fig. 10.8a), as observed in frequency-domain experiments for atomic dopants such as Al [15], Ag [62], or Cr [129]. Additionally, these experiments have revealed dopant ejection after photoexcitation, indicating the heliophobic character of the excited state. Electronic relaxation through nonradiative population transfer to lower states induced by curve crossings due to interaction with surrounding He atoms was observed [15, 60, 62, 129–131], as well as excipex formation. These frequency-domain results raise a number of questions about the nature of dopant photoexcitation inside a $\text{He}_N$: (i) Which primary solvent-related processes are triggered by photoexcitation, (ii) what are their characteristic time scales, (iii) how is the excess energy dispersed
Fig. 10.8  Fast solvent response to photoexcitation of In–He$_N$: Expansion of the solvation shell and energy dissipation. (a) Photoexcitation spectra of In–He$_N$ and bare In in the range of the 6s $\rightarrow$ 5p transition [132]. Vertical bars indicate photoexcitation energies corresponding to the spectrograms in (c). (b) Sketch of the In–He$_N$ potential energy surfaces as function of the bubble radius for In in its ground [5s$^2$5p ($^2P_{1/2}$), blue], lowest excited [5s$^2$6s ($^2S_{1/2}$), green] and ionic ground state [5s$^2$ ($^1S_0$), red]. Pump excitation at different photon energies (c.f., (a)) and probe ionization at 405 nm are indicated. Red arrows correspond to the PE kinetic energy measured by TRPES. (c) PE spectrograms showing the initial bubble expansion obtained with different photoexcitation energies [32], as indicated in (a) and (b). The simulated PE peak shift ($E_{\text{He}_N\text{In}^+} - E_{\text{He}_N\text{In}^{\ast}}$) from (e) is shown as dashed line. (d) He density distributions of In–He$_{4000}$ at selected times after photoexcitation, as calculated with TDDFT [31]. (e) Interaction energy $E_{\text{He}_N\text{In}^{\ast}}$ of the 5s$^2$6s excited state (green curve) and interaction energy $E_{\text{He}_N\text{In}^+}$ of the 5s$^2$ ionic state (red curve) [31]. Additionally, the kinetic energy of the He atoms, $E_{\text{kin,He}}$, is plotted as dashed line.

In the following we discuss answers to these questions that were obtained with TRPES of indium (In) atoms inside He$_N$ [31, 32]. In TRPES inside He$_N$ the valence electron, which is electronically excited by the pump pulse, is exploited to sense the temporal evolution of the He environment by retrieving the ionization energy with the probe pulse (see Sect.10.2.4). Rearrangement of the solvation shell around the dopant through nuclear relaxation can be followed as transient PE peak shift as the
potential energies of the excited and the ionic state depend on the dopant distance to neighboring He atoms. The observed processes can be distinguished by their time scale into a fast expansion of the solvation shell to form a He bubble ($\approx$ 500 fs), as well as a slower bubble oscillation and dopant ejection from the droplet ($\approx$ 50 ps), which will be discussed separately.

10.3.2.1 Fast Solvent Response: Expansion of the Solvation Shell

The electronic photoexcitation process of In atoms inside He$_N$ is depicted in Fig. 10.8b, which shows the In–He$_N$ pseudo-diatomic potential energy curves as function of the bubble radius: Photoexcitation of the In atom in its ground-state solvation shell (4.5 Å radius) leads initially to an increased excited state energy, which is represented by the broadened and blue-shifted excitation spectrum (Fig. 10.8a) [132]. Relaxation towards an expanded solvation shell causes energetical shifts in both the excited and the ionic state, which can be tracked by probe-pulse ionization at increasing time delays and observation of the resulting PE energy.

Corresponding PE spectra for different excitation wavelengths are shown in Fig. 10.8c [31]. Each spectrum shows a rapid initial shift of the PE peak to lower energies, that levels off in all three cases within 1 ps to the same value of 320 meV. The 1 ps PE-energy is approximately 0.03 eV above the gas phase value due to the reduced ionization potential of solvated atoms.

With increasing photoexcitation energy, the PE peak maximum at time zero shifts to higher values, from 0.65 eV for 380 nm to 0.79 eV, for 360 nm [32]. Additionally, the PE peak shift proceeds faster for higher excitation energies, as becomes evident by comparison the initial slopes for the three spectra in Fig. 10.8c. This trend is expected from the increasing steepness of the excited state potential energy curve in Fig. 10.8b, suggesting a stronger acceleration of the excited state wave packet for higher excitation energies. In combination, these results show that the excitation excess energy is fully transferred to kinetic energy of the solvation shell within 1 ps. Concerning variation of the droplet size, no influence is found on the PE spectra ($\bar{N} = 2600 − 40000$), showing that bubble expansion is a purely local process that only depends on the its environmental fluid density [32].

Additional insight into the ultrafast In–He$_N$ photoexcitation dynamics is obtained from TDDFT simulations using the BCN-TLS-HeDFT computing package [90], based on In–He pair potentials of the ground, excited and ionic state [31, 132]. He density plots at selected times after photoexcitation (Fig. 10.8d) show that the solvation shell almost doubles in radius within the first picosecond from 4.5 to 8.1 Å. Based on this time evolution of the He density the time-dependencies of the excited and ionic states can be computed by integrating the corresponding pair potentials over the corresponding droplet densities. Figure 10.8e shows that the He environment increases the excited state energy ($E_{\text{He}_N\text{In}^*}$), while it decreases the ionic state energy ($E_{\text{He}_N\text{In}^+}$). The difference of both energy deviations ($E_{\text{He}_N\text{In}^*} − E_{\text{He}_N\text{In}^+}$) corresponds to the transient PE shift and is in excellent agreement with the TRPES measurement (Fig. 10.8c, dashed line). The TDDFT simulation thus sheds light onto the dissipation
process of the excess energy, as it allows to quantify the individual contributions to the ionization energy measured by TRPES. Only with the TDDFT results it becomes clear that the excess energy of the photoexcitation process is initially stored as potential energy of the excited state and subsequently converted into kinetic energy of the surrounding He atoms ($E_{\text{kin,He}}$ in Fig. 10.8e) within the first picosecond, leading to He density waves propagating through the droplet (see Fig. 10.9b).

### 10.3.2.2 Slower Solvent Response: Bubble Oscillation and Dopant Ejection

After adaption of the He environment to the electronically excited dopant within the first picosecond, the heliophobic character of the excited state leads to dopant ejection on a $10^{-100}$ ps timescale. Additionally, the impulsive stimulation of the He solvation layer initiates a collective oscillation of the He bubble. Although the two processes overlap in time, they can be sensed and distinguished with TRPES, underlining its sensitivity.

Figure 10.9a shows the transient shift of the PE peak position up to 200 ps, exhibiting a gradual $\approx 20$ meV decrease to the bare-atom PE energy. This PE peak shift
represents dopant ejection from the droplet and is influenced by the distributions of both droplet sizes and starting locations within the observed ensemble. Superimposed on the PE energy reduction, a temporary increase is observed at \( \approx 30 \) ps that is caused by the increase of He density around the dopant in consequence of the first contraction of the bubble oscillation. Importantly, neither the PE peak shift nor the temporal increase exhibit a dependence on the droplet size (Fig. 10.9a), which indicates that the In atoms are not equally distributed within the droplet but rather are confined within a small spherical shell beneath the surface. Also, the excitation energy has no influence on ejection signal and only weakly increases the bubble oscillation period (not shown) [32], which is in line with the interpretation that the excitation excess energy is fully transferred to kinetic energy of the solvation shell within 1 ps. The momentum of the dopant is thus not changed upon photoexcitation inside the droplet due to the symmetry of the bubble expansion, in contrast to surface-located dopants [133].

Complementary information on the ejection dynamics is obtained from photoions, which can only be detected if ionization by the probe pulse takes place outside the droplet at sufficient distance to its surface [133] (see Sect. 10.2.3). The transient ion yield (Fig. 10.9c) remains essentially zero up to \( \approx 50 \) ps as this observable is insensitive to dynamics inside the droplet (bubble expansion and oscillation). The signal onset at 50 ps and its rise up to 200 ps represents In ejection and support the TRPES results (Fig. 10.9a); in particular, the ion transients are also nearly independent of the droplet size.

Further insight into the dynamics on the 10-100 ps time scale is obtained from TDDFT simulations, which predict correct time-scales for both the bubble oscillation and ejection from the droplet, as can be seen from the corresponding He density distributions in Fig. 10.9b). Computed PE transients (Fig. 10.9d) strongly depend on the location within the droplet where the photoexcitation takes place: center-located atoms experience a periodic PE increase of \( \approx 30 \) meV, representing the bubble contraction, while off-center locations show a limited number of bubble oscillations followed by gradual \( \approx 20 \) meV energy decrease due to ejection. In particular, the single bubble contraction predicted for the trajectory originating at 20 Å distance from the droplet center (16 Å beneath the droplet surface) supports the assumption that the In atoms are contained within a small region beneath the droplet surface.

These results on the In–He_N system are in agreement with a recent study on pure He_N, triggered by XUV pulses from a free electron laser [66], see Sect. 10.5.1. There, the TRPES results show signatures for creation of a He bubble around a localized excitation, He^*, on a very similar timescale (\( \approx 500 \) fs) and much faster ejection of the He^* (2.5 ps), which might be related to near-surface excitation and stronger acceleration of He atoms compared to the heavier In.

In summary, the In–He_N experiments provide the first real-time study of the solvation dynamics triggered by photoexcitation of an impurity embedded inside a helium droplet, in contrast to the surface-dopants discussed above (Sect. 10.3.1). The atomic impurities used do not show any internal dynamics on the relevant time scales and are thus ideal probes for the response of the superfluid helium solvent. As a remarkable result, similar solvation and ejection dynamics are found for impurities embedded
inside the droplets, impurities attached to the surface or even for single, directly excited helium atoms in the helium droplet. For molecular dopants, the described solvent-related dynamics—solvation shell expansion, bubble oscillation and dopant ejection—will be superimposed on intramolecular dynamics because electronic excitation is the primary process in photochemical reactions. A mechanistic description of these processes will thus be key to the conception and interpretation of ultrafast photochemical studies inside He$_N$. For larger molecules one can expect less pronounced solvation shell dynamics since excited molecular orbitals may experience less contact to the He surrounding, as indicated by sharp electronic transitions (zero-phonon lines) that are frequently observed for these dopants [67, 68]. A systematic characterization of these processes for different classes of molecules in future experiments will be essential.

10.3.3 Dynamics of Superfluid Droplets Compared to Normal fluid $^3$He Droplets

A fascinating property of helium is its superfluid nature and related dynamics, posing fundamental questions on the existence of such phenomena in confined, nanoscale droplets. Non-dissipative flow has been observed measuring ro-vibrational spectra, confirming superfluidity in nanodroplets [134]. Even in molecular complexes containing only a few helium atoms non-classical inertia has been verified [135]. The experimental results triggered significant interest from theory, leading to a deeper understanding of nanoscopic superfluidity [136–138]. Ultrafast time-resolved studies came into play measuring the vibrational relaxation of attached molecules, indicating evidence for a Landau-critical velocity on the molecular level connected to vibrational motion [35]. Indeed, the Landau velocity was then confirmed from measuring the velocity of ejected dopants [95].

For all such studies, one ideally compares the Bose-Einstein-condensed superfluid $^4$He droplets with $^3$He droplets representing a Fermi fluid. The latter can readily be formed in droplet beam sources (see [3] and references therein). Comparing studies were seminal confirming superfluidity in helium droplets with infrared spectroscopy [134], furthermore, in electronic spectra connected to the structure of zero-phonon lines and phonon wings [139, 140], as well in recent X-ray diffraction imaging experiments [141] and corresponding theory [7, 89, 102]. Femtosecond time-resolve experiments comparing $^3$He droplets have been studied with alkalies as probe species. In laser-induced fluorescence (LIF) spectra of Na atoms, the effect on changing the helium isotope becomes apparent as a significant shift of the spectra [142]. However, in comparison with theory this is well understood from the decreased density of $^3$He and respective binding energies to the helium surface dimple. Differences are even more pronounced in excitation spectra of alkaline earth dopants, providing a sensitive probe of their location [143]. Nevertheless, superfluid dynamics did not show up in
LIF data since observing the electronic excitation probes the environment “frozen” in the ground state configuration.

In time-resolved measurements the formation of RbHe exciplexes has been probed with femtosecond time resolution [21] revealing a faster formation of $^4$HeRb (8.5 ps) compared to $^3$HeRb (11.6 ps). This was a surprising result because intuitively the lighter $^3$He is expected to evolve a faster dynamic. Also from the interaction potentials and a theoretical model, based on the helium tunneling into the bound exciplex configuration, a 40-fold acceleration of forming a $^3$HeRb was calculated [21]. Apparently, the tunneling model does not give the right picture. It was speculated that a difference in the vibrational relaxation when entering the bound molecular potential could be responsible for the different formation times.

10.4 Vibrational Dynamics of Molecular Dopants

Vibrational wave packets (WP) were among the first dynamical processes investigated by time-domain spectroscopy. A vibrational WP in a molecule can be seen as quantum mechanical analogue to classical vibration that, due to its coherent nature, provides insight into both the intrinsic structure of the molecule and its interaction with the environment. In a pump-probe experiment, the pump pulse can launch a WP in the excited electronic state (or the ground state) by simultaneously populating several vibrational levels with a well-defined initial phase. The pulse thus creates a coherent superposition of nuclear eigenstates (Fig. 10.10) [144] that evolves in time and can be tracked by photoionization with the probe pulse, projecting the WP onto the ion continuum. Dependence of the ionization probability and ionization energy on the reaction coordinate (e.g., internuclear distance) yields a periodic modulation of the PE yield and energy, as well as the photoion yield, all at characteristic frequencies that correspond to the energetic distances between excited vibrational

![Fig. 10.10 Generation and observation of vibrational wave packets in a pump-probe experiment](image-url)
states. Dispersion in an anharmonic potential energy curve leads to dephasing and rephasing of the WP at characteristic revival times.

If the molecule is embedded in a dissipative environment, collisions with solvent molecules may cause vibrational relaxations and decoherence (deterioration of the phase relation within the observed ensemble of molecules), resulting in an irreversible loss of modulation contrast. Information about decoherence, energy relaxation or even deformation of the potential energy curve by the solvation shell, can be retrieved from a spectrogram, as obtained from Fourier transformation of the oscillating signal within a sliding time window. Vibrational WPs of small molecules (mostly dimers) in He\(_N\) have been used to probe the He influence on nuclear structure and dynamics, both at the droplet surface and in its interior, which will be discussed separately in the following.

### 10.4.1 Vibrational Wavepackets in Alkali Dimers and Trimers

Alkali diatomic molecules were among the first molecules to be studied by time-resolved laser spectroscopy due to their strong electronic transitions in the NIR and visible (VIS) ranges of the spectrum. Low ionization potentials make alkali dimers accessible to photoionization spectroscopy using comparatively low photon energies and laser intensities. Besides, potential-energy curves can be calculated with high precision, thus facilitating the interpretation of spectroscopic data.

A number of interesting phenomena have been studied using these simple molecules, e.g., wavepacket propagation in spin-orbit-coupled states \[145, 146\], fractional revivals of vibrational wavepackets \[147, 148\], the competition of different ionization pathways \[149, 150\], and isotope-selective ionization \[151\]. Detailed insights into the vibrational dynamics have been obtained by applying new experimental techniques such as photoelectron spectroscopy \[152\] and optimal control schemes using shaped laser pulses \[153\].

Alkali dimers have newly attracted interest due to the recent advances in the formation of ultracold molecules out of ultracold atomic ensembles by means of Feshbach resonances \[154\] and photoassociation \[155\]. These studies require the knowledge of molecular spectra with great precision. However, conventional molecular spectroscopy usually probes molecules in their singlet ground state; triplet states, which play important roles in the physics of ultracold molecule physics, are more difficult to access experimentally.

Alkali dimers are efficiently formed by aggregation of atoms picked up by He nanodroplets. Due to the lower binding energy of alkali dimers in their lowest metastable triplet state (\(\approx 300 \text{ cm}^{-1}\)) compared to the singlet ground state (\(\approx 3000 \text{ cm}^{-1}\)), preferentially triplet dimers remain attached to the surface of the droplets \[12, 156\]. While triplet dimers are oriented parallel to the He surface, singlet states tend to adopt a more erect configuration \[157–159\]. For Li\(_2\) in its triplet state, drastically enhanced vibrational quenching rates were predicted for the triplet state as compared to the singlet ground state \[158, 160\].
Vibrational WP dynamics in triplet states of an alkali dimer attached to a He nanodroplet was observed for the first time using Na$_2$ [23]. No influence of the He droplet on the WP dynamics was observed, likely due to the desorption of the dimer off the droplet prior to the actual pump-probe process. For K$_2$ in singlet states, indications for the influence of the He droplet on the vibrational dynamics [22] were found. Transient modulations of both amplitudes and frequencies of vibrational frequency components were observed, from which the time constant for the desorption dynamics was estimated to range between 3 and 8 ps.

For Rb$_2$ in the triplet states $a^3\Sigma_u^+$ and $1^3\Sigma_g^+$, long-lived vibrational coherences were observed up to pump-probe delays $\gtrsim$ 1.5 ns, see e.g. Fig. 10.11a [25]. Likely, the fast desorption of the excited Rb$_2$ and its low internal temperature facilitates the detection of WP interferences with high contrast, including full and fractional revivals. Fourier analysis of the time traces provides high-resolution vibrational spectra (see Fig. 10.11b, resolution about 900 MHz), which are in excellent agreement with ab initio calculations and of interest for ultracold molecules experiments [161]. Even individual beat frequencies for the two isotopologs, $^{85}$Rb$_2$ and $^{87}$Rb$_2$ were resolved [Fig. 10.11c]. This shows that high-resolution spectroscopic data can be extracted from fs pump-probe experiments on doped He nanodroplets.
By comparing the measured data with theoretical results based on dissipative quantum dynamics calculations, it was found that the most important effect of the He environment is vibrational relaxation causing dephasing and energy dissipation [35, 36]. Alternatively, rotational wavepacket dynamics was considered as a cause of the observed decay of the oscillation amplitude [162]. However, unphysically high rotational temperatures would have to be assumed. Besides, no rotational revival structure was observed, which would show up at delay times around 0.6 ns [36]. The strong dependence of the measured dephasing time on the laser wavelength cannot be rationalized by rotational dynamics, either. However, contributions of rotational dynamics to the fast decay observed at short delays \( \lesssim 0.3 \) ps cannot be excluded.

In the \( \text{K}_2 \) case, the best agreement between theory and experiment was achieved when damping of the WP motion was neglected for slowly moving WPs [35]. Likewise, the WP dynamics of \( \text{Rb}_2 \) was best described by low damping rates for the WP motion in the lower vibrational states \( \nu \lesssim 15 \) of the \( (1)^3 \Sigma_i^+ \) state, whereas higher vibrations were more strongly damped [36]. It is tempting to relate these findings to the critical Landau velocity \( v_L \) for frictionless motion in superfluid He [95]. However, more systematic measurements, in particular for molecules immersed in the bulk of the droplets, are needed to unambiguously assess the role of superfluidity in the damping of molecular vibrations in or on He nanodroplets.

One great advantage of the He nanodroplet isolation technique is that heterogeneous, polyatomic complexes can be formed rather easily and with some degree of control [67]. By multiply doping He droplets with different species, small heterogeneous clusters [34, 163–165] up to core-shell nanoparticles can be aggregated [166, 167]. In this way, the fs spectroscopy studies of alkali dimers were extended to alkali trimers, specifically \( \text{Rb}_3 \), \( \text{Rb}_2\text{K} \), \( \text{RbK}_2 \), and \( \text{K}_3 \) in quartet states [34]. Similarly to the alkali dimers, long-lived vibrational coherences were observed in certain regions of the spectral range accessible by the Ti:Sa laser. Thus, vibrational spectra with a spectral resolution of the order of 0.2 cm\(^{-1}\) were measured. A typical sliding window Fourier spectrum, or spectrogram, recorded on the mass of \( \text{Rb}_3 \), is shown in Fig. 10.12a. The power spectrum of the full pump-probe scan is shown in panel (b). Clearly, distinct frequencies are visible which persist over delay times ranging between \( \approx 10 \) and \( \approx 100 \) ps.

In contrast to the straight-forward assignment of pump–probe power spectra recorded for alkali dimers, the interpretation of the trimer spectra turns out to be much more involved. This is due to the concurrent effect of Jahn-Teller and spin-orbit-couplings in these rather heavy species. Nevertheless, the measured frequencies were assigned to beats of vibrational normal modes in the \( (1)^4 A^2_z \) and \( (2)^4 E' \) states by comparing to \textit{ab initio} calculations. The most prominent lines are the asymmetric stretch and bending modes \( Q_{x/y} \) of the lowest quartet state excited by impulsive Raman scattering, followed by the \( Q_{x/y} \)-modes of the excited electronic states. The symmetric stretch mode \( Q_s \) is only visible in the spectrum of \( \text{Rb}_3 \), whereas it is significantly broadened due to fast dephasing within a few ps. Intramolecular vibrational relaxation, intersystem-crossing or vibrational relaxation by coupling to the He droplet may be the cause of this fast damping.
In summary, very long-lived vibrational coherences over hundreds of picoseconds up to nanoseconds were observed for alkali-molecules attached to the surface of helium nanodroplets. This is in stark contrast to molecules in solution or thin films where decoherence is generally much stronger. Nevertheless, signs of dephasing and decoherence induced by the molecule-droplet interactions were found. Due to the general tendency of excited alkali molecules to desorb from the droplet surface, it is hard to pinpoint decoherence effects based on vibrational interference spectra, though. The high spectral resolution achievable by coherent wavepacket interference spectroscopy combined with the synthesis advantages of helium nanodroplets provide a valuable tool for high-resolution spectroscopy of rare molecular species, as has been shown for high-spin alkali molecules and heterogeneous alkali complexes which are not accessible by other methods.

10.4.2 Vibrational Wave Packets in Solvated Dimers

While vibrational dynamics of alkali molecules on the droplet surface were found to be only weakly influenced by the He environment, as discussed in the previous chapter, the perturbation of fully solvated molecules can be assumed to
be stronger, which might lead to complete suppression of intramolecular dynamics [168]. Recently it could be demonstrated, however, that the He influence on vibrational dynamics of solvated dimer molecules can also be low. Figure 10.13 shows the time-resolved pump-probe photoionization spectra of In$_2$–He$_N$, which contains characteristic signatures of both solvent-related and intramolecular dynamics. By comparison with the In atom dynamics (Sect. 10.3.2), the initial PE peak shift from 0.75 to 0.60 eV within the first picosecond in Fig. 10.13a can be identified as bubble expansion in response to valence electron expansion due to photoexcitation. Also, the ion transients (Fig. 10.13b) show that the electronically excited In$_2^+$ is ejected from the droplet. The slower ion rise compared to the atom, is related to a reduced interaction of the molecular valence electron with the He environment and the larger mass of the molecule.

Intramolecular vibrational WP dynamics are represented as modulation of the PE signal with a periodicity of 0.42 ps (2.42 THz oscillation frequency), as can be seen in the PE spectrum (Fig. 10.13a). The integrated PE yield (Fig. 10.13d, blue curve) shows that the initial WP modulation decays within 10 ps and reappears as full revival between 280 and 300 ps, although with reduced amplitude. The time-dependency of

Fig. 10.13 In$_2$ vibrational wave packet dynamics inside He$_N$ [33]. (a) PE spectrum showing the initial oscillations after photoexcitation. (b) Comparison of the transient In$^+$ and In$_2^+$ ion yields. (c) Spectrogram showing the oscillation frequency obtained from sliding-window Fourier transformation of the initial WP signal (left) and the full revival (right). (d) Integrated PE yield (blue) and oscillation amplitude from sliding-window Fourier transformation (red)
the oscillating signal is shaped by a combination of WP dispersion in the anharmonic potential and decoherence due to He interaction and can be analyzed by sliding-window Fourier transformation. The corresponding spectrograms are shown in Fig. 10.13c and the (normalized) time-dependent amplitude in Fig. 10.13d (red trace).

Since the full revival at 290 ps is observed at times where the excited dimers have left the droplets (see Fig. 10.13b), direct comparison of WP oscillation of solvated In$_2$ inside He$_N$ and bare In$_2$ in gas phase is possible and reveals the decoherence imposed by the He environment. In the He environment, both dispersion and decoherence are active so that the WP oscillation decay proceeds twice as fast [50% decrease within (4 ± 1) ps], as compared to the bare In$_2$ [(7 ± 1) ps] where solely dispersion is active. This comparison allows to estimate a lower limit of the decoherence half-life of about 10 ps. The oscillation amplitude of the revival, however, suggests a longer half-life since the delayed and slow ion yield increase (Fig. 10.13b) indicates average In$_2$–He interaction of several tens of picoseconds, while the oscillation amplitude of the revival has decayed to only 20% of the initial value. The fact that the same oscillation frequencies are observed for solvated and bare In$_2$ indicates that the distortion of the excited potential energy curve is not significant for this excitation energy, and that no phase-conserving vibrational relaxation takes place. Further experiments are required in order to test for potential energy distortions at higher energies and to identify the contributions of elastic dephasing and vibrational energy relaxation [113].

Comparison of these long decoherence times (tens of picoseconds) to the much faster decoherence in conventional solvents, typically hundreds of femtoseconds to few picoseconds in special cases [169], underlines the superiority of superfluid He as a solvent. This low interference with nuclear motion can be rationalized by considering the In$_2$ molecule and its surrounding He bubble as coupled oscillators that interact only weakly due to their different oscillation periods (In$_2$: 0.42 ps, bubble: ≈ 30 ps, see Sect. 10.3.2). Also, the In$_2$ oscillation energy of 80 cm$^{-1}$ significantly exceeds the elementary excitations of He$_N$ (phonons and ripplons) [67]. These results indicate that molecular systems that exhibit a slow decay of nuclear coherence in gas-phase can now be investigated in a thermal bath environment.

In summary, the In$_2$–He$_N$ experiments provide an impressive example for the preservation of vibrational coherence in a fully solvated molecule despite the disturbance of the helium bath. The vibrational coherence is preserved even while the molecule propagates through the medium and gets ejected. This enabled a direct comparison of the coherent WP motion for the solvated and free gas-phase molecule. In future experiments it will be interesting to examine the influence of additional mediator atoms or molecules on the WP properties of the In$_2$–He$_N$ system. It will be straightforward to monitor alterations of the decoherence time and probably oscillation frequency as function of amount and interaction strengths of mediator particles.
10.5 Dynamics of Highly Excited Helium Droplets

He nanodroplets are particularly attractive as model systems for studying the photodynamics of finite-size condensed-phase systems, both experimentally and theoretically [5, 66, 89]. (i) He atoms have a simple electronic structure which simplifies electron spectra and model calculations; (ii) interatomic binding is extremely weak which allows one to neglect chemical binding; He droplets can essentially be treated as assemblies of unperturbed atoms; (iii) the structure of He nanodroplets is homogeneous and nearly size-independent due to their superfluid nature; this avoids the congestion of spectra by multiple phases and structures as it is the case for solid clusters [170, 171]. Furthermore, exploring transient phenomena associated with superfluidity is a particularly fascinating aspect of time-resolved He nanodroplet spectroscopy [5, 31, 66, 95, 172].

There are essentially two experimental approaches to studying the dynamics of excited and ionized He nanodroplets: Electron bombardment and resonant absorption or ionization by extreme ultraviolet radiation (XUV). Electron bombardment in combination with mass spectrometry is a well-established technique; positive and negative ions of both He and dopants can be created relatively easily [173–176]. However, the energy resolution is rather limited in such experiments and so far no time-resolved measurements have been reported.

The first XUV experiments were performed by the group of Toennies et al. in Berlin using synchrotron radiation (BESSY I) [177]. This mass spectrometric study established the key aspects of photoionization dynamics of He droplets: Ionisation occurs not only by direct electron emission at photon energies exceeding the ionization energy of He atoms \( E_i = 24.6 \text{ eV} \) but also by autoionization at photon energies in the range \( 23 \text{ eV} \lesssim h\nu \leq E_i \). The dominant ionisation products in this regime are \( \text{He}_2^+ \) ions and small \( \text{He}_n^+ \) clusters as well as large cationic clusters with \( n \gtrsim 10^3 \). In doped droplets, the dopants are ionized indirectly by a Penning ionization-like process through \( \text{He}^* \) ‘excitons’ whereas no evidence for direct photoionization of dopants was found.

At \( h\nu \leq E_i \), \( \text{He}^+ \) ions are formed in the droplets which first undergo resonant charge hopping (19-35 fs per hop) over a distance of 3.1 Å before localizing by forming \( \text{He}_2^+ \) [178, 179]. Alternatively, when a dopant is present in the droplet, the \( \text{He}^+ \) can localize by charge transfer ionization of the dopant [180, 181]. The excess energy is carried away by emission of a photon (radiative charge transfer, RCT [182]). In many cases, this reaction leads to the ejection of the dopant ion or a complex of the dopant ion with He atoms. A more intricate variant of charge transfer ionization is electron-transfer mediated decay (ETMD) [183], where the excess energy is transferred back to the electron-donating dopant or to a third particle nearby. RCT and ETMD have been studied in doped He nanodroplets for various alkali and alkaline earth dopants [82, 84, 86, 184].

These studies were refined in a series of synchrotron experiments carried out by D. Neumark and coworkers in Berkeley. By applying photoion and electron imaging detection, further insights into the relaxation of photoexcited or ionized
He droplets were obtained [185–187]. In particular, extremely low-energy electrons were observed in the regime of He droplet autoionization, whereas for $h\nu > E_i$, electrons had as much as 0.5 eV higher kinetic energy than those from atomic He at the same photon energy. By implementing photoelectron–photoion coincidence (PEPICO) imaging detection at the synchrotron facility ELETTRA in Trieste, these studies were further extended in the direction of interatomic Coulombic decay (ICD) processes [79, 80, 82–84, 86, 184, 188–190], see Sect. 10.5.2 as well as photoelectron spectroscopy [189–191]. In these studies, the role of the He droplets was to serve as an inert substrate that prepares a molecular complex in its vibronic groundstate; the reaction was then initiated by the interaction with an energetic He* or He+ created in the droplet.

Complementary synchrotron experiments were carried out by the group of Möller et al. in Hamburg using fluorescence detection of excited pure He nanodroplets. Sharp atomic and molecular lines in the emission spectra indicated the localization of droplet excitation on an excited He atom (He*) or He2 excimer, and the formation of void bubbles around them [192–194]. Relaxation into lower-lying singlet and even triplet states was observed; the latter were induced by electron-ion recombination in the droplet autoionization regime [192]. Upon excitation of highly-lying electronically excited states, unusual Rydberg states located at the surface of He nanodroplets were evidenced by time-correlated fluorescence spectroscopy [195].

### 10.5.1 Time-Resolved XUV Spectroscopy of Pure He Nanodroplets

Time-resolved spectroscopy of He nanodroplets first became possible thanks to the development of XUV light sources based on high-harmonics generation of intense NIR laser pulses. In a series of XUV-pump and NIR-probe experiments, the Berkeley group succeeded in tracing the relaxation dynamics of resonantly excited pure He nanodroplets [5]. By imaging the emitted electrons [63–65] and ions [65, 196, 197] following excitation of the $1s4p$-correlated state of the droplet ($h\nu = 23.6 \pm 0.2$ eV), intra-band and inter-band relaxation into lower lying droplet states was inferred, leading to the expulsion of free He* Rydberg atoms. Specifically, He atoms in orbitally aligned $1s4p$-states and in unaligned $1s3d$ states were found to be the dominant fragments. The ejection timescales of atoms in $1s4p$ and $1s3d$-states were $\lesssim 120$ fs and $\approx 220$ fs, respectively. The component of very low-energy electrons associated with droplet autoionization was observed with a rise time of 2–3 ps.

With the advent of intense XUV and X-ray radiation sources provided by free-electron lasers (FELs), it has become possible to excite, ionize, and even directly image He nanodroplets by intense XUV or X-ray pulses [101, 198–200]. In the following we discuss recent experiments that systematically studied the relaxation of He nanodroplets resonantly excited into the lowest absorption band using tunable XUV-FEL pulses [66]. Owing to the use of UV probe pulses ($3^{rd}$ harmonic of the
Ti:Sa laser), all final states of the relaxation could be detected. The He droplets in the $1s2p$-correlated state was found to undergo ultrafast interband relaxation to the $1s2s$ state. Subsequently, the excitation localizes by forming a bubble around a localized excited atom, He*, in either of the two metastable $1s2s \, ^1S$ or $^3S$ states. Eventually, the He* is transported to the droplet surface where it is ejected or where it resides in a dimple prior to forming a He*$_2$ excimer [173]. The interpretation of the measured high-resolution TRPES is supported by TDDFT simulations carried out by the group of M. Barranco. They essentially confirm a three-step relaxation process: Ultrafast electron localization, electronic relaxation into metastable states, and the formation of a bubble, which eventually bursts at the droplet surface, thereby ejecting a single excited He atom.

Figure 10.14a and b schematically depict the pump-probe scheme used to excite pure He nanodroplets into the $1s4p \, ^1P$ state at $h\nu = 23.8$ eV. The tunable XUV pulse is generated by the seeded FEL FERMI, Trieste [202]. The relaxation dynamics is probed by TRPES using a time-delayed near-UV pulse with a photon energy $h\nu' = 3.1$ eV. The grey shaded area in (a) depicts the absorption spectrum of medium-sized He nanodroplets measured by fluorescence emission [203]. The pump and probe photons are represented as red and blue vertical arrows, respectively. The dotted curved arrows indicate the relaxation into lower excited states of the droplet or free atoms.

Typical photoelectron spectra recorded for pump-probe delays up to 150 ps are shown in Fig. 10.14c [201]. The bright red dot at zero delay and electron energy $\approx 2.3$ eV is due to 1+1 resonant two-photon ionization of the droplet $1s4p$ excitation, whereas all features at delays $> 0.3$ ps are due to 1+2 three-photon ionization as the excited-state population relaxes into $1s2s, p$ states within $\lesssim 1$ ps. Thereafter, the population accumulates in the metastable $1s2s \, ^1S, ^3S$ atomic states. The $1s2s \, ^3S$ metastable triplet state is most likely formed by electron-ion recombination following droplet autoionization [192, 195]. The low-energy component in the electron spectrum is due to He-droplet autoionization [185]. The subsequent relaxation of the $1s2s$ states proceeds as in the aforementioned case of direct optical excitation [66].

Thus, despite the extremely weak binding of the He atoms in the droplets and the superfluid nature thereof, energy dissipation is very efficient; up to 4 eV of electron energy is dissipated within 1 ps by intraband and interband relaxations, i.e., the coupling of electronic and nanofluid nuclear degrees of freedom [66]. Note that the electron spectra contain replicas of the discussed features at multiples of the probe photon energy (not shown). These peaks are due to above-threshold ionization (ATI) induced by the absorption of multiple probe photons by helium nanodroplets containing several electronically excited states. When comparing to ATI electron spectra of excited helium atoms, ATI is found to be drastically enhanced in excited helium nanodroplets. The enhancement of ATI in multiply excited helium nanodroplets is attributed to laser-assisted electron scattering and a collective coupling between the excited helium atoms within the droplets [204].

In future experiments and model calculations, the initial step of the localization of the droplet excitation on one individual atomic center should be studied in more detail. At present, neither the range of delocalization, nor the time scale of the collapse
of the initial delocalized state is known. Only for small He clusters has the vibronic relaxation dynamics been addressed theoretically [205]. Shorter pulses, as provided by XUV attosecond sources, will be instrumental for resolving this type of excitonic dynamics in He nanodroplets and in other nanoclusters [206].
10.5.2 Interatomic Coulombic Decay Processes in Doped Helium Nanodroplets

A number of indirect ionization processes have been evidenced in recent synchrotron studies, all of which are related to interatomic Coulombic decay (ICD) [207–209]. This term, first introduced by Cederbaum et al. in 1997 [210], subsumes various autoionization channels occurring in weakly bonded matter, in which not only the initially excited state, but also neighbouring atoms or molecules take part. ICD has mostly been studied using rare-gas dimers and clusters as model systems, but more relevant condensed phase systems such as liquid water comes more and more to the fore, in particular in view of the possible relevance of ICD for radiation damage in biological matter [211–213].

In He nanodroplets, these processes rely on the interatomic transfer of charge or energy within the droplet [79, 179, 214] or between the excited or ionized He droplet and a dopant particle [82–84, 187–189]. Some of these processes lead to efficient double ionization of the He droplet or the dopant following absorption of a single photon [80, 86, 184]. Recent experiments at the XUV FEL FERMI, Trieste, further extended these works to collective autoionization processes of multiply excited He nanodroplets irradiated by intense, resonant XUV pulses [215–218]. Pure and doped He nanodroplets have also attracted the interest of theoreticians as testbeds for ICD investigations [219–221].

When only a few excitations are present in one He droplet, autoionization proceeds according to the ICD mechanism \( \text{He}^* + \text{He}^* \rightarrow \text{He} + \text{He}^+ + e^-_{\text{ICD}} \), first proposed by Kuleff et al. for the neon dimer [222]. The ICD electrons are created with a characteristic energy around 16 eV, as this process predominantly involves pairs of 1s2s-relaxed \( \text{He}^* \) located at short interatomic separation. TDDFT simulations indicate that the ICD rate is enhanced by the merger of the bubbles around the two adjacent \( \text{He}^* \), thereby pushing them even closer together [99].

Indeed, electron spectra recorded for multiply excited He nanodroplets display a clear peak at 16.6 eV, see Fig. 10.15a. Note that for increasing XUV intensity, this peak broadens and shifts towards lower energy. In addition, a low-energy component gains in intensity, which is indicative for thermal electron emission. Both features mark the transition of the multiply-excited He nanodroplet into a nanoplasma, which in this case is induced by collective autoionization [215, 218]. The collective Coulomb potential of the evolving nanoplasma tends to down shift the energy of emitted electrons [53].

To directly measure the ICD rate, the same pump-probe scheme as described before was applied for slightly higher pulse energies [Fig. 10.14a]. By photoionizing the \( \text{He}^* \) with the probe pulse, the population of \( \text{He}^* \) pairs was depleted, thereby interrupting the ICD process. Indeed, the yield of ICD electrons becomes minimal around a delay of 200 fs, while the yield of electrons emitted by photoionizing \( \text{He}^* \) reaches a maximum, see Fig. 10.15b. From the subsequent rise of the ICD signal the time scale of ICD in this system was deduced by comparing with a simple Monte-Carlo simulations [solid lines in Fig. 10.15b]. ICD was found to be surprisingly fast.
Fig. 10.15  (a) Electron spectra recorded for He nanodroplets irradiated by resonant XUV pulses at variable intensity. The peak around 16 eV indicates ICD of pairs of He\(^*\). Peak broadening at increasing intensity is due to the formation of a collective Coulomb potential as the droplet evolves into a nanoplasma. Based on results reported in [218]. (b) Yields of electrons created by photoionization (PI) of He\(^*\) and of ICD electrons as a function of XUV-pump and UV-probe delay. The minimum in the ICD trace is due to the transient depletion of He\(^*\), thereby suppressing ICD. Based on results reported in [99].

This counterintuitive result is rationalized by the relatively strong interatomic attraction acting between two He\(^*\) and the merger of bubbles around two interacting He\(^*\). The strong distance dependencies of these two effects makes the ICD rate extremely sensitive to the initial separation of the He\(^*\) pairs; those pairs with small initial separations \(\lesssim 10\) Å decay very effectively, whereas all other He\(^*\) are likely to be ejected out of the droplets before getting sufficiently close to one another to decay by ICD.

In summary, He nanodroplets are attractive targets for studying ICD processes as they bridge the gap between van der Waals molecules and condensed phase systems. Both homogeneous and heterogeneous ICD processes have been evidenced in pure and doped He droplets, respectively. Using intense ultrashort XUV-FEL pulses, the dynamics of a resonant ICD process was measured for the first time in a condensed-phase system using He nanodroplets. The unexpectedly short ICD time was rationalized by the peculiar quantum fluid dynamics of He droplets. In future experiments it appears promising to apply the technique of pump-probe depletion of excited-state populations for elucidating the dynamics of other types of ICD processes, including those that involve dopant atoms and molecules.
10.5.3 Dynamics of Helium Nanoplasmas

Helium nanodroplets are mostly used for isolating molecules at low temperature in a transparent and extremely inert environment. The particularly favourable properties of He droplets originate in the extremely high excitation and ionisation energy in combination with the extremely low droplet temperature and the resulting superfluid state. These properties make He droplets the ‘ideal spectroscopic matrix’ [3, 67]. In contrast, doped He nanodroplets can turn into a highly reactive medium, a so-called nanoplasma, when illuminated by intense ($\gtrsim 10^{15}$ Wcm$^{-2}$) NIR laser pulses. Alternatively, multiple excitation by intense resonant XUV pulses also leads to the formation of a nanoplasma due to collective autoionization—a combination of ICD and inelastic scattering processes [215–218].

At first glance, He droplets appear less suited for studying nanoplasmas due to the high threshold intensity needed for singly ionizing He at 800 nm wavelength ($1.5 \times 10^{15}$ Wcm$^{-2}$ [223]), and due to the small number of two electrons each He atom can at most contribute to building up a nanoplasma. However, He droplets doped with heavier species have recently revealed a diverse strong-field ionization dynamics resulting from the extremely large differences in ionization energies of the dopants and the He host medium. The controlled location of dopants inside or at the surface of the droplets adds another control parameter for nanoplasma ignition [224].

Initiated by tunnel-ionization of the dopant atoms acting as seeds, a He nanodroplet evolves into a nanoplasma, a highly ionized collective state, which can greatly enhance ionisation and fragmentation of the embedded dopants [47, 49, 50, 52, 225]. Alternatively, an ionizing XUV pump pulse preceding the driving NIR pulse can be used to ignite the nanoplasma, as recently demonstrated for pure argon clusters [226]. The intense NIR probe pulse acts as a strong time-varying external driving field which forces the seed electrons into oscillatory motion within the cluster. The resulting electron-impact ionization in the field of the created ionic cores enhances the build-up of a confined plasma-like state. During this laser-driven ionization process, a large fraction of electrons released from their parent atoms remain trapped in the space charge potential of the cluster (inner ionisation). The critical phase of light-matter interaction sets in as the plasma expands and the dipolar eigen-frequency of the plasma (‘plasmon resonance’) meets the frequency of the driving laser field [227, 228]. Under such resonance conditions, the nanoplasma becomes highly light absorbing. Consequently, the nanoplasma heats up dramatically and emits electrons and ions (outer ionisation). Very high ion charge states, electron energies up to multi-keV and ion kinetic energies up to MeV, and even XUV and X-ray photons have been detected [227, 228].

The first strong-field ionization experiments were carried out by the Rostock group using metal cluster-doped He nanodroplets. The focus was mainly on the charging of the embedded metal cluster rather than on the dynamics of the He nanoplasma. Single intense laser pulses of variable duration as well as dual pulses were used, and soon a significant influence of the He environment on the ionization dynamics of the metal core was realized [45, 229]. The condition for resonant charging was reached earlier
Fig. 10.16 (a) Yields of He ions as a function of delay between two intense NIR pulses of \( \approx 10 \) fs duration. The mean droplet size was 15,000 He atoms, and the mean number of Xe dopants is 15; based on results reported in [51]. (b) He ion yields for He droplets doped with about 30 Ar atoms as a function of the delay between a soft X-ray (250 eV) pump pulse and an intense NIR probe pulse in time than for the bare metal cluster, due to more efficient initial non-resonant charging of the metal core in the presence of the He environment that supplied additional electrons generated by electron-impact ionization of He shell. This lead to a faster expansion and thus to an earlier resonant matching of the plasmon and the photon energies. As a further consequence of the metal–He interaction in large droplets, caging of fragments was observed, which induced the reaggregation of the metal clusters [45].

The active role of the He shell in the strong-field ionization process of doped He nanodroplets was confirmed by classical molecular dynamics (MD) simulations [47–49, 51, 224, 225]. A direct manifestation of the strong dopant-He coupling in the nanoplasma state is the observed efficient charging of Xe dopants up to Xe\(^{21+}\), by far exceeding the charge states reached for free Xe atoms or Xe clusters of the size of the dopant cluster at the used NIR intensities \( \approx 10^{15} \) W cm\(^{-2}\) [52, 225]. The delay-dependent nanoplasma absorption and the electron energies were predicted to feature two maxima due to distinct resonance conditions of the dopant and the He nanoplasma components which are met at different times in the course of the expansion [47, 48].

In NIR pump-probe experiments, a plasmon resonance feature was clearly visible in the transient He\(^+\) and He\(^{2+}\) ion yields [51], see Fig. 10.16a, and in TR-PES [52]. The maximum shifted from a delay time of 100 fs for small He nanodroplets, He\(_N\), \( N \approx 6000 \), to about 500 fs for \( N \approx 15,000 \), in good agreement with MD simulations [51]. The efficiency of the dual pulse scheme for igniting and driving a nanoplasma in doped He nanodroplets was confirmed by applying an optimal control scheme to enhance the strong-field induced emission of highly charged atomic ions from embedded silver clusters [46].

More detailed insight into the dynamics of a NIR-ignited He nanoplasma was recently obtained by following in time the energy of Auger electrons emitted by a
correlated electronic decay process akin to ICD inside the nanoplasma [53]. Similar correlated decay processes have recently been observed for nanoplasmas induced in heavier rare gas clusters [230, 231]. The delay-dependent shifting of Auger electron energies and above-threshold ionization (ATI) peaks by more than 15 eV reflects the evolution of the collective Coulomb potential created by the He nanoplasma through electron emission on the time scale of tens of ps. Single-shot electron velocity-map images of He nanoplasmas display large variety of signal types, most crucially depending on the cluster size [232]. The common feature is a two-component distribution for each single-cluster event: a bright inner part with nearly circular shape corresponding to electron energies up to a few eV, surrounded by an extended background of more energetic electrons.

In a recent experiment carried out using the FEL FLASH at DESY in Hamburg, a nanoplasma was ignited by irradiating doped He nanodroplets with soft x-ray ($h\nu = 250$ eV) pump pulses and time-delayed NIR probe pulses [233]. Fig. 10.16b shows the measured He$^+$ and He$^{2+}$ ion yields. In contrast to the experiments that employ NIR dual pulses, here the X-ray pump pulse selectively inner-shell ionized the dopant cluster owing to the much larger absorption cross section of the dopants (Ar, Kr, Xe) compared to He. Classical MD simulations indicated that the pronounced maximum of the He ion yields at a delay of about 200 fs was partly due to the plasmon resonance, and partly to electron migration from the He shell to the highly charged dopant-cluster core leading to a transient increase of the total number of quasi-free electrons present in the cluster volume due to electron-He collisions. The MD simulations, which reproduced the experimental pump-probe curves, also showed that the expansion of an X-ray-ionized Ar cluster embedded in a He nanodroplet is strongly damped compared to a free Ar cluster of the same size. Thus, He droplets act as efficient tampers that slow down the explosion of embedded nanostructures, a property that could be exploited for improving coherent diffraction images [234].

In another recent FEL-based experiment, the dynamics of strong-field induced nanoplasmas in He droplets were probed using single-shot, single-particle fs time-resolved X-ray coherent diffractive imaging (CDI) at the Linac Coherent Light Source (LCLS) [235]. NIR-induced nanoplasma formation and subsequent droplet evolution were probed by delayed X-ray pulses ($\approx 100$ fs, $h\nu' = 600$ eV). Delay-dependent CDI patterns revealed distinct dynamics evolving on multiple timescales.

To summarize this section, a He nanodroplet can be turned from a weakly-interacting cryo-matrix into a highly charged, highly reactive nanoplasma by irradiation by intense NIR or XUV pulses. The strong-field ionization dynamics turns out to be extremely non-linear and highly sensitive to the presence of dopants owing to the large difference in ionization energies between dopants and the He host droplet. The characteristic pump-probe dynamics is a time-delayed absorption resonance associated with the evolution of a collective plasmon resonance. Still open questions pertain to the mechanisms and dynamics of the early phase of nanoplasma ignition and the late stage of recombination of electrons and ions during the expansion of the nanoplasma. In the latter phase, highly excited atoms and ions are populated which can in turn interact and decay by ICD-like processes. Furthermore, the enhanced emission of highly directional energetic electrons by plasmonic enhance-
ment effects [236, 237], as recently observed with heavier rare-gas clusters, might be efficient for He nanodroplets as well. The property of He nanodroplets to act as a tamper that protects embedded molecules and nanostructures against ultrafast charging and fragmentation makes them interesting for single-shot X-ray coherent-diffraction imaging, a new technique that bears enormous potential for bio-molecular imaging and nanoscience [238, 239].

10.6 Coherent Multidimensional Spectroscopy in Helium Nanodroplets

Regarding the ultrafast spectroscopy concepts applied to helium nanodroplets, we have so far discussed time-resolved photoion and photoelectron spectroscopy. In these experiments, the attainable time and frequency resolution is directly given by the duration and spectral width of the pump and probe pulses. Furthermore, a well-defined phase relation between pump and probe pulses is not required which simplifies the demands on the optical setup.

This is in contrast to ultrafast coherent control and quantum interference spectroscopy methods [240, 241]. Here, phase-locked pulse sequences are applied and the quantum interference between different excitation pathways is probed or controlled. While coherent control is a topic of high interest in many fields [242], the focus of this contribution lies on spectroscopic applications. Quantum interference spectroscopy bears the advantages of a high time-frequency resolution as well as the capability to selectively probe specific signal contributions by appropriate design of the pulse sequences. Examples are the detection of multiple-quantum coherences which provide a highly sensitive probe for inter-particle interactions [37, 243] or photon-echos giving insight into ensemble inhomogeneities [244]. Established methods involve WP interferometry and coherent multidimensional spectroscopy (CMDS).

10.6.1 Spectroscopic Concepts of Wave Packet Interferometry and Coherent Multidimensional Spectroscopy

The concept of WP interferometry has been applied in many different experiments to probe and control the dynamics of various quantum systems, as discussed in two review articles [241, 245]. The terms WP interferometry and quantum interference spectroscopy are often used equivalently. Depending on the investigated system, the experiment may be more intuitively described by the interference of WPs or quantum pathways excited in the system. In the following we will apply the quantum pathway picture. Figure 10.17 shows the basic concept. Pump and probe pulses each excite a specific pathway in the system (Fig. 10.17a) leading to the same final state population. Since both pathways propagate along different states during the pump-probe delay
Fig. 10.17 Wave packet interferometry scheme. (a) Pump-probe pulses excite two different quantum pathways leading to the same final state. The interference between the pathways depends on the different phase factors accumulated during the pump-probe delay $\tau$. (b) Schematic time-domain signal for the case of six excited states, as in (a). Oscillations reflect the constructive/destructive pathway interference. (c) Fourier transform of the signal, yielding the absorption spectrum of the system (blue) along with the laser spectrum (gray).

$\tau$, they accumulate different phases, giving rise to an alternating constructive and destructive interference pattern in the signal with a periodicity of $2\pi/|\omega_e - \omega_g|$ (Fig. 10.17b). At the same time the overall decay of the signal amplitude reflects dephasing and decoherence effects. Hence, the fringe pattern contains the information of an absorption spectrum, which is obtained by a Fourier transform of the signal (Fig. 10.17c). With this approach, the spectral resolution is given by the length of the time-domain signal and is thus decoupled from the spectral width of the laser spectrum. As such, state-resolved information can be gained even for broadband pulse spectra covering many resonances in the system.

There is a conceptual similarity to the detection of coherent vibrational WP oscillations discussed in several examples in Sect. 10.4. In these experiments, the propagation of vibrational wave packets along an electronic potential energy surface is probed. A Fourier analysis of the WP beating provides in analogy spectral information beyond the frequency resolution given by the femtosecond pulses. This scheme is primarily sensitive to the system’s vibrational and rotational degrees of freedom, whereas WP interferometry also maps the electronic properties of the system including vibrational-electronic couplings.

In terms of dynamics, WP interferometry provides limited information. The method can only monitor changes of WPs within the Frank-Condon window between the ground and excited state. Processes such as the decay of WPs into new states or the transient change of the potential energy surface due to chemical reactions or perturbations by the environment may be hidden. In contrast, non-interferometric pump-probe experiments as discussed further above can offer a much enhanced observation window and dynamics can be monitored over a large parameter space. The situation is different if additional probe laser pulses are added to the WP interferometry scheme. These pulses may then probe the state of the system outside of the ground-excited state Frank-Condon window and thus extend the observation window for the system dynamics.
CMDS is an example for a particular powerful nonlinear extension of WP interferometry. This method greatly improves the information content deductible from ultrafast spectroscopy experiments [246–248]. CMDS combines the resolution advantage of WP interferometry with the extended sensitivity to dynamics known from classical pump-probe spectroscopy. The result is a nonlinear spectroscopy scheme which features several spectroscopic advantages not simultaneously present in any other technique. These include the direct spectroscopic access to couplings and relaxation pathways in the probed sample, the high time-frequency resolution as well as the capability to reveal system-bath interactions and inhomogeneities in real-time.

There are many variants of CMDS in terms of spectral range, detection scheme and number of excitation pulses [249]. A detailed description of all aspects is beyond the scope of this book. Here, we will restrict our discussion on population-detected two-dimensional (2D) spectroscopy in the VIS spectral domain, which probes electronic transitions. This is the only variant so far applied to helium nanodroplet samples [250] and can be readily explained in the framework of WP interference.

In the 2D version of CMDS, the method basically correlates two WP interferometry measurements, each performed by a phase-locked pulse pair (Fig. 10.18a). Performing a 2D Fourier transform of the data with respect to the time delays $\tau$ (between pulse 1 and 2) and $t$ (between 3, 4), yields a 2D frequency-correlation spectrum (Fig. 10.18c), hence the name multidimensional spectroscopy. These spectra show the frequency-resolved absorption (x-axis) directly correlated to the frequency-resolved/detection (y-axis) of the sample. In addition, the time delay $T$ in between the two WP interferometry experiments probes the time evolution of the system. Due to the underlying interferometric measurement scheme a high time-frequency resolution is achieved which automatically adapts to the time scales and spectral linewidths of the system [251].

The interaction of the quantum system with the four-pulse sequence gives rise to a multitude of nonlinear signals (examples shown in Fig. 10.18b). To categorize the signals, it is convenient to adapt the common terminology from transient absorption spectroscopy: stimulated emission (SE) and excited state absorption (ESA) signals both probe the excited state, whereas ground state bleach (GSB) signals probe the ground state properties. ESA pathways involve transitions to higher-lying states and contribute with negative amplitude to the spectra, while SE and GSB contribute both with positive amplitude$^1$.

The 2D spectra can be interpreted as follows: (i) spectral peaks on the diagonal reflect the linear absorption spectrum, however with the additional information of 2D line shapes, directly dissecting the inhomogeneous (along diagonal) and homogeneous (along anti-diagonal) broadening in the system. Hence, time-resolved information about the system-bath interactions can be directly gained from the line shape analysis [244, 254]. (ii) Off-diagonal peaks (termed cross peaks), indicate couplings between different states and energy relaxation (peaks AB and BA in Fig. 10.18c). This

---

$^1$ While this is the case in the photoionization 2D spectroscopy experiments presented here, the different sign of ESA and SE/GSB amplitudes is not strictly given in all detection schemes [252, 253]
Fig. 10.18  The principle of 2D spectroscopy. (a) Pulse sequence exciting the sample. Pulses 1, 2 and 3, 4 form phase-locked pulse pairs to perform two correlated WP interferometry experiments (WPI 1,2), whereas the time evolution of the system is probed in between the pulse pairs. (b) Model energy-level system along with a selection of possible nonlinear signals induced by the four-pulse sequence. SE: stimulated emission, GSB: ground-state bleach, ESA: excited-state absorption. (c) 2D frequency spectrum obtained from a 2D Fourier transform of the signal. Peaks A and B on the diagonal represent the $|g\rangle \leftrightarrow |a\rangle$, $|b\rangle$ resonances. Their 2D lineshapes reflect the inhomogeneous and homogeneous linewidth along the diagonal and antidiagonal, respectively. Peak C denotes an excited state absorption from $|a\rangle$ to the higher-lying state $|c\rangle$. AB and BA denote cross peaks which reflect couplings between states $|a\rangle$ and $|b\rangle$. (d) Projection of the 2D spectrum onto the x-axis, resulting in a one-dimensional spectrum as it would be measured with conventional absorption spectroscopy.
greatly simplifies the identification of relaxation pathways and allows to follow the relaxation dynamics in real-time [255–257]. (iii) Transitions to higher-lying states (ESA) contribute with negative amplitude and are thus readily identified (peak C in Fig. 10.18c). All this information is difficult to deduce from one-dimensional spectroscopy, where 2D lineshape information is not available and cross peaks overlap spectrally with diagonal features. This is schematically expressed by a projection of the 2D spectrum onto a single axis (Fig. 10.18d).

CMDS has been so far mainly applied in the condensed phase where the method has achieved considerable success, as highlighted in several review articles [246–248, 254, 258, 259]. Certainly, the advantages of CMDS are also very beneficial in the gas phase, in particular in more complex gas phase samples, such as species embedded in helium nanodroplets offering the study of intra/inter-molecular dynamics and peculiar system-bath interactions. However, an extension of CMDS to the gas phase has been so far vastly impeded by the difficult signal-to-noise challenge due to the low sample densities predominant in gas phase experiments. Over the last years, Bruder and Stienkemeier et al. have developed a specialized experimental approach [250] to solve this issue, which is outlined below.

### 10.6.2 Resolving the Experimental Challenges

The implementation of CMDS experiments faces two major signal-to-noise challenges. On the one hand, CMDS is a nonlinear spectroscopy scheme. Thus, a high dynamic range is required to uncover the weak nonlinear signals from dominant linear signals and general background noise. To give some numbers, in CMDS experiments of doped helium nanodroplet species, background signals are typically one to three orders of magnitude larger than the CMDS signal. On the other hand, the underlying interferometric measurement scheme adds an additional noise source stemming from phase jitter between the optical pulses. Sub-cycle phase stability is demanded, which implies a reduction of optical pathlength fluctuations to \( < \lambda /50 \) [260], a value that is very hard to achieve with conventional interferometers. This requirement also applies to coherent control and WP interferometry experiments, however, in CMDS it scales with higher order due to the nonlinear WP interferometry scheme.

Several techniques were developed which solve these issues in the condensed phase, as summarized in Ref. [249]. Out of these methods, the phase modulation technique developed by Marcus and coworkers [261, 262] is most suitable for the application in helium droplet beam experiments for several reasons. It provides efficient phase stabilization to reduce phase jitter, extraordinary sensitivity by incorporating lock-in detection and it can be combined with efficient photoionization detection schemes [37, 243]. It is also compatible with high power, high repetition rate (> 100 kHz) laser systems which improve statistics while avoiding saturation of optical transitions and detectors.

The phase modulation technique is shown in Fig. 10.19. Precise phase beatings are imprinted in the optical pulse sequence which transfers to a characteristic ampli-
Fig. 10.19 Phase modulation scheme to improve phase stability and sensitivity in 2D spectroscopy experiments. A sequence of four laser pulses excites the sample. Four acousto-optical modulators (AOMs) shift the carrier envelope phase $\phi_i$ of the individual laser pulses in each laser cycle by a well-defined value, which results in a continuous modulation of the quantum interference signals. A lock-in amplifier is used for demodulation. An optical interference signal is coupled-out from the optical setup for referencing the lock-in demodulation process.

The advantages of the phase modulation technique are demonstrated in Fig. 10.20, showing a comparison between conventional and phase-modulated WP interferometry of a rubidium-doped helium nanodroplet sample [37]. With the spectral bandwidth of the femtosecond laser, the $5S_{1/2} \rightarrow 5P_{3/2}$ (D$_2$ line) as well as the $5P_{3/2} \rightarrow 5D_{5/2,3/2}$ atomic transitions in Rb are resonantly excited and detected by 1+2 REMPI combined with mass-resolved ion detection. The quantum interference signals in the time domain exhibit rapid oscillations corresponding to the constructive and destructive interference of excitation pathways induced as a function of the pump-probe delay. As a striking feature, the oscillation period in the phase-modulated WP interferometry measurements is more than a factor of 100 larger compared to the conventional technique (Fig. 10.20a,b), which is due to the rotating frame detection. Hence, much sparser sampling of the signal is possible while deducing the same amount of information.

A Fourier transform yields the absorption spectrum revealing a drastic difference in the signal-to-noise performance of both experiments. In the conventional WP interferometry, the atomic resonances can only be qualitatively identified due to the strong phase jitter on the signal. In contrast, the phase modulation approach delivers a highly resolved spectrum with excellent signal-to-noise ratio. Obviously, the frequency spectrum precisely resembles the signature of free gas-phase Rb atoms without any sign of droplet-induced perturbations, implying that the current
Fig. 10.20 Performance comparison between phase-modulated and conventional WP interferometry. Time domain WP interferometry signals obtained with the phase modulation technique (a) and without (b) showing the first 4 ps of the signal. (c), (d) Respective Fourier transforms of the full data set (50 ps length). In (c), the scales on the top/bottom show the rotating frame and the up-shifted frequency axis, respectively. Dashed vertical lines indicate the atomic resonances: $5S_{1/2} \rightarrow 5P_{3/2}$ and $5P_{3/2} \rightarrow 5D_{3/2,5/2}$. Adapted from [37]—Published by the PCCP Owner Societies. Licensed under CC BY 3.0

experiment is predominantly sensitive to already desorbed atoms. As mentioned above, this is explained by the high laser repetition rate (80 MHz), supporting the desorption of the atoms and subsequent probing in the gas phase in the same experiment. Quantum interference experiments with lower repetition rate are presented further below in Sect. 10.6.4. In summary, the phase modulation experiment in Fig. 10.20 featuring a great signal-to-noise improvement for highly dilute helium droplet samples marks an important milestone and opened-up the door for CMDS experiments of helium nanodroplet samples.

### 10.6.3 High Resolution Wave Packet Interferometry

The previous example indicates the prospective of using the phase modulation technique for high resolution spectroscopy. In WP interferometry, the frequency-resolution limit $\Delta \nu$ of the experimental apparatus is directly connected with the scanned pump-probe delay range $\Delta \tau_{\text{range}}$ by $\Delta \nu = 1/\Delta \tau_{\text{range}}$. With mechanical delay stages scanning ranges of < 2 ns are realistic [36] which corresponds to a resolution limit of 500 MHz. Frequency-comb-based approaches can in principle extend the scanning range to reach a frequency resolution of $\approx 100$ MHz [263]. This option however rises considerably the demands on the laser source and is not further discussed.
Fig. 10.21  Rb and RbHe energy levels along with the pump probe scheme used in the WP interferometry experiments. The shape of atomic Rb (yellow) and He (blue) orbitals is sketched. Adapted from [37]—Published by the PCCP Owner Societies. Licensed under CC BY 3.0

here. In general, much higher spectral resolution is achieved with continuous-wave lasers. However, the advantage of WP interferometry is a flexible time-frequency resolution to study spectral and temporal aspects of the target system. Moreover, the intense femtosecond pulses improve the signal strength in multiphoton probing schemes. This applies to photoionization schemes but also to some exotic molecules such as alkali-helium (AkHe) exciplexes.

As already discussed above (Sect. 10.2.1, 10.3.1), AkHe molecules exhibit an anti-bonding ground state whereas some excited electronic states support bound configurations. As an example, the Rb atomic levels along with the RbHe pair potentials are given in Fig. 10.21. Upon electronic excitation of the AkHeN system, exciplexes may form and desorb from the droplet. Desorbed metastable AkHen complexes up to n ≤ 4 have been observed with mass spectrometry [10]. The formation, probing and detection thus requires a multiphoton experiment which is highly favorable with femtosecond laser sources, making WP interferometry the ideal spectroscopic tool to study the level structure of these systems.

Despite many experimental and theoretical studies devoted to these peculiar molecules [8–10, 13, 14, 21, 24, 126, 127, 264, 265] some questions about the formation mechanism and associated formation times remain unsolved [14, 21, 127]. Moreover, until recently high resolution spectral data has not been available, partly due to the difficult accessibility by standard absorption/emission spectroscopy [8, 9] and the limited resolution given by other techniques [24, 126, 127]. The first highly resolved vibronic spectrum of an AkHe molecule has been obtained with the phase modulation technique [37].

In the RbHe molecule, WPs between the electronic states correlated to the 5P and 5D atomic asymptotes of rubidium were induced and probed via subsequent
Fig. 10.22  High resolution Rb\(^*_\)He spectrum recorded with phase-modulated WP interferometry (black)\cite{37} along with femtosecond-pump, picosecond-probe photoionization measurements (red)\cite{127}. Beat frequencies deduced from conventional WP interferometry (blue)\cite{24} are shown on the top. Vertical dashed lines indicate the atomic 5\(P_{3/2}\) \(\rightarrow\) 5\(D_{3/2,5/2}\) transitions. The asterix marks an artificial peak coming from low frequency noise. Adapted from\cite{37}—Published by the PCCP Owner Societies. Licensed under CC BY 3.0

photoionization (Fig. 10.21). The resulting Fourier transform spectrum is shown in Fig. 10.22, revealing a clean, highly resolved vibronic spectrum with a resolution of 0.3 cm\(^{-1}\). In contrast to the vibrational WP studies (Sect. 10.4) probing purely vibrational modes, the experiment here detects vibronic resonances between different electronic states. The strong spin-orbit coupling in the RbHe system results in a complex manifold of many closely spaced electronic states which explains the highly structured spectrum in Fig. 10.22. Reasonable good agreement with a theoretical model is found\cite{37} which is remarkable considering the high degree of spectral details and the experimental resolution being clearly beyond the precision of current models. The spectroscopic potential of the novel WP interferometry technique is shown by a comparison with previous experiments based on picosecond pulse shaping and conventional WP interferometry. While good agreement is found between the different experimental techniques, the new method provides a factor of \(\geq 10\) higher resolution. This example hence underlines the advantage of femtosecond spectroscopy techniques in the spectral study of metastable molecules and provides new benchmark spectroscopic data for the development of ab-initio methods.
10.6.4 Ultrafast Droplet-Induced Coherence Decay in Alkali Dopants

The peculiarities of the alkali-helium droplet interaction have been already discussed. The repulsive character of most excited AkHe\textsubscript{N} states induces a line-broadening in the order of 10–100 wavenumbers \cite{125}. Accordingly, ground-excited state coherences are expected to decay on the order of 0.1–1 ps. Quantum interference spectroscopy should provide a real-time analysis of this process. In fact, time resolved quantum interference studies were among the first femtosecond experiments of doped droplet species \cite{20}. In these early attempts, insufficient phase stability prohibited a Fourier analysis of the transient interference signals. Instead, indications about the droplet interaction were directly deduced from the coherence decay times which were in the order of few hundred femtoseconds for low excited states in KHe\textsubscript{N}.

With the novel phase-modulated WP interferometry technique a high resolution study of the decoherence process becomes possible. While the experiment in Fig. 10.20 had probed already desorbed Rb atoms and thus renders insensitive to droplet-induced dynamics, Fig. 10.23 shows data from the same target system using a modified experimental setup, now clearly revealing the ultrafast decoherence induced by the guest-host interaction \cite{266}. The experimental modifications comprise of a lower laser repetition rate (80 MHz → 200 kHz) and a separate, delayed ionization laser (\(\lambda = 520\) nm, delay \(\sim\) ns) to ionize the species after full desorption. Moreover, very broad bandwidth femtosecond pulses (FWHM = 1600 cm\(^{-1}\)) are used to simultaneously cover the absorption lines of Rb atoms and Rb\(_2\), Rb\(_3\) molecules adsorbed to the droplet surface.

The time domain signal reveals an extremely fast coherence decay within \(\approx 150\) fs, followed by a much weaker but persistent interference signal extending beyond

![Fig. 10.23](image_url)  
Fig. 10.23 Droplet-induced decoherence in Rb atoms and Rb\(_2\), Rb\(_3\) molecules tracked by phase-modulated WP interferometry. (a) Pump-probe transient in the time domain, effusive atomic background is subtracted. The pronounced spike at 0 fs stems from the optical pump-probe cross-correlation mapped to the continuum by three-photon ionization. (b) Fourier transform. Labels indicate the excited resonances in the Rb molecules. Dashed vertical lines mark the atomic D\(_{1,2}\) transitions
delays of 1.5 ps. A Fourier transform uncovers a rich absorption spectrum showing the absorption bands of the Rb trimer: $^1A_2^+ \rightarrow ^4E$ at 11600 cm$^{-1}$, the dimer: $a ^3\Sigma_u^+ \rightarrow ^3\Pi_g$ at 13500 cm$^{-1}$ and monomer: $5s^2\Sigma_{1/2} \rightarrow 5p^2\Pi_{1/2,3/2}$ at 12600 cm$^{-1}$ and 12830 cm$^{-1}$, $5s^2\Sigma_{1/2} \rightarrow 5p^2\Sigma_{1/2}$ at 12850 cm$^{-1}$. These features are in good agreement with previous steady-state absorption spectroscopy [9, 267, 268]. In particular, the monomer response now resembles the blue-shifted strongly broadened absorption profile characteristic for the pseudo-diatomic model [125]. The broad blue shoulder of the Rb$_3$ resonance (11800–12600 cm$^{-1}$) was also observed in femtosecond absorption mass-spectrometry, where a clear correlation to the Rb$_3^+$ ion yield was determined [25].

This example shows the sensitivity of WP interferometry to the guest-host interaction in doped droplet beam experiments and the capability to probe complex spectra extending over a broad spectral range and many resonances from different species. The experiment serves as precursor study for 2D spectroscopy on these samples. An extension to 2D spectroscopy facilitates the direct correlation of absorption and emission of each spectral feature/dopant species and allows to follow their dynamical evolution in real time as discussed below.

### 10.6.5 Coherent Multidimensional Spectroscopy of Doped Helium Nanodroplets

The unique properties of 2D spectroscopy render it a powerful tool for the study of ultrafast dynamics and guest-host interactions in doped helium droplet samples. The latter effect is particularly pronounced for alkalis, which hence provide an ideal test system for 2D spectroscopy experiments. Figure 10.24 shows 2D spectroscopy data for rubidium-doped helium droplets. In these experiments, a four-pulse sequence induces the 2D signal (cf. Figs. 10.18, 10.19) which is detected via photoionization. The ionization step is performed either by an additional interaction with the fourth laser pulse or by a delayed fifth pulse and is combined either with electron (Fig. 10.24a, b) or ion detection (c). The different ionization and detection schemes explain the different appearance of peak amplitudes in the spectra. The 2D maps show clear, pronounced peaks well separated from the noise floor, which is remarkable considering the challenging signal-to-noise conditions in these experiments. These measurements constitute the first 2D spectroscopy study of isolated cold molecules [269].

The 2D spectra directly disclose the correlations between the absorption and emission of the Rb$_2$ and Rb$_3$ molecules, revealing various cross peaks and ESA signals, which were not observed in previous experiments. For the Rb$_2$ molecule, exemplary the excitation and probing scheme is shown in Fig. 10.24d. The Rb$_2$ data exhibits two strong ESA features (labeled ESA$_1$, ESA$_2$) which extend into the complex Rb$_2$ Rydberg manifold, featuring a high density of electronic states (not shown in Fig. 10.24d). Despite the complex level structure, some clear conclusions can be drawn with the help of 2D spectroscopy. The position of the ESA peaks along the
Fig. 10.24 CMDS results for Rb$_2$ and Rb$_3$ molecules formed on the surface of helium nanodroplets. 2D spectra detected via photoelectrons (a), (b) and photoions (c) for different evolution times $T = 0, 200, 700$ fs as labeled. X-axis: absorption, y-axis: detection frequency. Labels indicate the molecular transitions and spin-orbit splittings. Two distinct ESA features (ESA$_{1,2}$) and a cross peak (CP) are marked, as well. (d) Ab-initio Rb$_2$ potential energy curves and concluded photodynamics. Labels of probe-transitions correspond to the ones in (a-c). The helium perturbation on the $0^+_g$ state is schematically drawn as dashed curve. (e) Time evolution of the ESA amplitudes reveal coherent vibrational WP oscillations with a phase shift of $\pi$ between the traces. Adapted from [269]—Published by Springer Nature, licensed under CC BY 4.0
detection axis show the spectral position of the Frank-Condon windows to the Rydberg states. At the same time, the coherent vibrational WP oscillations reflected in the ESA peaks (Fig. 10.24e) pin down the location of the Frank-Condon windows. From the clear $\pi$-phase shift between both traces the existence of two Frank-Condon windows located at the inner and outer turning point of the excited state potential, respectively, becomes apparent (see sketch Fig. 10.24d).

The 2D data also permits a refined interpretation of a Stokes shift observed in the Rb$_2$ emission (cross peak red-shifted by 600 cm$^{-1}$, labeled CP in Fig. 10.24c). This feature was previously interpreted as the emission from vibrationally relaxed free gas-phase Rb$_2$ molecules [268]. In contrast, the high time-frequency resolution in the 2D spectroscopy experiment uncovers an ultrafast intra-molecular relaxation within $< 100$ fs (not shown) into the outer potential well of the $^1\bar{3}\Pi_g$ state, catalyzed by the helium perturbation (sketched in Fig. 10.24d) [269].

While the Rb$_2$ molecule offered rich intra-molecular dynamics on femtosecond time scales, the Rb$_3$ molecule serves as a sensitive probe for the dynamics of the quantum fluid droplet. Many of the above discussed ultrafast dynamics studies investigated guest-host interactions in doped droplets with the goal to deduce properties about the quantum fluid itself. To avoid less available femtosecond XUV light sources, often impurities are embedded as probes that are optically accessible. In time-resolved photoionization studies of impurities, the droplet response is inferred from the transient energy shift between the neutral excited and ionic state of the guest-host interaction potential (Fig. 10.8). 2D spectroscopy offers an alternative approach which probes the matrix-shift along the ground and excited states of the purely neutral interaction potential (Fig. 10.25a).

For the large inertia of mass of the Rb$_3$ molecule, any short-time dynamics along the interaction coordinate may be solely attributed to the response of the helium density. Hence the molecule provides an ideal probe for the dynamics of the quantum fluid at the droplet surface. Upon impulsive excitation of the molecule with the femtosecond laser pulses, the helium density will repel and the system will relax along the interaction coordinate (Fig. 10.25a). The process can be followed in real time in the 2D spectroscopy data (Fig. 10.25b). Here, a pronounced dynamic Stokes shift is observable, which stems from the SE signal probing the system’s relaxation along the excited state of the interaction potential. The energy shift reaches an asymptotic value of $(150 \pm 19)$ cm$^{-1}$ within $\approx 2.5$ ps which marks the time-scale for the ultrafast rearrangement of the helium density to reach equilibrium. In comparison, the desorption of Rb atoms and molecules for the lowest excitations commonly takes place on much longer time scales (Sect. 10.3.1). A similar dynamic is expected for the Rb$_2$ molecule, which is, however, covered by the persistent ESA$_2$ peak.

These 2D spectroscopy experiments have demonstrated the power and added value of applying CMDS to doped helium droplet species. Ak molecules attached to He droplets have been extensively studied in recent years, both with high-resolution steady-state spectroscopy and time-resolved pump-probe experiments. Yet, the high time-frequency resolution and the ability to directly correlate absorption and emission spectra in 2D spectroscopy has still brought new insight into these systems which shows great promise for future studies on other systems. In particular, the
Fig. 10.25 Real-time observation of the helium surface repulsion. (a) Sketch of the Rb$_3$–He$_N$ interaction potentials. Steps 1–3 show the repulsion of the helium density following the impulsive molecular excitation. The excited state relaxation process is traced by the SE signal. The GSB probes the ground state where no system-bath dynamics occur. (b) Time-evolution of the spectra showing the cut-out of the Rb$_3$ $^1A'_2 \rightarrow ^1A^{'\prime}_{1,2}$ excitation. A clear dynamic Stokes shift (spectral splitting of SE and GSB signals) is visible, which converges to a constant red-shift of 150 cm$^{-1}$ within $\approx 2.5$ ps. Adapted from [269]—Published by Springer Nature, licensed under CC BY 4.0

spectra of many organic molecules dissolved inside helium nanodroplets show only weak perturbation [270, 271]. Hence, high-resolution 2D spectroscopy of organic compounds are at hand which would provide invaluable complementary information to condensed phase studies. Very recently, Bruder and Stienkemeier et al. have performed the first CMDS experiments of an organic molecule fully dissolved in helium droplets [272] which marks the highest resolution so far achieved in a molecular 2D spectrum and thus underlines this potential.
10.7 Conclusions and Outlook

The various ultrafast spectroscopy methods presented in this chapter have uncovered a rich variety of structural and electronic dynamics in pure and doped helium nanodroplets with unique features that are not found in other quantum systems. On the one hand, helium nanodroplets offer the possibility for high resolution studies of species dissolved in a weakly-perturbing environment which is in stark contrast to studies in the condensed phase. Naively, high spectral resolution is associated with continuous-wave laser spectroscopy. However, as has been discussed in this chapter, femtosecond laser pulses open-up the preparation and study of coherent WPs which can provide high spectral information through Fourier analysis with comparable resolution to steady-state methods. Moreover, the direct WP analysis in the time-domain provides access to phase information and decay processes which may not be accessible in steady-state spectroscopy. These aspects have been well demonstrated in the observation of extremely long-lived vibrational WPs in alkali molecules attached to the helium droplet surface (Sect. 10.4.1), the recurrence of vibrational revivals in ejected In$_2$ molecules (Sect. 10.4.2) or in the identification of multiple ionization pathways from phase shifts in the WP motion (Sect. 10.6.5). Intense femtosecond pulses also open-up nonlinear multiphoton experiments which provide access to strong-field effects, to the study of higher-lying states, and the properties of metastable species. Examples were the formation and high-resolution study of metastable exciplex molecules (Sect. 10.6.3), or nanoplasmas ignited inside helium nanodroplets with remarkable efficiency (Sect. 10.5.3). These studies, however, also demonstrate that the interaction with high-intensity or/and high photon energy laser pulses in most cases leads to the deposition of large amounts of energy into almost all degrees of freedom, in this way wiping out the low-temperature quantum properties of superfluid droplets.

On the other hand, time-resolved experiments have provided insight into the dynamics of the droplets themselves. Novel coherent XUV light sources have for the first time enabled the direct study of the multifaceted relaxation dynamics inside helium nanodroplets in real-time (Sect. 10.5.1). Ultrafast electronic relaxation, bubble formation and ejection of metastable He atoms from the droplets were directly measured. Furthermore, insight into structural dynamics of the helium density have been gained from time-resolved studies with impurities embedded inside the droplets or attached to their surface. The experiments have uncovered a general behavior of the quantum fluid which can be categorized into a fast change of the helium solvation shell and a somewhat slower transport dynamics. The primary, fast response of the helium density in the local environment of the impurity (solvation shell) takes place on a few hundred femtoseconds to a few picoseconds as a response to the impulsive electronic excitation of the impurity. While this process is accurately predicted by theory (Sect. 10.2.6), only very recently TRPES (Sect. 10.3.2) and 2D spectroscopy experiments (Sect. 10.6.5) have provided the first experimental access to these dynamics. The experiments permit a comparison of the time scales for the helium repulsion inside and at the surface of the droplets, revealing a slower
equilibration at the surface. While a different behavior of the quantum fluid inside the droplet compared to surface states is expected, the complex aspects of the dynamics with respect to the dopant properties and density modes of the droplet will require further experiments in this direction for more general conclusions.

The secondary transport dynamics often occur on a longer time scale in the picosecond to nanosecond domain. As a typical feature of helium nanodroplets, electronic excitation of impurities almost always triggers a propagation along the impurity-droplet interaction potential leading to the ejection of the dopant from the droplet or to the trapping of the dopant inside snowball structures in the droplet core. These dynamics directly manifest themselves in pump-probe measurements of alkali atoms and molecules which first desorb from the droplet surface when being resonantly excited, and then fall back into the droplet when being ionized (Sect. 10.3.1). The impurity transport and detachment may be accompanied by helium density oscillations which are observable in TRPES measurements (Sect. 10.3.2). Time-dependent density functional simulations nicely visualize the full evolution of the dopant-droplet system, and even reproduce the experimentally observed dynamics quantitatively (Sect. 10.2.6). In addition, the dynamics of the quantum fluid superimpose and interplay with the intra-molecular and inter-molecular dynamics of the impurities which may comprise of intra-molecular vibrational energy redistribution (IVR), spin and electronic relaxation as well as dissociation and charge transfer processes (Sect. 10.4.2, 10.3.1, 10.5.2, 10.6.5) and often take place on a comparable time scale as the dynamics of the helium density.

This interplay of dopant and helium bath dynamics makes helium nanodroplets a challenging, however at the same time, a fascinating target system for spectroscopic studies. While pure and doped helium droplets form an enclosed nanosystem which is still amenable to theoretical models, these systems feature intriguing aspects of fundamental molecular dynamics, system-bath interactions and unique quantum fluid properties as it is not found in any other system. The here discussed time-resolved studies have provided a first glimpse into the ultrafast dynamics of these systems and have founded the experimental and theoretical basis for further exploration. In this view, two major routes are identified which concern the vast synthesis abilities provided by helium nanodroplets as well as the rapid technological developments in XUV light sources and XUV spectroscopy methods.

First, the ability of He droplets to generate microsolvation environments [273, 274] will provide new options to the field of femtochemistry. Flexible pickup possibilities allow to design the environment around a molecule of interest in terms of number of solvent molecules and their interaction strength (polarizability, dipole moment, hydrogen bond). The advantages provided by time-domain spectroscopy, including coherence phenomena and phase information, can now be applied to these systems. In particular, building up the solvation shell piece-by-piece will allow to track ultrafast dynamics as the environmental conditions bridge from isolation to full solvation, shedding light on the gap between accurate gas-phase studies and real-world systems in solution. Furthermore, the repertoire of time-domain techniques ranging from pump-probe to multidimensional spectroscopy, can be applied to droplet-specific systems that have previously evaded time-domain investigations, including
tailor-made complexes [275, 276], fragile agglomerates [11, 277], or highly reactive species [278]. For example, diverse combinations of donor-acceptor pairs can be prepared for charge-transfer studies, where the time-domain approach will be essential to disentangle nuclear and electronic dynamics. Another field of interest would be the investigation of exciton dynamics in molecular aggregates [279], including migration, fission and annihilation mechanisms. In view of fundamental photophysical reactions and the development of efficient photo-switches, the real-time study of isomerization inside the quantum fluid [280] and inside microsolvation environments would contribute new insights.

Second, the novel developments in ultrafast XUV light sources open up fascinating perspectives in the time-resolved study of pure and doped helium nanodroplets as they offer direct access to the optical properties of superfluid helium. The static and dynamics properties of helium droplets have been studied in recent years using all types of XUV light sources [64, 66, 184, 192, 215]. Still, questions remain, in particular, about collective phenomena such as correlated electronic decay processes observed in these systems. As one example, a variety of highly efficient ICD processes in doped and pure droplets have been evidenced in recent years. To capture the full kinematics and dynamics of such processes, covariance and coincidence detection methods are instrumental. With the advent of high-repetition-rate intense femtosecond lasers and XUV radiation sources, combining coincidence detection with femtosecond time-resolved spectroscopy of helium nanodroplets is in reach.

Furthermore, CMDS and related coherent nonlinear spectroscopy methods provide selective probes for collective properties [243] and variations in the local environment of many-body quantum systems [244, 254]. As such, XUV-CMDS experiments would shed new light on the inhomogeneity and many-body nature of the helium droplet absorption spectrum. Furthermore, with a transfer of coherent nonlinear methods to the X-ray domain, localized core resonances would be accessible, thus facilitating the study of dopant complexes inside helium droplets with unprecedented atomic sensitivity. Recently, XUV-WP interferometry of helium atoms was demonstrated which shows that the phase stability issue in XUV quantum interference experiments can be solved [281]. Moreover, coherent XUV and X-ray wave mixing experiments were established detecting nonlinear mixing signals with nanometer resolution and site-specificity [282–284]. These developments open-up the perspective for XUV and X-ray coherent nonlinear and even multidimensional spectroscopy experiments.

Yet, the most direct probing of the structural dynamics of nanoparticles is achieved through the new technique of X-ray single-shot coherent diffraction imaging (CDI) [198]. Currently, this technique relies on radiation provided by one of the few existing XUV and X-ray FEL facilities. However, tremendous progress is being made in generating intense and femtosecond and even attosecond pulses in the XUV and X-ray ranges [285]. New radiation sources such as high-harmonic generation based on high-power table-top femtosecond lasers will make it possible to directly visualize the structural dynamics of helium nanodroplets and other nanoparticles using pump-probe and possibly more sophisticated CDI schemes [235, 286].
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Chapter 11
Synthesis of Metallic Nanoparticles in Helium Droplets

Florian Lackner

Abstract Helium droplets provide a unique cold and inert synthesis environment for the formation of nanoparticles. Over the past decade, the method has evolved into a versatile tool, ready to be used for the creation of new nanomaterials. Species with different characteristics can be combined in a core@shell configuration, allowing for the formation of nanoparticles with tailored properties. The realm of structures that can be formed extends from clusters, comprising only a few atoms, to spherical sub-10 nm particles and nanowires with a length on the order of a few hundred nanometers. The formed nanoparticles can be deposited on any desired substrate under soft-landing conditions. This chapter is concerned with the formation of metal and metal oxide nanoparticles with helium droplets. The synthesis process is explained in detail, covering aspects that range from the doping of helium droplets to the behavior of deposited particles on a surface. Different metal particle systems are reviewed and methods for the creation of metal oxide particles are discussed. Selected experiments related to optical properties as well as the structure and stability of synthesized nanoparticles are presented.

11.1 Introduction

During the 1990s helium nanodroplets emerged as an outstanding matrix for spectroscopy experiments [1, 2]. It was readily realized that these droplets of liquid helium can pick up atoms and molecules [3, 4], which subsequently form complexes in their interior or at their surface [5]. The assembling of molecules and small clusters became a major topic in the field and helium droplet isolation spectroscopy evolved into an excellent method for the characterization of many elusive and hitherto unknown species. Examples of molecules and complexes that could be isolated in helium droplets encompass high-spin alkali dimers and trimers [6–8], cyclic water hexamers [9] and chains of polar molecules [10] combined with small metal clusters [11].
Major research efforts have been directed towards metal dopants. Helium droplets act as an efficient cryostat, which enabled the preparation of very cold metal clusters [12, 13]. Early experiments focused on the optical and electronic properties of small clusters, studied in-situ using mass spectrometry based on laser or electron impact ionization [14]. The first surface deposition experiments with large metal clusters in the nanometer size regime (i.e. small nanoparticles [15]) were reported in 2007 [16]. Soon thereafter, in 2011, transmission electron microscopy images of deposited particles were presented [17], which sparked the advent of the method as a new tool for the formation of nanoparticles.

Since then, many research groups embarked on the investigation of the possibilities offered by this unique synthesis approach [18–25]. This chapter provides a review over this particular research branch in helium droplet science and focuses on the formation of metal and metal oxide nanoparticles. A thorough description of the doping process as well as the agglomeration and deposition of nanoparticles grown in helium droplets is presented. Selected experiments with metal and metal oxide nanoparticles are discussed, covering aspects such as nanoscale oxidation and thermal stability. Special attention is given to plasmonic metals in helium droplets, core@shell structures and recent experiments that may open up new research directions for the next decade of nanoparticle synthesis with helium droplets.

11.2 Nanoparticle Synthesis with Helium Droplets

The expansion of helium under high pressure through a small, cold nozzle into vacuum leads to the generation of a helium droplet beam [1, 2]. Continuous helium droplet sources are typically equipped with a 5 μm nozzle. Helium stagnation pressures between 20 and 80 bar are employed and the nozzle is cooled to temperatures below about 25 K. The helium droplet beam is skimmed and guided into a chamber with one or more pickup regions where the desired dopant materials are provided in the gas phase. Upon collision, atoms and molecules are picked up by the helium droplets and cool down rapidly to a temperature of 0.4 K [26]. Dopants are typically located inside the droplet where they are free to move, which results in the agglomeration of larger complexes [5]. Depending on the initial helium droplet size and the doping rate, nanoparticles with different sizes and shapes are formed. Subsequently, the synthesized particles can be deposited on any desired substrate that is placed into the beam. In the course of the deposition process, the helium evaporates and only the plain particles remain on the surface. The deposited nanoparticles can then be investigated or employed in other experiments outside the helium droplet apparatus.

The following section describes the nanoparticle synthesis process in detail, from doping, agglomeration and particle growth to possible particle sizes and shapes that can be obtained and the deposition on different substrates.
11.2.1 **Doping of Helium Nanodroplets**

Helium droplets are doped at a pickup region where the desired dopant material is provided in form of gas phase atoms or molecules. The required dopant pressure in such a pickup zone, which is typically a few centimeters long, is on the order of about $10^{-4}$ mbar. For many metals that have been deposited in helium droplets in the past, the required pressure is reached at temperatures around the melting point. Currently, the standard approach for the synthesis of nanoparticles in helium droplets is based on the use of resistively heated pickup ovens that provide the desired dopants.

11.2.1.1 **Doping of Helium Droplets with Resistively Heated Pickup Ovens**

Temperatures up to about 1500 °C are typically reached with resistively heated ovens. Such pickup sources have been successfully employed to synthesize and deposit nanoparticles consisting of many different metals, including Ag \[21, 27\], Au, Ni \[22, 28, 29\], Fe \[30\], Co \[31\], Cr \[28, 32\], Pd \[25\], Al \[33\], Cu, Mg \[34\] and Zn \[35\].

A sketch of a pickup oven arrangement with two doping zones is shown in Fig. 11.1. The pickup ovens, highlighted in red and blue, consist of alumina coated tungsten evaporation baskets, which can maintain a maximum temperature of about 1500 °C \[22\]. The additional basket oriented upside down helps to confine the evaporated dopants and avoids a deposition of large amounts of material in the region above the lower basket, which is important for preventing clogging issues. In operation, the baskets are surrounded by cylindrical water-cooled jackets, which are placed on-top of the water-cooled base plate. Water-cooling is crucial for high temperature pickup
sources and avoids the melting of nearby copper wires and a heating of the vacuum chamber. The latter could result in a doping of the droplets with unwanted species such as water, an effect that can further be reduced by using liquid nitrogen cold traps.

Oven temperatures may be measured using a pyrometer or thermocouples. However, during the operation at high temperatures a direct temperature measurement can be difficult. Alternatively, the oven temperature can be estimated based on the heating power, considering that the resistivity of the employed tungsten heating wires is a function of temperature [36]. A more accurate pickup oven temperature can be obtained from the measurement of the solid-liquid transition of a doping material. An example of such a temperature calibration has recently been demonstrated based on the laser induced fluorescence collected from Au nanoparticles functionalized with rhodamine B molecules in helium droplets [37]. With this method, it was possible to observe the melting and freezing plateau during heat-up and cool-down of the Au pickup oven, providing a known temperature reference point.

11.2.1.2 Alternative Pickup Sources

Beyond the standard resistively heated pickup sources there is a large variety of alternative approaches that have been employed in the past for the doping of helium droplets. Some of these methods are capable of reaching the necessary pickup pressures for materials with very high melting points.

Temperatures up to about 1700 °C have been reached using an electron beam bombardment source [38], which has been successfully employed for spectroscopy experiments on Cr doped helium droplets. [39, 40] In this approach, thermionic emission from a filament provides electrons that are accelerated by a high voltage towards a crucible that holds the doping material. The kinetic energy of the electrons is transformed into heat at the target. The increased metal pressure, which is established in the region above the crucible, enables the pickup of atoms and the formation of clusters in helium droplets.

Another approach is the direct ohmic heating of the doping material. In this case, a sample is placed between two electrodes and directly heated by an electric current. This leads to the generation of an increased dopant pressure close by the sample surface. The method has been employed for the doping of He droplets with Si [41] as well as with C and Ta atoms [42, 43]. Temperatures up to 2200°C and beyond have been reported.

The required pickup pressure for materials with very high melting temperatures can be reached with laser ablation [44–47]. With this technique, species such as Mo and Ta as well as Ti have been successfully trapped in helium droplets [44].

However, while it has been shown that metals with a very high melting point can be isolated in helium droplets, most of the results are limited to small clusters, consisting of only a few atoms. An application of such methods for the preparation of larger nanoparticles could unlock the full potential of the approach and provide access to a large variety of metal and metal oxide dopants.
Finally, it is noted that large organic molecules can be trapped in helium droplets employing an electrospray ionization (ESI) pickup source \[48, 49\]. Furthermore, highly reactive and elusive chemical species can be isolated in helium droplets by using a pyrolysis source \[50, 51\]. The preparation of helium droplets doped with gases and liquids is possible by using a gas pickup cell that is connected via a variable leak valve to a reservoir.

Different types of pickup sources can be combined in a helium droplet setup in order to realize sequential doping schemes that allow for the combination of a large variety of materials.

### 11.2.2 Aggregation of Nanoparticles

After pickup, atoms and molecules roam around inside the superfluid host environment. Eventually, the dopants will collide and agglomerate to larger nanostructures, provided that a sufficiently large number of dopants is present. The size of the nanoparticles that can be created depends on the initial size of the helium droplets: For each dopant atom or molecule that is added to the droplet a certain amount of He atoms evaporates. The excess energy that is introduced to the system is dissipated as long as He atoms are available. Thereby, each He atom is carrying away an energy of approximately \(5 \text{ cm}^{-1} \) (0.62 meV) \[2\]. The initial velocity of a dopant typically exceeds the critical Landau velocity, which has been experimentally determined as \(\sim 56 \text{ ms}^{-1}\) for Ag \[52\]. Kinetic energy is dissipated fast by the creation of elementary excitations, such as phonons, rotons and ripplons, inside and on the surface of the droplet \[23\]. More important, however, is the energy that is liberated by the formation of bonds during the aggregation process. In fact, the transferred kinetic energy is about two orders of magnitude smaller than the released binding energy and can therefore be neglected \[53\].

The vast majority of dopants agglomerate inside the helium droplet. A notable example are alkali and alkaline earth atoms, which reside at the droplet surface after pickup \[54, 55\] where they can form clusters \[56–58\]. For the alkali metals, it has been found that if a certain size is exceeded, the clusters migrate from the surface to the interior of the droplet \[59, 60\]. For potassium clusters \(K_n\), for example, the critical size corresponds to about \(n = 80\) \[61\]. Larger alkali nanoparticles, except \(Cs_n\) \[59\], thus, can be assumed to reside inside the helium droplet.

For a metal cluster, the binding energy per atom, \(E_b\), depends on the total number of atoms \(n\) and can be estimated with the following equation \[53\]:

\[
E_b(n) = E_{bulk} + 2^{\frac{1}{2}} \left( \frac{1}{2} D_e - E_{bulk} \right) n^{-\frac{1}{2}}
\]  

In the case of the aggregation of Ag and Au particles, for example, the bulk binding energies per atom, \(E_{bulk}\), correspond to 2.95 eV and 3.81 eV \[62\], respectively, with dimer dissociation energies, \(D_e\), of 1.65 eV and 2.29 eV \[63\]. The number of atoms...
that can form a particle in a helium droplet is, in principle, limited by the complete evaporation of all He atoms. According to (11.1), the maximum number of atoms that can be deposited in a helium droplet consisting of $10^6$ He atoms corresponds to 266 for Ag and 209 for Au. Considering the example of Ta, which has a very high bulk binding energy per atom ($E_{bulk} = 8.1$ eV and $D_e = 4$ eV) [62, 63], the number of atoms that can be packed into such a droplet is estimated with only 109, about half the number obtained for Au. Note that compared to metals, the number of noble gas atoms that can be accommodated by helium droplets of a particular size is about an order of magnitude higher due to the weaker binding energies. This simple estimation shows that the agglomeration process depends on the properties of the dopant species, which has important consequences for adjusting doping ratios in an experiment, as discussed further down.

Collision time scales for pairs of Cu, Ag and Au dopants have been calculated and range from about 10 ns in 20 nm diameter droplets to 10 $\mu$s in droplets with 200 nm diameter [64]. Considering a helium droplet beam velocity of about 200 $\text{m/s}$ (i.e. 200 $\mu\text{m/}\mu\text{s}$), it takes about 50 $\mu$s for a droplet to travel 1 cm. The pickup region is typically separated by a few 10 cm or more from the place where the droplets are investigated or where the particles are deposited. It becomes evident that collision time scales are much smaller than the time it takes for a droplet to travel between both places and it can be assumed that the particle formation process is completed shortly after the droplet has left the pickup region [64].

11.2.2.1 Monitoring the Doping and Aggregation Process

The titration method offers an experimental approach for the measurement of helium droplet sizes. Reliable numbers for a droplet source stagnation pressure of 20 bar (5 $\mu\text{m}$ nozzle) have been reported for the droplet size regime of $N_{He} = 10^4 - 10^{10}$ [65]. This is the size range relevant for nanoparticle synthesis experiments for which [65] provides an excellent reference. The technique is based on the measurement of the attenuation of the helium droplet beam upon doping with rare gas atoms. The aggregation of these atoms goes along with the evaporation of He atoms and, consequently, an attenuation of the beam flux. The attenuation can be measured either by a pressure gauge or a mass spectrometer, both are typically available at a state-of-the-art setup.

The attenuation of the beam provides information on the number of dopants that are deposited in a droplet and can therefore be used to adjust a desired doping level and the resulting particle size. A simple formula for the estimation of the mean number of dopants per droplet $\langle N_{dopant} \rangle$ is given by [17, 53, 66]:

$$\langle N_{dopant} \rangle = A \langle N_{He} \rangle \frac{E_{He}}{E_{bulk}}$$  (11.2)
The factor $A$ corresponds to the measured beam attenuation $A = \frac{\Delta P}{P_{\text{He}}}$ obtained from the initial beam intensity $P_{\text{He}}$ and the difference between the initial and final beam intensity after doping $\Delta P$. As the parameter $A$ corresponds to a ratio, absolute numbers are not needed and the beam intensity can, for example, be measured with a quadrupole mass spectrometer set to the He or He$_2$ mass window. Here, $E_{\text{He}} = 0.62$ meV is considered as dissociation energy for He$_N \rightarrow$ He$_{N-1} +$ He [2, 25]. Note that other sources use 0.76 meV, the He vaporization enthalpy at 0.62 K [66, 67]. $\langle N_{\text{He}} \rangle$ is the mean number of He atoms per droplet and $E_{\text{bulk}}$ is the binding energy per dopant using the bulk binding energy as an estimation. Equation (11.2) may be refined considering (11.1) above. Figure 11.2 shows an example of the calculated number of dopant atoms for the three coinage metals Cu, Ag and Au as a function of the droplet size for an attenuation factor of 0.7. It can be seen that for each species slightly different results are obtained. The determination of absolute numbers with this method should be treated with care, ideally the obtained particle sizes are checked by scanning transmission electron microscopy after deposition.

However, the method is well suited to adjust the ratio between the number of atoms from each dopant material in the helium droplets. Here, it is very important that binding energy differences are considered. The attenuation of the beam by each dopant species that is added at a different pickup zone can be measured. Upon deposition, dopant ratios may be investigated by scanning transmission electron microscopy (STEM) or X-ray photoelectron spectroscopy (XPS).

An alternative approach used to monitor the doping level and the agglomeration process makes use of a quartz crystal microbalance (QMB), which is available in many state-of-the-art helium droplet machines [16, 20, 22]. A QMB enables the direct measurement of the amount of material that is deposited. Such devices measure the deposition rate based on the mass-dependent change of the resonance.
frequency of a quartz crystal. However, the deposition rates obtained with standard helium droplet machines are rather low, typically in the ng/s regime, such that micro balances are operated close to their detection limit. This implies that care has to be taken with respect to electromagnetic stray-fields and temperature drifts. Furthermore, as a microbalance measures the amount of deposited material, the sticking coefficient, which expresses the probability with which a particle remains bound to the surface upon deposition, will have an impact on the result. Typically, the sticking coefficients are considered to be very high, but they are dependent on the dopant—substrate combination and possible backscattering effects have not yet been experimentally investigated. However, microbalances can be very valuable in order to adjust deposition rates at a particular apparatus in a reproducible manner.

### 11.2.3 Nanoparticle Growth

The nanoparticle growth process is dependent on the initial size of the employed helium droplets. Two different processes can be distinguished [68]:

(i) Single center growth is the dominating process in small helium droplets. In this case, the required time for the recombination of two dopants ($t_{\text{rec}}$) is shorter than the average time between two successive pickup events ($t_{n,n+1}$). Thus, a single nucleus is formed inside the droplet to which additional dopants are continuously added.

(ii) In large helium droplets, the doping rate can be so high that the dopants nucleate to clusters at different sites inside the droplet ($t_{n,n+1} < t_{\text{rec}}$). Subsequently, these clusters will recombine with each other and form larger cluster-cluster aggregates inside the droplet. Figure 11.3, taken from [68], shows $t_{\text{rec}}$ and $t_{n,n+1}$ for the case of Ag dopants and an attenuation factor $A = 0.7$ as a function of the initial helium droplet size $N_{\text{He}}$. The single- and multi-center growth regimes are indicated.

The transition from single- to multi-center aggregation is also reflected by structural differences in core@shell nanoparticles formed in droplets of different sizes, which has been studied in detail for Ag@Au [69]. In these experiments, double-core particles are only observed if the initial droplet size exceeds $N_{\text{He}} = 5 \times 10^5$ He atoms (corresponding to a droplet radius of 18 nm), in agreement with the crossover in Fig. 11.3. In sufficiently large droplets, the particles grown at multiple aggregation centers can still be separated when the second pickup zone is reached. Subsequently, these core particles are covered by a shell layer. The result of such a process is presented in Fig. 11.4b, which shows a Au particle with two Ag cores. An example of a small spherical Ag@Au particle with a single core is shown in Fig. 11.4a [69]. At an initial droplet size of about $5 \times 10^7$ He atoms (~80 nm radius) the study suggests a
Fig. 11.3  Dopant recombination time ($t_{\text{rec}}$) and time between two successive pickup events ($t_{n,n+1}$) as a function of the helium droplet size. Single center growth is dominant for small helium droplets whereas multi-center growth is prevailing in large droplets, as shown here for doping with Ag atoms and an attenuation factor of $A = 0.7$. Reprinted figure with permission from [68]. Copyright (2011) by the American Physical Society.

Fig. 11.4  Panel a and b show elemental maps of deposited core@shell particles with a single and double Ag core (red), surrounded by a Au shell (green). The scale bars represent 2 nm. Panel c shows the calculated occurrence probability of single-, double- and triple-core clusters as a function of final cluster size, i.e. the total number of Ag and Au atoms, for droplets consisting of $5 \times 10^7$ He atoms. Figure adapted from [69], licensed under CC-BY 4.0.

crossover from particles with a single core to particles which exhibit a double core at about 4000–5000 added dopants, as shown in Fig. 11.4c. At high doping rates, even triple-core particles can be formed. The results demonstrate that not only the helium droplet size plays an important role in this context but also the adjusted doping level.
11.2.3.1 Quantum Vortices and Nanoparticle Growth

Quantum vortices in rotating superfluid helium droplets carry angular momentum [70]. Transmission electron microscopy images of deposited wire-like nanoparticles provided the first indication for the presence of quantum vortices in helium droplets [27]. Direct evidence for vortices in helium droplets has later been presented and is based on diffraction images of individual droplets recorded by X-ray scattering at a free electron laser facility [70–72], see chapter X-ray and XUV Imaging of Helium Nanodroplets by Tanyag, Langbehn, Rupp and Möller in this volume [73].

Vortices attract dopants through hydrodynamic forces, which results in an agglomeration of particles along the vortex cores [53]. Large helium droplets can host many vortices in array-like structures [74]. The presence of such vortex structures in helium droplets has a huge impact on the shape of the formed particles because they serve as a scaffold during particle growth. The capture cross section of vortices hosted by large droplets can be three orders of magnitude larger than the collision cross section of individual dopants [23]. Dopant–vortex recombination time scales can be found in [23, 53]. For helium droplets with a diameter of about 1 µm, for example, the time it takes for a metal particle to get trapped by a vortex has been calculated to lie within 10 and 100 µs for different species and doping levels [53]. Individual particles can move along the vortex core and fuse together [23]. Depending on the initial helium droplet size, the number of hosted vortices and the doping level, these particles may be synthesized by multi-center growth in the droplet volume or at nucleation centers directly pinned to vortices. If the doping level is high enough, continuous filament-like structures are formed.

This process has been explored for different doping level regimes by [53], Fig. 11.5 shows selected results obtained for Au. For weak doping \((A = 0.04)\), segmented structures aligned along a track are observed. The doping level, in this case, is not high enough for the formation of continuous filaments, indicating that there are indeed

![Image](image_url)

**Fig. 11.5** Deposited Au nanoparticles synthesized in helium droplets. For weak doping \((A = 0.04)\), individual, well separated nanoparticles are observed whereas heavy doping \((A = 0.75)\) leads to the formation of elongated nanowire structures. Figure adapted from [53]. Published by the PCCP Owner Societies
separated aggregation centers along vortices. For heavy doping ($A = 0.75$), continuous nanowire-structures are observed. In this case, the growth process has continued, individual aggregated particles are fused together and elongated filaments are formed. Note that in the course of this process, particles are not expected to melt completely [53]. Thus, the morphology of the coagulated particles is largely preserved, as revealed by scanning transmission electron microscopy images of deposited nanoparticles for many different metals, see, for example, Fig. 11.5d or Fig. 11.6d.

At the moment, the minimum size of a helium droplet that is required in order to host a vortex is not known. X-ray scattering experiments have confirmed the presence of vortices in droplets larger than about 100 nm [27, 72]. A hint for a possible minimum size may be deduced from the fact that elongated particles, which require vortices as a scaffold during the growth process, begin to emerge in droplets with diameters larger than about 50 nm. However, vortices are theoretically predicted even for very small droplets [70, 75, 76]. Clever experiments capable of detecting vortex signatures in smaller helium droplets will have to be developed in order to fully answer this question [77].

11.2.3.2 The Foam Hypothesis

The foam hypothesis describes a scenario according to which dopants do not agglomerate to clusters or nanoparticles but remain separated from each other, resulting in a metastable, foam-like super-structure inside the helium droplet. Different observations gave rise to speculations about such structures in the past, with Mg as the most famous example [78, 79].

The presence of dopants that do not form a bond upon doping has long been considered as a possible scenario, used, for example, to explain the observed mismatch between coagulation and pickup cross sections [5]. Evidence for separated dopants has been found during experiments with alkali and alkaline earth metals [80–82] and some indications for foam-structures have been found for Al in helium droplets [83, 84]. A similar situation has been predicted by DFT calculations for Ne atoms in superfluid (bulk) helium [85].

The best studied example in this context is Mg, for which experimental evidence for the formation of foam-like structures has been presented [78, 79, 86]. The stability of such structures is explained by local minima that emerge due to the modulation of the long-range van der Waals part of the Mg dimer potential energy curve by the surrounding helium. This causes a potential barrier at larger interatomic separations, which hinders the formation of compact clusters. Spectroscopic evidence [78] for a foam-configuration is based on the recording of atom-like transition at mass windows that correspond to larger Mg clusters using resonant multi-photon ionization spectroscopy. Note that similar spectra have been observed for other species, such as Al, [83, 84] Au [87] and Cr [39].

However, all experimental indications for foam-like structures have in common that they were observed for small complexes formed in helium droplets with $N_{\text{He}} < 10^5$. In particular, for Mg it has been shown that beyond a mean number of 70 Mg
atoms per droplet, the spectral signatures associated with foam structures disappear [86]. For the two dopants for which foam-like structures have been suggested, Mg and Al, it has been shown that compact nanoparticles are observed upon deposition [33, 34, 88–90]. Thus, it seems as if such metastable structures only play a role for small clusters and it is still questionable if the scenario applies for other materials beyond Mg.

### 11.2.4 Core@shell Nanoparticles

A speciality of the helium droplet synthesis approach is the formation of core@shell nanoparticles [18, 91]. In particular, with the method it is possible to synthesize spherical sub-5 nm core@shell particles and core@shell nanowires with diameters below 10 nm. The core and shell material can be selected independent from each other, which allows for the design of nanoparticles with tailored properties. For spherical particles, the core diameter and the shell thickness can be well controlled [92]. Core@shell particles may also be formed with other methods, using, for example, wet chemical approaches or cluster beam techniques [93–95]. Compared to these methods, however, the helium droplet approach is extremely flexible and provides an inert and cold synthesis environment that enables the combination of a large variety of different materials in a configuration only determined by the pickup sequence. Without adaption of the experimental setup, species that are very different in nature can be combined in nanoparticles, from metals and metal oxides to organic molecules, gases and even highly reactive species such as alkali metals.

Bimetallic Au–Ag nanoparticles with core@shell structure were among the first that have been formed and deposited using the helium droplet approach. With this material combination, it was demonstrated that the pickup sequence dictates the core and shell materials [91]. Modern scanning transmission electron microscopy (STEM) allows for the creation of elemental maps for selected nanoparticles, providing an important tool for the characterization of core@shell structures. Depending on the element of interest, electron energy loss spectroscopy (EELS) or energy dispersive X-ray (EDX) spectroscopy is the method of choice, both provide element sensitivity. EELS is typically used for lighter elements whereas EDX is more sensitive for heavier elements. By scanning the electron beam across a particle it is possible to record EELS and EDX spectra for each pixel of an image. An evaluation of the counts within a certain interval in the EELS or EDX spectrum around a spectral feature associated with a particular element allows for the creation of a map, which reflects the spatial distribution of this element. A selected result from such an analysis of a nanoparticle deposited on a TEM substrate is shown in Fig. 11.6 [91], with elemental maps for Ag (a) and Au (b). The combination of both images in Fig. 11.6c, created using color-codes for Ag (green) and Au (red), reveals the core@shell structure of the particle, which corresponds, in this case, to a Au core surrounded by a Ag shell. Figure 11.6d shows a high-angle annular dark-field (HAADF) image of a similar Au@Ag nanoparticle. Even though the lattice structure is resolved, in this case a
core@shell contrast is not obvious, demonstrating the need for element sensitive tools for the characterization of core@shell nanoparticles. In this image it can also be seen that the particle exhibits differently oriented facets, originating from individual clusters that are fused together in the course of the synthesis process along a vortex line.

11.2.5 Deposition of Nanoparticles

A particular advantage associated with the helium droplet technique is the soft deposition process [16, 96–98], enabled by the cushioning of the impact by the liquid helium that surrounds the nanoparticles. Furthermore, the droplets provide a very cold environment with a velocity that corresponds to only about 200–300 m s⁻¹. During the deposition process, the kinetic energy is lower than the binding energy per atom, which is characteristic for particle deposition in the soft-landing regime [96, 99]. Ab-initio calculations for the deposition of a Au atom solvated in a He₃₀₀ droplet on a TiO₂ surface resulted in a landing energy below 0.15 eV [97]. This value is much smaller than the binding energy per (bulk) Au atom of 3.81 eV, supporting the experimentally observed soft-landing scenario. These considerations also hold for larger particles, as shown by the calculation of the deposition of Ag₅₀₀₀ particles solvated in He₁₀₀₀₀₀ droplets on an amorphous carbon substrate [98]. Only for velocities beyond about 1000 m/s a melting of the Ag particle and its subsequent spreading on the substrate is predicted. An example of a deposited Ag₅₀₀₀
nanoparticle from these calculations is shown in Fig. 11.7d. It should be noted, however, that even though the deposition process is very soft, structural rearrangements as a consequence of the impact can occur. Together with experiments that explored the structure and morphology of deposited Ag particles [21], molecular dynamics simulations for Ag$_n$ with $n = 100–2000$ revealed that deposited particles can adopt an energetically more favorable structure [96]. In particular, it was found that larger nanoparticles tend to retain their original morphology, while smaller ones undergo structural rearrangements. Furthermore, the presented theoretical results highlight the dependence of the landing process on the interaction between atoms in the particle and the substrate, among other parameters [96].

The fact that the deposition process is very soft is also evidenced by the ability of the approach to synthesize and deposit core@shell nanoparticles: It has not been observed that the energy released during the impact influences the internal core@shell structure of the formed nanoparticles, which could manifest, for example, in the formation of alloys. Core@shell particles have been formed using various different materials and substrates and, in the absence of oxidation effects, their structure always reflects the pickup sequence.

The soft deposition process has been exploited in previous experiments and enabled the decoration of ultra-thin substrates. Examples encompass few atomic layer thick hexagonal boron-nitride (hBN) and 0.5 × 0.5 mm$^2$ free-standing, 10 nm thick SiN substrates. Ultra-thin hBN substrates have been employed for plasmon spectroscopy experiments with deposited particles using scanning transmission electron microscopy (STEM) in combination with electron energy loss spectroscopy (EELS) [100]. Free-standing SiN substrates provide a sufficiently large unobstructed area
to allow for the use of advanced XUV absorption spectroscopy methods for the investigation of nanoparticles [101].

Electron tomography enables the 3D reconstruction of deposited nanoparticles [69]. A selected result is shown in Fig. 11.7, composed from scanning transmission electron microscopy images recorded from different perspectives. Images (a) and (b) in Fig. 11.7 show a Ag@Au core@shell particle, top and side view, respectively. The elemental distribution of Ag (dark) and Au (bright) within the particle can be seen in the inset panels. The size of this lenticular shaped particle, which exhibits a double Ag core, corresponds to $8 \times 7 \times 5 \text{nm}^3$. It can be seen that the deposited particle is flattened due to the interaction between the particle and the amorphous carbon substrate. The smooth shape is explained by surface diffusion processes that proceed upon deposition and during the investigation in the scanning transmission electron microscope. However, the internal icosahedral morphology is preserved as well as the core@shell structure. Alloying processes are not observed, which entails that the deposition process is indeed very soft [69].

Similar results have been obtained for Au nanoparticles on a TiO$_2$ substrate. In this case, focused ion beam (FIB) milling has been employed to prepare thin sample slices that can be studied by STEM, allowing for a view on the deposited particles from the side. A selected image is presented in Fig. 11.7c [102], which shows the interface between Au particles and a TiO$_2$ substrate. Two particles can be identified, with $\sim 2.5 \text{nm}$ and $\sim 3.7 \text{nm}$ diameter, for which the Au lattice structure is resolved. The TiO$_2$ crystal structure is observed in the region below the particles, the white area on top corresponds to a ZnO capping layer needed for FIB-sample preparation purposes. The shape of the nanoparticle can clearly be recognized and appears only slightly flattened, similar to the results obtained from electron tomography.

However, it has to be kept in mind that the form and shape of the deposited particles does not necessarily reflect the actual situation in the helium droplet. For Xe dopants in large helium droplets, it has been directly shown that the dopant material is pinned to vortices and multiple separated filaments are formed [70]. It is generally assumed that metal dopants form similar filaments. However, images recorded from deposited particles always show single elongated, branched structures. This indicates that the particles rearrange during or after deposition. On the surface, particles from different vortices may be fused together and surface diffusion processes can affect their final form.

### 11.2.5.1 Nanoparticles at the Surface

With the helium droplet synthesis technique it is possible to deposit nanoparticles on every substrate that is placed into the droplet beam. However, while the soft deposition process preserves the integrity of the particle and the substrate, the particles may be affected by dynamic processes that can influence the obtained structures. This has to be taken into account for subsequent experiments.

In the majority of previous experiments, nanoparticles were deposited on corrugated surfaces which are not ideally flat. Typical examples are amorphous carbon or
SiN substrates as used for transmission electron microscopy. On such substrates, the nanoparticles are typically not mobile and can be expected to remain at the position where they have been deposited. However, this only holds if the surface coverage is low. In the case of the deposition of large (segmented) Ag filaments, synthesized in $N_{\text{He}} \sim 10^{10}$ droplets that contain on average $\sim 2 \times 10^6$ Ag atoms, it has been observed that large Ag free areas appear between the particles with increasing surface coverage, best seen in Fig. 11.8b [98]. Such large void areas between the structures are not expected based on the statistic nature of the deposition process, which would result in a random distribution. These areas are explained by the impact of large helium droplets, which can push around the particles that are already present at the surface. For comparison, panel a in Fig. 11.8 shows an image recorded for low surface coverage, achieved by exposing the substrate to the droplet beam for only about 4 s. In this case the Ag filaments are well separated. For very high surface coverage, as shown in Fig. 11.8c, the observed pattern changes again and larger structures are formed by the agglomeration of deposited particles on the surface.
Another effect that can influence the final structure of nanoparticles on surfaces is observed on extremely flat substrates. If the interaction between substrate and nanoparticle is weak, the deposited particles are mobile, which can lead to the formation of islands [103]. Under certain conditions, this causes the formation of well separated, ramified structures. An example of the result of such a process for Ag\textsubscript{150} particles deposited under soft-landing conditions (thus, comparable to helium droplet synthesis) on graphite using a gas-aggregation cluster source is shown in Fig. 11.9a [104]. Note that in the presence of substrate defects the mobility of the deposited clusters is lowered [105, 106]. Thus, particles agglomerate preferentially at steps on the surface, as can be seen in Fig. 11.9b, which shows a scanning tunneling microscopy (STM) image of Ag nanoparticles on highly oriented pyrolytic graphite (HOPG) [106].

These examples show that the resulting structures at the surface can be very different compared to the original form of the deposited particles. Many processes can affect the final size, shape and structure, which has to be considered when working with nanoparticles on surfaces.

### 11.2.6 Size and Shape of Nanoparticles Synthesized with Helium Droplets

The size and shape of the formed nanoparticles is determined by the initial helium droplet diameter and the adjusted doping level [28, 91]. For droplets with average diameters increasing from 25 to 1700 nm, the evolution of the particle size and shape can be followed in Fig. 11.10 [28]:

(i) In helium droplets with average diameters below 50 nm, predominantly small and spherical particles are formed. The obtained nanoparticle diameters are typically below 5 nm. Assuming a continuous helium droplet source with a
5 \mu m nozzle and 20 bar He stagnation pressure, such droplets are generated at nozzle temperatures higher than 9 K [65].

(ii) In the droplet diameter range from 50 nm (20 bar, 9 K) to about 100 nm (20 bar, 7 K), small spherical nanoparticles are still present, however, the number of elongated, rod-like particles increases with the droplet size for high doping rates. It is important to note that also droplets beyond 50 nm diameter can be used to produce small spherical particles if lower doping rates are chosen [69].

(iii) He droplets with diameters beyond 100 nm enable the synthesis of long nanowire structures. For example, in droplets with diameters of about 1 \mu m (20 bar, \sim 5.4 K), the formed structures can have a length up to a few 100 nm. These structures typically exhibit multiple branches and do not correspond to ideal one-dimensional wires.

The fact that the transition from one regime to another proceeds gradually is not surprising considering the broad helium droplet size distribution [1, 2, 107, 108]. The droplet size distribution translates into a nanoparticle size distribution because the pickup probability scales with the geometric cross-section of the droplet [5], i.e. larger droplets will collect more dopants than smaller ones.

Interestingly, in previous helium droplet synthesis experiments, nanoparticles with diameters beyond 10 nm have not been observed. This seems to be a limit that cannot be overcome by conventional helium droplet setups. Considering small helium droplets, the particle diameter is limited by the maximum number of dopants that can be added to the droplet until all He atoms are evaporated. At a certain helium droplet size, the presence of vortices leads to the formation of elongated wire-structures, which sets an upper limit to the diameter of spherical particles. However, also the diameter of wire-structures is limited and does typically also not exceed 10 nm.

### 11.2.6.1 Size Distribution of Deposited Nanoparticles

An important parameter in the nanoparticle synthesis business is the obtained size distribution. For many applications, narrow size distributions are desirable, in particular, for small particles in the sub-10 nm regime where many properties can vary substantially with size [109, 110]. As discussed above, the helium droplets that are present in the beam have different diameters. The width of the helium droplet size distribution is typically on the same order of magnitude as the mean value [1, 2, 107, 108]. Consequently, also nanoparticles are produced with a certain size distribution because the number of dopants that are picked up depends on the size of the helium droplet.

For small spherical particles with a few nanometer diameter, the full-width-at-half-maximum (FWHM) is typically on the order of about 1–2 nm [21, 92, 102]. An example of particles formed in helium droplets with a diameter of approximately 60 nm (50 bar, 11.5 K) is shown in Fig. 11.11. The mean diameter of the particles formed at these conditions and the adjusted doping level is about 2.5 nm. The width of the nanoparticle size distribution, shown in the right panel in Fig. 11.11, has a
Fig. 11.11 Typical transmission electron microscopy image obtained for Ag nanoparticles, deposited for 10 min onto an amorphous carbon substrate. The distribution of nanoparticles created under the selected conditions (50 bar, 11.5 K) is shown on the right. The mean particle diameter corresponds to 2.5 nm, with a full-width-at-half-maximum (FWHM) of the distribution of 2.5 nm. Reprinted from [21], with the permission of AIP Publishing.

Fig. 11.12 Distribution of particle diameters and lengths obtained for short oxidized Co nanowires. The mean value $\mu$ and standard deviation $\sigma$ of the Gaussian function fitted to the data, plotted in red, are listed in the figure. Image reprinted from the Supplementary Information of [101], with the permission of AIP Publishing.

FWHM of 2.5 nm. Note that in this particular case there is a weak shoulder observed for smaller diameters, which is explained by the presence of particles with different morphologies on the substrate, as analyzed in detail in [21].

Compared to spherical particles, the size distributions obtained for nanorods and nanowires are similar with respect to the diameter, however, their length distribution is much broader. An example is shown in Fig. 11.12 for oxidized Co nanowires with a diameter of 4.5 nm and a FWHM of the distribution of about 1.7 nm. Note that in this case, the particles are oxidized after they have been deposited and the distribution may have changed during this process. The mean length of the particles in this example is 23 nm but the width of the length distribution extends over a few 10 nm [101].
11.3 Metal Nanoparticles

Already in the early days of helium droplet research, metal clusters consisting of up to about 100 atoms have been formed and investigated [12, 111–113]. Back then, however, these clusters were analyzed in-situ using laser spectroscopy and mass spectroscopic techniques [14]. Even though considered already earlier [1], the first helium droplet deposition experiments were reported in 2007 [16]. This pioneering work made use of a micro balance setup to measure deposition rates for Ag, Au and bimetallic Ag–Au structures, demonstrating that nanoparticles isolated in helium droplets can be deposited onto a surface. Shortly thereafter, the first images recorded by transmission electron microscopy were presented [17], with surprising results for metal nanoparticles formed in large helium droplets [27]: It was discovered that the deposited particles exhibit an elongated, wire-like structure, which provided indirect evidence for the existence of vortices in helium nanodroplets. These initial experiments sparked the advent of helium droplet based nanoparticle synthesis and many groups embarked on an investigation of the possibilities offered by this new approach [17, 19–21].

Since then, a large variety of different metals has been employed for the synthesis and deposition of nanoparticles, encompassing Cu, Ag, Au, Cr, Fe, Co, Ni, Al, Pd and Zn [22, 25, 27, 28, 31, 33–35, 91, 114], all of which show very similar structures: Spherical sub-10 nm particles are formed in smaller helium droplets, as discussed above, whereas nanorods and nanowire structures are formed with large droplets. The fact that all these materials exhibit similar structures shows that properties such as size and shape are determined by the synthesis environment. Thus, the approach allows for the formation of nanoparticles that are all very similar in size and shape, independent of the material. Upon deposition, however, these materials can behave very different, which has been explored in many experiments on deposited nanoparticles.

11.3.1 Thermal Stability of Metal Particles and Nanoscale Alloying Processes

The use of heatable substrates for scanning transmission electron microscopy enabled the investigation of temperature dependent processes in deposited nanoparticles [25]. The surface of these substrates typically consists of amorphous carbon or SiN, temperatures up to about 1300°C can be reached. Recent heating experiments have addressed the thermal stability of nanowires and investigated nanoscale alloying processes.
11.3.1.1 Thermal Stability of Deposited Nanowires

Initially, the results obtained for Ag nanoparticles were puzzling as they did not show a continuous wire-like shape when synthesized with large helium droplets. Moreover, they appeared segmented, consisting of individual particles aligned along a track (see e.g. Fig. 11.8a or Fig. 11.13 (Ag b)). \[27, 114\] This issue was resolved by temperature dependent studies with deposited Ag nanoparticles. In these experiments it has been discovered that the segmented form of the particles can be explained by Rayleigh breakup, a phenomenon that involves diffusion processes that proceed at the surface of deposited nanoparticles [115]. Figure 11.13 shows a selected set of scanning transmission electron microscopy images recorded for Au and Ag nanowires at two different temperatures. The results demonstrate that if Ag particles are kept at low temperatures (-15°C) they are not segmented, in contrast to their room temperature counterparts. Rayleigh breakup is also observed for Au nanowires, for which higher temperatures are necessary to induce the segmentation process. The process has been simulated using a cellular automaton approach [117], also shown in Fig. 11.13. Depending on the local particle curvature, the chemical potential is driving the diffusion of atoms at the surface, an effect that enhances with increasing temperature. As a consequence, the particle edges become smoother and, eventually, the nanowires

![Figure 11.13](image)

Fig. 11.13 Comparison between measured surface diffusion processes and cellular automaton prediction of Au and Ag nanowires. In a and c one can see the initial structure and the converted structure used in the cellular automaton approach (see [117] for details on the approach), respectively. Those structures evolve to the ones shown in (d), when heating is applied, in very good agreement with the final structures observed experimentally (b). Note that for Ag, Rayleigh breakup is already observed at room temperature. Reprinted from [117]. Published by the PCCP Owner Societies, licensed under CC-BY 3.0
are segmented. This process has also been investigated for Ni and Cu nanowires [116, 117]. Note that surface diffusion processes can also be enhanced by irradiation with an electron beam during the recording of transmission electron microscopy images [118].

### 11.3.1.2 Nanoscale Alloying Experiments

For small spherical nanoparticles, formed by single-center aggregation, the core diameter and the shell thickness can be controlled. This has been exploited in a series of experiments dedicated to the investigation of nanoscale alloying processes in core@shell nanoparticles. An important advantage of the helium droplet approach in this type of experiments, thereby, is that it allows for the formation of clean and residual-free particles.

Nanoscale alloying processes have been investigated for Ag@Au as well as Au@Ag nanoparticles with a diameter of about 4 nm [119]. Figure 11.14 shows selected results for Ag@Au. At room temperature, 23°C (296 K), the scanning transmission electron microscopy (STEM) image and the corresponding radial intensity profile both show a core@shell contrast. In the high-angle annular dark-field (HAADF) image, the Ag appears as a dark core surrounded by bright Au because the contrast scales with the number of atoms (sample thickness) and the square of the mean atomic number \( Z \) of the scattering material (“Z-contrast”) [120]. Interestingly, upon heating to 300°C (573 K) a core@shell contrast is no longer observable, indicating that the particle is completely alloyed. The diffusion dynamics that proceed between the initial and terminal temperature can be analyzed based on the radial intensity profile. Using constant heating time steps, a diffusion constant \( D(T) \) can be obtained from such an analysis. For both investigated systems in [119], Ag@Au and Au@Ag, the alloying process is completed at 300°C, considerably lower than

![Fig. 11.14 Ag@Au core@shell nanoparticle at room temperature, 23°C (296 K) and at 300°C (573 K) on a heatable carbon substrate. The scanning transmission electron microscopy (STEM) images are accompanied by radial intensity profiles. The dip in the room temperature profile originates from the Ag core that appears as dark region in the STEM image. At 300°C, the alloying process is completed and a core@shell contrast is no longer observed. Figure adapted from [119], published by the Royal Society of Chemistry, licensed under CC-BY 3.0](image-url)
Fig. 11.15 High-angle annular dark-field (HAADF) images of Ni@Au core@shell clusters for a series of temperatures recorded by scanning transmission electron microscopy. The alloying process is completed at 400°C. At this temperature also the modification of the particle shape becomes evident. Reprinted with permission from [29]. Copyright 2018 American Chemical Society

compared to the bulk. This is attributed to surface size effects that become important in the sub-10 nm particle size regime.

Temperature dependent effects have also been studied for the iron-triade elements, Fe, Co and Ni, in combination with Au [29, 31, 121]. Figure 11.15 shows Ni@Au nanoparticles with different sizes and shapes on a heatable carbon substrate [29]. In these images, the Ni cores appear as dark regions inside the bright Au shells. For the nanorod visible in the top part of the figure, a weakening of the contrast is already observed around 100–150°C. However, only at a temperature of 400°C the contrast vanishes for all particles. It becomes evident that the stability of the particles and, hence, the alloying process depends on the position of the Ni core within the particle. It has been found that a decentralized Ni core is more stable than a centric Ni core [121]. Heating to 300°C for 30 min and subsequent cooling under ultra-high vacuum (UHV) conditions, in the absence of any oxygen, results in the formation of multiple Ni cores inside the Au host matrix, a process referred to as spinodal decomposition [121].

11.3.2 Plasmonic Metals in Helium Droplets

In bulk material, the plasma frequency dictates the collective oscillations of conduction band electrons in a metal. At the surface, the translational invariance is broken and lower energy modes are supported, known as surface plasmons. If the plasmonic structures approach sizes that are commensurate with or smaller than the wavelength of an incoming electromagnetic field, surface plasmons become localized and can no longer propagate [122, 123]. Localized surface plasmon resonances (LSPR) give rise to strong optical absorption and enable the concentration and enhancement of the electromagnetic field in the subwavelength regime. The spectral position of the
localized surface plasmon resonance depends on the size, shape and material of a nanoparticle as well as on the environment. The LSPR provides the foundation of many applications of plasmonic nanoparticles, from surface enhanced Raman spectroscopy (SERS) \[124\] to sensor technologies \[125\].

Matrix isolation spectroscopy has contributed to the research on localized surface plasmons \[126\]. Helium droplet isolation spectroscopy, in particular, has been used to investigate surface plasmons in small sub-10 nm sized nanoparticles. This is an interesting regime where quantum size effects emerge \[127\] and where a transition from discrete, quantized molecule-like transitions to broadband plasmon excitations occurs \[123, 128–130\]. The typical plasmonic materials, Ag and Au, behave very differently when approaching the quantum size regime below 10 nm: A localized surface plasmon resonance in Au is only observed for particle diameters beyond \(\sim 2 \text{nm} \[130\]. In contrast, for Ag, transitions associated with a plasmon resonance have been reported for clusters consisting of only a few atoms (e.g. for Ag\(_8^+\) and Ag\(_{11}^+\)) \[129\]. Furthermore, differences in the electronic band structure and the relative position of the LSPR between these materials result in a stronger damping of the plasmon intensity for Au than for Ag \[123, 131\].

The classic plasmonic materials, Cu, Ag, and Au, have been isolated in helium droplets and have been investigated by means of laser spectroscopy in-situ, covering the range from atoms and small clusters \[13, 87, 132–135\] to nanoparticles \[68, 136\]. The majority of helium droplet-based experiments with plasmonic materials has been carried out with Ag dopants. Using resonant two-photon ionization spectroscopy, a feature associated with a plasmon resonance has been observed for Ag\(_8\) clusters in helium droplets \[13, 132\]. A very large range of Ag particle sizes, from clusters consisting of a few atoms on average up to the nanowire regime, has been investigated using beam depletion spectroscopy \[68\]. By setting a mass spectrometer at the end of the helium droplet apparatus to the He\(_2^+\) mass window \((m = 8)\), the loss of He atoms upon laser excitation of metal electrons and the concomitant shrinking of the droplet by the dissipation of electronic energy can be followed as a function of the photon energy of a tunable laser source. The resulting absorption spectra, taken from \[68\], are shown in Fig. 11.16, recorded for Ag\(_n\) clusters embedded in helium nanodroplets with mean sizes starting from \(n = 6\) a) up to \(n = 6000\) e). Calculated spectra are plotted using dashed lines, while experimental spectra are represented by solid grey lines. The localized surface plasmon resonance can be identified as strong peak in the spectrum, its position shifts from 3.8 eV for small clusters to 3.6 eV for larger particles. Furthermore, for larger Ag nanoparticles an additional feature emerges in the infrared region, attributed to the structural change that occurs when the multi-center growth regime is reached and particles aggregate at vortex cores. The coupling of plasmon modes as well as the emerging of transversal modes in elongated nanostructures both can explain this additional feature. This observation provided an in-situ spectroscopy based evidence for the transition from single to multi-center aggregation \[68\]. Similar results have been obtained for Cu particles in helium droplets \[136\].

The excitation of a localized surface plasmon resonance allows for an efficient transfer of energy to the metal nanoparticle in the helium droplet. The energy stored
in the plasmon leads, via non-radiative electronic relaxation, to the generation of heat in the Ag particle, which is dissipated by the helium droplet. Using pulsed laser systems that can provide high intensities in the few mJ/cm² regime, depletion spectra have been recorded, which indicate that large Ag clusters can reconstruct inside the helium droplet if exposed to high intensity laser pulses [66, 67]. This observation has been explained by the formation of a bubble around the Ag, which isolates the particle from the He bath. The local temperatures, thereby, can exceed the melting point.
11.3.2.1 Deposited Plasmonic Nanoparticles

If nanoparticles are continuously deposited, surface coverages on the order of a few 10% can be obtained. This requires deposition time scales of a few minutes for nanowires and several hours for small spherical nanoparticles. Plasmonic nanoparticles have large absorption cross sections, which enables an ex-situ investigation of samples with low surface coverage using different methods. In fact, the areas where particles are deposited can be seen by eye, as shown in the photograph in Fig. 11.17, which corresponds to a fused silica glass coverslip that holds spherical ~5 nm nanoparticles with about 25% surface coverage. Two deposition areas, marked by arrows, are visible with a size of about 5 × 5 mm².

From particles as shown in Fig. 11.17, extinction spectra can be recorded using UV/vis spectrophotometry [92]. This enabled the investigation of the dependence of the localized surface plasmon resonance in Ag@Au core@shell particles on the Ag:Au ratio. Results from this study, carried out for particles with an average diameter of about 5 nm and a surface coverage of about 25%, are shown in Fig. 11.18. The absorbance of plain Ag (blue) and Au (red) nanoparticles is peaking at 447 nm and 555 nm, respectively. Due to the presence of the fused silica substrate, the peak position appears red-shifted compared to the spectra of Ag particles isolated in helium droplets. An important requirement for the investigation of deposited nanoparticles is that the surface coverage is kept low in order to avoid an inter-particle coupling of plasmon modes, which typically causes the emerging of absorption features in the infra-red for the studied materials. Furthermore, high surface coverages can give rise to particle agglomeration, which would also influence the spectra. However, this is not the case for the spectra in Fig. 11.18. The Ag:Au ratio can be well controlled by the temperatures of the two ovens that hold the Ag and Au dopants. By adjusting the pickup levels, the Ag:Au ratio has been set to 2:1 (green), 1:1 (black) and 1:2 (yellow). It can be seen that the LSPR shifts from its position for bare Ag nanoparticles towards the Au resonance with increasing Au content.

An important application of plasmonic metal nanoparticles is surface enhanced Raman spectroscopy (SERS) [124]. This technique exploits the enhancement of the

---

Fig. 11.17 Photograph of two nanoparticle deposition areas, marked by arrows, with a surface coverage of about 25%
Fig. 11.18 Extinction spectra of spherical Ag@Au nanoparticles on a glass coverslip with a surface coverage of about 25%. Nanoparticles with different Ag:Au ratios of 1:2 (orange), 1:1 (black) and 2:1 (green) have been deposited, spectra of bare Ag and Au particles are shown in blue and red, respectively. The LSPR peak maximum shifts from 447 nm (Ag) to 555 nm (Au), depending on the Au content. Reprinted from [92], licensed under CC BY 4.0

Electromagnetic field close by a nanoparticle or, in particular, at gaps between adjacent particles. Raman scattering is typically very weak, however, the field enhancement effect can boost the local field intensity by orders of magnitude such that also the intensity of the Raman scattered light is increased. It has been shown that this effect also applies for the small 5 nm diameter nanoparticles deposited on glass slides with the helium droplet synthesis technique [92]. An example of SERS spectra recorded for such nanoparticles using a 532 nm laser, functionalized ex-situ with 4-methylbenzenethiol (4-MBT) molecules, is presented in Fig. 11.19. Ag nanoparticles, which exhibit a very strong plasmon resonance, give rise to the strongest SERS signal. For the other Ag:Au ratios, the SERS intensity decreases with increasing Au content.

Electron energy loss spectroscopy (EELS) provides an alternative and very powerful approach for the study of plasmons in deposited nanoparticles using a scanning transmission electron microscope [100]. In this technique, high energy electrons are accelerated towards a target. The majority of electrons are elastically scattered and may be collected, for example, by a high-angle annular dark field (HAADF) detector, which can create images with atomic resolution. However, some electrons are inelastically scattered, whereby different type of processes can give rise to an energy-loss. The excitation of plasmon modes in a nanoparticle is an example of an inelastic scattering interaction, which is revealed by electron-energy loss spectra in the low energy-loss regime [137]. In addition to optically allowed dipole modes, as, for example, seen in Fig. 11.18, EELS provides also access to dark modes such as quadrupole or bulk plasmon modes [138]. An important criterium that has to be
fulfilled by the substrate is that it has to be transparent for electrons in the low-loss region where plasmon excitations are typically observed. Thus, ultra-thin substrates are favorable for this technique. The deposition of nanoparticles on very thin substrates, however, is a specialty of the helium droplet method due to the soft deposition process. Consequently, the method has been employed to deposit nanoparticles on hexagonal boron-nitride (hBN) substrates with a thickness of only a few atomic layers, which has been found to be an excellent substrate for plasmon spectroscopy with a scanning transmission electron microscope [100]. By scanning the electron beam across a selected nanoparticle, EELS spectra can be recorded for each pixel of the image and a plasmon map can be created. An example of such an EELS map is presented in Fig. 11.20, recorded for a Ag@Au core@shell nanorod (7 x 20 nm) [100]. In this case, the spatial distribution of the intensity within a selected interval (1.95 eV ± 0.09 eV) of the EELS spectrum, which corresponds to the longitudinal
11.3.3 Metal Nanoparticles and Molecules

Infrared spectroscopy experiments have been performed in order to explore the interaction between dopant molecules and metal nanoparticles. These experiments have been carried out for Ag@ethane clusters [139, 140] as well as Ag clusters surrounded by methane, ethylene and acetylene shells [141]. The position of the band frequencies resembles the spectra of crystalline samples rather than gaseous molecules. Consequently, at the droplet temperature of 0.4 K, these dopants are considered to be solid. By inspecting the C–H stretch modes of these hydrocarbon molecules, it can be distinguished between molecules attached to a Ag surface and molecules in the dopant molecule volume. The formation of a shell layer around the Ag particle can be followed with this approach: If only a few molecules are added, features corresponding to Ag–molecule aggregates are observed. Once the first shell layer has been established, the addition of molecules gives rise to volume-like features, slightly shifted to features originating from the first layer. Interestingly, it has been shown that the helium droplet approach enables also the synthesis of ethane@Ag [140, 142], i.e. an ethane core surrounded by a Ag shell, a system which can be stabilized in the low-temperature He droplet environment.
11.3.4 Beyond Two-Component Core@shell Nanoparticles

The synthesis of core@shell particles is often claimed as one of the key advantages of the helium droplet synthesis approach. The formation of core@shell nanoparticles in helium droplets has, so far, focused on the combination of two different materials. However, recently it has been demonstrated that also more than two species can be combined in a core@shell@shell configuration [37].

In these experiments the structure of the formed particles has been probed using laser induced fluorescence (LIF) spectroscopy, employing rhodamine B (RB) fluorophores as reporter molecules. The experiment is sketched in Fig. 11.21: Large helium nanodroplets, consisting of about $10^{10}$ He atoms per droplet on average, enter the pickup region where they first pass a Au pickup oven. Au nanoparticles nucleate at vortices where they form filament structures at high doping levels. Subsequently, the droplet beam passes a gas pickup cell used to form an intermediate layer of dopants that surrounds the Au particles. Different species, which are expected to be solid in the cold droplet, have been tested, including hexane, Ar and isopropyl alcohol. In a third pickup region, RB molecules are deposited in the droplets using a resistively heated pickup oven. The molecules are then excited with a 532 nm laser, resonant to the $\pi-\pi^*$ transition of the dye molecule and the laser induced fluorescence signal is recorded with a spectrometer.

Fig. 11.22a shows a compilation of recorded LIF spectra. A prominent fluorescence peak with a maximum at about 590 nm can be identified. The blue spectrum provides a reference for bare RB complexes in helium droplets. The red spectrum in Fig. 11.22a is obtained for Au@RB particles without an intermediate shell layer. It is evident that the fluorescence signal is quenched when Au is added to the droplets, the shape of the feature is not affected. However, if a hexane layer is inserted between the Au core and the RB shell, the fluorescence signal increases again, which can

![Fig. 11.21 Sketch of a setup with three pickup zones used for the fabrication of core@shell@shell particles in helium droplets. Adapted from [37], published under CC-BY license](image)
Fig. 11.22 Laser induced fluorescence (LIF) spectra recorded for plain rhodamine B (RB) complexes and Au@RB particles are shown in panel (a). Fluorescence quenching is observed in the presence of Au. Panel (b) presents spectra recorded for a selected Au and rhodamine B oven temperature and varying hexane pickup levels. Hexane is introduced at the intermediate pickup cell, hexane+ refers to high doping pressures. Adapted from [37], published under CC-BY license.

be seen in Fig. 11.22b, orange spectrum. This is explained by the formation of an isolating hexane layer around the Au core, which inhibits direct contact between RB molecules and the Au metal. The integrated fluorescence yield obtained for the orange Au@hexane@RB spectrum is a factor of two higher than for the blue Au@RB spectrum. With increasing hexane pickup level, the fluorescence decreases again (green curve), accompanied by a red-shift of the peak.

The enhancement of the fluorescence signal upon the addition of the intermediate layer demonstrates that the hexane molecules indeed form a shell around the Au core and that core@shell@shell nanostructures are formed.

11.4 Metal Oxide Nanoparticles

Metal oxide nanoparticles possess interesting properties and many species are technologically relevant with widespread industrial applications [143]. For the production of metal oxide nanoparticles with helium droplets, two different recipes have been followed in previous experiments.

The first and obvious approach is based on the direct evaporation of metal oxides in a pickup oven. However, this can be difficult as many metal oxides have very high melting points and require, thus, extremely high pickup temperatures. For V$_2$O$_5$ it has been shown that helium droplets can be directly doped with metal oxides. The required pickup oven temperature is on the order of about 900°C [144]. An advantage of the method is, that in helium droplets the ionization process is typically less destructive than compared to direct electron impact ionization of complexes in the gas phase [24, 145, 146]. This is explained by the indirect ionization mechanism, which
proceeds via charge hopping, and the high cooling rate provided by the liquid helium matrix. Thus, the time-of-flight mass spectra recorded for $(V_2O_5)_n$ oligomers were not dominated by fragments. The results revealed that $(V_2O_5)_n$ oligomers sublime preferentially in form of complexes with even $n$, which represent the dominant species observed in the mass spectra [144].

In addition to the study of small $(V_2O_5)_n$ oligomers, it has also been possible to form $V_2O_5$ nanoparticles in helium droplets, which have been deposited and analyzed by scanning transmission electron microscopy [147]. Figure 11.23 shows an example of the formed vanadium oxide nanoparticles. Visual inspection suggests that the particles are larger than typical bare metal nanoparticles formed at these experimental conditions even though the surface coverage is low such that coagulation effects are not expected. This may be a hint for a strong interaction between substrate and particles in this case.

A second approach for the synthesis of metal oxide nanoparticles is the controlled exposure of bare metal particles to oxygen after deposition [35]. The exposure of nanoparticles to ambient air is often unavoidable, for example, in order to transport samples to an electron microscope or other experimental setups. Note that the oxidation of deposited nanoparticles can influence their structure, which has to be considered for subsequent experiments [29, 30].

In a recent study, nanoparticles formed in helium droplets have been deliberately oxidized by exposure to oxygen after deposition in order to fabricate Ag@ZnO core@shell particles [35]. In these experiments, the droplets were first doped with Ag and, subsequently, with Zn in order to form Ag@Zn nanoparticles, which have been deposited on indium tin oxide (ITO) substrates. Ultraviolet photoelectron spectroscopy (UPS) has been employed to trace the Zn oxidation process at the Zn 3d core-level peak around 10 eV binding energy, which is accessible with standard He
11.4.1 Determination of Oxidation States

Many different approaches have been applied in the past to analyze the oxidation state of metal oxide nanoparticles synthesized with the helium droplet technique. Scanning transmission electron microscopy (STEM) is an excellent approach for this purpose. From STEM images with atomic resolution, lattice constants can be obtained, which allows for a determination of the oxidation state of a material based on a comparison to tabulated literature values. An example is shown in Fig. 11.25a, which corresponds to a high-resolution STEM high-angle annular dark-field (HAADF) image of a Ag@ZnO nanoparticle for which the hexagonal lattice structure of the ZnO is well resolved [35]. The corresponding ZnO wurtzite unit cell is shown in Fig. 11.25c. Two strategies can be followed for the determination of lattice constants. If many lattices are identified by visual inspection, an outline of the
image contrast enables a direct measurement of the lattice spacing from the image [147]. However, an analysis of lattice reflexes in Fourier space is often advisable, in particular, in case of a lower image quality [101]. A 2D Fourier transform of the image that shows the ZnO shell of a particle in Fig. 11.25a is presented in the inset in panel (b). Many lattice reflexes can be identified and assigned based on comparison to bulk values. Note, however, that the lattice constants obtained for nanoscale objects can deviate from their macroscopic counterparts. A method related to the analysis of Fourier transformed STEM images is X-ray powder diffraction (XRD), which may also be employed in future for an analysis of nanoparticles formed and deposited with helium droplets. Furthermore, EELS spectra can provide insight into the oxidation state of deposited nanoparticles [30, 147].

In addition to methods based on transmission electron microscopy, UV/vis extinction spectra provide information on the oxidation state of deposited nanoparticles. This approach has, for example, been used for deposited V_{2}O_{5} particles such as shown in Fig. 11.23 [147]. For vanadium oxides, an identification of the oxidation state is complicated due to the large number of possibilities. However, only the vanadium pentoxide is transparent in the visible regime. Thus, the absence of absorption features in the visible supports an interpretation of V_{2}O_{5} as dominant species on the substrate.

Ultraviolet photoelectron spectroscopy (UPS) has already been introduced above (Fig. 11.24) as method sensitive to oxidation processes [35]. X-ray photoelectron spectroscopy can also be used to characterize the oxidation state of a material, as has been done, for example, for deposited Ni [18] and Al [33] containing nanoparticles synthesized in helium droplets. X-ray absorption near edge structures (XANES) can
also provide insight into the presence of oxides but the method requires access to synchrotron facilities [32].

An aspect that has to be considered in this context is that mixtures of different oxides and bare metals may be obtained by helium droplet synthesis. This is particularly relevant in the case of an oxidation of particles by exposure to ambient air after deposition. For Co nanoparticles, for example, this resulted in the formation of partially oxidized CoO particles that contain areas with bare Co metal [101].

### 11.4.2 Oxidation Experiments with Deposited Metal Nanoparticles

Helium droplet synthesis enables the formation and deposition of small sub-10 nm nanoparticles under ultrahigh vacuum (UHV) conditions. The subsequent exposure of the deposited particles to oxygen or ambient air allows for an investigation of oxidation processes at the nanoscale.

The mechanism that drives the oxidation can be different in such small nanoparticles than compared to larger structures or the bulk material. This has been subject to an interesting experiment on Al and Au@Al nanoparticles [33]. The results indicate that the reaction between small Al clusters and oxygen involves an etching process whereas the oxidation of larger Al nanoparticles proceeds via heterogeneous oxidation. For small particles, this leads to a rapid generation of heat and an ejection of Al₂O₃ products, which goes along with a destruction of the particles. Consequently, small aluminum oxide nanoparticles, with a diameter below 4 nm, are not found in scanning transmission electron microscopy (STEM) images. The same phenomenon is observed for small Au@Al nanoparticles. An example of such Au@Al particles, initially equipped with a 1 nm Au core, after deposition and exposure to ambient air, is shown in Fig. 11.26b. Only residues of the deposited particles are found. Intact Au@Al structures with an oxidized Al shell have only been observed for particles with Au core sizes exceeding 4 nm diameter. An example can be seen in Fig. 11.26a, which shows intact Au@Al nanoparticles after exposure to ambient air with a 5 nm Au core and a 1 nm shell layer. Note that in this case the number of Al atoms is smaller than required to build a plain Al particle with 4 nm diameter. The observed transition between the two regimes at around 4 nm coincides with the particle size where a drastic change of the coordination number occurs. Consequently, beyond 4 nm particle diameter the released energy is dispersed among a larger number of atoms and the particles can survive the oxidation process.

For the Ni@Au system it has been demonstrated that oxidation can cause a structural inversion. This results in the formation of Au@NiO particles [29, 121], triggered by the diffusion of Ni atoms to the surface in the presence of oxygen, which lowers the barrier for diffusion. Note that a similar inversion process can be induced by the electron beam in an electron microscope [148].
Fig. 11.26  Au@Al core@shell nanoparticles with different Au core sizes after deposition and exposure to ambient air. While particles with large Au cores (5 nm) surrounded by a 1 nm Al shell, as shown in panel (a), retain their integrity, the oxidation process leaves behind scattered Au complexes for small Au cores (1 nm), as seen in panel (b). Adapted with permission from [33]. Copyright 2019 American Chemical Society

A study of deposited Fe@Au core@shell particles [30], which have been exposed to ambient air, revealed that in this case both the structure as dictated by the pickup sequence and the inverted structure are observed at room-temperature in scanning transmission electron microscopy images. Even stable Fe@Au@Fe-oxide particles are present on the substrate. Furthermore, indications for Janus-like particles, for which areas with Fe oxide and Au coexist next to each other, have been found. Examples for small spherical Fe@Au and Fe@Au@Fe-oxide particles are presented in Fig. 11.27. These experiments revealed that a critical Au shell thickness of only 2–3 layers Au is required to protect the Fe core from oxidation.

Another material for which a structural inversion has been observed is the Cu-Mg system [34, 90]. In these experiments, the Mg pickup cell was passed by the helium droplets prior to the Cu pickup oven, however, the resulting elemental maps showed structures with Cu core particles surrounded by a shell layer of MgO. Interestingly, the Cu cores did not oxidize in these experiments.

These findings have to be kept in mind when designing nanoparticle synthesis experiments. Helium droplet synthesis is typically considered as a unique tool that allows for a combination of a sheer unlimited amount of materials simply by changing the dopant material in the pickup cells. While this may hold as long as particles are in the ultra-high vacuum (UHV), upon exposure to air, oxidation effects can influence the structure of the deposited particles or even cause their complete disintegration.
11.4.3 Metal Core—Transition Metal Oxide Shell Nanoparticles

The ability to select the core and shell species from a wide variety of materials opens the door for the creation of novel nanostructures with tailored properties. A recent example is the combination of plasmonic Ag core particles with ZnO shells [35]. Figure 11.28a shows a high-angle annular dark-field (HAADF) image of spherical Ag@ZnO nanoparticles with a diameter of about 5.8 nm and Ag core diameters around 3 nm. The Zn shell has been oxidized after the particles were deposited by exposure to ambient air for about 1 h. Interestingly, this procedure resulted in the formation of ZnO shells with a very uniform layer thickness of 1.3 nm, which fully cover the Ag cores. Similar results have been obtained for Ag@ZnO nanowire structures, for which also a very uniform ZnO shell was observed, with a thickness of 1.6 nm [35]. The presence of Ag and ZnO in form of core@shell structure is confirmed by elemental maps created from energy dispersive X-ray (EDX) spectra acquired using a scanning transmission electron microscope (STEM). Figure 11.28b shows the Ag distribution, which correlates very well with the bright cores in the corresponding HAADF image (a). Panels (c) and (d) show the Zn and O distribution, respectively. The Zn rich areas are clearly larger than the Ag cores, indicating that Zn is present in a shell layer. The distribution of oxygen is less well defined, pointing at a typical issue of such elemental maps: If the sample has been exposed to air, a small amount of oxygen can be found everywhere, on the nanoparticles as well as on the substrate. Another typical contaminant is carbon in form of organic molecules, which is often encountered in scanning transmission electron microscopy experiments. Thus, care has to be taken when the oxygen or carbon distribution within such images is analyzed.

An intriguing characteristic of particles that comprise a small spherical Ag core and a ZnO shell layer is that such a structure combines a plasmonic material with a localized surface plasmon resonance (LSPR) and a semiconducting material. The
Fig. 11.28  High-angle annular dark-field (HAADF) images (a) of Ag core @ ZnO shell particles recorded by scanning transmission electron microscopy (STEM). The Ag appears as a bright core in the center of the particles, surrounded by a darker ZnO shell layer. Spatially resolved EDX maps recorded for the same sample area as shown in (a) reveal the distribution of Ag (b), Zn (c) and O (d).

Reprinted from [35], licensed under CC BY 4.0

combination of plasmonic metal nanoparticles with transition metal oxides may bear great potential for the enhancement of the efficiency of devices that harvest solar energy [149–151]. In order to investigate if such a nanoscale Ag core preserves its plasmon resonance while inside the ZnO shell, two-photon photoelectron (2PPE) spectroscopy experiments have been carried out [35]. These experiments made use of a NanoESCA energy-filtered photoemission electron microscope (EF-PEEM) [152]. The results are shown in Fig. 11.29, obtained using a 3.02 eV (410 nm) p-polarized laser resonant to the LSPR of the Ag particles. Plain Ag nanoparticles (orange spectrum) show a strong enhancement, giving rise to the emergence of electrons with high kinetic energies. Furthermore, a well defined Fermi level cutoff at about $E_{\text{kin}} = 1.9$ eV can be identified in the 2PPE spectrum, which is characteristic for metals. Plain ZnO particles, on the other hand, only show a strong secondary electron peak at low kinetic energies, with only little high energy electrons and no signal at the Fermi cutoff (blue spectrum). If the ZnO particles are equipped with a Ag core, the spectrum (green) resembles the plain Ag spectrum, indicating that the resulting Ag@ZnO particles combine the plasmonic enhancement properties of plain Ag particles with the semiconducting ZnO material.
Fig. 11.29 Two-photon photoelectron (2PPE) spectra of ZnO (blue), Ag (orange), and Ag@ZnO (green) nanoparticles deposited on an ITO substrate. The significant increase of the electron yield at higher kinetic energies is attributed to an enhancement by the excitation of Ag surface plasmons. Reprinted from [35], licensed under CC BY 4.0

11.5 Outlook

Within the past decade, the helium droplet synthesis approach has evolved into a versatile tool for the production of small nanoparticles. Today, helium droplets are routinely doped with metals and experimental strategies for the production of metal oxide particles have been presented. The advantage of the method is that it provides an inert synthesis environment, which enables the fabrication of very clean nanoparticles. The assembling of nanostructures by the doping of helium droplets in an atom-by-atom manner allows for a control of the particle size, ranging from small clusters that comprise only a few atoms to spherical particles and elongated nanowires. The deposition of particles is very gentle due to the soft-landing conditions ensured by the cushioning effect due to the liquid helium droplet that evaporates completely in the course of the process. A major advantage is the combination of different materials in form of core@shell particles with sizes in the sub-10 nm regime. Dopants can be easily exchanged and the core and shell layer material are defined by the pickup sequence. On the downside, the method is not scaleable and can only produce nanomaterials in the sub-milligram mass regime. The amount of deposited material, however, is sufficient for the study of fundamental properties of nanoparticles.

Future experiments will exploit the unique advantages offered by the helium droplet synthesis approach. The sub-10 nm particle size regime, where the method excels, is very interesting for applications, for example, in catalysis [29, 102]. For such small nanoparticles, size effects become important and their properties can be very different from the bulk material [109]. A versatile method such as helium droplet synthesis could be used to rapidly explore different dopant combinations in
order to search for new nanomaterials. Small nanoparticles synthesized with helium droplets can also have special magnetic properties [32]. Reactive materials, such as aluminum or alkali metals, possess interesting optical properties but are difficult to handle by conventional synthesis methods [153]. However, these materials can be isolated and investigated very well in the inert liquid helium droplet environment, the deposition takes place under ultra-high vacuum (UHV) conditions. The synthesis of metal core—transition metal oxide shell particles has just recently been demonstrated with the approach [35], combining materials of interest for plasmonics and photocatalysis [149–151]. A deposition of such nanoparticles on ultra-thin substrates may enable the investigation of mechanisms related to plasmon decay or charge-carrier dynamics with advanced time-resolved XUV spectroscopy methods [101, 154]. Furthermore, the possibility of combining multiple materials with selected properties [37] in a helium droplet opens new perspectives for the creation of unique tailored nanomaterials.
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Helium Cluster and Droplet Spectroscopy
Reviews


This review describes recent experiments on the capture of atoms and ions by neutral and charged helium droplets. Ion reactions in droplets and the spectroscopy of ions in droplets are dealt with. Recent studies of chemical reactions are surveyed.


Experiments on the solvation of atomic, molecular and cluster ions in helium nanodroplets are reviewed. The latest results on negative and positive and highly charged pure and doped droplets are described.


This review provides an introduction to quantum vorticity in helium droplets and reviews advances in X-ray and extreme ultraviolet scattering for in situ detection of droplet shapes and the imaging of vortex structures inside individual, isolated droplets and understanding the rotational motion of isolated, nano- to micrometer-scale superfluid helium droplets. New applications of helium droplets ranging from studies of quantum phase separations to mechanisms of low-temperature aggregation are discussed.

This review provides an overview of many infrared spectroscopic investigations of small molecules and clusters in helium droplets with special emphasize on organic molecules and radicals and reactive complexes.


Discusses the rotation of molecules in helium nanodroplets and in Bose–Einstein condensates in terms of the recently developed angulon quasiparticle theory.


This comprehensive review focuses on experiments on large helium droplets carried out in the group of Vilesov at the University of Southern California. It contains a discussion of elementary excitations (phonons and rotons) and calculated cooling rates under different conditions. Contains images of droplets and of metal wires grown inside helium droplets and a discussion of X-ray diffraction patterns of pure and Xe-doped droplets.


This is a comprehensive well illustrated review with 62 mostly colored figures which covers most aspects of pick-up and ionization of droplets, cations and anions in droplets, chemical reactions and spectroscopy of highly reactive molecules.


As implied by the title the review summarizes the density functional theory of liquid helium. The theory is applied to many current experimental phenomena involving mostly metal atoms and ions doped in pure and mixed $^3$He/$^4$He droplets. Electrons, cations and vortices in droplets and their dynamics are illustrated by many colored visualizations of snapshot images. Calculations of rotational superfluidity of molecules in small ($\leq$40) droplets are compared with experiment. Liquid helium on surfaces and soft landing of droplets on surfaces are also discussed.

*Path integral Monte Carlo calculations are applied to visualize the interaction of the exemplary systems Ca, Rb$_2$, and the anions He$^*$, and He$_2^*$− with small l(≤40) helium droplets.*


*Femtosecond time-domain experiments in the extreme ultraviolet range are used to probe interband relaxation dynamics, dynamics of highly excited states and photoassociation within the droplets. Some of these channels lead to the ejection of excited Rydberg atoms and molecules of helium.*


*Previous studies of laser-induced fluorescence spectroscopy of alkali atoms in droplets are extended to study photoelectron and photoionization with velocity map electron and ion imaging. Femtosecond pump-probe photoionization experiments are also reviewed.*


*This tutorial review provides an easy to understand overview of the field of helium droplet experiments with special emphasize on chemical complexes and clusters formed inside droplets and their spectroscopy.*


*This review covers topics ranging from matter-wave experiments on the helium dimer and small $^4$He clusters and mixed $^4$He-$^3$He clusters up to spectroscopy of large organic clusters in large droplets with emphasize on evidence for microscopic superfluidity.*


*This article presents a basic overview of several key experiments on molecular spectra, metal atoms on the surface and in the interior of droplets and soft landing on solid surfaces.*

General review of droplet spectroscopy with an emphasize on spectra of small water clusters and a wide size range of ammonia clusters.


Starts with background of basic properties of atomic He and the bulk liquid. Ionization, fragmentation and cluster cooling of rare gas clusters are discussed. Discusses experiments on ionization of hydrogen clusters and the electron attachment to droplets doped with water clusters.


This review surveys recent results of the Vilesov group of infrared spectra of small water and ammonia clusters and the relative energies of conformers of 2-chloroethanol (2-CLE) molecules.


Contains a comprehensive list of 23 active experimental groups, their techniques, and molecules investigated.


A review of the theory in connection with recent spectroscopic studies of doped small He clusters with 2–70 atoms.


This review is devoted largely to gas phase linear dichroism spectroscopy, including the theoretical and experimental background and a few examples. The advantage
and the procedures of aligning biological molecules in superfluid helium droplets are discussed at length.


Survey of laser emission spectroscopy, pump-probe photodissociation, photoionization experiments. Photo-induced tautomerization, ion–molecule reactions, photo-induced isomerization and neutral molecule reactive reactions in helium droplets are treated.


Written by a well-known quantum chemist with special emphasize on the potential energy surfaces of small molecules with up to 10 attached He atoms. Contains an extensive discussion of theories of the $^4\text{He}$-dimer potential and pure bulk helium and an overview of quantum chemical calculations of the potentials of several molecules interacting with up to 100 attached He atoms.


This comprehensive review is about the formation and mass spectra of metal clusters on the surface and in the interior of helium droplets.


Complements the work described in the review No. 27. Describes experiments in which droplets are doped with propargyl radicals, Na and an entire series of hydrocarbon radicals and complexes.


This review discusses the state of molecular spectroscopy in droplets and proposes how laser resonance excited isotope molecules can be selected by deflecting them by a secondary beam.

This review is devoted to the spectroscopy of small He clusters (\(N < 20\)) and \(H_2\) clusters (\(N < 17\)) with attached OCS, \(N_2O\), \(CO_2\) and \(CO\). Theoretical and experimental rotational spectra are compared and evidence for superfluidity in these small clusters is analyzed.


Time-resolved techniques for studying the dynamics mostly between alkali metal atoms and molecules and with the helium environment are reviewed. Theoretical results on the energetics and dynamics of helium droplets are also discussed.


A very detailed review reporting the work from the group of the late Roger Miller based on the pendular spectroscopy IR method. Describes first experiments with radicals, metal containing clusters and amino acids. 357 references.


A compact easily understandable review written by a many-body theorician about the magic numbers of small \(^4\text{He}\), \(^3\text{He}\) and mixed \(^4\text{He}-^3\text{He}\) clusters.


Provides an extensive survey of theoretical droplet properties such as evaporative cooling, density distributions and energy levels also of small and large \(^3\text{He}-^4\text{He}\) mixed droplets. Theoretical density profiles and energies of doped droplets are surveyed. Also describes calculations of vortices inside droplets and droplets on surfaces. A section is also devoted to small helium droplets on adsorbing substrates.


A comprehensive highly cited review covering the spectroscopic experiments at the time.

An extensive and comprehensive review with 5 sections on production of droplets, rovibrational spectroscopy, electronic spectroscopy, other applications, and helium droplets and Bose–Einstein condensate in traps.


Contains five excellent review articles, three of which (No. 35, 37 and 38) are listed below and 17 research articles on the theory of pure droplets and mostly on various aspects of spectra of molecules in droplets.


A comprehensive review including theoretical aspects with detailed analysis of several infrared, microwave, double resonance and Stark spectra of simple molecules and clusters in droplets. Contains an extensive table of rotational constants of 52 molecules and clusters in free space and in helium droplets and a table of vibrational lifetimes.


A short concise easy to read review on the state of the art at that time.


Summary of the results of the Princeton group on the electronic spectra of alkali and other metal atoms attached to He droplets and the spectra of organic molecules mostly from the Göttingen group.


One of the early pioneers describes the state of the art in producing and investigating pure droplets from the smallest (He$_2$) to super large drops magnetically levitated. Excited metastable, negative and positively charged droplets are discussed.

Reviews the research of the Princeton group of G. Scoles on the electronic spectra of $^1\Sigma$ and $^3\Sigma$ states of Na$_2$ and of Na$_2$He. Contains an interesting discussion of the angular distribution of the beam of desorbed alkali atoms and molecules.


An important review of the quantum theory of the free rotation of molecules in helium droplets and the role of superfluidity. The theory addresses the increase of the rotational constants in terms of the non-superfluid density in the first solvation shell.


Early review from the Göttingen group with emphasize on the evidence for superfluidity from the observation of $S_1 \leftarrow S_0$ transition in glyoxal and rotational levels in the IR spectrum of OCS.


First review on spectroscopy of molecules in doped helium droplets. Contains account of early history of helium matrices and the major pioneering experiments with helium droplets.


The first review devoted largely to the theory of molecules in the superfluid environment of droplets. Contains a discussion of Variational, Diffusion and Path Integral Monte Carlo theories and several examples in which early experiments are analyzed. Still worth reading as an introduction.
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