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Foreword

The increasingly visible consequences of the wasteful use of natural resources,
such as climate change, biodiversity loss, or shrinking forests, force humankind to
consume the earth’s resources less extensively. To fulfill this, extensive innovations
and high-tech solutions are required in all sectors, from private households to the
transport sector to the manufacturing industry. Faced with these challenges, acade-
mia, industry, and society are currently developing strategies for structural change
toward a circular economy. For the process industry, this results in the need to re-
duce the consumption of fossil raw materials, which affects both the energy and
raw material consumption for the manufacturing of valuable products. For the
chemical industry, this creates, among others, the challenge of converting the raw
material base for chemical production from fossil to renewable feedstocks. Accord-
ingly, modern, efficient production concepts must be implemented, based, for ex-
ample, on the ideas of Green Chemistry, and aim for the most environmentally
friendly production of chemical products. In addition to using renewable raw mate-
rials, the essential principles of this chemistry are the application of highly efficient
catalysts, the use of harmless solvents, energy efficiency, and process optimization
in real time. However, concerning the implementation in large-scale processes,
these goals are currently still of a visionary nature.

To develop such novel, efficient production processes, all levels of the processes
must be viewed from the molecular elementary steps up to the design and operation
of the entire plant. Therefore, an intense interdisciplinary collaboration is necessary
to realize such processes. This background led to the joint collaboration between re-
searchers from Technische Universitdt Berlin, Technische Universitdt Dortmund,
Otto-von-Guericke-Universitdat Magdeburg, Technische Universitat Darmstadt, Karls-
ruhe Institute of Technology, Hochschule fiir Technik und Wirtschaft Berlin, Anhalt
University of Applied Sciences, and Max Planck Institute for Dynamics of Complex
Technical Systems. The German Research Foundation (Deutsche Forschungsgemein-
schaft e.V. (DFG)) funded this activity in the framework of the Collaborative Research
Centre/Transregio 63 “Integrated Chemical Processes in Liquid Multiphase Systems”
(InPROMPT/56091768) from 2010 to 2022.

The CRC/TR 63 focused on the necessary methods for developing homo-
geneously catalyzed processes in liquid multiphase systems. Together with chemi-
cal-physical fundamentals, process and systems technology formed the scientific
foundation. Thus, fundamental investigations were conducted to gain a deeper un-
derstanding of the processes and their modeling. In addition to the reaction steps,
separation processes were also developed, modeled, and optimized as part of the
overall process synthesis to develop technical processes. Finally, the developed
processes were implemented and validated in two miniplants.

This volume presents the final scientific report of the CRC/TR 63. Over the total
funding period, 46 tightly interlocked projects were carried out by 36 principal

3 Open Access. © 2022 Matthias Kraume et al., published by De Gruyter. This work is licensed
under the Creative Commons Attribution 4.0 International License.
https://doi.org/10.1515/9783110709858-203
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investigators strongly supported by 131 young scientists. This volume is not the
only result of our scientific activities. A total of 103 doctoral theses were written,
and 387 papers were published. The successful support of the young scientists,
together with a productive environment, is reflected by seven appointments to
full professorships received by members of the CRC/TR 63.

The editors like to express their sincere appreciation for the long-lasting funding
by DFG. Without them, such an extensive collaboration would not have been pos-
sible. Special thanks also go to all 15 members of our industrial board. With their
industrial perspective and experience, they supported our scientific work and
gave valuable hints for technological aspects that should be considered. We are
obviously greatly indebted to all 62 authors of this volume for their individual contri-
butions. We also owe plenty of thanks to the numerous employees in the workshops,
laboratories, and administration who have substantially supported the CRC/TR 63.
Particular thanks are due to Alexandra Vetter, who successfully managed all organi-
zational issues, especially the time schedule.
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1,2-DTBPMB 1,2-Bis(di-tert-butylphosphinomethyl)benzene

4-DPBA 4-Diphenylphosphinobenzoic acid

10-UME Methyl 10-undecenoate

acac Acetylacetonate

ACN Acetonitrile

AE Atom economy

AFM Atomic force microscopy

ANN Artificial neural network

APTES Aminopropyltrimethoxysilane

AR Attainable region

aux Auxiliary

BARON Branch-and-reduce optimization navigator

BET Brunauer-Emmett-Teller

BIPHEPHOS 6,6’-[(3,3"-Di-tert-butyl-5,5’-dimethoxy-1,1"-biphenyl-2,2’diyl)bis(oxy)]
bis(dibenzold,f][1,3,2]dioxaphosphepin)

BTEM Band target entropy minimization

CiE; Poly(oxyethylene) alkyl ethers

CALM Chemical association lattice model

CAMD Computer-aided molecular design

CAMPD Computer-aided molecular and process design

caPSS Computer-aided phase system selection

cat Catalyst

cmc Critical micelle concentration

co Carbon monoxide

CcO, Carbon dioxide

cod 1,5-Cyclooctadiene

COsSmMo Conductor-like screening model

COSMO-SAC Conductor-like screening model segment activity coefficient

COSMO-RS Conductor-like screening model for real solvents

CSTR Continuous stirred-tank reactor

CVE Cross-validation error

dba Dibenzylideneacetone

DDDME Dodecanedioic acid dimethyl ester

DDoF Design degrees of freedom

DFO Derivative free optimization

dppb 1,4-Bis(diphenylphosphino)butane

DESO Diethyl sulfoxide

DFT Density functional theory

DGT Density gradient theory

DMA N,N-Dimethylacetamide

DMF N,N-Dimethylformamide

DMG Dimethyl glutarate

DMSU Dimethylsuccinate

DoE Statistical design of experiments

DoF Degrees of freedom

dppf 1,1-Bis(-diphenylphosphino)ferrocene

DSR Distributed side stream reactor
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Fourier-transform infrared
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Gas-liquid

Gas-liquid-solid

Gas-solid

Hydrogen
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Diethylamine
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Hydrogenation
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Integrated chemical processes in liquid multiphase systems
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Isomerization of 1- and internal iso-decenes (2-, 3-, 4-, 5-decene)
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Key performance indicator

Ligand

Least abundant catalyst-containing species
Lower critical solution temperature

Lattice cluster theory

Lattice cluster theory — equation of state
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LLE

lig

MA
MACS
MAE
MAWQA
mbOED
MEA
MeCN
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MES
Mes
MEUF
MHE
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MINLP
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MP2
MPC
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MSA
MSDS
MW
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NEP
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NLP
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NMR
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NRTL
ocpP
ocP
ODE
ODoF
OFAT
OPEX
OSN
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Liquid-liquid
Liquid-liquid equilibrium
Ligand

Modifier adaptation

Most abundant catalyst containing species
Mean absolute error

Modifier adaptation with quadratic approximation
Model-based optimal experimental design
Methyl 2-ethylacetoacetate

Acetonitrile

Methanol

Microemulsion system
1,3,5-Trimethylbenzol

Micellar-enhanced ultrafiltration

Moving horizon estimation

Mixed-integer dynamic optimization
Mixed-integer nonlinear problem
Percentage of misclassified test set samples
Second-order Mgller—Plesset perturbation theory
Model predictive controller

Mean squared error

Methanesulfonic acid

Material and safety data sheet

Molecular weight

Molecular weight cutoff
Linear-to-branched ratio

Dodecane

1-Dodecene

Linear aldehyde (tridecanal)
N-Cyclohexylpyrrolidone
N-Ethylpyrrolidone

Triethylamine

N-Heterocyclic carbene

Hydroformylation to the linear aldehyde
Nonlinear optimization problem

Nonlinear program

Di-n-butylamine

N-Methyl-2-pyrrolidone

Nuclear magnetic resonance
N-Octylpyrrolidone

Nonrandom two-liquid

Optimal control problem

Optimal control profile

Ordinary differential equation
Operational degrees of freedom

One factor at a time

Operating expenses

Organic solvent nanofiltration

Oil in water
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PADA
PC

PC1
PC2
PC-SAFT
PDAE
PDF

PE

PEG
PETPP
PNIPAM
ppm
pro

PFR

QM
QRD
QSPR
RA
RAST
RDS
rea
REACH
RS
RSBR
RTO
SAFT-VR
SE

SEM
SLE
SLLE
SRC
SULFOXANTPHOS

SVD
SVM
SX

TAC

TC

TEM
THF
THPO
™S
TMPGP
TPP
TPPTS
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TRL
ST
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Pyridine-2-azo-dimethylaniline

Propylene carbonate

Rh-precursor Rh(acac)(C0),

Rh-precursor Rh-center (Rh(acac)(PNP)
Perturbed-chain statistical associating fluid theory
Partial differential algebraic equation

Probability density function

Pickering emulsion

Poly(ethylene glycol)

Polyether-substituted triphenyl phosphine
Poly(N-isopropylacrylamide)

Parts per million

Product

Plug flow reactor

Quantum mechanics

QR decomposition

Quantitative structure—property relationship
Reductive amination

Real adsorbed solution theory

Rate-determining step

Reactant

Registration, Evaluation, Authorisation and Restriction of Chemicals
Resting state, rhodium hydrido-dicarbonyl complex
Repeatedly operated semibatch reactor

Real-time optimization

Statistical associating fluid theory with attractive potential of variable range
State estimation

Scanning electron microscopy

Solid-liquid equilibrium

Solid-liquid-liquid equilibrium

Standardized regression coefficients
[Rh(acac)(C0),]/4,5-bis(diphenylphosphino)-9,9-dimethyl-2,7-disulfoxanthene
disodium salt

Singular value decomposition

Support vector machine

Sulfoxantphos

Total annual cost

Rh-tetracarbonyl

Transmission electron microscopy

Tetrahydrofuran

Tetrahydropyranone

Thermomorphic multiphase system

Tri-(methoxyl polyethylene glycol)-phosphite
Triphenylphosphine

Trisodium 3,3’,3”-phosphinetriyltribenzenesulfonate
Tail-to-tail telomer

Technology readiness level

Transition state theory

Upper critical solution temperature
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WP

WPC
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Ultrafiltration

Universal functional activity coefficient

Universal quasichemical functional group activity coefficients Dortmund
Universal functional activity coefficient for ionic liquids
ULTRA-TURRAX®

Vapor-liquid equilibrium

Vapor-liquid-liquid equilibrium

Water in oil

Working point

Weak-polar components
4,5-Bis-(diphenylphosphino)-9,9-dimethylxanthene
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A J mol™? Helmholtz energy

a m? Area

Ac m? Cross-sectional area

A; - Antoine A parameter of component i

Avoid m? Total void area

Aot m? Total oil contact area

Ay m? Total cross-sectional area of particles

a m2s™! Thermal diffusivity

a - Thermodynamic activity

a m?m™ Volume specific transfer area

ag m? kg™? Specific particle cross section
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C Various Objective function
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C,-,L,ut,polar molm™>s™* Molar concentration of the ith component in the polar outflow of the
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3 Open Access. © 2022 Matthias Kraume et al., published by De Gruyter. This work is licensed

under the Creative Commons Attribution 4.0 International License.
https://doi.org/10.1515/9783110709858-206


https://doi.org/10.1515/9783110709858-206

XXvilh —

(continued)

List of Symbols

Symbol Unit Property

E Nm™ Elastic dilational modulus

E” Nm™ Viscous dilational modulus

E Nm? Dilational viscoelasticity
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f - Discretized system of differential equations

f - Function

f Pa Fugacity
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h, - Equality constraints for integrated solvent and process design

h Various Inequality constraints

J Lm2h? Flux

Ji Various Generalized flux vector

] - Objective function of the optimization problem
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T K Temperature
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t s Time

t; S Final time
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u - Control variable
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uk - Input for the kth iteration
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u - Optimum of the optimization problem

u, - Process optimum
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1% m3 Volume

v m3 Molar volume
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Vi m3 Liquid volume
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Wiip ms™! Tip speed

X molmol™!  Conversion
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y - Measurement
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vk - Nominal model-simulated measurements for the input u*

Velass - Classifier output
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o - Value of the slope criterion
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Bi Various Regression coefficient

r kg m™2 Surface concentration
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0 m Film thickness
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£ - Dielectric constant

£ W kg™ Energy dissipation rate
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6 s Average time at surface
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6 Various Uncertain parameter vector
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K - Coefficient in eq. (3.3.1)

k(T) Various Collision frequency factor
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u Jmol™  Chemical potential
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¢ Various Objective function

¢ Various Objective function metrics

® Various Differential reaction flux

® - Disperse phase fraction
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1 Motivation and Objectives

Matthias Kraume

In 2020, humankind used up the resources that nature can restore in a single year
in just under 8 months [7]. However, the increasingly visible consequences of this
wasteful use of resources, such as climate change, biodiversity loss, or shrinking
forests, are forcing humankind to consume the Earth’s resources less extensively.
For that, the restoration of a balance between renewable and consumed resources
is a minimum requirement. To fulfill this demands extensive innovations and high-
tech solutions in all sectors, from private households to the transport sector to the
manufacturing industry. Faced with these challenges, science, industry, and society
are currently developing strategies for structural change toward a circular economy.

For the process industry, this results in the need to reduce the consumption of
fossil raw materials, which affects both the consumption of energy and raw materi-
als used to manufacture valuable products. For the chemical industry, this results,
among other things, in the challenge of changing the raw material base for chemi-
cal production from fossil to renewable feedstocks. As a result, the products based
on renewable raw materials should be either fed as intermediate products directly
into the existing production networks or used as chemical end products for further
processing. Additionally, modern, efficient production concepts must be imple-
mented based on, for example, the ideas of Green Chemistry and aim for the most
environmentally friendly production of chemical products [1]. In addition to using
renewable raw materials, the essential principles of this chemistry are the applica-
tion of highly efficient catalysts, the use of harmless solvents, energy efficiency,
and process optimization in real time.

Given the lack of large-scale industrial processes, these goals are currently still
of a visionary nature. However, several classes of renewable raw materials are now
being examined regarding their suitability for substituting fossil raw materials. Un-
saturated oleo compounds, obtained as renewable raw materials from animal fats
and oils, constitute one such class of potential raw materials. Their very defined
structures make them closely related to basic chemicals. Ideally, the feedstocks are
not cracked into individual short-chain components first but used as unaltered as
possible. For example, end products such as biosurfactants or biopolymers are
made from fats or carbohydrates. Nature’s synthesis effectiveness can thus be fully
exploited, and renewable raw materials converted into valuable products in an en-
ergetically advantageous manner.

The program of the research project presented in this book addresses the sub-
stance group of long-chain unsaturated olefins and oleo compounds and dealt with the
task of introducing polar functional groups containing oxygen and nitrogen into the
feedstocks with the help of various catalytic reactions. The aim was to manufacture es-
sential basic chemicals that can, later on, be fed into the existing production networks.

@ Open Access. © 2022 Matthias Kraume, published by De Gruyter. This work is licensed under the
Creative Commons Attribution 4.0 International License.
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Since renewable raw materials have different structures, molecular compositions, and
physical properties from petrochemicals and, additionally, a production that is as en-
vironmentally friendly as possible was to be achieved, and new, efficient production
processes had to be developed. To this end, not only new methodological approaches
had to be worked out, but an innovative path that has not yet been technically imple-
mented was to be pursued by using phase systems with partially tunable properties.
Furthermore, the aim was to utilize the advantages of homogeneous catalysis while
avoiding the problems usually associated with it, namely the recovery and recycling
of the highly efficient but mostly very expensive catalyst complexes. The application
of liquid multiphase systems was the specific approach of the research program to
reach this goal.

Owing to the complexity of the task, the research approach pursued was strongly
interdisciplinary as it went far beyond the exclusively experimental investigation of the
central chemical reactions. The extensive method development was based on selected
reactions, including the associated processing steps, to design complete processes. In
addition to the elucidation of reaction networks and kinetics, the thermodynamic prop-
erties of the phase systems that had not yet been adequately analyzed had to be better
understood and modeled. In addition to quantifying their physical properties, this task
also included processes such as mixing, separation, and mass transfer. Ultimately, it
was necessary to implement methods for efficient, integrated process design. The de-
signed processes were technically implemented on a miniplant scale, including cata-
lyst and educt recycling, and optimized systematically based on models. For this
project, methods from the disciplines of technical chemistry, thermodynamics, fluid
dynamics, process engineering, and systems engineering were either newly or further
developed and brought together to synthesize efficient integrated entire processes.
Overall, a comprehensive understanding of the process and a model-based approach
for process development in iterations between experiments and model-based optimiza-
tion were generated for the selected advanced phase systems through this interdisci-
plinary research.

The handling of such a global task required an extensive network in which nu-
merous individual investigations and developments could be carried out in parallel
over a sufficiently long time. Furthermore, diverse competencies in the field of fun-
damental research had to be brought together and coordinated. With the SFB/
Transregios, the German Research Foundation offers a funding instrument that en-
ables establishing such a research network. In this way, scientists from several uni-
versities and research institutions have worked for 12 years within the SFB/TR 63
(integrated chemical processes in liquid multiphase systems) to develop efficient
chemical processes in liquid multiphase systems. The resulting method reservoir
was designed in a manner that is as generally applicable as possible and is now
also available for other processes. For a better first overview, the closely interlinked
research work and its objectives are presented in this chapter in a condensed form.



1.1 Goals and Scientific Concept =—— 3

1.1 Goals and Scientific Concept

The overarching goal of the research program was the technical development of mul-
tiphase systems for the catalytic conversion of biogenic raw materials with efficient
catalyst separation and recycling to substitute conventional petrochemicals with a
high level of environmental friendliness and sustainability. A research program for
the development of the associated processes which follow the principles of Green
Chemistry, for example, must cover all levels of chemical processes from the molecu-
lar elementary steps of the reaction via the individual process steps to the design and
operation of the entire plant. The scope of such a program requires boundaries that
keep the effort within manageable limits. Therefore, the SFB/TR 63 focused on the
necessary methods for the development of homogeneously catalyzed processes in lig-
uid multiphase systems. Chemical-physical fundamentals, together with process and
systems technology, formed the scientific foundation. The applied methods can be
assigned to three thematic focal points (Figure 1.1).

SFB/TR 63

T J
Efficient Chemical Processes
in Liquid Multiphase Systems

Tl T T

advanced catalysis of efficient
phase biobased process
systems raw materials development

I 1] I

chemical-physical fundamentals,
process and systems technology

Figure 1.1: Foundation, pillars, and roof of the research program.

Innovative phase systems formed the first pillar of the research program of the
SFB/TR 63: thermomorphic multiphase system (TMS), microemulsion systems (MES),
and Pickering emulsions (PE). These phase systems were chosen because they prom-
ise homogeneously catalyzed reactions with high conversions and selectivities with
simultaneously highly efficient catalyst separation. Furthermore, the reaction and
separation steps were considered in an integrated manner to achieve the optimum of
the overall process instead of local optima for individual process steps. However, de-
spite the great interest from the chemical industry, these novel phase systems have
little been used on an industrial scale so far. On the one hand, this is due to a lack of
the required chemical-physical and process-engineering fundamentals. On the other
hand, the evidence is missing that these phase systems can be used to implement
economically and ecologically attractive overall processes.
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The second pillar represented the homogeneously catalyzed treatment of long-
chain olefins and unsaturated oleo compounds as typical representatives of biobased
raw materials. Polar functional groups containing oxygen or nitrogen were to be in-
troduced into these molecules with high selectivity. This requires highly developed
homogeneous catalyst-ligand systems. Because of the high costs of the catalysts and
ligands, the development of processes that enable almost complete catalyst recycling
is a central challenge for the profitability of such operations.

Methodological gaps for the design of efficient processes were closed through an
integrated research approach as a third pillar. New methods of reaction management,
together with special (partially) integrated reaction and separation processes, were in-
vestigated, and the results merged in an overall process simulation and optimization.
With the aim of holistic and rapid process development, the entire process from basic
or platform chemicals to the pure product was considered.

The objective of the research program required the creation of relevant knowl-
edge and methods for the design of efficient chemical production processes based
on liquid, reactive multiphase systems, and new types of phase systems. This re-
sulted in three essential subgoals:

1. Significant deepening and broadening of the chemical-physical and process
engineering fundamentals of complete, homogeneously catalyzed processes
with several fluid phases.

2. Further development, integration, and sample application as well as validation
of the methods for fast, systematic, model-based process development using
challenging new reaction systems.

3. Accelerated process development from first laboratory experiments for catalyst
and phase system selection up to the demonstration of the operation of the pro-
cess with optimized process control in miniplants within four years as a chal-
lenging period.

As a result of the SFB/TR 63, an elaborated, integrated procedure for rapid process de-
velopment from the first theoretical concept to the overall process selection, overall
process simulation, and process optimization is available. To this end, numerous meth-
odological developments were united, tested, and validated using sample reactions.
Thus, the whole development chain from the first reaction-related investigations in the
laboratory up to the technological realization in feedback controlled miniplants was
implemented. Furthermore, based on the experiences of the entire duration of the
SFB/TR 63, a classification was developed for an efficient selection of a suitable
phase system for the broadest possible spectrum of homogeneously catalyzed re-
actions based on orienting key experiments and the assessment of fundamental
properties of substances and mixtures.
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1.2 Advanced Phase Systems

A fundamental task of the project was the research on promising novel types of
phase systems for homogeneously catalyzed, multiphase production processes in the
spirit of Green Chemistry, together with the development and validation of efficient
processes applying them. Since the start of the research project in January 2010, na-
tional and international interest in innovative phase systems has grown significantly.
This is demonstrated, for example, by the rapidly increasing number of scientific pa-
pers on the subjects “advanced fluids,” “tunable solvents,” or “switchable solvents.”
In 2010, 92 articles with one of the three terms in their title were published; in 2020,
there were already 348 (source: Google Scholar).

Figure 1.2 illustrates the properties of the phase systems and their importance for
homogeneously catalyzed liquid-liquid reactions combined with the subsequent cata-
lyst separation. Conventionally, such processes are often carried out with a purely me-
chanical dispersion of the reaction components. The other extreme alternative consists
of providing single-phase reaction conditions, for example, by adding solvents. In cata-
lytic processes, efficient catalyst recovery is usually indispensable for economic rea-
sons. For an entire process, therefore, not only the efficiency of the reaction stage is
decisive, but also that of the subsequent catalyst retention. The single-phase state
leads to highly efficient reaction conditions, but the subsequent separation of the cata-
lyst systems is complex.

additives: none nanoparticles surfactants solvents solvents

U: non-polar
P: polar i A U+P+A+K U+A+K
K: catalyst
A: additive
purely mechanical Pickering microemulsion thermomorphic solvents/
dispersion emulsion system solvent system pure reactants

easier catalyst separation and recycle

N\

Figure 1.2: Phase systems for liquid-liquid reactions.

On the other hand, with a purely mechanical dispersion, the reaction is less efficient
due to the mass transfer resistance and the small interfacial area. Still, the subse-
quent separation step becomes efficient and straightforward. The phase systems cur-
rently intensively investigated range between the two extremes of purely mechanical
dispersion and single-phase reaction. They represent attractive but so far hardly de-
veloped alternatives to the conventional concepts. From a large number of possible
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such phase systems, three different systems were selected and examined as typical
representatives: thermomorphic solvent systems, MES, and PE. Many results of these
investigations should be transferable to other phase systems.

Developing a method for the uncomplicated and quick identification of the
best-suited phase system constituted a superordinate task in the phase system inves-
tigations. This should open up the possibilities for industrial users to make a reliable
selection of a phase system very early on with correspondingly little information and
low experimental effort. The strategies required for this were to be developed based
on a combination of a few key experiments and model concepts to keep the expendi-
ture for selecting phase systems within an economic limit.

1.2.1 Thermomorphic Multiphase Systems

In TMS (Section 2.1), the use of multicomponent solvent systems can influence the
phase behavior. The systems basically consist of two components (polar and nonpolar)
with a corresponding miscibility gap. The phase behavior, especially the temperature
dependency of the width of the miscibility gap, can be varied by adding a third, me-
dium-polar substance (additional additive or feedstock or product). A single-phase re-
action can thus be carried out at an elevated temperature (Figure 1.3). The reaction,
therefore, takes place with a molecular disperse distribution of the reaction compo-
nents and thus ideal mass transport conditions. When the temperature drops, two
phases form again. In this way, simple separation and recycling of the catalyst by sim-
ple phase separation due to gravity are made possible after the reaction step. Concepts
for the realization of homogeneously catalyzed reactions in two-phase systems are
based on the specific adjustment of the solubility of the catalyst, the feedstocks, and
the products in the phases that coexist at low temperatures. A suitable choice of pure
solvents or solvent mixtures must be used to find an appropriate system for both the
reaction and subsequent separations.

additive additive

temperature
change
_—
heterogeneous
polar non-polar polar non-polar
component component component component

Figure 1.3: Schematic representation of the concept for the use of thermomorphic systems.
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1.2.2 Microemulsion Systems

As a second phase system to intensify the contact between the starting materials and
the catalyst complex, MES (Section 2.2) were used to carry out homogeneously cata-
lyzed reactions. Adding surfactants reduces the interfacial tension between the organic
and the aqueous catalyst phase, and the interfacial area caused by dispersion increases
dramatically. In contrast to classic homogeneous catalysis, as in thermomorphic sol-
vent systems, where there is only one phase, in MES, mass transfer resistances appear
between the phases. Different phase states that depend on composition and tempera-
ture may occur when adding a nonionic surfactant to an oil-water mixture (Figure 1.4).
The strong temperature dependence of the phase equilibria in these multicomponent
systems can be used for catalyst recovery and product isolation, analogous to TMS.
However, so far, catalysis in MES has only rarely gone beyond the laboratory scale so
that only a single industrial application is known [5]. One reason for this is the complex
interrelationship between the numerous physical properties and process parameters
and their effects on the entire process, which have only been partially understood. Fur-
thermore, the procedures for processing the product stream of MES have not yet been
systematically developed to process maturity.

Temperature T

A7
“Fi

Vo= CMC
Mass fraction surfactant y

Figure 1.4: Phase behavior of ternary mixtures of oil, water, and surfactant.

1.2.3 Pickering Emulsions

In PE (Section 2.3), drops are stabilized by partially wetted nano- or microparticles,
and the formed emulsion type (w/o or o/w) mainly depends on the contact angle of
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the particles (Figure 1.5). PE have been known for a long time. Today, they are al-
ready used industrially, for example, for the formulation of active ingredients in
food technology and drug delivery. In contrast, their application in chemical pro-
duction on an industrial scale is not known. Although PEs have also been used in
connection with chemical reactions in the last 10 years in academic research,
mainly batch processes and no continuous processes on a laboratory scale have
been investigated.

In PEs, the intensity of the dispersion lies between that of MES and that resulting
from purely mechanical dispersion, which leads to larger interfacial areas compared to
systems without additives and thus better mass transfer. At the same time, however,
the stability of the emulsions is too high for phase separation in a liquid-liquid gravity
settler but — in contrast to TMS and MES - facilitates mechanical separation of the cata-
lyst containing droplets from the product containing phase (Figure 1.5) without having
to disperse/emulsify/dissolve the aqueous phase again. The challenges for using PE in
liquid multiphase systems result, on the one hand, from the lack of validated techno-
logical concepts for separating the phase containing particles and catalysts from the
organic product phase. On the other hand, by selecting particles of suitable size and
suitable wetting properties, a system that is equally well suited for reaction and separa-
tion must be found. Ultimately, completely new continuous processes must be devel-
oped in system technology.

= SOgRe '0:0..:
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Figure 1.5: Schematic representation of how particle contact angle 6 influences the formed type of
Pickering emulsion, adapted from Binks [2], photographs/micrographs of a w/o PE and envisaged
separation in continuous reactions.
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1.3 Material Basis and Reactions

The method development was based on selected feedstocks and reactions, including
the associated processing steps of an entire chemical process and the internal recycling
flows that occur. Long-chain, unsaturated compounds that can also be obtained from
renewable raw materials formed the material basis. The feedstocks used were 1-decene
and 1-dodecene, two linear olefins with a terminal double bond, and two biobased un-
saturated oleo compounds with 10-undecenoic acid methyl ester and oleic acid methyl
ester.

For the selection of the investigated reactions (Figure 1.6), their model character
and technical relevance for the chemical industry and the substitution of petrochemi-
cals by renewable raw materials were decisive criteria. For the model character of the
reactions, it was crucial that other types of reactions also catalyzed by transition metals
behave very similarly. The results obtained in the research project can, therefore, apply
to these types of reactions. Ultimately, the same basic principle can be used to carry
out numerous reactions with long-chain, unsaturated molecules. These include essen-
tial addition reactions with olefins with the formation of new C-C, C-0, C-N, or C-Si
bonds such as hydroformylation, hydroesterification, hydroaminomethylation, hydro-
carboxylation, amination, and hydrosilylation.

1-dodecene

hydroformylation tridecanal

unsat. oleo chemicals . bifunctional
oleo chemicals

1-dodecene
> ester

hydroesterification

unsat. oleo chemicals

long-chain olefines ; > diesters
Introduction of oxygen

R TN
RN

Introduction of nitrogen

hydroformylation reductive amination long-chain
decene undecanal amine
hydroformylation reductive amination _ long-chain
10-undecenoicacid . dodecan(tal-  amino-alkyl-acid

methyl ester (12)acid methyl ester Methylester

\ J

hydroaminomethylation

Figure 1.6: Material basis and reactions of the research program.
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With the help of homogeneous catalysis, functional groups were introduced into
the feedstocks to convert them into valuable intermediate products by introducing het-
eroatom-containing substituents. Processes for the introduction of oxygen and nitrogen
were developed and validated in miniplants in feedback-controlled operation. The hy-
droformylation and hydroesterification of 1-dodecene and methyl undecenoate, and
methyl oleate were selected for the introduction of oxygen-containing groups.

The introduction of nitrogen into petrochemical and renewable basic chemicals
was investigated to enable access to amines and amides from these raw materials.
For this purpose, the reductive amination of long-chain aldehydes and the hydro-
aminomethylation of long-chain olefins and oleo compounds were treated. These
reactions were also chosen because they lead to increased complexity, which is more
common in homogeneously catalyzed reactions. The water formed as a by-product in
the reaction is soluble in the catalyst phase and must be continuously removed from
the process. Due to the high reaction rate, the gas-liquid-liquid mass transfer is essen-
tial for macro kinetics.

As homogeneous catalysts, in most of our studies, rhodium complexes with di-
phosphine or diphosphite ligands were chosen. The design and selection of a suit-
able ligand for a homogeneous catalyst is a research field of its own. This is covered
in other references [6]. The versatility of ligands is governed by the molecular archi-
tecture, electronic properties, and stereogenic behavior. In comparison to ligand-
free metals, the ligand-modified catalysts show higher activity and selectivity for
the desired products due to a modification of the electron density of the metal cen-
ters and steric control of the reactant binding. In comparison to monodentate li-
gands, a smaller metal to ligand ratio is needed for the formation of stable and
selective catalysts from bidentate ligands due to the stabilizing chelate effect. The
“construction” of combinations of central metal atoms and ligands depends on a
firm foundation of mechanistic studies, including thermodynamic considerations.
This is a proven concept which ought to be complemented by in situ spectroscopic
studies and kinetic analysis. Such data will pave the way toward a mechanistic un-
derstanding and will eventually, through accurate mechanistic studies, emerge
with new catalysts.

Out of a huge pool of available ligands, BIPHEPHOS and SULFO-XANTPHOS were
chosen as representative examples for well-established, high-performance catalysts
that are frequently applied in research and industry [3]. From BIPHEPHOS, a non-
charged catalyst complex is obtained that proved to be well compatible with different
thermomorphic solvent systems. For aqueous systems, the sulfonated version of XANT-
PHOS was applied, because only this bidentate phosphine ligand is stable enough for
a sulfonation reaction. This is not the case for BIPHEPHOS. Due to their different elec-
tronic properties. The similar molecular architecture, expressed in a similar “bite
angel” of both ligands results in a comparable selectivity of Rh-catalyst formed with
these ligands. The stronger electron donation of BIPHEPHOS to Rh causes a somewhat
higher activity of the Rh-BIPHEPHOS compared to Rh-XANTPHOS, independent of the
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used reaction medium. Therefore, observed differences between studies with these dif-
ferent catalysts always need to be analyzed for the ligand effects as well as the solvent
effects.

1.4 Model Process

The three-phase systems used for the reaction step differ in the intensity of the
dispersion of the reaction components and the phase separation process. This
variety opens a spectrum of options for possible industrial implementations.
From these, a phase system optimally suited from an entire process perspective
can be selected depending on the requirements of the individual reactions and
the further process steps. All phase systems considered here are based on the
addition of additives. These components may influence the chemical kinetics,
the thermodynamic properties, and the mass transport processes coinciding in-
side the reactor. The choice of the phase system aims to intensify the contact be-
tween the reaction components and the catalyst complex. At the same time,
almost complete separation and recycling of the catalyst complex and the addi-
tives from the product stream into the reactor are indispensable for economic
reasons. These contradicting requirements inevitably necessitate a simultaneous
treatment of the reaction stage and the necessary separation operations during
the process design.

Due to many possible additives, their systematic selection with simultaneous
consideration of reaction and separation is of outstanding importance. The additives
are usually selected based on expert knowledge or heuristics. This procedure was to
be replaced by systematic, experimental, and model-based selection processes in the
present research project. The integrated consideration of reaction and separation
stages for removing additives was essential for developing such methods. The over-
arching goal of these methods has always been to optimize the environmental friend-
liness and economic efficiency of the overall processes. For this reason, the general
model process shown in Figure 1.7 was developed and experimentally investigated
with the phase systems. A selective reaction procedure and efficient catalyst recovery
were essential here. The further processing of the product-containing phase after the
removal of additives and catalysts was beyond the scope as this product separation
chain can usually be designed and optimized reliably using existing methods of ther-
mal process engineering. For the design of entire industrial processes, however, in
addition to the reaction steps, the complete separation processes were also worked
out, modeled, and optimized as part of the overall process synthesis.

For all phase systems, developed process steps of the model process were im-
plemented and operated in miniplants. The necessity of this validation resulted
from the fact that for the selected reaction and separation concepts, due to their
complexity, it was not sufficient to successfully implement them independently
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from one another on a laboratory scale. This statement particularly applies to the
transition from batch to continuous reactor operation and the closure of recycling
flows. Using complex phase systems, economical overall processes can only be de-
veloped by taking a holistic view of the reaction and all other process steps. As a
unique feature of the practiced process development, miniplants were already used
in a very early phase of the process development. This procedure enabled critical
process steps to be identified early and thus a more targeted and accelerated pro-
cess development as well as the consideration of the optimizing process control al-
ready in an early development phase.
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Figure 1.7: General flow diagram showing the process steps to be examined for the various phase
systems with their links.

1.5 Challenges of the Fundamental Investigations

So far, complete industrial processes based on the phase systems considered in
SFB/TR 63 are only rarely implemented. This is due to the lack of the necessary
chemical-physical, process, and systems technology fundamentals. In addition,
the complex interrelationships in liquid multiphase systems require numerous
efficient methods for investigating process alternatives, optimizing the process
structure, and determining the process parameters, including alternative phase
systems and additives. The concepts and methodical approaches pursued within
the SFB/TR 63 in basic investigations are related to three subject areas. The work
is motivated in this section as an overview and explained briefly.
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1.5.1 Chemical-Physical Fundamentals

The design of the process steps requires extensive knowledge and methods for charac-
terizing the reaction kinetics as well as the substance and mixture behavior in connec-
tion with the phase systems. The associated investigations consist of experiments and
modeling or simulations that aim at the molecular level. As part of feasibility studies,
the fundamental suitability of the three-phase systems for the selected reactions had to
be demonstrated. For this purpose, systematic batch tests were carried out on a labora-
tory scale, quantifying the achievable conversions and yields. In addition, different ad-
ditives and catalyst systems had to be tested for their efficiency. Sequential tests
answered the question of the recyclability of the catalyst system. In this way, on the
one hand, it was possible to select particularly suitable additives and their optimal con-
centrations for the respective phase systems. On the other hand, the results allowed us
to compare the phase systems concerning their efficiency. As a result of the systematic
selection of the additives for the phase systems, a general catalog of criteria for choos-
ing a suitable phase system for any catalytic reaction with practically immiscible feed-
stocks was to be developed.

The kinetic modeling of the investigated reactions is the basis for any design of
reactors and processes. For this purpose, experimental and theoretical investigations
were carried out on the mechanisms and kinetics to systematically elucidate the reac-
tion networks and catalytic cycles, derive and reduce kinetic models, and determine
the model parameters accurately. For all phase systems, the kinetic modeling was
based on mechanistic, reversible models that had to be developed from the reaction
mechanisms. Subsequently, the model parameters were used for the work on model-
based reactor design and process optimization. In addition, the influence of impuri-
ties unavoidable in industrial applications on the kinetics of the reactions had to be
assessed quantitatively as well as the catalyst deactivation processes.

Methods for determining the thermodynamic equilibrium data, which are indis-
pensable for process design, partially had to be newly developed for the present sys-
tems. Furthermore, there was no thermodynamically consistent modeling of chemical
equilibria and reaction kinetics in such systems. First of all, knowledge about the ef-
fects of solvents/solvent mixtures and temperature on solubilities, interfacial tensions,
reaction equilibria, reaction kinetics, and the transition states of complex reactions
was collected. This expertise enabled an influence on reactions in a targeted manner
and the development of a new approach for the optimal solvent selection for chemical
reactions in liquid phases. Conceptually, this methodology combines quantum chemi-
cal calculations of reaction equilibria and transition states with a modeling of the non-
ideal thermodynamic activities of reactants and products of a chemical reaction.
Experimental kinetic data were measured to validate the results. By combining experi-
ments and theory, the systematic determination of the most favorable solvent from a
thermodynamic and kinetic point of view was sought. Depending on the process
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conditions, different isomers can be produced. Therefore, a separation based on crys-
tallization or adsorption must be developed. The corresponding design requires a ther-
modynamics description of linear and branched isomers. A new modeling strategy
based on the lattice cluster theory without the need for pure-component thermody-
namic data had to be developed.

The level of knowledge about MESs and PEs was initially significantly lower than
that of thermomorphic systems. Therefore, these had to be investigated more inten-
sively concerning thermodynamic data and other properties as well as mass transfer
processes. Thus, the thermodynamic behavior of MES was examined, with ternary
phase diagrams for pure and technical nonionic surfactants being recorded using a
novel analysis method. In addition to measuring the tie lines, the aim was to deter-
mine the position of the three-phase area, as this was of great importance for the sep-
aration. Another task was to model the solubilization of weakly polar components in
micellar, aqueous systems. Such constituents arise in reactions like hydroformyla-
tions, hydroesterifications, and hydroaminations, where polar functional groups with
heteroatoms such as oxygen or nitrogen are introduced into the feedstocks. Existing
micelle formation models were previously only applicable to nonpolar or strongly
polar components. Therefore, the micelle formation model was to be extended to
weakly polar molecules by combining the PC-SAFT equation of state with the density
gradient theory. The primary goals of this modeling were the determination of the
critical micelle concentration of the surfactants in the presence of various concentra-
tions of the weakly polar components, micelle size and shape, and, as an essential
contribution to the kinetic modeling of catalytic reactions in micellar solutions, the
determination of the local concentrations of the reactants near the catalyst.

In contrast to thermomorphic systems, the convective mass transport between the
liquid phases affects the space-time yield in microemulsions and PEs. Thus, a deeper
physical understanding of the mass transfer in these phase systems had to be devel-
oped. Furthermore, the different phases occurring in MES lead to an enormous degree
of complexity in the mass transport that occurs in reactive surfactant-containing sys-
tems. Therefore, new methodical approaches had to be found to characterize mass
transport in microemulsions. Additionally, a better understanding of the experimental
results required the rheological characterization of the MES and PE. For both systems,
the interfacial area had to be characterized by determining the drop size distributions.
In PEs, surface coverage by nanopatrticles together with the location of the catalyst was
to be determined.

In all reactions, oxygen or nitrogen was added via gaseous components. In partic-
ular, at higher reaction rates, the gas-liquid mass transport must always be taken into
account as it also determines the rate of reaction independently of the phase system.
The measurements hat to consider the chemical reaction, as this can significantly ac-
celerate the mass transfer. The particular challenge with the considered systems lay in
the complex interplay of up to four phases (gas, liquid, liquid, and solid) and the quan-
titative measurement under reaction conditions. The volume-related mass transfer
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coefficient k;a was determined as the quantitative variable in a laboratory reactor for
all phase systems. To differentiate between the influences of the various process pa-
rameters on the mass transfer coefficient k; and the volume-specific interfacial area a,
mass transport studies were also carried out in a micro falling film contactor with a
defined interface. The experimental findings aimed to clarify the transport routes for
the multiphase reactor and quantify the gas-liquid mass transport dependency, char-
acterized by the k;a value, on all crucial influencing parameters and the phase state or
particle fraction. The results summarized utilizing modeling were then available for the
reactor design.

1.5.2 Process Technology

In addition to the processes that primarily occur on the molecular scale, numerous pro-
cess-engineering questions related to individual process steps (reaction; separation of
catalysts, additives, products, and by-products) had to be answered for process devel-
opment on the scale of the technical apparatus. The research work aimed to achieve an
extensive generalization of the developed experimental and theoretical methods. The
common goal was to make these methods usable for the analysis and design of individ-
ual unit operations and the coupling of process steps for as broad a spectrum of mate-
rial systems as possible. Finally, the question of how to realize a rational selection of
the components of a phase system in connection with the design of the separation pro-
cesses using computer-aided optimization methods was also taken up. In accomplish-
ing these tasks, the results of the fundamental chemical-physical investigations were
used. On the other hand, the data, models, and methods of the process engineering
work for the functional description and optimization of individual process steps as well
as groups of process steps were passed on to the area of system engineering investiga-
tions, in which the development of integrated overall processes was advanced.

A model-based design methodology for optimal reactors was to be developed in
reactor design for liquid multiphase systems. Thereby, the best process route inside
the reactor concerning several control variables can be found using a sequential op-
timization strategy. The methodology should be so general that it can be used for
reaction networks of different complexity, various phase combinations (gas-liquid,
liquid-liquid, gas-liquid-liquid), and different phase systems. Going beyond the
classic reactor design, the methodology should support the synthesis of integrated
reactor—separator systems, especially reactors with integrated separation functions.
The apparatus implementation of the reactor systems was planned in the form of
apparatus modules, which should be characterized in detail using experimental
and numerical methods. Selected modules were integrated into the miniplants and
evaluated experimentally concerning their performance while closing the main re-
cycle flows. As an overarching goal, a model-based design methodology should be
established and experimentally validated, with which optimal reactor-separator
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systems for liquid multiphase systems can be reliably developed based on thermo-
dynamic and chemical kinetics information.

Various separation tasks specific to the phase systems, some of which only became
apparent in the course of the investigations, had to be examined more closely and
methodologically developed. Especially the separation of additives and catalysts from
the organic product containing phase after the reactor is essential. For TMS and MES,
gravity settlers were applied for this first separation step. The droplet sizes occurring
inside the reactor (MES and PE) are essential for the liquid-liquid interfacial area and
thus influence mass transfer. Additionally, drop sizes also affect the phase separation
after the reaction stage in a gravity settler (TMS and MES). Hence, they were to be
quantified experimentally for appropriate designs and correlations with power inputs
needed to generate targeted sizes. In MES, depending on the process conditions, com-
plex drop interactions (e.g., drop-in-drop configurations as shown in Figure 1.8) occur,
mainly influenced by the interfacial tensions. These interactions significantly affect the
separation time of the systems. Drop-in-drop configurations cause a change in the sta-
bility of the systems, which can lead to a complete reversal of the separation process.
Due to this, the phases separate in a different order which may either accelerate or
delay the separation by orders of magnitude. Overall, there was a need for systematic
quantification of the separation process of MES, including the determination of the
state of dispersion. These requirements also included detailed modeling of the settling
process of MES via the expansion of semiempirical separator models and numerical
simulations based on population balances coupled with CFD models. The previously
limited validity of CFD models had to be extended to a more extensive process window
by considering all central influencing variables, particularly the third liquid phase and
the droplet interactions. Subsequently, these models and simulations were to be used
to design and optimize the phase separation of MES systems in the context of process
design and process control.

100 pm 100 pm

Figure 1.8: Endoscopic photographs of the three-phase system with two disperse phases in stirred
microemulsion systems at a low (left) and a higher rotational frequency (right).
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When separating the reactor discharge from MES in a gravity settler, the catalyst
separation from the product phase turned out to be surprisingly uncomplicated and
efficient. In contrast, the occurrence of high surfactant concentrations in the product
phase after the settler proved to be problematic. As a consequence of these findings
from miniplant experiments, a separation method for the surfactant removal from the
organic phase with sufficient surfactant retention had to be developed.

Since some of the components emerging from the reaction stages have only
minor boiling point differences, simple rectification as the sole separation process
is not always economical because of increasing investment and energy costs. The
separation of higher boiling by-products utilizing rectification is also energy inten-
sive since the products present in larger quantities have to be evaporated. Hybrid
processes are becoming attractive for both applications, in which rectification is
combined on the one hand with melt crystallization and on the other hand with or-
ganic solvent nanofiltration. For the design of hybrid separation methods, a design
methodology was to be developed that can be applied in an early project phase if,
for example, experimental data, precise mathematical models, and detailed cost pa-
rameters are not available. As an optimization goal, the minimum total costs must
be achieved.

For PEs, the behavior of the nanoparticle stabilized droplets under process condi-
tions had to be studied. Additionally, a novel separation process for the catalyst-
containing, aqueous phase by membrane filtration had to be developed before the
interactions between the reaction step and the subsequent separation, including the
catalyst recycling to the reactor, could be investigated. Various nanoparticles used as
additives, varying in shape and surface properties, had to be tested in different concen-
trations concerning their influence on both the reaction and the catalyst separation.
Novel processes for separation and recycling the catalyst-containing dispersed aqueous
phase and the removal of polar components were to be developed and evaluated. The
result was a transferable concept for continuous multiphase reactions in PE.

In terms of methodical systematization, model-based methods for the integrated
design of thermomorphic solvent systems and the associated purification processes
for the efficient separation of homogeneous catalysts and solvents from reaction mix-
tures had to be developed. In this way, the aim was to identify new solvent systems
and structures of separation processes to reduce the energy requirement and the
equipment required for the catalyst separation and to improve the environmental
compatibility of the solvents used significantly. The most efficient separation process
for catalyst and solvent recovery was to be identified by simultaneous optimization of
the molecular structure of the solvent components and the process design while sen-
sibly weighing economic and ecological targets. The results were to be integrated into
the process development and the overall process optimization.
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1.5.3 Systems Technology

For the desired accelerated design of efficient chemical processes based on liquid,
reactive multiphase systems, and novel phase systems, the development of new
methods and tools for the systematic, model-based design of complex multiphase
processes and optimal process control was required. The basic approach in process
design was to develop mathematical models based on first orienting and then quan-
titative chemical studies of the phase system and the catalyst-ligand system. Sub-
sequently, these models were used to determine promising flow diagrams and
operating points of a possible industrial process based on optimization. After that,
the quantitative statements and modeling in these relevant process windows were
refined in more detailed experimental work. Based on the first models and flow dia-
grams, tests in miniplants provided data that could be used to improve the models.
Additional early testings of high-quality control structures and optimizations car-
ried out in miniplant scale allowed a more precise estimate of the achievable yields
and optimization potential together with a more rapid subsequent implementation
of the process design on an industrial scale. Finally, based on the method and tool
development in the field of chemical-physical fundamentals and process technol-
ogy, the developed integrated model, optimization, and miniplant-supported pro-
cess design should be thoroughly tested and demonstrated using two example
processes, reductive amination, and hydroaminomethylation.

A central focus of work in the area of system technology was the coordination
of process development. In this way, the methods designed within the SFB/TR 63
were used in the model-based development of new multiphase processes and vali-
dated by applying them to exemplary reactions. For this purpose, the methods and
tools developed in the course of the project for process design under uncertainties,
for determining optimal reaction control, and for measuring and modeling thermo-
dynamic equilibria and reaction kinetics were integrated into an iterative, model-
based approach to process development driven by economic optimization. In close
contact, reaction-engineering experiments, physical properties modeling, and opti-
mizations of reactor design and flow diagrams were carried out in iteration loops.
Based on the first experiments and first empirical process models, the relevant op-
erating windows were narrowed down. The required chemical-physical models
were developed and experimentally validated within these operating windows. A
significant reduction in experimental effort and process development time was
sought through the close interdisciplinary link of test planning, model develop-
ment, and design optimization. As a result, an exemplary integrated procedure and
optimized flow charts for the rhodium-catalyzed reductive amination of undecanal
with diethylamine and an estimate of the resulting production costs for the phase
systems were developed. As a validation, the overall process of hydroaminomethy-
lation based on technical mixtures of decenes should be treated and experimentally
investigated in the miniplant.
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A unique feature of the entire research program was the early inclusion of mini-
plant experiments. The investigations aimed to check individual unit operations
and connections of process steps. The operated miniplants were highly instru-
mented and equipped with control systems to enable partially automated operation.
Reactions in the various phase systems were successfully transferred from batch to
continuous processes and operated for several days. Similar conversions and selec-
tivities as in the laboratory reactors were achieved in the miniplants. The continu-
ous operation also included catalyst separation and checking of catalyst activity.
Thus, concepts from process development could be tested at an early stage, or un-
expected problems in process management could be identified. For example, a pre-
dicted increase in yield through the recycling of internal 1-dodecenes during the
hydroformylation in TMS could be quantified utilizing a downstream continuous
rectification in an appropriately configured miniplant (Figure 1.9). In contrast, in
the MES process, the liquid-liquid phase separation for catalyst recycling proved to
be demanding. So, additional work in the area of process technology to master this
separation step could be initiated at an early stage. Finally, the developed process
management strategies could be checked. Using the example of the demanding re-
ductive amination, the success of the integrated process development was to be
demonstrated in long-term campaigns in the miniplants.

off-gas

J

. =
(B5)
1bar
&

decanter (B4)
10 mbar

A

O

!

CO/H, 2

substrate(s)
solvent B
+cat.

distillation
decanter (B2) column (C1)
21bar 10 mbar

5°C 58°C

\ 7 N\

(83)
1bar
20°C

Figure 1.9: Flow diagram of the continuous-flow process of the rhodium-catalyzed hydroformylation
of 1-dodecene in a TMS with DMF and n-decane. TMS miniplant expanded by a continuously
operated distillation (white background) [4].

To support the process development, hierarchical modeling of the entire process was
created based on a web-based simulation environment. This also enabled a centralized
collaboration of locally distributed workgroups by using the internet. In this way, a
basis for a central model filing and data storage was created, whereby an integrated
model development could be realized. Furthermore, by considering and including
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various submodels and process models for individual process steps, applying a hierar-
chical modeling system to characterize the phenomena that predominantly occur in
the process became possible. The intended result was a model structure optimal in
terms of various criteria for describing each unit operation and the entire process.

For the process classes considered within the SFB/TR 63, the development of new
deterministic global optimization methods proved necessary because the local or sto-
chastic solution methods usually used in process systems engineering cannot generally
ensure that the solution found represents a global optimum. On the other hand, it was
shown that currently available standard software for deterministic global optimization
is often unable to solve relatively simple problems from a process engineering point of
view globally in an optimal way. Therefore, efficient methods for global optimization
had to be developed for multistage separation processes, which play an essential role
in processing reaction mixtures and can significantly influence the total costs. The in-
vestigations also included global optimization under uncertainties. The starting point
was the two-stage approach pursued in the process development to optimize flow dia-
gram superstructures with uncertain model parameters.

By developing process control concepts as early as the miniplant phase, which
could then be transferred directly to the production scale, the potential of the pro-
cesses and possible problems during the operation were assessed at an early stage.
To stabilize the function of the miniplants and optimize them online, model and
data-based control and process management concepts were developed. This proce-
dure significantly supported the testing of the process concepts in the miniplants. In
particular, the MES miniplant, which was very complex in terms of both equipment
and processes, could only be operated with advanced control concepts. During the
implementation of these concepts, the behavior of the actual processes in the mini-
plants sometimes deviated significantly from the model predictions. Therefore, the
consideration of model uncertainties in the model-based process management proved
to be necessary. The prerequisite for these developments was designing dynamic mod-
els for the selected process concepts and operating conditions, relying on experimental
data and simulation results from the investigations on the chemical-physical and pro-
cess-engineering fundamentals. In this way, control and optimization strategies were
targeted that can be applied to complex, highly efficient, but not precisely model-
based, multiphase processes and achieve optimal economic efficiency and ecologically
friendly operation.

1.6 Structure of the Book

The assembly of the investigations outlined in this chapter corresponds to the struc-
ture of the detailed result presentation in the following chapters. Due to their essen-
tial importance for the entire project, the behavior and the fundamental physical
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properties of all used phase systems are explained first (Chapter 2). The presenta-
tion of the basic chemical-physical investigations on thermodynamics, kinetic
modeling, and mass transfer phenomena follows (Chapter 3). Then the process
steps required to carry out the reactions and the catalyst recovery together with
their process engineering characterization are presented for the phase systems in
detail (Chapter 4). The methodical developments for the optimized process design
and process control for system development are subsequently presented (Chapter 5).
Finally, all of the methods and knowledge acquired in this way were applied in the
context of the integrated process design developed, implemented, and operated in
an exemplary way (Chapter 6).

In summary, the capability for realizing efficient and fast process development
for liquid multiphase processes based on the derived methods is presented in this
book.
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2 State of the Art of the Investigated
Phase Systems

Matthias Kraume

While catalysts are applied in more than 80% of the chemical production processes,
only a small number of processes take advantage of homogeneous catalysts, such
as transition-metal complexes. Most often, heterogeneous catalysts are preferred
over homogeneous ones because the separation of catalyst and product and uncon-
verted feed is simple. However, several beneficial aspects come with homogeneous
transition-metal catalysts, such as high activities under mild reaction conditions
and high selectivities. Nevertheless, because the recovery of these catalysts is an
issue, only a limited number of homogeneously catalyzed reactions are currently
applied in the chemical industry [17]. In these instances (cases), individual solu-
tions were developed to achieve high productivity combined with a high separation
efficiency. One prominent example is the Ruhrchemie/Rhéne-Poulenc process in
which propene is hydroformylated to butanals. In this process, a rhodium catalyst
complexed with a water-soluble phosphine ligand is applied in the aqueous phase.
Sufficient solubility of propene in the catalyst solution and poor solubility of the
products leads to high conversion and efficient separation of catalyst and product.
However, this process relies on the solubility of the substrate, and thus only short-
chain alkenes up to butenes can efficiently be hydroformylated with this process
concept [33, 39].

The development of solutions for the efficient application and recovery of homo-
geneous transition-metal catalysts is an important means of enabling sustainable
production processes with small waste streams and low energy consumption. There-
fore, a broad variety of strategies to combine efficient reactions and catalyst recovery
are very much desired [32].

Because homogeneous transition-metal catalysts are versatile in their applica-
tions, a toolbox comprising different catalyst applications and recovery strategies
should be available. As demonstrated in Figure 2.1, homogeneously catalyzed reac-
tion systems can be divided into two basic classes, which are distinguished by the
number of liquid phases that are present in the reaction vessel. On the one hand,
permanently monophasic systems achieve the best reaction performance because
all components are well mixed. To recover the transition-metal catalyst after mono-
phasic reactions, conventional separation techniques, such as distillation and ex-
traction, are usually applied [17]. Also, innovative separation techniques, such as
organic solvent nanofiltration, can be applied for the recovery of transition-metal
catalysts from a monophasic reaction mixture [34, 43, 64, 96]. In contrast, liquid
multiphase systems are very efficient for the recovery of homogeneous transition-
metal catalysts because the two phases are selected in such a way that the products
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are (mostly) present in one phase and the catalyst is only present in the other and
can be recycled, often together with unconverted feed streams [20, 78]. Unfortu-
nately, the existence of the liquid-liquid interface will usually impede the reaction
performance due to mass transfer limitations.

BN  Permanently

. Biphasic
LTS Mixtures
Multiphase Systems

Figure 2.1: Phase conditions of reaction mixtures for homogeneous catalysis. Here, the liquid
phases in the reaction vessel are considered [23].

As a combination of the two cases, switchable reaction systems exist by which one
can achieve high productivity of the reaction and efficient recovery of the catalyst.
Under the reaction conditions, the systems contain substrates and catalyst in one
certain liquid phase, whereas under separation conditions, products and catalyst
are contained in two different liquid phases.

2.1 Thermomorphic Multiphase Systems

Jonas Bianga, Kai Uwe Kiinnemann, Anna Kampwerth, Tom Gaide,
Andreas ). Vorholt, Thomas Seidensticker, Jens M. Dreimann, Dieter Vogt

2.1.1 Introduction

Among these switchable reaction systems, thermomorphic multiphase systems
(TMSs) are a simple and promising approach’. In these, the temperature is used as
a trigger to switch from monophasic reaction to biphasic separation conditions so
that both the contact of the substrates and the catalyst and the recovery of the cata-
lyst can be achieved effectively.

1 This section is based on the following paper: “Thermomorphic Multiphase Systems: Switchable
Solvent Mixtures for the Recovery of Homogeneous Catalysts in Batch and Flow Processes” in
Chemistry — A European Journal [23]. For this publication, parts of the content have been rewritten
by the authors. All of the figures come from the previous publication and have been slightly altered
for this section.
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TMSs are mixtures of at least two solvents with a highly temperature-dependent
miscibility gap. In most cases, these mixtures behave in a way that two liquid phases
are present at lower temperatures (i.e., separation conditions) and one single phase
is present at elevated temperatures (i.e., reaction conditions). Commonly, a TMS con-
sists of a polar solvent and a nonpolar solvent. A closer look into the mechanism of
these thermoregulated properties is provided in Section 2.1.2. Different terms and def-
initions of TMSs can be found in the literature. Among others, these mixtures have
been referred to as thermomorphic solvent systems [9, 85], thermomorphic multicom-
ponent solvent systems [15, 84], thermomorphic solvent mixtures [20, 79], thermo-
morphic multicomponent solvents [86, 93], temperature-dependent solvent system [11,
16], temperature-dependent multicomponent solvent system [10], thermoregulated bi-
phasic system [50, 107], biphasic thermomorphic systems [31, 44], thermoregulated sol-
vent system [65], and temperature-controlled solvents [18]. Other related recovery
strategies by using ionic liquids [73], supercritical liquids [61], or fluorinated solvents
[48, 49] also meet these requirements. However, these strategies usually require
sophisticated solvents or specific catalysts [65]. The advantages of TMSs compared
with other recycling strategies for homogeneous transition-metal catalysts are the
applicability of standard solvents and readily available catalyst systems (precur-
sors and ligands) [35].

In what follows, we give an introductory description of TMSs discussing their
physical background, as well as challenges (e.g., product purification and cross-
dissolubility of the product) and opportunities for the application of these systems
(Sections 2.1.2, 3.1.3, and 4.1).

2.1.2 Fundamentals and Thermodynamics

TMSs are a specialized extraction technology that was developed for the recovery of
homogeneous catalysts. Essentially, TMSs are mixtures of at least two liquid sol-
vents of different polarities with a highly temperature-dependent miscibility gap,
which can be used to switch from homogeneous to heterogeneous mixtures. To
achieve both high reactivity in a single liquid phase and good recovery of the valu-
able components through phase separation, compounds that are practically immis-
cible at low temperature (Ty) and completely miscible at elevated temperatures (T;)
are applied. The general principle of the application of TMSs in homogeneous catal-
ysis is visualized in Figure 2.2. For instance, the catalyst can be soluble in the polar
liquid (blue), whereas the substrate and additional reactants are dissolved in the
nonpolar liquid (yellow), or vice versa. By increasing the temperature, a homoge-
neous mixture (green) is obtained under reaction conditions.

The main challenge considering TMSs in homogeneous catalysis is to find the
best compromise between the reaction objectives, such as high selectivity and high
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Figure 2.2: The working principle of TMSs [23].

yield, as well as the separation objectives, such as low catalyst leaching and suit-
able downstream processing [12, 19].

TMSs are governed by thermodynamic fundamentals, i.e., liquid-liquid equilib-
ria (LLE). By combining homogeneously catalyzed reactions with conventional ex-
traction, as presented in Figure 2.3a, there is only one single liquid phase present
during the reaction and an extraction agent is added subsequently to selectively ex-
tract one component from the reaction mixture so that the recovery and recycling of
the catalyst are enabled. The solute is transferred from the liquid reaction mixture
into the extraction agent because of its affinity to it, as described by the distribution
coefficient, K; (eq. (2.5)). The exiting lean feed stream is called the raffinate, whereas
the rich extracting agent stream leaving the unit is called the extract [66]. To mini-
mize the loss of components (leaching) and to increase the efficiency, the miscibility
of both solvents should be as small as possible. In contrast, with a TMS (Figure 2.3b),
the extracting agent is already present during the reaction and by the change of the
temperature, a switch from mono- to biphasic conditions is realized (7, 13, 14, 48, 99].
Both catalyst recovery strategies (Figure 2.3a, b) are based on liquid-liquid extrac-
tion, which is a separation process that exploits the different solubility of a solute
(product) in two partially miscible solvents.

(@) conventional extraction (b) thermomorphic multiphase system

Substrate

—

extract

i —

extract

Solvent + catalyst Solvent + catalyst

Figure 2.3: Catalyst recovery/product separation through conventional extraction
(a) and T™MS (b) [23].
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Figure 2.4 shows a simplified system consisting of two components in a T,x; dia-
gram (temperature T, mole fraction x) that illustrates the phase behavior of the two
solvents in a TMS. Herein, the working point is either in the monophasic region
under the reaction conditions (Figure 2.4b) or in the biphasic region under the sepa-
ration conditions (Figure 2.4a).
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Figure 2.4: Schematic T, x diagram representing the temperature dependency of the working point (WP)
in an LLE: (a) at low temperatures and (b) at high temperatures; | = monophasic; Il = biphasic [23].

Usually, the mutual solubility increases with increasing temperature until the system
becomes homogeneous above a certain temperature (Figure 2.5a). The upper critical
solution temperature (UCST) determines the temperature at which the solvent mix-
ture of any composition is homogeneous. In other cases (Figure 2.5b), the mutual sol-
ubility increases with decreasing temperature until the two-phase region completely
disappears below the lower critical solution temperature (LCST). Rarely, both the
UCST and LCST exist for a specific system (Figure 2.5c). The binodal curve encloses
the area of compositions that result in a biphasic system. The UCST and LCST are
located as the maximum or minimum of the binodal curve, respectively. The tie-lines
(horizontal lines) connect the compositions of the two coexisting phases. Those com-
positions determine the distribution coefficient (eq. (2.5)).

For a proper understanding of the operating principle of TMS, thermodynamics
needs to be taken into account. In particular, LLE data are necessary to describe the
phase behavior of liquid-liquid extractions because the disintegration of a mixed
homogenous liquid phase into two liquid phases occurs if a liquid phase is thermo-
dynamically unstable or metastable. In terms of TMS, the two phases are formed
due to the existence of two local minima in the Gibbs energy. The basic thermody-
namic principles of LLE are explained below using binary systems. This information
is based on reports by the groups of Liidecke [63] and Gmehling [42].

Figure 2.6 schematically shows the Gibbs energy of a binary mixture at constant
pressure and constant temperature, depending on the concentration in three differ-
ent cases. The blue line in Figure 2.6 shows in contrast to the black line an inflection
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Figure 2.5: Temperature dependency of reaction mixtures with (a) an UCST, (b) an LCST, and
(c) both UCST and LCST [23].

point. Whether the Gibbs energy follows the blue or the black line depends on the
activity coefficients, y; (eq. (2.7)), of its components in the mixture or the free excess
enthalpy of the mixture (last term in eq. (2.6)). The same mixture can show different
behaviors at different temperatures. For a binary mixture with composition x; in
TMS, the curve of the free enthalpy often resembles that of the blue line. To reduce
its free enthalpy, the homogeneous mixture breaks down into two phases x; and X'f .

0 x,° xl Xlﬁ 1

Figure 2.6: The Gibbs energy, g, of a binary mixture, depending on the composition at constant
pressure and constant temperature (black line: complete miscibility, blue line: miscibility gap). In
the case of miscibility gap, the mixture with composition x; separates into two coexisting phases,
with compositions of x* and x,p according to the tie-line (red line).

The formation of two liquid phases can only occur if the shape of the Gibbs energy
curve as a function of composition shows an inflection point, i.e., if the condition
given by eq. (2.1) is valid at some point

2
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Phase equilibrium exists if the components are in mechanical equilibrium and thermal
equilibrium, and have identical chemical potentials in the coexisting phases a and S:

H=u @2
The chemical potential of a component, i, can be expressed by
M; =M o+ RTIn(xiy;) (23)

where y; , is the chemical potential of the component, i, in its pure state, x; is the
mole fraction, and y; is the activity coefficient of the component, i. The activity coef-
ficient describes the deviation or a real mixture from an ideal mixture. Inserting eq.
(2.3) into eq. (2.2) leads to

Xye =xby! 2.4)

The distribution of a component, i, between the two coexisting phases, a and j3, can
be expressed by the distribution coefficient, K;:

K= i—i (2.5)
1
The distribution coefficients are not constant. They strongly depend on the concen-
trations and temperature. The concentration and temperature dependence of LLEs
are defined by the activity coefficients. The chemical potential, y;, is connected to
the Gibbs energy, g, being the partial molar quantity of g. The Gibbs energy of a
mixture with N components reads:

N
g=) xigio+g" +g" (2.6)
i

where the first term is related to the pure components, the second term represents
the properties of an ideal mixture, and the last term takes the effects resulting from
the real mixtures into account. Using standard thermodynamics [42], eq. (2.6) for a
binary mixture can also be formulated by

g=x181,0 +X282,0 + RT(x1 In(x1) + X2 In(x2)) + RT(x1 In(y;) + x2 In(y,)) 2.7)

The activity coefficients can be calculated using a g model or an equation of state.
The most important difference between these two methods consists in the possibil-
ity to take into account the pressure dependency by using an equation of state.
Although a large number of phase equilibrium data are available for binary sys-
tems, much less or almost no data have been published on ternary and multicompo-
nent systems [42]. Especially in homogeneous catalysis, TMSs consist of more than
two components (Section 4.1.3). Therefore, it is necessary to look at least at the
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characteristics of ternary diagrams (Figure 2.7). With the following assumptions

and constraints regarding the chemical components in a given mixture, ternary

diagrams are a tool for the description of the liquid-liquid phase behavior of TMS:

1) The mixture has three components: solvent I (polar), solvent II (nonpolar), and
substrate or product.

2) The catalyst is neglected due to its comparably low concentration.

3) The influence of byproducts and coproducts is neglected due to their compara-
tively low concentration or their similarity to the product.

4) The LLE is pressure independent.

5) The influence of solubilized gasses in different phases is neglected.

The properties of the polar and nonpolar solvents are the most important factors for
describing the LLE because these liquids often make up more than 80 wt% of the
TMS mixture. Additionally, the consideration of the substrate is important to de-
scribe the phase behavior at the start of reaction, when a TMS is expected to be
monophasic at the reaction temperature. Moreover, the consideration of the product
is important to describe the phase behavior for the separation (after the reaction),
when a TMS is expected to be biphasic at the separation temperature. Therefore,
both ternary diagrams have to be considered (one for the reaction mixture before
and one for the reaction mixture after the reaction) for implementing a new TMS.
The first diagram should include the polar solvent, nonpolar solvent, and substrate
(composition before the start of reaction), whereas the second diagram should in-
clude the polar solvent, nonpolar solvent, and product (composition after reaction,
assuming full conversion and perfect selectivity).

In the past, a classification of different TMSs based on the number of solvents
and the corresponding appearance of their miscibility gaps was discussed in the liter-
ature. Therein, different TMSs are grouped into three different types (TMS types I, II,
and III). In contrast to the previous description of TMSs, TMS type I and II consist of
three solvents: one polar solvent containing the catalyst (A), one nonpolar solvent
containing the product (B), and one mediator solvent (C). TMS type I has a closed
miscibility gap (Figure 2.7a or b) at the separation and reaction temperatures. For effi-
cient catalyst separation, the miscibility gap at low temperatures should be as large
as possible. In contrast to TMS type I, TMS type II systems show an open miscibility
gap (Figure 2.7c) at the separation temperature and a closed miscibility gap at the
reaction temperature. By choosing a proper mediator solvent, the shape of the misci-
bility gap can be tuned to fulfill a certain target (e.g., to increase the solubility of the
catalyst in the polar liquid phase or to reduce the switching temperature from bi- to
monophasic). TMS type III is in accordance with the basic definition of the TMS
above. These TMSs consist of two solvent components: one polar solvent containing
the catalyst and one nonpolar solvent containing the product in the separation stage.
These TMS type III systems are beneficial from a process development point of view
due to their lower complexity compared to those of TMS type I or II systems [14].
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Figure 2.7: Different ternary phase diagrams for LLE and their potential temperature dependency:
(@), (b) systems with a closed miscibility gap and (c) a system with an open miscibility gap;

| = monophasic; Il = biphasic; A-C describe chemical components; T describes the temperature,
and the dashed lines indicate the temperature dependency of the miscibility gap. An upward arrow
indicates a temperature increase and vice versa [23].

However, the differentiation between the three types of TMSs is not expedient be-
cause real systems are typically more complex than just a three-component system.
To be able to describe and carry out the calculations of phase behavior for differ-
ent multicomponent systems, laboratory experiments are necessary, but these are
very time-consuming [42]. To reduce the experimental effort, reliable thermody-
namic models are required, which allow the calculation of the phase equilibrium be-
havior of multicomponent systems from only a limited number of experimental data,
for example, only for binary systems. For the measurements often computer-driven
lab facilities with various highly sophisticated experimental methods are available
today. From the theoretical point of view, it is more complicated to accurately calcu-
late LLE in multicomponent systems than to describe vapor-liquid or solid-liquid
equilibria [98]. The reason is that LLE occurs only in real mixtures, in contrast to
VLE or LLE. Despite the fact that modeling these LLEs for multicomponent systems
is challenging, successful approaches, e.g., by PC-SAFT (Sections 3.1.3 and 4.1.1)
have been demonstrated. PC-SAFT can be used to describe ternary systems well
based on binary parameters. Additionally, PC-SAFT allows extrapolation over wide
ranges of temperature and pressure. However, experimental studies still play an im-
portant role to investigate the performance of TMSs for various applications. These
systems are still a niche topic in academia and industry, but Section 4.1.3 shows that
these systems were already successfully used in several different research fields.

2.1.3 Reactions in TMS and Remaining Challenges
Since their first application for catalyst recycling in homogeneous catalysis by Berg-

breiter’s group in 1998, TMSs have aroused increasing interest for further applications.
A large number of successful examples in the literature demonstrate the suitability of
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TMS for homogeneous catalyst recycling. Mostly, the feasibility of separating the cata-
lyst from the product has been investigated. In some cases, the reuse of the catalyst
was also achieved. However, a continuous process has been realized only rarely. In
Section 4.1.3, application examples can be found sorted by the reaction carried out in
the TMS, e.g., hydrogenation and hydroformylation. In addition, the recent develop-
ments in TMS can be found in Section 4.1.4. Although there are many application ex-
amples for TMS in homogeneous catalysis, no industrial applications of TMS are
known so far.

To enable industrial application, some challenges still need to be overcome.
Currently, the concept of TMS for most examples corresponds more to a technology
readiness level (TRL) of 1-2, while a smaller number can be assigned to TRLs 4-5.
Within TRL 5, the next step in TMS technology development is the application of a
TMS against an industrially established process, followed by the construction of a
pilot plant (TRL 6) that demonstrates large-scale operational capability. An over-
view of the remaining challenges and what additional work needs to be done for
industry adoption of TMS is provided in Section 4.1.5.

2.2 Microemulsion Systems

Markus Illner, Reinhard Schomacker

2.2.1 Introduction

The idea of a switchable solvent system combines contradicting design features of a
reaction mixture: perfect miscibility for good mass transfer leading to fast reactions,
and easy separability for product isolation as well as catalyst recycling. The latter is
attainable using biphasic mixtures which, however, do not provide sufficient reaction
rates due to the missing contact, e.g., of catalysts dissolved in a polar phase and sub-
strates located in a nonpolar phase. To stabilize a dispersion of such practically immis-
cible fluids, amphiphilic substances can be used. Given a sufficient amount of a
suitable amphiphile, a sufficiently large interface area between the two phases is ob-
tained, and optically homogeneous and stable emulsions are formed. Schulman et al.
[82] characterized these systems as optically isotropic transparent oil and water disper-
sions and coined the term “micro-emulsion”. Later, investigations emphasized this
by finding average droplet diameters from 10 to 200 nm [89]. Hence, a drastic reduc-
tion of the interfacial tension is obtained, and a large interfacial area between nonpo-
lar hydrophilic and hydrophobic compounds is formed.

This enables a variety of technical applications ranging from enhanced oil re-
covery (see reviews by Abe [1]; Bera and Mandal [6]) over cosmetics and pharma-
ceutics [29, 46, 47] to chemical reaction media [58, 81, 83].
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2.2.2 Fundamentals

For the application of microemulsion (ME) systems as switchable liquid reaction
media, insights into their thermodynamic and physical properties, as well as the sys-
tem dynamics are required. Regarding the desired process applications, the specific
phase separation behavior, relevant influences and control parameters, and the con-
nection between emulsion configurations and chemical reactions are of interest.

Remark: In the following deliberations on ME systems, ranging from theory, de-
velopment of methodologies and models, to process development and operation,
only the application of nonionic surfactants is considered. With ionic surfactants, a
similar general pattern of the phase behavior is observed, but with a different se-
quence of phases, which is controlled by different molecular interactions.

2.2.2.1 Properties and Phase Behavior of Microemulsion Systems

Surfactant Molecules, Interfaces, and Micelle Formation

Surfactant molecules are amphiphiles that are active at the interface between hy-
drophobic and hydrophilic substances, which alter several fluid properties, such as
interfacial tension, conductivity, and turbidity. To analyze the effect on the interfa-
cial tension, the Gibbs surface energy G(o) is used. It expresses the deviation of the
Gibbs free energy of a system consisting of two contacting phases and surfactant
molecules present at the interface, from the sum of the free energies G; of the indi-
vidual phases. This can be used to derive the surface excess concentration I for the
sorption of components at an interface [3]:

1 do

. 2.
T RT dlng; 28)

Hence, if a surfactant i adsorbs at an interface starting at ¢;= 0 mol L7}, first, the
interfacial tension o of the binary system is present and slowly decreases with in-
creasing c; (Figure 2.8). Surfactant molecules then start to aggregate at the interface
until at approx. 60% surface coverage a significant drop of the interfacial tension
occurs, as the molecules start to align their heads with the hydrophilic phase and
form a new interface. After passing a specific value of the concentration — the criti-
cal micelle concentration (CMC) — the interface is fully covered and the interfacial
tension remains constant. A further increase in the surfactant concentration then
leads to the formation of energetically favorable spherical aggregates (micelles) in
the bulk phase, which can, e.g., trap oil in water (o/w). The resulting structural ele-
ments and the relevant aggregation number depend on several influences [67].
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Figure 2.8: Qualitative representation of the interfacial tension depending on the surfactant
concentration and the corresponding coordination of the surfactant molecules at the interface
of a two-phase system.

General Phase Behavior of Microemulsion Systems
The identification of the phase behavior and of advantageous phase states are of
general interest for process applications. To obtain a general description, a ternary
system of water (A), oil (B), and a nonionic amphiphile (C) is assumed. Typically, the
composition variables are chosen as the oil-to-water ratio a and the surfactant mass
fraction y:

Moit

a=— (2.9
Mwater + Moil

mSurfactant

= (2.10)
Mwater + Moil + Msyrfactant

The general phase behavior of MEs is mainly dictated by the miscibility gaps that are
present in the corresponding binary systems. Typically, water and nonionic surfac-
tants show good mutual solubility at low temperatures but form a miscibility gap
with an LCST at elevated temperatures. The inverted case applies to oil-surfactant
mixtures because the surfactant solubility in oil increases with temperature [53]. As
the influence of pressure is generally found to be low, the phase behavior of the ter-
nary system can then be represented by the Gibbs phase prism, with the temperature
T as the ordinate for stacked ternary composition diagrams [54].

Figure 2.9 depicts a two-dimensional cut through this phase prism at a constant
oil-to-water ratio of 50% (Kahlweit’s fish diagram) on the left, as well as the corre-
sponding ternary diagrams at different temperatures on the right. From this figure,
several observations can be made:

— A ME phase is only formed if the CMC is exceeded.

— Starting at low temperatures, a two-phasic miscibility gap (2) is formed, showing
an oily excess phase (B®*) and a surfactant-rich aqueous phase (A°™) as the
emulsion phase.
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- At high temperatures, again a two-phasic miscibility gap (2) is formed, showing
an aqueous excess phase (A®) and a surfactant-rich oil phase (B®™) as the emul-
sion phase.

- Inside a constrained temperature window [T;; T,] the three-phase region 3 is
formed, characterized by a surfactant-rich bicontinuous emulsion phase (ME)
and aqueous and oily excess phases (A®* and B®).

— A homogeneous and stable emulsion phase (1) is formed if the surfactant con-
centration exceeds the plait point at y. At the plait point, a minimum amount of
surfactant y is required to form a stable ME, while also defining the phase inver-
sion temperature T.

— At very high surfactant concentrations, liquid crystals or lyotropic mesophases
can occur which are of high viscosity [59].
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Figure 2.9: Left: Phase state and evolution of volumes of phase fractions for different temperatures
and surfactant concentrations. Right: Isothermal Gibbs triangle diagrams for mixtures of oil

(B), water (A), and surfactant (C). Phase equilibria: 2; 3; 2; 1. Phases are labeled: B (oil), A (water),
and ME (bicontinuous microemulsion phase); with superscripts ** (excess phase) and ™

(emulsion phase). The figure is adapted from Sottmann and Stubenrauch [88].

2.2.2.2 Features and Description of the Three-Phase Body

Looking at the complex phase behavior of microemulsion systems (MES), the three-
phase region is of special interest for process applications as rather pure excess phases
of oil and water are obtained which can be used for catalyst recycling and product iso-
lation. Hence, it is further discussed regarding its characteristic features. Figure 2.10
shows an isothermal Gibbs triangle with a ternary miscibility gap, as well as qualitative
phase distributions and phase volume fractions at different temperatures. It is now
assumed that an initial mixture at a set point SP1 in the middle of the ternary miscibil-
ity gap is prepared and separated into the ME phase and the adjacent excess phases.



36

O)

—— 2 State of the Art of the Investigated Phase Systems

Nonionic

surfactant @

©

-|-=’-|“-, T<T<T T T T<Tu
p=const.
g
Phase state
transition
OME

Figure 2.10: Left: Schematic isothermal triangle of the ternary system at T with miscibility gaps.
Right: Schematic evolution of the volume fractions of the developed phases over temperature
within the three-phase body. Taken from Illner [51].

The following features of such a system can then be observed:

The phase volume fractions of each phase depend on the initial mixture and the
location of the corners of the miscibility gap. Hence, for constant temperature,
pressure, and other external influences, always the same compositions of the
developed phases are observed for any chosen SP1, but phase volume fractions
are changing.

With increasing temperature, the ME corner of the ternary miscibility gap moves
toward the oil side of the triangle. For constant SP1, increasing aqueous excess
phases and decreasing oil phases are observed.

The surfactant concentration in the excess phases is at the level of the corre-
sponding CMC of the binary systems and rather low [77].

The composition of the excess phases is then mainly dictated by the binary mis-
cibility gap of oil and water.

CMCs in oil and water are temperature-dependent and increase with tempera-
ture for oil while decreasing in water.

2.2.2.3 Coalescence Behavior and Separation Dynamics

Aiming at process applications, the separation dynamics is of high interest. This is
closely connected to the preferential contact between the phases present, their in-
terfacial tensions, and the resulting coalescence behavior. For MEs, several phase
states and transitions between them are possible. For the emerging three-phase
body at low temperatures, a separation of the surfactant-rich aqueous phase into
an emulsion and an aqueous excess phase occurs. Referring to Figure 2.11, the inter-
facial tension 0,*-ME hence rises from zero (at phase region boundary) to high val-
ues within the three-phase region (3). Likewise, the same behavior is found at the
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upper temperature boundary of the three-phase region and for the emerging oily
excess phase. This directly affects the separation dynamics as, for the near-critical
phases in the boundary regions of the three-phase body, a maximum of the re-
quired separation time is observed (interfacial tension near zero). Likewise, a mini-
mum separation time is found within the three-phase body at the phase inversion
temperature [56].
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Figure 2.11: Temperature-dependent evolution of the interfacial tension and separation time for
phase states of a microemulsion. Phases are labeled: A (water), B (oil), ME (bicontinuous
microemulsion phase), and ex (excess phase). Taken from [52].

The evolution of the interfacial tension for the ME phases additionally dictates the
coalescence behavior of MEs and the dynamics of the development of the individual
phases. Up to now, MESs lack a profound description of their coalescence behavior,
which is mainly due to their inherent complexity. Hence, extended experimental
studies and a deep understanding of such systems are required. Figure 2.12 is used
for a general discussion of the coalescence characteristics of MESs, specifically for
the three-phase region. The following statements can be made:

— At the lower temperature boundary of the three-phase region (2/3 transition),
dispersed droplets of the oily excess phase and a surfactant-rich emulsion
phase are present in a continuous aqueous surfactant-rich phase. The interfacial
tension between the aqueous excess phase and the emulsion phase is almost
zero and the phase separation is thus inhibited (Figure 2.11). The aqueous excess
phase and the ME phase are therefore formed slowly. In contrast, oil droplets
rise quickly and coalesce as the oily excess phase. Additionally, the surfactant
may accumulate at the interface of the oil and the ME phase.

— Increasing the temperature leads to an accelerated separation within the three-
phase body, as different emulsion states are present. These may have the char-
acter of a droplet in droplet emulsions or dual droplets [55]. Droplets will rise in
the aqueous phase due to density differences and disrupt at the interface of the
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aqueous and emulsion phases. Due to larger interfacial tensions, the emulsion part
of the droplets quickly coalesces, while oil droplets also rise fast and coalesce.
Above the phase inversion temperature, the continuous phase is switched to the
oily phase due to the higher surfactant solubility in oil at elevated temperatures.
Here, dual droplets consisting of water and of the ME phase are found in an oily
continuous phase, descending and disrupting at the oil-emulsion interface.
With the interfacial tensions still being large, separation into the three phases
still is fast.

In the upper transition zone (3/2 transition), the interfacial tension of the ME
and of the oil phase vanishes. Single droplets are present as a disperse phase in
an oily continuous phase. During the separation, falling water droplets dragging
surfactant with them are observed. The separation of the oil and emulsion
phases is very slow and again surfactant accumulation can occur at the inter-
face of the aqueous and emulsion phases.
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Figure 2.12: Schematic illustration of the coalescence behavior along the three-phase body. The

upper section shows separating systems with droplet configurations and coalescence. The lower
part sketches the situation of continuous and disperse phases in the stirred system. Oil, oil-rich

phase; aq, aqueous phase; ME, microemulsion phase. Taken from Illner [51].
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2.2.3 Industrial Applications and Remaining Challenges

Surfactants are widely used in processes like emulsion polymerization or product
formulations like cosmetics and pharmaceutical products. Also, the stabilization of
dispersions for variable applications is based on the surface activity of surfactants.
Reduction of surface tension and increase of interfacial areas by the addition of sur-
factants in two-phase systems greatly accelerate mass transfer and with this the
rates of chemical reactions. A systematic investigation and utilization of these phe-
nomena in industrial applications have only started recently. This development is
supported by the idea of using water as a green solvent for organic synthesis. Re-
searchers of the Novartis Pharma AG and their collaboration partner from Scripps
Research Institute perfectly showed the potential of aqueous micellar solutions as
reaction media for the synthesis of active pharmaceutical ingredients (API) [40]
based on the pioneering work of Lipshutz [62, 68]. All these applications have in
common that no separation of the emulsion is intended, and the surfactants are an
integral part of the final products. Although these advantages have been recognized
also for the formation of switchable solvent systems for industrial syntheses, no
process development has reached the required maturity for industrial implementa-
tion so far. Most emulsion systems are considered to be too stable for efficient sepa-
ration and workup procedures. Also, product contamination by difficult to separate
surfactants is often suspected in practice.

This also widely holds for MESs, where industrial applications are scarce, despite
their remarkable performance features as switchable solvent systems [81]. This is
mainly caused by the inherent complexity of these systems demanding knowledge
which is typically out of scope for reaction engineering practitioners. Colloidal science
and surface chemistry have to be taken into account for the design of suitable reaction
mixtures, as well as reaction and separation processes. Moreover, (thermodynamic)
model descriptions of MES are scarce and are limited to idealized equilibrium state cal-
culations [41] or still require extended experimental studies [94]. Although the general
thermodynamics is well investigated and heuristics-based methodologies on the selec-
tion of MES components are available, the design and operation of processes using
MES remain challenging. Central to this is the complex phase behavior, which is influ-
enced by virtually all thermodynamic states and components in a reactive system.
Thus, close interactions between the reactions and the MES have to be expected, pos-
ing also operational challenges when aiming at continuous production processes.
Therefore, Section 4.2 aims at addressing these major obstacles by presenting an inte-
grated process development methodology, which combines the design and the opti-
mization of MES as switchable reaction media with the development of suitable
process concepts and units, as well as an analysis of process operability. Therein, key
experiments and systematic guidelines based on the fundamental thermodynamics of
MEs are used to limit the experimental effort and ensure applicability by reaction engi-
neering practitioners. The methodology is outlined based on a larger case study for
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the homogeneously catalyzed hydroformylation of 1-dodecene. The performance of
MES will then be compared to that of TMS and Pickering emulsion (PE) in Section 4.4.

2.3 Pickering Emulsions

Anja Drews

2.3.1 Introduction

In Pickering emulsions (PEs), typically micro-sized droplets are stabilized by micro-
or nanoparticles. PEs are commonly used in cosmetics and food formulations and
in pharmaceutical, biomedical, and drug delivery applications [22, 30, 71, 103],
where the use of synthetic surfactants has to be avoided. Despite having first been
discovered and described more than a hundred years ago [72, 74], fundamental in-
vestigations on their properties and further applications have been rare until a rise
in attention in the 2000s [26, 27]. Through the choice or design of the properties of
the particles, the composition of the PE, and the conditions under which it is pre-
pared, the opportunity arises to tailor PEs for a wide variety of desired applications.

Due to their high adsorption energy (of up to 100,000 KkT), once adsorbed, the
particles are kept almost irreversibly at the interface, thus preventing drop coales-
cence and in turn leading to very stable emulsions [24, 25, 30]. This high stability
makes PEs interesting candidates for industrial processes where media are sub-
jected to temperature changes and mechanical stress from stirring or pumping. This
includes catalytic liquid/liquid (L/L) reactions where mechanical separation of the
catalyst containing droplets from the product containing phase is a promising op-
tion for simple continuous operation with efficient recovery of the catalyst and sta-
bilizing additives.

2.3.2 Fundamentals

2.3.2.1 Stabilizing Mechanism

A large variety of organic or inorganic particles can be used to stabilize PEs. Besides
the often studied spherical or fumed silica nanoparticles [24, 101], e.g., clay plate-
lets [100], clay, or carbon nanotubes [28, 69], various food-grade particles [36] or
even microbial cells [76] have been utilized.

The hydrophobicity of the particles, i.e., the three-phase contact angle 6, de-
fines their ability to adsorb at the interface. Ideal stabilization can be achieved with
particles that have a contact angle close to 90°. If the contact angle is too small
(«90°), the particle will be wetted mainly by the aqueous phase, if it is too high
(>>90°), it will be wetted by the oil phase. In both extreme cases, the particles will
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not bind to the interface and thus cannot prevent coalescence. Additionally, the
particle radius r [27] and the oil/water interfacial tension y,,, influence the stabiliza-
tion energy [24]:

E=nr?y,,,(1-|cos Boy])? (2.11)

The contact angle in most cases defines the resulting emulsion type: oil in water (o/w)
or water in oil (w/o) (see Figure 1.5). Similar to the Bancroft rule for surfactants, the
phase that favorably wets the particle constitutes the continuous phase. However,
exceptions, e.g., at certain oil/water ratios are possible.

In recent years, stimuli-responsive PEs were developed that can be demulsified
or inverted by an external trigger such as temperature or pH shift [90], N, bubbling
[104], or other means [4]. To achieve this, e.g., stimuli-sensitive polymer particles
[75] or surfactant-modified particles [104] can be used whose hydrophobicity can be
altered in situ.

2.3.2.2 Properties of Pickering Emulsions

A large number of publications on the properties of PEs deals with o/w rather than
wj/o PEs [30, 38] due to their traditional applications or because they were studied
in the context of the remediation of oil spills [69, 91].

PE properties such as drop size distribution, rheology, and stability depend on
the viscosities and the interfacial tension of the used liquid phases, their phase frac-
tion, as well as on the particle type and content, and the presence of other additives,
e.g., salt or proteins [24, 38, 45, 95, 100]. Assuming complete coverage of the interface
with particles and a constant interfacial area per particle mass ratio aqpne, the theo-
retical drop diameter d is inversely proportional to the mass of nanoparticles Myp
that is used to stabilize a given dispersed volume Vg, [38]:

6. Y 6 My

— P (2.12)
Adp  Pap "AapNe  Mnp

Like other emulsions, PEs typically exhibit shear thinning behavior [30], although
Newtonian behavior has also been observed for certain particles [45]. The shear
thinning behavior can be explained by the tendency of nanoparticles to form a
three-dimensional network between particles and stabilized droplets [30, 57] which
can additionally increase the emulsion stability. These aggregates may reorient or
break up under shear. The droplets themselves remain intact which is a precondi-
tion for the intended application of PEs as reaction media.

In addition to the above-mentioned PE composition, the resulting PE properties
depend on the dispersion device used in their preparation [95]. Generally, PEs can
be prepared using ultrasonication, high-pressure homogenizers, rotor-stator devices,
stirrers, or membrane emulsification [2, 30]. The higher the energy input, the larger
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the produced interfacial area where particles can adsorb and stabilize the droplets. In
contrast to surfactants, nanoparticles do not reduce the interfacial tension between
the liquid phases [80]. Hence, higher energy inputs are needed to create PEs of the
desired drop size in comparison to, e.g., micellar multiphase systems. With ultrasoni-
cation, around 10° W kg™! can be achieved, while the power input of high-speed
rotor-stator devices ranges from 10° to 10° W kg™ and that of stirred tanks from 107
to 102 W kg™ [70].

2.3.3 Reactions in Pickering Emulsions

Since the first reported biocatalytic reaction in w/o PEs [102] where they were
shown to increase the performance of both stable and sensitive biocatalysts in or-
ganic media, PEs have attracted increasing interest for their use in two-phase reac-
tions. Since then, numerous different (bio)catalytic reactions in PEs have been
reported [4, 71, 97, 107] with catalysts either dissolved in the dispersed phase or an-
chored/grafted onto the stabilizing particles, such as the epoxidation of cyclic al-
kenes [60], the etherification of glycerol with dodecanol [37], the acetalization of
long-chain fatty aldehydes with ethylene glycol [106], the formation of disulfide
bonds in peptides [87], the hydrolysis of olive oil, and the esterification of octanol
[104] (see also Section 4.3.2). The hydroformylation of long-chain olefins has also
been demonstrated using mesoporous nanospheres [92, 106]. The potential of PEs
to exceed the productivity of stirred dispersions was demonstrated, e.g., using cata-
lytically active microbial whole cells for both PE stabilization and catalysis of a car-
boligation reaction [76].

PEs are promising reaction phase system candidates wherever the use of syn-
thetic surfactants [71] or elaborate purification steps shall be avoided, or where
sensitive catalysts need to be protected [4]. Published reactions in PEs are limited
mainly to batch processes since the continuous separation of the liquid phases for
catalyst reuse remained an unsolved challenge up until recently [71]. Attempts to
enable reuse of the catalyst included repeated batches with demulsification be-
tween reaction cycles, induced by either centrifugation [97], shear-induced coales-
cence [100], or N, trigger [104], which, however, can damage the catalyst and
require multiple energy inputs for re-emulsification.

2.3.4 Remaining Challenges

As outlined above, further to their traditional use as a mere replacement for surfac-
tants, the high stability of PEs presents better opportunities for catalyst protection as
well as a more robust mechanical L/L separation and thus simpler flow sheets with
only one step for simultaneous catalyst, water, and additive retention (Figures 2.13
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and 1.7). For certain applications, such advantages can outweigh the expected lower
reaction rates in comparison to even more intensely dispersed systems such as
TMS and MES. However, with just a decade of research on their application for ca-
talysis, PEs are the least mature of the three phase systems that are considered in
this volume. Their behavior and properties under process conditions are the least
well understood, and options for the separation of the reaction mixture have not
been comprehensively explored.

particle, water and
catalyst recycling

reactor
: product
separation of aldehyde
olefin components
and product
membrane processing
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CO,H, =>

unconverted olefin

Figure 2.13: Envisaged flow sheet for continuous reactions (e.g., hydroformylation)
in w/o Pickering emulsions.

2.3.4.1 Pickering Emulsion Characterization and Properties

Despite the fact that many influences on the properties of PEs are already well un-
derstood, detailed knowledge on their behavior under reaction conditions is scarce.
Most fundamental studies have dealt with ideal spherical particles instead of the
more industrially relevant and commercially available, irregularly shaped particles.
Little is known on the effect of potentially unadsorbed particles present in the con-
tinuous phase or partial/multilayer coverage on drop size, rheology, mass transfer,
and thus reaction rates.

Such knowledge, however, is crucial in order to prepare PEs with tailor-made
characteristics [2], as well as for the design of mixing, pumping, and separation
steps in the envisaged overall continuous process. For a given dispersed volume,
the reaction rate is likely to increase with decreasing drop size as shown for, e.g.,
the lipase-catalyzed esterification of 1-hexanol with hexanoic acid or the hydro-
genation of benzene [4]. However, opposing trends have also been reported in the
lipid oxidation in o/w PEs [21], and the authors concluded that such discrepancies
might arise from an incomplete characterization of the properties of the system and
that the underlying mechanisms are far from being understood or quantified.
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2.3.4.2 Mass Transfer and Location of Catalyst

In addition to drop size, the gas/liquid and liquid/liquid mass transfer will strongly
influence the reaction rate. The presence of particles at the interface reduces the
available mass transfer area of a given drop, but the overall effect of particles on
mass transfer rates has not been comprehensively investigated yet [4]. The presence
of the particles in the continuous phase is likely to influence both the diffusivity of
reactants and the liquid viscosity which will, in turn, affect the mass transfer coeffi-
cients. Such relationships so far have mainly been described for unwanted particu-
late impurities, e.g., in extraction columns but not for reacting systems. An optimum
particle concentration is likely to exist, which balances the positive and the negative
effects of the presence of particles.

Quantifying the influence of the occupancy of the L/L interface by the particles
and the catalyst in relation to the physical properties of the PEs is essential for opti-
mizing and predicting the productivity of PEs and for optimizing processes but has
not been studied before for w/o PEs.

2.3.4.3 Continuous L/L Separation for Catalyst Retention

An efficient phase separation step for catalyst retention is crucial in order to design
economically feasible homogenously catalyzed processes. While published PE sepa-
rations typically rely on demulsification, which, on the one hand, might damage
sensitive catalysts and, on the other hand, enables only repeated batch processes,
membrane filtration appears to be a promising alternative as it maintains the integ-
rity of the droplets and can be operated continuously. Through the selection of ap-
propriate pore size or cutoff, it can retain small drops as required for high reaction
rates and also has the potential to safely retain residual particles. Due to the novelty
of this application, suitable membranes have to be identified first and potential
membrane-particle interactions need to be investigated. To design an efficient pro-
cess, knowledge on the influence of the properties of the PE, especially of the drop
sizes, and the residual particles which will constitute the filter cake on the filtration
performance is required. Once these relationships are established, a permeability
model can be developed for process optimization.

Finally, the feasibility of a continuous reaction in PEs using membrane filtra-
tion to retain the catalyst containing droplets should be demonstrated for example
applications, and the benefits need to be evaluated.

All these challenges will be addressed in Section 4.3, and the performance and
features of PE will be compared to those of TMS and MES in Section 4.4.
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Apart from thermodynamic equilibrium parameters, also other process characteris-
tics are very important indicators for describing the effectiveness of reactions con-
ducted in the investigated phase systemsz. Therefore, common indicators, such as
conversion (X), vield (Y), and selectivity (S), as well as catalyst stability determined
by the turnover number (TON) and activity determined by the turnover frequency
(TOF), are very useful and can be found in the relevant literature [5, 8]. For some
indicators, a differentiation between batch and continuous reactions is necessary
because the reference values for the calculations are different. For the efficiency of
separation, the contamination of the product mixture is most important. Indicators
such as catalyst loss (leaching), solvent loss, and product purity have to be taken into
account.

The conversion, X, as a measure of the reaction progress of a chemical reaction,
indicates the ratio of the amount of substrate i converted at time ¢t (n; o — ni(t)) to the
initial amount of substrate n; o at time ¢, (eq. (2.13)). Most commonly, the limiting
component of a reaction is used to calculate the conversion:

ni,0 —n;(t)

Xp(t)= o
1,

(2.13)
For continuous experiments (eq. (2.14)), the amount of substrate in the input stream,
N; in, has to be related to the amount of substrate in the output stream, 1; oy¢:

hi, in— hi, out(t)

Nj,in

Xc(t) = 2.14)
To characterize the production of byproducts of the reaction, the yield is an important
criterion. It establishes a relationship between the product, p, formed and the sub-
strate, i, that is consumed at a specific reaction time. The yield of a batch reaction
can be calculated from the amount of p formed by the reaction at time ¢ (n,(¢) — n, o)
with an initial amount n; o of substrate i:

np(t) ~Mp,0 Vil

_ P At
Ya(t) = o [l (2.15)

2 This section is based on the following paper: “Thermomorphic Multiphase Systems: Switchable
Solvent Mixtures for the Recovery of Homogeneous Catalysts in Batch and Flow Processes” in
Chemistry — A European Journal [23]. For this publication, parts of the content have been rewritten
by the authors. All of the figures come from the previous publication and have been slightly altered
for this section.
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The stoichiometric factors v; and v, indicate the ratios of the moles of products
formed per mole of the starting material. For calculations of continuous experi-
ments (eq. (2.16)), the input stream of the substrate n; j, has to be considered, as
well as the input and output streams of the product 11, ou:

: (2.16)
ni, in |Vp |

Ye(t)

The selectivity, S(t), determines how much of the consumed substrate is converted
into the product p, as given by

S(t) = Y.t (2.17)

TON characterizes the performance of a catalyst. The relationship between the
amount of converted substrate at a certain time, the amount of used catalyst, and
the selectivity to the desired product reflects the catalytic productivity:

i.0 —1i(t)

TON () = " S(t) 2.18)

Ncat
After a certain reaction time when the applied amount of catalyst does not show
any catalytic activity anymore, the TON determines the largest number of possible
turnovers. TOF indicates the actual activity of the catalyst:

My
Neat - t

TOF (t) = (2.19)
The amount of product formed is related to the reaction time and to the amount of
catalyst applied. Because the TOF is a time-dependent indicator, a defined time or
turnover point at which the TOF was determined for a particular reaction must be
specified. Typically, the TOF should be determined at low conversions, for example,
at 20% conversion. TON and TOF are crucial indicators for the economics of the re-
action because these indicators can be used to estimate the cost of the catalyst that
is incurred for a process. Another important indicator, especially for continuous
flow processes, is catalyst leaching, which is based on the distribution coefficient
(eqg. (2.5)). In the literature, catalyst leaching, W, is often reported as the concentra-
tion of catalyst in the noncatalyst phase:

W= ng,z (2.20)
Z

The catalyst leaching is determined as the number of catalyst molecules in the non-
catalyst liquid phase, ngy ., over the total number of molecules in the same liquid
phase, n, (eq. (2.20)), where q indicates the corresponding catalyst component and
z indicates the corresponding liquid phase. Most often, this value is reported in
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ppm. Unfortunately, this value is not presented in a fully consistent manner in the
literature because different reference units (volume, mass, molar) are considered.
We would like to point out that a pure indication of the loss of catalyst via its
concentration in the product phase (typically in ppm) is not sufficient and a direct
reference to the quantity of catalyst used in an experiment is absolutely essential.
Therefore, we propose definitions of leaching, L, for batch and continuous processes,
as shown in the following equations:

Ly Mazr _Meco—Macr @.21)
Ng,c,0 Ng,c.0

- [0 -t

hq,c,o hq,c,o .

It is based on the ratio of the amount of lost catalyst g (either the catalytic metal or
the surrounding ligands) in the product/nonpolar phase and any other phase than
the catalyst phase z, and the initially applied amount of catalyst in the catalyst
phase c. In eq. (2.21), r represents discrete values of the number of repetitive reac-
tion runs, while in eq. (2.22), t represents the specific time of process operation at
which L is determined.

For multiple consecutive recycling runs of the catalyst in batch experiments,
the value defined by eq. (2.21) approaches the value provided by eq. (2.22). This ef-
fect is graphically represented in Figure 2.14. In this manner, it is possible to calcu-
late the relative loss of catalyst, with regard to the initial amount of catalyst, to
every point in time in batch and in continuous experiments.

Consecutive batch
recycling run

L)

anCvT/nq,c.O

Continuous run

v

t/run

Figure 2.14: Catalyst leaching behavior in multiple consecutive batch recycling runs and
continuous experiments, depending on time [23].
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3.1 Thermodynamics
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Thermodynamic phenomena form the physical fundament of the chemical reactions
as well as of all separation steps necessary for the reconditioning of the feedstock
or isolation of the final product. For the development of new processes or the im-
provement of known processes, thermodynamic data should be known. However, a
high experimental effort is usually required. The most important goal of thermody-
namic research activities is the prediction of all thermodynamic data. This goal can-
not be reached due to the complexity and the required properties of the mixtures
involved. Therefore, we paid our attention to increasing the predictive power of the
thermodynamic tools. We focus our attention on two physically-based models,
namely the Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT) [85-87]
and the Lattice Cluster Theory (LCT) [55, 64, 141, 249]. The PC-SAFT permits the de-
tailed description of different types of interaction. The LCT includes the molecular
architecture in the thermodynamic equations and can be used as an activity coeffi-
cient model or as an equation of state (LCT-EOS). The PC-SAFT as well as the LCT-
EOS requires pure-component parameters and mostly a binary interaction parameter
for every binary subsystem. The application of the LCT as an activity coefficient
model needs only binary parameters. Consequently, both models should be able to
predict the thermodynamic behavior of ternary mixtures. For the minimization of the
number of adjustable parameters, the properties of the homologues series are used,
allowing the extrapolation of the parameters to other components belonging to the
same homologues series.

Using standard thermodynamics (Section 2.1), different types of phase equilibria,
where two or three phases coexist, can be calculated using one of the two models.
With the combination of the thermodynamic models with the Density Functional The-
ory (DFT) for inhomogeneous system or with the Density Gradient Theory (DGT) [96]
that is the first approach of DFT, additional interfacial properties can be calculated.
Interfacial properties of fluid interphases must be distinguished from those between
a fluid and a solid for the calculation of interfacial properties. The first case can be
treated with DGT, and the second case can be examined only with DFT.

The phase behavior of surfactant-containing mixtures cannot be modelled, be-
cause different nanostructures will be formed. For this type of mixture, the relevant
phase diagrams must be measured. However, the aggregation behavior of aqueous
surfactant solutions can be modelled using a detailed aggregation formation model

3 Open Access. © 2022 Sabine Enders, published by De Gruyter. This work is licensed under the
Creative Commons Attribution 4.0 International License.
https://doi.org/10.1515/9783110709858-003


https://doi.org/10.1515/9783110709858-003

56 =—— 3 Thermodynamics, Kinetics, and Mass Transfer

[60, 170]. Moreover, the solubilization of weak polar components (n-aldehydes, n-
amines, or esters) acting as the reaction product can be modeled.

3.1.1 Heterosegmented Perturbed-Chain Statistical Associating Fluid Theory

The PC-SAFT [85-87] is formulated in terms of the residual Helmholtz energy, a™®,
which is obtained as a superposition of multiple contributions accounting for differ-
ent molecular interactions.

aes = ahc + adisp + adipol + gssoc (3.1)

Molecules are considered as chains of m spherical segments of diameter g. Repulsive
interactions between these molecules are accounted for by the hard-chain contribu-
tion, ahc, whereas a®? accounts for attractive interactions via a dispersive energy, u.
If the component is of polar nature, the resulting polar interactions between the
molecules are taken into account by the dipole moment, u and the corresponding
dipolar contribution, a®?°!. Furthermore, the association contribution, a®*°¢ con-
siders associative interactions such as hydrogen bonding. For that purpose, asso-
ciation sites, namely a number of N4 electron donors (A) and a number of N®
electron acceptors (B), are mounted onto the chain and the associative interactions
are characterized by the association energy, €48 and the association volume, k8.
Consequently, a nonpolar, nonassociating component is fully characterized using the
PC-SAFT pure-component parameter set, m, o, and u. Depending on the nature of the
component, the additional parameters, u, N4, N2, ¢4, and k48 can be taken into
account.

The so-called homo-segmental approach assumes that all segments of a chain
are identical (cf. n-hexylamine on the right-hand side of Figure 3.1) [85-87]. In con-
trast, a component can also be described in a hetero-segmental manner as a chain
of segments that differ in diameter and interaction parameters. This approach is
particularly useful for molecules of a homologous series, which comprise a func-
tional head group connected to an n-alkyl residue, e.g., aldehydes, alcohols, or
amines. Hence, a representative of the homologous series is considered to be com-
posed of two types of segments, each of them representing the functional head do-
main and the n-alkyl tail domain, respectively (cf. n-hexylamine on the left-hand
side of Figure 3.1) [90, 91]. In contrast to the homo-segmental approach, only the
functional head domain and not the whole molecule is described as being dipolar
or associative, whereas the tail domain is treated as being nonpolar and does not
carry any association sites. The advantage of this approach is that there is only one
PC-SAFT pure-component parameter set for a functional head domain, which is
identical for all species of a homologous series, whereas the n-alkyl tail domains
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can conveniently be described using the PC-SAFT pure-component parameters of
the corresponding n-alkanes.

For mixtures, a binary interaction parametet, k; between segments of a different
kind can be applied for both the homo-segmental and the hetero-segmental ap-
proaches of PC-SAFT. As illustrated in Figure 3.1, for the homo-segmental case, a bi-
nary parameter is applied for each binary mixture long-chain compound + water
(kiw) as well as for mixtures long-chain compound + n-alkane (k;y). For the hetero-
segmental approach, there is only one binary parameter between the head domain +
water (kgw), which holds for all molecules of this homologous series. Furthermore,
the binary parameter between tail domain + water (kry) is set equal to that between
the real binary mixture n-alkane + water. Hence, this binary parameter can be deter-
mined from experimental data, which are independent of the homologous series
under consideration.

water

component /
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Figure 3.1: Schematic representation of a long-chain compound modeled in a hetero-segmental
(middle left) and homo-segmental (middle right) manner. Moreover, the binary interaction
parameters kj; for the binary mixtures, water + long-chain compound (upper part) and

n-alkane + long-chain compound (lower part) are shown. While the binary interaction parameters,
kmw and kyy are identical for all long-chain compounds, the binary interaction parameters, kjy,
kmw, and ki vary for different long-chain compounds, i.

3.1.2 Lattice Cluster Theory

Dudowicz and Freed [55] have developed a perturbative method to systematically
derive corrections to the well-known Flory-Huggins theory describing polymer-
containing mixtures [68]. This Lattice Cluster Theory (LCT) allows the description of
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the molecular architecture, for example, branching, directly in the thermodynamic
relations. The Gibbs free energy for a binary system according to the LCT can be
derived [64, 249]:

cT 6
%?NL = %1H¢A+ ﬁ—gln¢3+ ;a@g (3.2
where R denotes the universal gas constant and T denotes the temperature. From
eq. (3.2) it can be seen that the LCT is based on the Flory-Huggins theory [68],
since the first two terms equal the entropic part of Flory-Huggins theory (FH).
The quantities, a;, within the sum, include corrections to the FH mean field the-
ory taking into account the molecular architecture. The a;-values depend on the
interaction energy, &;, which has to be fitted to experimental data and on the ar-
chitectural parameters. These architectural parameters can be determined only
by the chemical structure of the molecules. If compressibility must be included,
voids are introduced in the lattice. In this case, the Gibbs free energy is replaced
by the Helmholtz free energy [64, 141].

Equation (3.2) includes only dispersion interactions. For the description of asso-
ciating molecules an additional contribution must be added, for instance, the
Chemical Association Lattice Model (CALM) [25]. Within CALM, the self-association
of the solvent, A, is regarded as a chemical equilibrium:

A +A A, ., (.3)

Two associating chains with degrees, r and r', respectively, are in equilibrium with
one chain of degree, r+r'. This approach leads to a distribution of association chain
lengths ranging from 1 to infinity. Similar to chemical reactions, Browarzik [25] in-
troduced the equilibrium association constant, wherein the temperature depen-
dence of the association is described by an Arrhenius approach. Examples of the
combination of LCT and CALM can be found in the literature [64, 250].

3.1.3 Phase Equilibria

Vapor-Liquid Equilibria (VLEs)

Figure 3.2 shows, for example, the VLE modeling of n-dodecane + dodecanedioic
acid dimethyl ester (DDDME) [144], (Figure 3.2a), methanol + n-hexene [114], and
methanol + n-octene [114], (Figure 3.2b). PC-SAFT is able to describe the VLE of
these three systems in almost quantitative agreement with experimental data from
the literature [27, 28]. The systems methanol + n-hexene and methanol + n-octene
show an azeotropic phase behavior. For increasing the C chain length of the n-
alkene, the azeotropic composition shifts towards higher mole fractions of metha-
nol. Using the same and temperature-independent binary interaction parameters
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for the two methanol + n-alkene systems, PC-SAFT can predict the azeotropic phase
behavior as well as the azeotropic composition [114], quantitatively.

T/°C T/°C
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75 40
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X X

n-dodecane methanol

Figure 3.2: Examples for vapor-liquid equilibria of binary systems. Symbols represent experimental
VLE data. (a) n-Dodecane + DDDME [144] (diamonds) at 0.02 bar, (b) Methanol + n-hexene [28]
(triangles) at 1 bar and methanol + n-octene [27] (diamonds) at 1 bar. Lines are calculations using
PC-SAFT. All PC-SAFT pure-component parameters and binary parameters used for the calculations
were taken from the literature [114, 144].

Gas Solubilities

Complex reactions with gaseous reactants depend on the solubility of the gas(es) in
the multicomponent reaction systems. Syngas is a key for hydroformylation, where
CO and H, react with olefins to aldehydes. Therefore, the syngas solubility in the
liquid determines the amounts of the gases available for the reaction. The calcula-
tion of gas solubilities can be performed using the iso-fugacity condition, which re-
quires the identical fugacity of every component, i, in the liquid and the gas phase.

Figure 3.3 shows PC-SAFT modeling results for syngas solubilities in different
solvent mixtures consisting of n-decane + DMF compared to experimental data.
Syngas solubilities were measured in a high-pressure variable-volume view cell ap-
plying a visual synthetic method, at pressures ranging from 1.5 MPa to 12.8 MPa
[238]. The PC-SAFT prediction (all k; = 0) shows only small deviations from the ex-
perimental data (Figure 3.3a). Moreover, the influences of temperature and varying
solvent composition on the gas solubility can be correctly predicted. The modeling
could be further improved by applying linear temperature-dependent binary inter-
action parameters, which have been fitted to the solubilities of the pure gases in the
pure solvents only (Figure 3.3b).

The gas solubilities depend not only on the solvents but also on the reactants/
products. This is particularly important for reactions, as, due to the changing
composition of the reaction mixture, the gas solubility in the liquid changes during
the reaction. For example, in case of the hydroformylation, the gas solubility in the
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Figure 3.3: Syngas solubility in different n-decane + DMF mixtures. Symbols represent measured
syngas solubility data in mixture 1 (X,.gecane/Xomr = 1/4) at 93.15 °C (circles), 2 (Xp-gecane/Xomr=1/1)
at 93.75 °C (triangles) and 3 (X,.gecane/Xomr = 4/1) at 93.45 °C (squares). Lines are fully-predicted
(all kjj = 0) PC-SAFT modeling results (a) and using k;;’s from literature [239] (b). All pure-component
parameters used for the calculations can be found in the literature [239].

reactant (olefin) is significantly higher than the one in the product (aldehyde). PC-
SAFT can also quantitatively describe the syngas solubility in the hydroformylation
multicomponent system, consisting of six components, namely H,, CO, 1-dodecene,
n-dodecane, n-decane, and DMF [239]. The maximum deviation compared to the
measured solubility in mole fraction was only 2.2%. Concluding, PC-SAFT is a valu-
able modeling tool, which allows predicting gas solubilities in complex multicompo-
nent systems over wide ranges of temperature and pressure, based on few data
points only, thus reducing the experimental effort to a minimum.

Liquid-Liquid Equilibria (LLEs)

A strong deviation from ideal phase behavior, e.g., for mixtures of strongly polar
and nonpolar solvents, might result in the formation of two liquid phases with dif-
ferent compositions [79]. Such an LLE can be modeled using eq. (2.4). Most often,
the miscibility gap decreases with increasing temperature, until the upper critical
solution temperature (UCST) is reached, above which the system becomes homoge-
neous (Section 2.1.2).

Figure 3.4 shows various LLE examples for binary mixtures relevant for the hy-
droformylation and the reductive amination, particularly the solvent systems DMF +
1-dodecene, DMF + n-decane, and methanol + n-dodecane. All studied systems show
a UCST behavior, i.e., miscibility increases with increasing temperature. If not already
reported in the literature, LLE data of the binary mixtures were determined experi-
mentally. Using a binary interaction parameter, k;;, which linearly depends on
temperature, it was possible to describe the miscibility gaps of the considered bi-
nary systems with satisfactory accuracy, over the considered temperature range.
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Figure 3.4: LLE of 1-dodecene + DMF (a), n-decane + DMF (b) and n-dodecane + methanol

(c). Symbols represent experimental data at 1 bar for 1-dodecene + DMF (triangles) [214],
n-decane + DMF (circles) [8], (squares) [112], (triangles) [214], and methanol + n-dodecane
(triangles) [34], (square) [35]. Lines are calculations using PC-SAFT. All PC-SAFT pure-component
parameters and ks used for the calculations can be found in the literature [114, 214].

Furthermore, Figure 3.5 shows the mutual solubilities of some binary mixtures
of water + n-alkane. These mixtures show a wide miscibility gap, whereas the mole-
fraction solubility of water in the organic phase is several orders of magnitude
higher than the one of the n-alkane in the aqueous phase. Moreover, the solubility of
water in the organic phase monotonically increases with increasing temperature, T,
and is almost independent of the chain length of the n-alkane. In contrast, the solu-
bility of the n-alkanes in the aqueous phase shows a minimum as a function of tem-
perature and decreases with an increasing chain length of the n-alkane. PC-SAFT is
capable of representing this behavior in excellent agreement with the experimental
data n-alkanes ranging from n-pentane to n-pentadecane [89], which is depicted for
a few even-numbered n-alkanes in Figure 3.5.
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Figure 3.5: Mutual mole-fraction solubilities of binary mixtures water + n-alkane (n-hexane,
n-octane, n-decane, and n-dodecane) as a function of temperature, T at atmospheric pressure. The
symbols represent experimental data [159, 219, 235], where triangles show the solubility, x, of
water in the organic phase, and diamonds represent the solubility, x, of the n-alkane in the
aqueous phase. Moreover, the lines show the modeling results obtained with PC-SAFT [89].
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As mentioned in Section 3.1.1, the accurate description of the mutual solubil-
ities of the binary mixtures water + n-alkane is a prerequisite for modeling the
phase behavior of the binary mixtures water + long-chain compound, when apply-
ing the hetero-segmental approach of PC-SAFT. That is, the PC-SAFT binary inter-
action parameters of the binary mixtures water + n-alkane are applied in the
hetero-segmental approach of PC-SAFT for prediction of the mutual solubilities
of the binary mixtures water + long-chain compounds [90, 91]. As an example,
Figure 3.6a illustrates the hetero-segmental PC-SAFT predictions for the mutual
solubility of the binary mixture water + n-hexylamine [91]. Despite the different or-
ders of magnitude of the solubilities in the organic and the aqueous phases, the pre-
dictions were found to satisfactorily agree with the experimental data [90, 91].

Next to the representation of the mutual solubilities in water/long-chain com-
pound mixtures, the hetero-segmental approach of PC-SAFT can also successfully
be applied to model excess properties of binary mixtures n-alkane + long-chain
compound [90-92]. In general, these mixtures show endothermic mixing behavior
and, thus, positive molar excess enthalpies h®. For a given long-chain compound,
the molar excess enthalpies of these mixtures increase with an increasing chain
length of the n-alkane [90-92]. In contrast, for a given n-alkane, the molar excess
enthalpies of the mixtures decrease with an increasing chain length of the long-
chain compound. As it becomes obvious from Figure 3.6b for a few binary mixtures
n-dodecane + n-amine, the hetero-segmental approach of PC-SAFT fully predicts
this behavior in remarkable accordance with the experimental data.
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Figure 3.6: Mutual solubility of the binary mixture water + n-hexylamine as a function of
temperature (a) and molar excess enthalpies of the binary mixtures n-dodecane + n-amine
(n-butylamine, n-hexylamine, n-octylamine, and n-decylamine) as a function of the mole fraction
of n-dodecane (b). While symbols represent the experimental data ((a) [232]; (b) [183]), lines
show the predictions applying the hetero-segmental approach of PC-SAFT [91].
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The developed model can also be applied for the modeling of LLE in ternary mix-
tures. In the literature, several examples can be found [214]. Figure 3.7 shows the phase
behavior for the system DMF + decane + butanal as an example. The binary subsystem
DMF + butanal has a large miscibility gap. This miscibility gap of the binary subsystem
can be used to estimate the binary interaction parameter between DMF and buta-
nal. The other two subsystems are miscible over the entire concentration range.
Therefore, the binary parameters between decane + DMF and between butanal +
DMF must be fitted to ternary LLE data. As can be seen from Figure 3.7, modeled
and experimentally determined LLE data coincide well. According to Figure 3.7,
butanal, which is the product of the hydroformylation, acts as a strong solubilizer
for the system DMF/decane. Thus, the miscibility gap between the decane-rich
and the DMF-rich phases shrinks for increasing weight fractions of butanal.

0.0

00 02 04 06 08 10

DMF

Figure 3.7: LLE of the system DMF/n-decane/n-butanal at 25°C. Black triangles are experimental
data, black lines are the experimental tie lines, and the green lines are modeling results [214].

The principle phase behavior of surfactant-containing mixtures was explained in
Section 2.2. The calculation of phase diagrams for surfactant-containing mixtures
relevant for the MES is not possible by just using a thermodynamic model, such as
PC-SAFT or LCT. The reason for this is the occurring nanostructures (aggregation,
microemulsions with bicontinuous structures) in these mixtures. Therefore, the
phase behavior can only be estimated by experiments. The experimental methods
were explained in the literature [220-222]. As an example, the phase behavior of the
system water + n-dodecene + dodecyl octaethylene glycol ether (C,Eg) and the in-
fluence of the product formation, as well as the influence of the catalyst on the
phase behavior were discussed [221, 222]. The concentrations in the surfactant-
containing solutions can be characterized in the following way:
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where the superscript, F stands for the feed phase.

At temperatures above the melting point of the surfactant, the binary subsys-
tem n-dodecane + Cy,Eg is completely miscible [220]. The binary subsystem water +
surfactant having a lower critical solution point (LCST) shows demixing at high
temperatures (Figure 3.8a). The large scattering of the experimental data is caused
by different experimental methods. Fujimatsu et al. [71] and Michell et al. [165] used
a measurement technique with constant heating rates (1.3 Kmin ™" and 2 Kmin ™). The
large heating rates can only be used for roughly detecting LLEs. Unfortunately, Shi-
noda [225] gave no information about the experimental details. For this reason, the fur-
ther use of these data is questionable. Good agreement between the data of Schrader
et al. [220] and the data of Degiorgio et al. [49] can be found in the diluted and concen-
trated regions of the LLE. However, near the critical point, these data differ a lot.
Schrader et al. [220] used the visual method, and Degiorgio et al. [49] used a light scat-
tering method with a very low heating rate (0.1 Kmin ). Close to the critical point,
critical fluctuations appear, which can lead to critical opalescence having a strong
impact on the light scattering intensity and, therefore, lead to a large scattering.
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Figure 3.8: (a) LLE of water + C,Eg [open pentagons: [71], stars: [225], triangles: [165], open
circles: [49], squares: [220] of water + Cy,Eg. (b) Water solubility of 1-dodecene [220].

The third binary subsystem, namely water + 1-dodecene, shows a broad miscibility
gap. The water solubility of 1-dodecane is depicted in Figure 3.8b. The solubility of
1-dodecene at T =298.15K in water is W; _ gogecene = 1.8 - 10 ~7[220].

Figure 3.9a depicts the Kahlweit’s fish (Section 2.2) for the ternary system C;,Eg +
water + 1-dodecene. At low temperatures, a Winsor I system is existing; the amphi-
philic surfactant is mainly dissolved in the water-rich phase. When the mass fraction
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Figure 3.9: (a) Kahlweit’s fish for the system 1-dodecene + water + C;,Eg at a@=0.5. The symbols are
experimental data [220], and the lines guide the eyes. (b) Concentrations in the three coexisting
phases at two different temperatures (T =343.15K: black triangles and black lines; T=353.15K:
blue squares and blue lines).

of surfactant (C;,Eg), y, is increasing, the phase behavior changes into the one-phase
Winsor IV system. If the temperature increases at a certain C;,Eg concentration, a
three-phase region appears with the microemulsion (Winsor III). Microemulsions
are of interest, because unlike oil and water, they solubilize molecules in a single,
thermodynamically stable, liquid phase. Microemulsions are macroscopically homoge-
neous mixtures of water, oil, and surfactant. On a microscopic level, however, the mix-
tures are structured into water-rich and oil-rich domains separated by an amphiphilic
film. At high temperatures, the solubility of the surfactant changes, and there, it is
mostly dissolved in the oil-rich phase. The compositions of the three-coexisting phases
can be seen in the Gibbs triangle (Figure 3.9b). Raising the temperature to 353 K en-
hances the surfactant solubility in the oil-rich phase, moving the top of the 3-phase
area to the 1-dodecene site of the Gibbs triangle. Increasing the temperature leads to
an increase in surfactant concentration and, hence, of the water concentration in the
middle-phase. In order to perform the hydroformylation of 1-dodecene, a high amount
of the latter as well as a high amount of water containing the polar catalyst is prefera-
ble. Using C;,Eg as surfactant and 353.15 K as reaction temperature, a 1-dodecene mass
fraction of approximately 0.2 and a water mass fraction of approximately 0.6 in the
microemulsion can be achieved.

During the hydroformylation of 1-dodecene, tridecanal will be formed. The in-
fluence of tridecanal on Kahlweit fish is depicted in Figure 3.10a. With increasing
aldehyde concentration, B, the Winsor III system is shifted to lower temperatures.
This behavior is in good agreement with the results obtained by Hamerla et al. [99]
and Rost et al. [209]. The Winsor III phase temperature decreases to about 40 °C, if
B increases up to 0.5. For p =1, the three-phase area moves below the surfactant’s
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Figure 3.10: (a) Kahlweit’s fish for the system 1-dodecene + water + C;,Eg + tridecanal at a= 0.5 and
different values of B(8 =0: black symbols and lines; B =0.25: red symbols and lines; B =0.5: blue
symbols and lines. (b) Kahlweit’s fish for the system 1-dodecene + water + C;,Eg + tridecanal + Rh —
TTPS catalyst (solid symbols: without catalyst; empty symbols: we; =2-107°. The symbols are
experimental data [221], and the lines guide the eyes.

melting point. Additionally, the used catalyst/ligand system Rh-TIPS has a complex
amphiphilic structure, which can also influence the LLE. For #=0.5 and f=0.5, the
influence of the catalyst is negligible (Figure 3.10b).

Most scientific studies were performed using analytical-grade chemicals. How-
ever, for technical applications, technical-grade substances are used. Therefore, addi-
tional experiments were carried out using technical-grade 1-dedecene, and pure C;,Eg
was replaced by technical-grade Genapol X080 [222]. It turned out that the solubility
of water in technical 1-dodecene is slightly better than the solubility of water in pure
1-dodecene. Cloud point curves of aqueous technical-surfactant solutions and those
of pure surfactants show extreme differences in temperature and also in shape [222]
(Figure 3.11a). The cloud point curve is shifted to lower temperatures, if C;,Eg is re-
placed by technical grade Genapol X080. Consequently, the Kahlweit fish is also
shifted to lower temperatures when Genapol X080 is applied (Figure 3.11b). The tem-
perature range, in which the microemulsion is formed, is also shifted to lower temper-
atures. This is an unwanted effect, as the chemical reaction must be performed at lower
temperatures. Usually, at high surfactant concentrations, a homogeneous mixture, the
so-called Winsor IV system, is established. However, for the technical-grade mixture,
this does not happen. Instead, a four-phase liquid equilibrium was observed [222]. This
situation is shown in Figure 3.12, which clearly shows a four-phase equilibrium.

Vapor-Liquid-Liquid Equilibria (VLLES)
Some n-alkane + DMF systems show a complex phase behavior caused by the over-
lap of liquid-liquid demixing and VLEs leading to VLLEs [216]. To account for that,
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Figure 3.11: (a) Cloud point curve of water + surfactant [solid symbols: pure C;,Eg, open symbols:
technical grade Genapol X080, 222]. (b) Kahlweit’s fish for the system 1-dodecene + water + surfactant
at a=0.5 (blue symbols and lines: pure C;,Eg, black symbols, and lines: technical grade Genapol
X080). The symbols are experimental data [222], and the lines guide the eyes.

Figure 3.12: Four-phase equilibrium for the mixture water +
1-dodecene + Genapol X080 T=363.15K [222].

VLEs, as well as LLEs were investigated over wide pressure and temperature ranges
for different n-alkanes. Particularly, the azeotropic behavior was considered in more
detail.

For n-alkane + DMF mixtures, strong deviations from the ideal phase behavior
are expected, since DMF is a polar component, whereas n-alkanes are non-polar mol-
ecules. To describe their phase behavior using PC-SAFT, a temperature-dependent bi-
nary interaction parameter was used. This parameter was determined via fitting to
experimental LLE data of binary systems n-alkane (C¢-C;,) + DMF [215] and then, ex-
trapolating to predict VLE and VLLE data of n-alkane + DMF systems not used for pa-
rameter fitting.
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PC-SAFT modeling results revealed that n-alkane + DMF systems with n-alkanes
longer than n-hexane show a temperature-dependent change from hetero-azeotropic
to homo-azeotropic behavior, meaning that the hetero-azeotrope is found at low tem-
peratures and disappears at higher temperatures. This is shown for n-heptane + DMF
in Figure 3.13a, where, at 5 °C and 25 °C, the existence of a hetero-azeotrope can be
observed, whereas a homo-azeotrope is found at 65 °C (Figure 3.13b). This finding
is in perfect agreement with the experimental data [216]. Furthermore, an increas-
ing DMF concentration in the vapor phase was observed for increasing n-alkane
chain lengths, which is caused by a change in the vapor—pressure difference of the
pure components.
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Figure 3.13: VLLE of n-heptane + DMF at 5 °C (a), 25 °C (a), and 65 °C (b). Filled Symbols represent
experimental data from the literature [197]. Lines and open symbols represent PC-SAFT VLLE
modeling results at 5 °C (solid lines, open stars), 25 °C (dashed lines, open triangles), and 65 °C
(solid lines, open diamonds) [216].

A comparison of experimental VLE data and the modeling results demonstrates that
PC-SAFT predicts the VLE and the VLLE behavior almost quantitatively in the con-
sidered temperature and pressure range. It should be emphasized that the binary pa-
rametet, k; was only fitted to LLE data of n-alkane + DMF systems, but no VLE data
nor VLLE data were included in the parameter fitting. Based on that, VLE and VLLE
data of various n-alkane (C5-C10) + DMF systems were satisfactorily predicted, even
correctly reporting the presence of either homo-azeotropic or hetero-azeotropic be-
havior [216].

Solid-Liquid-Liquid Equilibria (SLLEs)

Crystallization can be used for purification if a high purity is required. There is a pos-
sibility that the necessary SLE could be superposed by an LLE. This unwanted situa-
tion leads to oiling-out effects. Assuming that the compressibility has no impact on
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LLE and SLE, the LCT based on the Gibbs free energy (eq. (3.2)) can be used for the
calculation of these equilibria, if the model parameters are available. However, for
branched molecules, the parameter fitting can cause problems, especially if the pure
isomers are not available with high purity and, consequently, no high-quality data
can be measured. To overcome this limitation, a methodology that enables the pre-
diction of the phase behavior of systems containing branched isomers was developed
[80]. An overview of the methodology is shown in Figure 3.14.

Experiments with Molecular
Linear Molecules Architecture

Model Architecture
Parameters Parameters

Model Prediction of Thermodynamic
Framework % Properties of Branched
LCT+CALM Molecules

Figure 3.14: Overview of the methodology for the prediction of phase equilibria of branched
molecules [80].

The new methodology requires only experiments using linear molecules. The fitted
model parameters for the linear molecules are combined with the prior known archi-
tecture parameters, which were determined by the molecular architecture, for the
prediction of the phase diagram of systems containing the branched isomers. The
method will be demonstrated for the ternary system containing an associating sol-
vent, branched alkane, and linear alkane. First of all, the two association parame-
ters of the solvent as well as the interaction energy &; between solvent and linear
isomers, are simultaneously fitted to LLE data of one binary system with three different
chain lengths of the n-alkane. The results are depicted in Figure 3.15. It was figured
out that the interaction energy, ¢;, depends linearly on the chain length of the n-
alkane. Next, the prediction of the LLE of the system 2,2,4,4,6,8,8-heptamethylnonane
and ethanol will be investigated (Figure 3.16). The chain length of the backbone of
2,2,4,4,6,8,8-heptamethylnonane is 9. Using the linear relationship mentioned above
leads to the binary interaction parameter. Having in mind that no experimental data
of the branched isomer was used for the parameter fitting procedure, the agreement
between the predictions and the experimental data is very satisfying.
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Figure 3.15: LLE of the binary systems n-dodecane (squares), n-tetradecane (circles), and

n-hexadecane (diamonds) all with the solvent ethanol. The experimental data were taken from the
literature [46]. The solid lines were calculated using the LCT in combination with CALM [80].
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Figure 3.16: Predicted LLE of the binary system 2,2,4,4,6,8,8-heptamethylnonane + ethanol.
Experimental data were taken from the literature [46]; solid lines were calculated using the LCT
in combination with CALM [80].

After successfully showing the possibility of predicting binary LLE of systems
containing a branched molecule, the prediction of ternary phase equilibria of systems
containing branched alkanes can be discussed. This implies that no experimental
data of the ternary system was used for adjusting model parameters. The ternary sys-
tem n-hexadecane + 2,2,4,4,6,8,8-heptamethylnonane + ethanol was chosen for the
prediction (Figure 3.17). Regarding predicted binodal curve and tie lines, an excellent
agreement with the experimental data can be found for the compositions on the etha-
nol-rich side. Now, it can be checked whether the superposition of ternary LLE and
SLE, which is essential for the design of crystallization processes, can be predicted
correctly. The already-determined model parameters were used for the prediction of
both phase equilibria, and the same melting temperature and enthalpy of fusion of
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n-hexadecane were used [82]. It was assumed that the solid phase only contains
n-hexadecane.

2,2,4,4,6,8,8-heptamethylnonane
0.0

0.2

> 0.0

00 02 04 06 08 10
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Figure 3.17: LLE of the ternary system n-hexadecane + 2,2,4,4,6,8,8-heptamethylnonane + ethanol
at a temperature of 25 °C. Experimental points on the binodal curve are shown as diamonds;
experimental tie lines are shown as grey stars connected by dashed lines. The binodal curve, as
well as the tie lines (white stars connected by solid lines), was calculated using the LCT in
combination with CALM [81].

The results depicted in Figure 3.18 show that the model can be used to predict the
SLLE very close to experimental data. Below the SLE curve, the LLE is shown as a
dashed line indicating the metastable state. The obtained phase behavior gives
valuable information for the design of the crystallization.

3.1.4 Interfacial Properties

Besides the phase equilibrium, information about interfacial properties is essential
to design, operate, and optimize unit operations such as separation or reaction pro-
cesses. The liquid-liquid extraction operation, for instance, is based on mass trans-
fer between two liquid phases in contact. Devising an efficient extraction column
requires not only knowledge of the liquid-liquid phase behavior of the compo-
nents; interfacial tension data are also important to describe the fluid dynamic
characteristics of the process, which have a direct influence, e.g., the diameter and
height of the column as well as the selection of appropriate contacting devices.

The interfacial properties can be obtained experimentally or by theoretical tools.
Regarding modeling of interfacial properties, the Density Gradient Theory (DGT),
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Figure 3.18: Superposition of LLE (diamonds) and SLE (triangles) of the ternary system
n-hexadecane + 2,2,4,4,6,8,8-heptamethylnonane + ethanol at a temperature of 5 °C. Lines
were calculated using the LCT in combination with CALM. The dashed lines denote the
metastable LLE [81].

originally developed by van der Waals and rediscovered by Cahn and Hilliard [32] is
a widely used method [61]. The DGT has the advantage that the developed models
including the model parameters can directly be used for the calculation of the interfa-
cial properties between fluid phases. The characteristic feature of a phase in terms of
physical science is that the values of the properties of a phase are uniform within
that phase. The DGT is based on the idea that concentrations and, accordingly, densi-
ties change gradually across an interface between two phases. That is, density gra-
dients occur in the interface that has to be accounted for in the calculation of
interfacial properties. Composition and density changes across the interface are as-
sumed to be one-dimensional in the direction of z, perpendicular to the interface. The
Helmholtz free energy, A, of a system exhibiting an interface is then expressed in
terms of a Taylor series expansion. The expansion is around the local Helmholtz free
energy density, ay(z), in the interface of thickness, L, which belongs to a hypothetic
system of the same density and composition, but without an interface. The expres-
sion for A is given as:

N\ /dp:
A =SO Jao(z) + %Z Zkij (%) (£> dz (35)
1 ]

where Sy is the interfacial area and x;; are the so-called influence parameters of the
pure components, (k;), and corresponding cross terms for mixtures (k;), respectively.
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The cross term is commonly determined using the geometric mean of k; and xj; modi-
fied by a binary parameter f;; [193]:

Kij = Byj/KiikGj (3.6)

The pure-component value for the influence parameter, x;;, can be fitted to the sur-
face tension of the pure component at one temperature. Within a homologous series,
a correlation between k;; and the carbon number can be found [93, 178]. Figure 3.19
demonstrates the dependence of x; on the carbon number for four different homolo-
gous series. This situation allows the calculation of the surface tension for all mem-
bers of the homologous series.

K.10% /Jm5.mol?

Figure 3.19: Dependence of the DGT pure-component influence parameters, k;, on the carbon
number, C,, within a homologous series. The symbols show the actual values for methyl
alkanoates (squares), ethyl alkanoates (circles), n-alcohols (triangles), and n-alkyl carboxylic
acids (diamonds), whereas solid lines represent their respective second-order polynomial
correlations [93].

For mixtures containing only nonpolar components, it could often be shown that the
prediction of surface tensions of mixtures using the geometrical mixing rule (eq. (3.6)),
applying B; =1 is possible [29, 178, 231]. If the parameter f; in eq. (3.6) is needed,
binary surface or interfacial data must also be included in the parameter-fitting pro-
cedure. The Helmholtz free energy and the densities can be calculated using the
equations of state and the involved parameters introduced in Sections 3.1.1. We
would like to discuss three examples, namely, the binary mixture n-heptane + DMF
[217], where the phase equilibria are depicted in Figure 3.13, the mixtures composed
of water + n-alkane [201], where the LLE is shown in Figure 3.5, and the interfacial
properties of ternary mixtures. Other examples can be found in the literature [17, 37,
47, 48, 70, 82, 93, 158, 179, 180, 210, 218, 231].
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The mixture, n-heptane + DMF, shows a complex phase behavior including an
azeotropic point and a superposition of a VLE and LLE, depending on system tem-
perature and pressure (Figure 3.13). Due to the presence of the LLE, the interfacial
tension, ¢"'%, cannot be estimated over the whole concentration range, but only at
very low and at very high n-alkane concentrations. This situation leads to two dif-
ferent interfacial tensions, namely, the interfacial tension between the two coexist-
ing liquid phases, ¢'*f, and the surface tension related to the VLE, ¢"'E. DMF
carries a dipole momentum, and therefore, the parameter f; in eq. (3.6) is required.
The adjustment of this value can be done using a value of ¢'f or ¢"'£. Having in
mind that the modeling of o**F is more challenging than the modeling of ¢"*£, a
value of o'f at one temperature for the system n-heptane + DMF was selected for
this purpose, resulting in ,81-]- =0.675.

Figure 3.20A demonstrates the comparison between experimental data and
modeling results using f3; =0.675 for all mixtures considered. First, it can be con-
cluded that the theory allows the description of the experimental data with high
accuracy. Second, the fitted ﬁij value can be transferred to other n-alkane + DMF
mixtures. For the experiments, the spinning drop method [217] or the pendant drop
method [128] was used. Both methods required the measurement of the density dif-
ference of both coexisting phases. On the other side, this density difference can
also be calculated using PC-SAFT [217]. A detailed discussion about this issue can
be found in the literature [47, 217, 218]. Figure 3.20B shows that the estimated ﬁi].
value can also be transferred from LLE to VLE. A similar behavior could be found
for mixtures of n-alkane and other components carrying a dipole momentum [217].

Figure 3.20: Comparison between experimental [solid symbols: 217, open stars, circles, and
squares: 128, open triangles: 241] and calculated interfacial tension [lines with §;; = 0.675, 217] for
DMF + n-alkane mixtures. Cuikane is an alkane-specific, fictitious constant added to experimental
and modeled surface tensions for a clear representation of the data.
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The DGT also permits the calculation of the partial density profiles across the in-
terface. The density profiles at 298.15 K in Figure 3.21 for the mixture n-heptane + DMF
reveal that heptane accumulates in the DMF-rich region and that DMF accumulates in
the alkane-rich region at the interface. Usually, the component having a higher vapor
pressure enriches at the interface [17, 61, 178-180, 193]. Thereby, the accumulation of
the n-alkanes is, in general, larger than that of DMF. Furthermore, accumulation of
DMF in the dodecane-rich region is larger than in the heptane-rich region [217]. The
reason for this observation is the difference in the vapor pressures. In the case of the
DMF/n-heptane system, n-heptane is the more volatile component regarding pure-
component vapor pressures. For the DMF/n-dodecane system, it is the other way
round. The vapor pressure of DMF is higher than that of n-dodecane. This explains
why the accumulation of DMF in the DMF/n-dodecane system is larger. Still, both sys-
tems behave the same in the general trend that the n-alkane accumulates in the DMF-
rich region, whereas DMF accumulates in the alkane-rich region. These characteristic
phenomena can be explained if the VLLE behavior of the DMF/n-alkane systems is
taken into account (Figure 3.13). Due to limited miscibility of the DMF/n-alkane mix-
tures, heteroazeotropes occur at 298.15 K. In Figure 3.22, a schematic p, x;-diagram is
presented, which illustrates the VLLE behavior including a heteroazeotrope of a ficti-
tious binary system, A/B, where A represents the n-alkane and B the polar solvent, for
instance, DFM. x; is the mole fraction of component, i in the liquid phase and y; is the
mole fraction of the same component in the coexisting vapor phase. Due to the hetero-
azeotrope, the relation x;/y; changes in a certain way, with the overall concentra-
tion of the component, i. While x;/y; is smaller than one before the azeotrope for
one component, it is larger than one beyond the azeotrope. The relation x;/y; of
the second component of a binary system changes thereby, contrariwise. The
DMF-rich region of the DMF/n-alkane systems is located on the side of the hetero-
azeotrope, where x4/y4 <1. The alkane-rich region is located on the other side,
where xg/yp<1. That is, the alkane accumulates in the DMF-rich region with
Xa/ya <1 and DMF accumulates in the n-alkane-rich region, where xg/yz <1 oc-
curs. Based on these findings, the following conclusion can be drawn for the
DMF/n-alkane systems exhibiting heteroazeotropes: the accumulation occurs for
the component i, if x; /y; <1is valid (Figure 3.22).

For the development of suitable TMS, the interfacial properties of ternary mix-
tures are important. The theoretical details, as well as the description of the numeri-
cal procedure, can be found in the literature [218]. As an example, the mixture
composed of DMF + n-decane + butanal will be investigated [215], where the phase
behavior is depicted in Figure 3.7. Within the DGT framework, the parameter, ﬁij is
required for all binary subsystems. Figure 3.7 shows that only the binary subsys-
tem n-decane + DMF possess a miscibility gap. In this case, the corresponding B;
can be fitted to the interfacial tension of the binary subsystem. The other two values
must be fitted to the ternary mixture. Following the concept of homologous series,
the B; values were estimated for DMF-aldehyde mixtures and n-decane + aldehyde
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Figure 3.21: Modeled density profiles across the interface phases for n-heptane + DMF
in the DMF-rich region x,ffhepm,,e =0.015 (solid lines) and in the n-heptane-rich region
>x,ffhepmne =0.978 (broken line) at 298.15 K, where the blue lines represent DMF and

the black line represents n-heptane [217].
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Figure 3.22: Schematic VLLE p, x-diagram for constant, T of a fictitious binary system, A/B
exhibiting a VLLE, where x4 is the composition of the liquid phase and y, is the composition in
the vapor phase. The solid lines are the equilibrium concentrations of coexisting vapor and liquid
phases. The dashed line marks the boundary between the areas left and right from the
heteroazeotrope, and the open circles represent the equilibrium concentrations at the VLLE.

mixtures [218]. Figure 3.23 demonstrates the comparison of the experimental and mod-
eled interfacial tensions for mixtures composed of the polar solvent DMF, n-decane,
and the reaction product of the hydroformylation, an aldehyde, where the experimen-
tal data are obtained using the spinning drop method. From the data in Figure 3.23, it
can be concluded that the used approach works and allows the calculation of the inter-
facial tension very close to the experimental values. The calculated concentration
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profiles across the interface are also depicted in Figure 3.23. The concentration profiles
show clearly, that the aldehyde acting as solubilizer accumulates at the interface. This
effect increases with an increasing chain length of the aldehyde.
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Figure 3.23: Interfacial properties (a) interfacial tension; b) interfacial concentration profiles) for
ternary mixtures of DMF + n-decane + different aldehydes at T =298.15 K. The symbols represent
experimental data, and the lines, calculations, using B,, =0.913, 8,3 =0.95, and ;3 =0.75 [218].

The calculation of interfacial properties of the water-containing mixture is an out-
standing challenge caused by the complex association effects of water. The demix-
ing behavior of water + n-alkane mixtures is shown in Figure 3.5. The accurate
description of the composition of the coexisting phases as a function of temperature
is a necessary condition for the calculation of the interfacial tension using DGT. If
water is involved in the mixture, it is not possible to transfer the x,,-adjusted utiliz-
ing surface tensions of pure water to mixtures [47, 93]. This problem can be solved
by the introduction of a f; value, according to eq. (3.6). However, this approach
leads to a high numerical effort. Another possibility, suggested by Danzer and En-
ders [47], is the refitting of the k,-value, using binary data. For the mixtures of
water + n-alkane, we assume the following temperature dependency of x;,, [201].

Kw = an + bn(T/K) (3.7)

where n represents the carbon number of the n-alkane. Both parameters depend on
the carbon number of the considered n-alkane in a quadratic way. This approach has
the advantage that all B; values can be set to unity. Additionally, the interfacial tension
of water + n-alkane can be calculated, using one set of model parameters. The influ-
ence parameters of the pure n-alkane were taken from the literature [178]. Figure 3.24
depicts a comparison between experimental data taken from the literature and the
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modeled interfacial tensions for selected n-alkane + water mixtures. It can be recog-
nized that the mentioned approach can be applied for modeling very close to the ex-
perimental data over the entire temperature range. The trend of increasing interfacial
tension with an increasing carbon number of the n-alkane was calculated correctly. It
should be mentioned that the suggested strategy allows calculation of the interfacial
tension of these mixtures correctly, for the first time.
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Figure 3.24: Comparison of the experimental interfacial tensions [solid squares:
251, open circles: 234] and calculated interfacial tension, using PC-SAFT and DGT
[202] for n-alkane + water mixtures.

One of the major separation problems is the separation of isomers. For this purpose,
the adsorption in porous solid can be applied. This situation requires knowledge of
adsorption isotherms. The state of the art of experimental as well as theoretical
work for adsorption isotherms related to the separation of isomers is reviewed by
Zimmermann et al. [255]. It turns out that the calculation of the adsorption iso-
therms for isomer mixtures is a very challenging task, because there are two major
problems: a) the correct thermodynamic description of the isomers and their mix-
tures and b) the correct description of the solids, including the pore network. We
focus our attention on the correct thermodynamic modeling of the isomers, having
in mind the problems related to the availability of reliable pure-component data.
For the modeling of adsorption isotherms of linear aldehydes, it was figured out
that the used thermodynamic model has an important impact [31, 253]. Therefore,
we would like to combine the density function theory (DFT) [57, 96] approach with
the LCT-EOS [55, 64, 141, 249], which permits to distinguish between different iso-
mers, using the architecture parameters. Within the LCT framework, the molecules
have to be divided into segments of equal size, and hence, all thermodynamic
quantities are segment-molar quantities. The size of the lattice sites is quantified by
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the side length, 0. The compressibility is introduced by empty lattice sites and, con-
sequently, the grand potential functional must be rewritten in the following way:

QT (z2)) = ATibz) - | 3 i) (- Ve () i

H/

- J(l— Z_:d)i(zL))”v dz; (3.8)

H/o

In eq. (3.8), A(T;¢;(z1)) represents the functional of the segment molar Helmholtz
energy, and ¢; is the volume fraction of component, i, characterized by y;, its seg-
ment molar chemical potential p; = (0A/9(niM;)) v, ;55> Where T is the temperature,
V is the volume, M; is the segment number, and n; is the amount of mole. V#(z;) is
the segment molar external potential, and the quantity y, = (0A/on,)r,, describes
the chemical potential of the empty lattice sizes (voids). The variable, z; = x/0 indi-
cates that the integration runs over a certain number of lattice sites, H/o, perpen-
dicular to the wall, where H is the pore width. Minimization of eq. (3.8) leads to
¢;(z1). The original LCT was developed to model polymer-containing mixtures [55]
and, consequently, the compressibility is quite low and the dispersion interaction is
much smaller than for low molecular compounds. Therefore, the LCT was devel-
oped further, by extending the series development by one additional order [256].
These extensions lead to a better description of the thermodynamic properties of
low-molecular-weight components, for instance, the vapor pressure and the satu-
rated liquid density [256]. As external potentials characterizing the solid-fluid inter-
actions, Steele 10-4-3 potential [230] or the classical Lenard-Jones potential was
selected in eq. (3.8).

First, the new theoretical framework (eq. (3.8)) in combination with the ex-
tended LCT should be verified. For this purpose, the calculation results were com-
pared with experimental data taken from the literature [15]. Figure 3.25 shows an
example; however; more examples can be found elsewhere [254]. The calculations
require the parameters of the solid—fluid interaction potential. These values were
fitted to the experimental data at T =423 K. The calculated adsorption isotherms at
the other temperatures are predictions. It can be concluded that the new theoretical
framework can be used to model pure-component adsorption isotherms at different
temperatures that are very close to the experimental data.

Model calculations of the adsorption isotherms of pure isomers (for example
n-hexane, 3-methyl pentane, and 2,3-dimethyl butane) from the gas phase were
performed [255]. It turned out that the calculated density profiles were practically
the same. Therefore, no separation effect could be found. In contrast, the calculated
pure-component adsorption isotherm from the liquid phase shows a small separation
effect (Figure 3.26).
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Figure 3.27 shows the predicted adsorption isotherms of the binary mixtures n-
hexane + 3-methyl pentane and n-hexane + 2,3-dimethyl butane at two different
temperatures and a pore width of 200 nm. For both mixtures, n-heptane will be pref-
erentially adsorbed in the narrow pore, independently of temperature. Due to the
capillary condensation occurring at lower pressure for lower temperatures, more ma-
terial can be adsorbed at lower temperatures. The composition of the adsorbed mix-
ture differs from the bulk composition. The adsorbed partial density of hexane does
not depend on the nature of branched molecules present in the mixture. Since n-
hexane and 3-methyl pentane do not differ in shape as much as n-hexane and 2,3-
dimethyl butane, with the latter having a more sphere-like shape, the packing in
the first mixture without steric hindrances can be higher than the second mixture
(Figure 3.27). This difference increases with increasing temperature. Therefore,
the separation effect should also increase with increasing temperature. One possi-
ble explanation can be the different heat of adsorption. The differences between
adsorbent and bulk compositions shown in Figure 3.27 are too small to be promising
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Figure 3.27: Predicted adsorption isotherms of equimolar binary mixtures: (a) n-hexane (black line)
+3-methyl pentane (blue line) and (b) n-hexane (black line) + 2,3-dimethyl butane (blue line) at
different temperatures and a pore width of 200 nm [254].

for a technical adsorption process. To evaluate the possibilities to increase the
separation, the influence of pore diameters and the solid—fluid interaction were
studied [255]. The differences between adsorbed and bulk compositions increase
with decreasing pore diameter, which is an indicator of the importance of pore size
distributions, when separating isomers. Here again, for each pore diameter, higher
temperature leads to better results. Another possible influence on the adsorption pro-
cess is the choice of the adsorbent itself. The solid—fluid interaction characterized by
the Steele potential has the best effects on adsorption. The increase of interaction
strength has a large effect on separation.

The numerical results obtained with the DFT reveal that the separation of isomers
should be performed in the liquid phase. However, the DFT calculations imply high
numerical effort. For the process design, a much simpler model is desirable. There-
fore, a new approach based on the real adsorbed solution theory (RAST) [198] intro-
duces an activity coefficient for the adsorbed phase. However, the new approach also
introduces activity coefficients for the corresponding bulk phase, where the activity
coefficients are calculated using LCT in its incompressible version [83]. Additionally,
the new model takes the swelling of the adsorbent into account, because expansion
and contraction of porous solids caused by solid—fluid intermolecular forces during
fluid adsorption were observed [84]. The adsorbents investigated are supposed to not
swell that much; therefore, the affine network theory introduced by Flory [68] was
used. The porous adsorbent is assumed to be present only in the adsorbed phase.
Besides the adsorbent, all molecules adsorbed within the pores and on the surface of
the adsorbent are related to the adsorbed phase (phase I). All remaining molecules,
which are not adsorbed, are assumed to build the bulk phase (phase II). The linear
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molecules can more easily enter the pores than their branched isomers because of
the smaller kinetic diameter.

From the thermodynamic point of view, a ternary system containing linear al-
kane (A), adsorbent (B), and branched alkane (C) must be considered; hereby, the
adsorbent (B) is immobilized as solid and regarded as a network of linear carbon
chains. Regarding the calculation of the binary adsorption isotherms, it was as-
sumed that bulk phase and adsorbed phase are in equilibrium [83]:

}1{ + AI’lnetwork = HIH i= A’ C (39)

where A,.non takes the swelling of the adsorbent into account, and according to
the affine network theory [68] it is given by:

Alnenwork = RTCnetwork ( )13/3 - %) (3.10)

where ¢ is the segment fraction of the adsorbent and equals the mass fraction of
the adsorbent in phase I, and hence this quantity corresponds to the degree of
swelling. The quantity, Cpemork is an adjustable parameter. The solution of eq. (3.9)
in combination with eq. (3.10) and the material balance results in the adsorption
isotherm.

In Figure 3.28a, the calculated adsorption isotherms of a binary mixture com-
posed of n-octane and 2,2,4-trimethyl pentane as well as the calculated swelling de-
gree of activated carbon are compared with experimental data. Regarding the
experimental data, it is obvious that the temperature affects the separation effi-
ciency. The higher the temperature, the better is the separation efficiency indicated
by a larger concentration difference of the coexisting phases (Figure 3.28a). The fact
that the separation efficiency increases with increasing temperature was also pre-
dicted by the DFT in combination with the LCT-EOS [254]. The comparison of the
experimental adsorption isotherms and the calculated isotherms shows that the
model can describe the different adsorption efficiencies in good agreement with ex-
perimental data (Figure 3.28a). The degree of swelling of activated carbon is also
dependent on temperature (Figure 3.28b). This means that, in total, fewer molecules
are adsorbed at higher temperatures. In contrast to the adsorption on activated car-
bon, the adsorption, as well as the swelling of zeolites or silica gel does not depend
on temperature [83].

All three adsorbents possessed a different pore size distribution, leading to dif-
ferent adsorption efficiencies (Figure 3.29). Zeolite showed an almost perfect separation
of linear and branched alkane, whereas silica gel achieved no separation. Activated car-
bon showed a separation efficiency that is between those two values, and the adsorp-
tion depends on temperature. Within the model, the adsorption efficiency can be
described by interaction energies between the adsorbent and the individual alkane iso-
mers. A good agreement between experimental adsorption isotherms and calculated
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Figure 3.28: (a) Adsorption isotherms of the binary system n-octane - 2,2,4-trimethylpentane on
activated carbon and (b) degree of swelling at different temperatures, where the experiments are
represented by symbols and the calculation results by lines. The lines were calculated by the
adsorption model. The mass fraction of activated carbon was always 0.4 [83].
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Figure 3.29: Adsorption isotherms of the binary system n-octane - 2,2,4-trimethylpentane
on different adsorbents at T=293.15 K [83].

ones could be observed for all systems (Figure 3.29). Thus, the model can describe
all kinds of separation efficiencies between no separation and nearly ideal separa-
tion. Besides the binary system n-octane - 2,2,4-trimethylpentane, the binary sys-
tem n-hexane - 2,3-dimethylbutane was also investigated [83], and it was figured
out that both mixtures behave very similarly.
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3.1.5 Reaction Equilibria

The thermodynamic equilibrium of a chemical reaction is characterized by

ARGO ld Tp ZV AFGO ld Tp ) = —RT-1n Kf (311)

Here, ARG* is the standard Gibbs energy of reaction referring to the ideal-gas stan-
dard state (*'9) at the reference pressure p° = 1.013 bar. It can be obtained from the
stoichiometric coefficients of the reactants/products, v; and their Gibbs energies of
formation, A¥G>. The thermodynamic equilibrium constant, K; is obtained from the
mole-fraction-based apparent equilibrium constant, K, and the fugacity-coefficient-
based K,, (eq. (3.12)) [79, 145].

K=Ky - K, - (7) = H X)) - H ()" (;))ZVi (3.12)

Kr depends only on temperature and does not depend on pressure or on the concen-
trations of the reactants/products nor on the solvents. At constant temperature, Kr
is constant. In contrast, K, depends on all components present in the reaction me-
dium (including the solvents) and on their concentrations. K, is calculated from the
fugacity coefficients of the reactants/products that can be obtained using PC-SAFT.
According to eq. (3.12), at constant temperature, T and pressure, p, K, needs to
change as soon as K, changes, to assure that K remains constant. Thus, the fugac-
ity-based approach can predict solvent-induced changes of K, and, therewith, also
allows predicting changes of K, as a function of solvents. It is worth mentioning
that assuming the reactants and products are ideal gases and neglecting any inter-
actions of these components with the solvents, Kr would be equal to the apparent
equilibrium constant, K,, if Z v; =0 is also valid. However, this would mean ne-
glecting the entire solvent effect on the reaction equilibrium, which is obviously
wrong for most reactions and solvents.

Another standard state often used for liquid reactions is the standard state of
the liquid pure component (°°). Then, eq. (3.11) can be rewritten as:

ARG%O(T,p) = Y v - AG*O(T,p) = ~RT -InK, G13)
i

The thermodynamic equilibrium constant, K, does not depend on temperature, or
on the concentrations of the reactants/products, or on the solvents. In contrast to
K, K, depends on pressure, which, however, can be neglected in most cases, as K,
is only used for liquid-phase reactions. K, is based on the thermodynamic activities,
a; of the reactants/products and is calculated according to eq. (3.14) instead of eq.
(3.12).
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K= [Jati= K- K= []n" - J]v (3.14)
i i i

In the following, the thermodynamic influence of the solvents on the reaction equi-
librium, i.e., on K,, is discussed for the example reactions of esterification, hydro-
formylation, and reductive amination. Fugacity coefficients and activity coefficients
for predicting K, and K,, respectively, were obtained from PC-SAFT.

Solvent Effects on the Esterification Reaction Equilibrium

The esterification of acetic acid and ethanol was experimentally investigated at 40 °C
and ambient pressure [205]. To determine the thermodynamic equilibrium constant, K,
experiments with varying initial reactant concentrations were performed. Thereby, equi-
librium concentrations (mole fractions) were obtained and further used to calculate the
corresponding activity coefficients of the reactant and the products, using PC-SAFT
(Table 3.1).

Table 3.1: Measured equilibrium concentrations (mole fractions), x, for the esterification of acetic
acid and ethanol at 40 °C and at ambient pressure for varying mole ratios of ethanol/acetic acid in
the initial reaction mixture. Corresponding activity coefficients, y, of the reactants/products were
obtained from PC-SAFT [205].

Initial mole-fraction 1/3 1/1 3/1
ratio ethanol/acetic acid

Ypc-sarr X Ypc-sarr X Yec - sarr
Ethanol 0.014 1.255 0.146 1.256 0.542 1.054
Acetic acid 0.512 0.766 0.190 0.533 0.035 0.517
Water 0.241 1.767 0.382 1.842 0.228 2.147
Ethyl acetate 0.234 1.268 0.283 1.960 0.196 2.089

Using the equilibrium mole fractions and the corresponding activity coefficients of
reactant and products (Table 3.1), K, and K, were calculated according to eq. (3.14).
They can be found in Table 3.2. As can be seen, high product concentrations (mole
fractions) were achieved for an initial excess of acetic acid compared to ethanol,
which is consistent with the experimental findings for the esterification of acetic acid
with 1-butanol [88]. In contrast, a high initial excess of ethanol leads to low product
concentrations. The thermodynamic equilibrium constant, K,, which is expected to be
the same in all cases, was obtained according to eq. (3.14), with the average value
being 19.4 +1.3. The standard Gibbs energy of reaction was then calculated according
to eq. (3.11) (ARG®% =-7.7+0.2 k] mol ') and found in good agreement with avail-
able literature data (ARG®% = - 6.2+ 1.4 k] mol ! [245], ARG®% = - 6.5 k] mol~" [88]).
Using K, = 19.4, the solvent effect on the reaction equilibrium of the same esterifica-
tion reaction was afterward successfully predicted for acetone, acetonitrile (ACN), DMF,
and tetrahydrofuran (THF) using eq. (3.14) and reactant/product activity coefficients
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Table 3.2: Calculated values for Ky, Ky, and K, according to eq. (3.14),
using data from Table 3.1 [205].

Initial mole-fraction ratio 1/3 1/1 3/1
ethanol/acetic acid

Kx 7.7 3.9 2.32
Ky 2.33 5.40 8.23
Kq 17.95 21.05 19.09

obtained from PC-SAFT (Figure 3.30). The predictions revealed quite different effects of
the solvents on the esterification reaction equilibrium (yield). While acetone and ACN
were predicted to promote the esterification leading to high K, values, DMF and THF
were predicted to suppress the reaction compared to the solvent-free system. As can be
seen in Figure 3.30, the experimentally determined equilibrium concentrations were
found in almost quantitative agreement with the PC-SAFT predictions.

Xethanol,eq

Figure 3.30: K, of the esterification reaction of ethanol and acetic acid as a function of the
equilibrium ethanol mole fraction at 40 °C and atmospheric pressure, in different solvents
(Xsowent = 0.5). Symbols represent measured ethanol mole fractions in acetone (stars), ACN
(diamonds), DMF (squares), and THF (triangles). Solid lines are PC-SAFT predictions using
Ko =19.4. The dashed line is the PC-SAFT prediction for the solvent-free system [205].

In the next step, the presented approach was applied to esterification reactions in sol-
vent mixtures. For that purpose, solvent systems consisting of ACN mixed with ace-
tone and THF and those consisting of DMF mixed with ACN, acetone, and THF were
investigated. The overall solvent concentration was again chosen to be Xsopent = 0.5
for all systems. A comparison of the PC-SAFT predictions with the experimental data
is shown for the ACN mixtures in Figure 3.31a and the DMF mixtures in Figure 3.31b.
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In both cases, the PC-SAFT predictions are in very good agreement with the experi-
mental data.

K, K, . . ; ; .
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Figure 3.31: K of the esterification reaction of ethanol and acetic acid as a function of the solvent
in the reaction mixture (Xsoents = 0.5) at 40 °C and atmospheric pressure. The symbols are
experimental data: (a) Solvent mixtures of ACN + acetone (triangles) and ACN + THF (squares).

(b) Solvent mixtures of DMF + ACN (stars), DMF + acetone (triangles), and DMF + THF (squares).
Solid lines are PC-SAFT predictions using K, = 19.4 [205].

Solvent Effects on the Hydroformylation Reaction Equilibrium

The solvent effect on the reaction equilibrium of the hydroformylation of 1-dodecene
with CO/H, to n-tridecanal was investigated for different n-decane + DMF solvent
mixtures (Wyecane/ Womr = 80/20, 60/40, 0/100) [145]. In contrast to the esterification
reaction discussed eatlier, the solvents not only affect the reaction equilibrium but
also have a significant influence on the solubility of the gaseous reactants in the lig-
uid reaction medium. According to eq. (3.12), the thermodynamic equilibrium con-
stant, Ky for the hydroformylation was calculated using eq. (3.15):

) 0 -2
K = Xn—tridecanal . (pn—tn’decanal . £ (3 15)
N0 NUNIEUNNU) 0\ po :
1—dodecene CO "Hp P1-dodecene " Pco gDHZ

Kx Ky

Reaction experiments were performed between 95 °C and 115 °C for different n-decane/
DMF solvent mixtures [145]. To determine K, PC-SAFT was first used to calculate
the CO/H, solubility in the liquid phase containing the solvents, the 1-dodecene,
and n-tridecanal at reaction equilibrium. Based on quantum mechanical (QM) cal-
culations (Sections 3.2.2.2 and Section 6.3.1) of the standard Gibbs energy of reac-
tion ARG*, K; was determined at 95 °C, 105 °C, and 115 °C (eq. (3.11)). The resulting
Ky values, the experimentally-determined K, values, as well as the K, and K, values
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obtained from PC-SAFT according to eq. (3.15) are listed in Table 3.3. The apparent
equilibrium constant, K, ey, differs from the thermodynamic equilibrium constant, K¢
by seven orders of magnitude. Consequently, if the nonideality was neglected (K, = 1),
according to the Kr value, the reaction would not happen at all. However, taking into
account the PC-SAFT predicted fugacity coefficients and using K, the equilibrium (K)
was found to be almost completely on the product side, which perfectly agrees
with the experimental results (Figure 3.32). This emphasizes the significant effect of
the fugacity coefficients for modeling the hydroformylation reaction equilibrium.

Table 3.3: Calculated values for K¢, Ky, pc_sarr, Kx, pc-sarr, and Ky exp. for the hydroformylation of
1-dodecene with CO/H, to n-tridecanal at different temperatures and in varying solvent mixtures,
according to eq. (3.15). K; values were obtained from QM calculations, and K, e, values were
calculated based on experimentally determined equilibrium concentrations [145].

T Wi _ decane/ WDMF Peq Kf K(p, PC - SAFT Kx.pc - sarr Ky, exp.
/°C | (Wt% wt%™) / bar /108 /1078 /1078
95 80/20 0.4 848.85 3.36 38.45 18.69 4.4
60/40 0.35 848.85 1.54 65.52 76.34+18.7
0/100 0.29 848.85 0.18 369.62 441.52+137.2
105 80/20 0.74 292.97 13.81 11.36 7.64%1.6
60/40 0.58 292.97 5.17 18.77 20.92+1.7
0/100 0.57 292.97 0.97 97.15 99.02+12.0
115 80/20 1.11 106.65 36.82 3.50 2.18+0.4
60/40 0.98 106.65 17.49 5.73 7.02:0.6
0/100 0.81 106.65 2.54 26.71 45.43+11.2
10"
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Figure 3.32: K, values of the 1-dodecene hydroformylation in different n-decane/DMF (Wp.gecane
/wpmg) solvent mixtures. Symbols are experimental data at 95 °C (diamonds), 105 °C (triangles),
and 115 °C (squares). Solid lines are PC-SAFT predictions based on QM calculations of ARG [145].
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As shown in Figure 3.32, the experimental K, values rise with decreasing tem-
perature and increase with increasing DMF concentration in the solvent mixture,
both of which are perfectly covered by the predictions. Thus, for complex reactions
involving gaseous reactants too, PC-SAFT can predict the solvent effect on the reac-
tion equilibrium in very good agreement with the experimental data.

Solvent Effects on the Reductive Amination Reaction Equilibrium

PC-SAFT was further used to predict the solvent effect on the reductive amination of
n-undecanal with diethylamine and H, to N,N-diethyldecylenamine and water at
100°C. To obtain the thermodynamic equilibrium constant K, the standard Gibbs en-
ergy of reaction, ARG*, was calculated using the Gibbs energies of formation,
NG (see eq. (3.11)) [245]. The resulting value (ARG®™ = - 43.2 kJ mol ') was found
to be in good agreement with Ky obtained from QM calculations (ARG* = — 46.5 +
4.0 kJ mol ! [117]) (Section 6.3.1). Taking into account the interactions between the
reactants/products and the solvents using fugacity coefficients obtained by PC-SAFT
and simultaneously calculating the H, solubility in the reaction medium (xg)z), K,
was predicted for different methanol/n-dodecane solvent mixtures using eq. (3.16).

X(l) . X(l) 0 oD -1
K N, N - diethyldecylenamine water K Pn.N- diethyldecylenamine Pwater p
= = f

x = .
0 0 0 0 0 0
Xn - undecanal * Xdiethylamie ’ XH2 n-undecanal * (pdiethylamie ’ (sz

0

Kx Ky

(3.16)

Based on the predictions, the reaction equilibrium of the reductive amination at
100 °C and 20 bar was expected to be far on the product side (K pcp_sarr > 10! for
WteoH/Wn-dodecane = 99/1). Moreover, an increase in the n-dodecane weight fraction
in the solvent mixture was predicted to result in a significant decrease of K, and,
thus, in lower product yields. To validate the PC-SAFT predictions, the reductive ami-
nation of n-undecanal with diethylamine was experimentally performed at 100 °C
and 20 bar in different MeOH/n-dodecane solvent mixtures (Wareor/Wn-dodecane =
99/1, 80/20). Very low initial reactant concentrations (4 w% n-undecanal) com-
bined with a reaction equilibrium being far on the product side resulted in ex-
tremely low n-undecanal equilibrium mole fractions (<3:10~%), which could hardly
be detected very accurately. However, the experimental results [134] confirm that
an increase of the n-dodecane weight fraction in the solvent mixture leads to a
decrease of K, and, thus, to decreasing reaction yields. This agrees with the pre-
dictions using PC-SAFT, where the K, value was found to be smaller for the 80/20
solvent mixture compared to the 99/1 solvent mixture. It should be emphasized
that this qualitative agreement between the PC-SAFT predictions and experimen-
tal data was achieved without fitting any model parameters to the experimental
reaction data.
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Concluding, it was shown that solvents might have a significant impact on
reaction equilibrium concentrations. Using an activity-based approach combined
with PC-SAFT accounting for the occurring interactions between the reactants/
products and the solvents, the solvent effect on the reaction equilibrium concen-
trations can be predicted in almost quantitative agreement to the experimental
data.

3.1.6 Aggregation Formation of Aqueous Surfactant Solutions

Amphiphilic surfactants display characteristic molecular self-assembly behavior in
solutions, at interfaces, and in bulk, generating nanoscale structures of different
shapes. These nanoscale features determine many characteristics of these amphi-
philes, relevant for their practical applications in materials, chemical engineering,
and pharmaceutical and biomedical technologies. Critical to achieving this goal is an
understanding of the link between the molecular structure of the amphiphiles and
their self-assembly behavior. The main emphasis is on demonstrating how general
principles of thermodynamics and considerations of molecular packing together help
predict the self-assembled morphologies, given the amphiphilic molecular structure.
The self-assembly of surfactants in solution has been widely investigated both experi-
mentally and theoretically [60, 63, 170, 171, 173, 174, 195, 196, 257], because numerous
practical applications take advantage of the resulting multimolecular aggregates. The
structure of these aggregates influences the properties of surfactant solutions, as
their solubilization capacity for hydrophobic substances or their viscous and visco-
elastic properties, and consequently, the performance of surfactants in various appli-
cations. To select molecules that would yield desired structures such as spherical,
globular, or rod like micelles, or spherical bilayer vesicles (Figure 3.33), or to custom-
design novel amphiphiles to generate desired aggregate morphologies, it is necessary
to know how the molecular structure of the surfactant controls the shape and size of
the resulting aggregate.

S g sumn @

Figure 3.33: Schematic representation of surfactant aggregates (spherical, globular or rod like
micelles, or spherical bilayer vesicles) in dilute aqueous solutions [170].
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Nagarajan and Ruckenstein [170] formulated an explicit expression for the stan-
dard free energy difference between a nonionic surfactant molecule present in an
aggregate and the one present in the singly dispersed state in water:

0 _,,0 0 _ (0] (0] 0 0
A ]Jg, shape — I’lg, shape — SW = A yg, T A yg, shape, Int + A}'lg, shape, Def + yg, shape, Ster (3'17)

When aggregation occurs, the hydrophobic tail of the surfactant is transferred from its
contact with water to the hydrophobic core of the aggregate. The contribution to the
free energy from this transfer process, A ],lg) 1y 18 estimated by considering the aggre-
gate core to be like a liquid hydrocarbon. The formation of surfactant aggregates gen-
erates an interface between the hydrophobic core region consisting of the surfactant
tails and the surrounding water medium (A yg, shape, nt)- The surfactant tails inside the
hydrophobic core of the aggregate are not in a state identical to that in liquid hydro-
carbons. This is because one end of the surfactant tail in the aggregate is constrained
to remain at the aggregate-water interface, while the entire tail has to assume a confor-
mation consistent with the maintenance of a uniform density equal to that of liquid
hydrocarbon in the aggregate core (A yg) per)- The formation of the surfactant aggregate
brings the polar head groups of the surfactant molecules to the surface of the aggre-
gate, where they are crowded, when compared to their isolated states as singly dis-
persed surfactant molecules. The area occupied by the head groups at the aggregate
surface is excluded for the translational motion of the surfactant molecules consti-
tuting the aggregate. This generates steric repulsions among the head groups
(A yg) shape, ster)- Originally, the detailed expressions for the different contributions in
eg. (3.17) were developed based on thermodynamic principles and experimental data
[170]. The use of eq. (3.17) requires the knowledge of the carbon number of the hydro-
phobic tail of the surfactant and the effective cross-sectional area of the polar head
group, ap. The quantity, a,, can be estimated using the slope of surface tension ver-
sus the logarithm of the surface concentration. The minimization of eq. (3.17) leads to
the aggregation form and the geometrical properties of the formed aggregate.
Knowing Ayg) shape @S @ function of temperature, aggregation size, and aggrega-
tion shape and calculating the aggregation-size distribution function via the prin-
ciple of multiple chemical equilibria between aggregates of different sizes and
monomers, that is Yy g4, =84y, allows the calculation of the micellar-size distri-
bution, where g is the number of surfactant molecules forming an aggregate. The
chemical potential, py g4, Can be derived by the first derivative of the total Gibbs
energy of a dilute surfactant solution with respect to N;. The chemical potential of
a single dispersed surfactant molecule can be obtained by setting g=1 in the ob-
tained expression. Since the critical micellar concentration (CMC) is characterized
by a sudden change of properties of the aqueous surfactant solution, the CMC can
be obtained at the sharp increase of the number-average aggregation number, gy,
or the mass-average aggregation number, gy, as a function of the monomer con-
centration of surfactants, X;. The original model could be applied to the self-
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assembly of sugar surfactants, where several properties could be predicted close
to experimental data [60, 63, 126, 127].

Recently, the empirical correlations involved in different contributions in eq. (3.17)
were replaced by more physical-based approaches [200, 202]. First, the contribution,
Ayg, 7> Will be considered. Nagarajan and Ruckenstein [170] suggested the calculation
of the transfer contribution, Ayg, 7~ For this purpose, they used the following theoreti-
cal pathway: first, an n-alkane molecule dispersed in a saturated aqueous phase is
transferred to the ideal-gas state, and second, it is transferred from the ideal-gas state
into the liquid phase of the pure n-alkane. To obtain the first contribution, they used
experimental aqueous-solubility data of n-alkane vapors ranging from methane to
n-octane as function of temperature [1, 2]. The difference between the free enthalpy for
n-alkanes in their ideal-gas state and the one in their pure liquid state was obtained
from the vapor-pressure data of the n-alkanes. The drawbacks of this approach are
threefold: first, the expressions depend on the data which were available at that
time; second, the mutual solubility of the n-alkanes and water was not taken into ac-
count; third, the hydrophobic tail of the surfactant molecules needs to be a hydrocar-
bon. For other hydrophobic tails, this expression must be revised [229]. To overcome
these drawbacks, the following thermodynamic approach is used [200]. As an n-alkane
with the carbon number, C,, comprises two methyl groups and C, -2 methylene
groups, the transfer contribution of the hydrophobic tail can be obtained by:

AHS, w 1((Mar Hcn, 1,
T 2 ((kBT> ~(Gi=2) (W)> (3.18)

The quantity, u, r,, can be calculated by the following thermodynamic relation:

L e0,aq
Harr _ Moa Mg

ksT ~ kgT  kgT

= - ]n(yr’aq) (3.19)

where A represents the n-alkane acting as the hydrophobic tail of the surfactant.
The quantities in eq. (3.19) have the following meaning: yé , is the chemical poten-
tial of pure A at system temperature and pressure, and ug;, % is the chemical poten-
tial of A in the water phase at infinite dilution. y;>“? is the activity coefficient of the
n-alkane at infinite dilution in water and at system pressure and temperature. The
quantity, ey, 1,/ksT, can be estimated by the slope of p, r,/kgT versus the carbon
number, C,. Consequently, a correlation, based on experimental data, is not re-
quired anymore to obtain the transfer free energy since y;"“? can be calculated
using a thermodynamic model, e.g., PC-SAFT. Figure 3.34 illustrates the transfer
contributions of the octyl residue in the temperature range of 280-360 K calculated
using egs. (3.18) and (3.19), compared to the transfer contribution retrieved using
the original model [60]. While the transfer contribution of the original model increases
continuously with temperature, the transfer contribution computed with PC-SAFT ex-
hibits a minimum, which is connected to the solubility minimum of n-octane in water
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at T=318 K (Figure 3.5). The reason for this minimum in solubility is still controver-
sially discussed in the literature [89]. The data depicted in Figure 3.34 clearly shows
that the description of the hydrophobic effect including the minima in p 1, /ksT is
now possible because experimental data related to the LLE rather than related to the
VLE of n-alkane + water mixtures were used for estimating the binary interaction pa-
rameters of PC-SAFT [89].
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Figure 3.34: Transfer contribution, Ay, 1, in eq. (3.17) of n-octyl-B-D glycopyranosid (CsGy) as a
function of temperature. The solid line shows the results of the original model [60], while the
dashed line indicates the results of the modified transfer contribution obtained from egs. (3.18)
and (3.19), applying PC-SAFT [200].

The modification of the interfacial contribution consists in the use of the interfacial
tension, of, obtained by combining PC-SAFT with the DGT [201], rather than using
the empirical correlations based on the surface tensions, 6"*f, of pure water and
pure n-alkanes, as done in the original model [200]. The empirical correlation
underestimates the interfacial tension clearly, whereas the values calculated using
PC-SAFT + DGT nicely agree with the experimental data over the whole temperature
range (Figure 3.24). The interfacial tensions estimated by applying the empirical
correlation depended only very slightly on the n-alkane chain length, whereas the
experimental interfacial tensions [234, 251] and the ones calculated using PC-SAFT
+DGT increase with increasing molecular weight of the n-alkanes (Figure 3.24). The
reason for the strong molecular-weight dependence of ¢'%£ is the strong dependence
of the aqueous solubility on the molecular weight of the n-alkane, which is calculated
via PC-SAFT in excellent agreement with the experimental data (Figure 3.5). Aveyard
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and Haydon [11] compared interfacial tensions, o"*f, and the surface tensions, o"’£,

for different water + n-alkane mixtures at the same temperature and figured out that
the interfacial tension was always higher than the surface tension. The empirical cor-
relation [170] was fitted to surface tensions, which explains that the interfacial ten-
sions obtained from the empirical model are too small (Figure 3.35).
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280 300 320 340
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Figure 3.35: Comparison between the experimental liquid-liquid interfacial tension [solid squares:
251] with calculation results (solid line: PC-SAFT + DGT [201], dotted line: original model [60] for
n-decane + water.

Figure 3.36 shows the impact of the suggested modifications on the minimum value
of Ayg,shape /kgT [200]. The original model predicts that at small aggregation num-
bers, spherical micelles are favored, and at a certain surfactant concentration,
very close to the CMC, spherical bilayer vesicles are formed [60]. This holds true
for all applied modeling approaches. The change from a spherical micelle to a
spherical bilayer vesicle takes place when 28 surfactant molecules form an aggre-
gate. The rearrangement from spherical micelles to spherical bilayer vesicles is
characterized by the discontinuity in Ayg)shape/kBT (Figure 3.36). Comparing the
different modeling approaches, it can be observed that the modification of the in-
terface Gibbs energy causes an upward shift of Ayg’ shape /kgT, while applying the
modification of the transfer free energy leads to a lower A;ug, shape/ k8T, compared
to the results of the original model [60]. Since the total difference in chemical po-
tential is the sum of the different contributions, the result was to be expected
from the impact of the different modifications, as discussed earlier. However, the
resulting difference in Ayg)shape /kgT is still slightly lower than the one calculated
with the original model.

Although the impact of the modifications appears to be small for A .0 /ksT,
it can lead to significant changes when calculating aggregation properties as the size
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Figure 3.36: Impact of different modeling approaches (black line: original model, magenta line:
interface modification; blue line: transfer modification; red line: a combination of interface and
transfer modification) on the calculation of the minimal value of Ayg,sh,,,,e/ksT in eq. (3.17) for CG;
surfactant solutions at 7=298.15 K [200].

distribution or critical micelle concentration. Since the aggregation-size distribution,
X;, is an exponential function of Ay(g’, shape /ksT, the resulting distribution functions
are very sensitive about Ayg, shape/ kBT

Comparing the predicted CMCs with the experimental data, it can be concluded
that all versions predict the CMCs in a reasonable concentration range (Figure 3.37).
Different experimental methods were used for the CMC measurements. From a theo-
retical point of view, there is no single CMC, but a concentration range, where the
self-assembling starts. Caused by the polydispersity with respect to the aggrega-
tion size, different experimental methods lead to different experimental results,
since the detection depends on the number of molecules (e.g., time-resolved fluores-
cence quenching) or on the mass of the formed aggregates (e.g., light scattering).
Moreover, some other methods, such as surface-tension measurements or speed-of-
sound measurement cannot even be clearly correlated to gy or to gy. This also raises
the question about which CMC criterion should be used for comparison. The current
approach for A ., /ksT relies on the simple van der Waals repulsion. For future
work, the term Ayg) ster/ kT too should be replaced, using a more realistic theoretical
picture.

In the case of aggregates formed by nonionic surfactants belonging to the class of
poly(oxyethylene) alkyl ethers (CE;) the steric repulsion of the polar head groups can-
not be described by the simple van der Vaals term for the repulsion of hard spheres
(eq. (3.17)) as suggested in the original model [170]. The reason for this situation is that
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Figure 3.37: CMC for aqueous CgG;, solutions as a function of temperature. Experimental data [solid
squares: [131], open squares: [7], solid triangles: [62], solid circles: [160], solid and open stars:
[36], open circles: [9]] and predicted results (black line: original model, red line: modified transfer
contribution, blue line: modified transfer and interfacial contribution) [200].

the diameter of hard spheres does not depend on temperature. However, the volume of
the polar head group made of oxyethylene depends on temperature for two reasons.
First, the polar heads are hydrated, the hydration number decreasing with increasing
temperature [157, 177]. This lead to a decrease in the effective cross-sectional area of
the polar head group, ap, with temperature. Second, the volume of the polar head
group increases with increasing temperature. This effect leads to an increase of the ap
value with temperature. Recently, a correlation of the ap values as a function of the
number of head groups (j), the tail length (i), and the temperature was developed [202].
This new approach allows the description of the CMC for all members of this surfactant
class as a function of temperature, where the CMC runs through a minimum [202]. Sim-
ilar to the CG; surfactants, GE; surfactants also form vesicles in aqueous solutions.

3.1.7 Solubilization of Weak Polar Molecules in Aqueous Surfactant Solutions

One of the most useful properties of vesicles is their ability to enhance the aqueous
solubility of hydrophobic substances. This phenomenon, referred to as solubiliza-
tion, is made possible by the incorporation of the solubilizates in the hydrophobic
microenvironment offered by the micellar core. This effect can be modeled based on
the detailed aggregation model [172], where the aggregates were modeled as spherical
micelles. From the thermodynamic point of view, an aqueous solution containing
two surfactants is considered. In this solution, singly dispersed surfactant molecules
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of all components and aggregates of all possible sizes, as well as compositions, are
present. The formed aggregates are described by a two-dimensional distribution func-
tion, W(g,a), where g is the number of molecules that form the aggregates, and «
represents the chemical composition of the formed aggregates:

N, Surfactant, A

a= (3.20)

Nsyrfactant, o + Nsurfactant, B

The reaction products of the studied chemical reactions (Chapter 2) are weak polar

components (WPC) and the formed aggregates without the WPC are spherical vesicles.

The polar group of the WPC will accumulate in the corona layer of the aggregate and

the nonpolar tail will remain in the aggregate core. Taking advantage of the hetero-

segmental version of the PC-SAFT, the thermodynamic properties of the polar head
and the tails of the WPC can be modeled close to the experimental data. The already-

obtained parameters for these components, namely n-amines [91], n-aldehydes [215],

and esters [90] can be used directly in the aggregation formation model. The WPC can

be handled in such a way that this component acts as a seconded surfactant and,
consequently, contributes to the aggregation and, hence, mixed aggregates will be
formed. Nagarajan [168, 169] developed a molecular theory for the formation of mixed
micelles as an extension of the theory for single-component micelles. The theory per-
mits the calculation of the CMC, the average micelle size, and the average micelle com-
position as well as the size and the composition distribution of micelles in mixed
surfactant systems. However, only spherical micelles were considered [168; 169], and
the corresponding contributions were modeled using the empirical expressions, as dis-

cussed in Section 3.1.6.

Recently [203], a new theoretical framework was developed with the following
new features:

1) The possible shapes of globular or rodlike micelles and spherical bilayer vesicles
(Figure 3.33) were included.

2) The transfer term is modeled via the activity coefficients at infinite dilution
using PC-SAFT (eq. (3.19)).

3) The interfacial tension occurring in the interfacial contribution was calculated
using PC-SAFT in combination with the DGT.

4) The effective cross-sectional area of the polar head group for the surfactant is
calculated by the correlation developed in the literature [202], and the tempera-
ture-dependent ap value for WPC is calculated via PC-SAFT, using the parame-
ter provided in the literature [91, 215].

5) The activity coefficients describing the interaction between both tails were cal-
culated via PC-SAFT rather than applying the Hildebrand approach.
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6) The polydispersities with respect to the aggregation number, g = Ns,yfactant + Nwec,
and with respect to the chemical composition, a, (eq. (3.20)) are taken into account
completely, rather than the use of the maximal term, as suggested by Nagarajan
and Ruckenstein [170].

The mixture CyoEg + n-octylamine + water serves as an example for the discussion of
the modeling results [203], where n-octylamine is a possible reaction product of the re-
ductive amination. The solubility of n-octylamine in water [91] is very low; therefore,
the number of singly dispersed WPC molecules will be quite low. The ability of alkyl-
amines to form aggregates has been widely demonstrated in the literature [10, 13, 75].
According to fluorescence probe measurements, the aggregates contain 140 molecules
[10]. Binary surfactant systems consisting of cationic surfactants and alkylamines ex-
hibit a nonideal behavior associated with a negative synergistic phenomenon [75]. The
model predicts the self-assembly of n-octylamine in water [203]. Similar to the formed
aggregate without WPC (Figure 3.36), the model predicts the formation of spherical mi-
celles at low aggregation numbers, followed by spherical vesicles at higher aggregation
numbers. An example of the two-dimensional distribution function is depicted in
Figure 3.38. These data show clearly that n-octylamine acts as a co-surfactant be-
cause it will be incorporated in the formed aggregates. The average composition
of the aggregates is close to 0.7. The points of discontinuities of the distribution
function designate the change of the aggregation shape from spherical micelles to
spherical vesicles (Figure 3.33). The establishment of the inner surfactant layer
leads to a volatile increase in the number of molecules forming the aggregate. The
integration of the n-octylamine into the aggregates permits higher solubility in
the surfactant solution, compared to pure water.

The incorporation of the n-octylamine in the aggregates also yields a decrease in
the CMC in comparison to the pure surfactant solution (Figure 3.39), even if only a
small amount of n-octylamine is added. The special shape of the curve in Figure 3.39
can be explained in the following way: At low n-octylamine concentrations, the proper-
ties of the water are changed by single dispersed n-octylamine molecules. At a certain
n-octylamine concentration (X - octytamine = 6.83 - 10~°) n-octylamine starts to form
aggregates. This concentration is close to the solubility of n-octylamine in water,
which was measured by McBain and Richards [164] to be X, _ octylamine = 2.8-10 > at
T =298.15K. At an n-octylamine concentration of X, _ cyiamine = 6.83 - 10 =3, the aver-
age aggregation number also begins to increase strongly from approximately
g=~60 to g=300. The composition of the formed aggregates also changes in this
concentration range from a=1 to a=0.65, if the C;oEg concentrations keep con-
stant. The data in Figure 3.39 show clearly that binary surfactant systems consisting
of nonionic surfactants and alkylamines exhibit a nonideal behavior associated with
a positive synergistic phenomenon, in contrast to the behavior of n-alkylamines in
mixtures with cationic surfactants [75].
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Figure 3.38: Predicted two-dimensional distribution function of the formed aggregates for the
aqueous solution containing CyoEs (Xc,o£, =1.68-107°) and n-octylamine (X, _ octytamin =1-107°)
at T=298.15 K [203].
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Figure 3.39: Predicted CMC for the aqueous solution containing CyoEg and n-octylamine
at T=298.15 K. The dashed line represents the CMC for the aqueous solution containing
Only C10E8 [203].
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Knowing the composition of the formed aggregates allows the calculation of the
distribution coefficient, K, defined as the number of n-octylamine molecules in the
formed aggregates and the number of single dispersed n-octylamine molecules. At
low n-octylamine concentrations, the distribution coefficient decreases until the cal-
culated CMC of n-octylamine (Figure 3.39). At n-octylamine concentrations above this
value, the distribution coefficient increases with increasing of the n-octylamine con-
centration, because mixed aggregates were formed. Consequently, the solubility of n-
octylamine in the surfactant solution is enhanced in comparison with pure water.
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Figure 3.40: Predicted distribution coefficient, K, of n-octylamine between the formed aggregates
and the aqueous surroundings for the aqueous solution containing C;oEg and n-octylamine at
T=298.15 K, where the C;oEg mole fraction is Xcioes = 1.75-10 > [203].

3.1.8 Conclusion

Both the thermodynamics models (PC-SAFT and LCT) that were used were able to de-
scribe the phase equilibria of the studied mixture close to the experimental data. In PC-
SAFT, the new heterosegmented approach leads to a noticeable improvement of the
prediction power. Some model parameters can be correlated with the carbon number
within a homologous series. As regards LCT, an improvement in the description of
small molecules could be achieved. Besides the phase behavior, the interfacial proper-
ties, such as interfacial tension, surface tension, and adsorption isotherms could also
be modeled in agreement with experimental data. This was possible by a combination
of the thermodynamic models with the DFT for inhomogeneous systems. Additionally,
PC-SAFT could also be used to investigate chemical reactions; especially, the impact of
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solvents on the reaction equilibrium could be predicted in agreement with experimen-
tal findings.

Although many approaches to model the phase behavior of surfactant solutions
have been developed so far, this research field still shows potential for improvement.
This is mainly due to the formation of nanostructures. For mixtures containing surfac-
tants, only experimental investigations lead to trusted phase diagrams. For the de-
scription of the aggregation behavior in aqueous surfactant solutions, the aggregation
model could be improved by the replacement of empirical correlation with PC-SAFT in
combination with DGT. The increased solubility of n-octylamine in surfactant solutions
compared to the solubility in pure water could be predicted by extending the aggrega-
tion formation model to the modeling of mixed micelles. The new model can predict
the distribution of n-octylamine between the surrounding water and the formed ag-
gregates. Verification by experiments is a challenging task for the future.

3.2 Kinetic Modeling of Complex Catalytic Reactions
in Multiphase Systems

Martin Gerlach, Sabine Kirschtowski, Froze Jameel, Fabian Huxoll,
Matthias Stein, Gabriele Sadowski, Andreas Seidel-Morgenstern,
Christof Hamel

3.2.1 Introduction

The essential basis for a rational design of chemical reactors is the availability of a
suitable model-based description of the reaction kinetics. Depending on the phases
involved, homogeneous and heterogeneous reactions [12, 20, 148] can be distin-
guished. In the latter type, the reactor performance is often strongly influenced by
interphase mass transport limitations [104, 148].

Due to the complexity of parallel and series reactions that proceed simultaneously
in complex reaction networks, the kinetics are often described by simple empirical rate
expressions like power laws. However, there are clear limitations of such nonmechanis-
tic rate equations. Consequently, extrapolations beyond the experimental range cov-
ered during parametrization are highly uncertain, and global process optimization is
not possible.

In this chapter, a general strategy for deriving and parametrizing mechanistically
based reaction kinetics, evaluating underlying catalytic cycles, is presented. As an ex-
ample, a homogeneously catalyzed tandem reaction, namely the hydroaminomethyla-
tion (HAM) of long-chain olefins (Figure 3.41) [4-6, 18, 40, 45, 58, 95, 129, 204, 224]
performed in a thermomorphic multiphase system (TMS) [21] is considered. In homoge-
neous catalysis, the identification of reaction mechanisms in terms of underlying
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catalytic cycle(s) may be supported by spectroscopy. For this purpose, spectroscopic
methods such as UV/VIS, infrared, mass, and nuclear magnetic resonance (NMR) spec-
troscopy could be applied experimentally [19, 20]. On a theoretical level, DFT calcula-
tions are a powerful support [135] for the elucidation of reaction pathways [20].

The key of an extrapolatable kinetic model based on catalytic cycles lies in the
corresponding mechanistically-based rate equations [42, 104, 161, 167]. In the fol-
lowing, a methodical approach to derive, initially, a general but overparametrized
model and an approach to reduce it systematically [136, 161] will be reported. The
following specific steps will be discussed in detail:

— reaction network elucidation

— mechanistic kinetic modeling

- reduction of kinetic models exploiting 3 strategies (a mathematical approach,
operando spectroscopic techniques and quantum mechanics (QM))

This conceptional approach will be applied and “trained” first for selected subnetworks
of the hydroformylation reaction network (see subset in Figure 3.41) as a part of the
total reaction network of HAM illustrated in Figure 3.41. Finally, the methods applied
and the mechanistic kinetic models developed will be validated and proven by describ-
ing the overall tandem reaction system of the HAM.

Isomerization Hydroformylation Reductive Amination
R o §
- /\%CjCO/Hz HJI\/\H;
A4

Isomerizing Hydrofomylation

L J
N

Hydroaminomethylation

Figure 3.41: Rh-catalyzed HAM of 1-decene and Rh-catalyzed isomerizing hydroformylation of decenes
coupled in a tandem reaction sequence scheme [18, 22, 40, 45, 58, 129, 133, 134, 140, 204, 224].

3.2.2 Methodological Approach

3.2.2.1 Reaction Network Investigation

In the first step of the strategy applied to identify and parametrize mechanistic reac-
tion kinetic models, the investigation of the reaction network is essential, as it reveals
the number of reaction rates that need to be quantified mathematically. A sequence
of reactions is illustrated for the subnetwork of the isomerizing hydroformylation
(Figure 3.42) of 1-decene to undecanal. Due to its relative simplicity, this individual
reaction was initially investigated in preliminary experiments under typical process
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conditions to analyze the formation of the main and side reaction products that may
enter in more complex situations to other reaction subnetworks. Based on experimen-
tal observations, a reaction network is deduced and a reaction mechanism is postu-
lated, which serves as the basis for kinetic modeling.

Isomerization Hydroformylation
Ay EBL i 5. Reaction scheme of th
=z B H
L\ _cofH, HJ\/\% igure 3.42: Reaction scheme of the
subnetwork of the Rh-catalyzed
L J isomerizing hydroformylation of 1-decene
N coupling the isomerization and
Isomerizing Hydrofomylation hydroformylation in a reaction sequence.

Experimental Investigations

An analysis of the reaction network of the Rh/BIPHEPHOS (6,6’-[(3,3’-Di-tert-butyl-5,
5’-dimethoxy-1,1’-biphenyl-2,2’-diyl)bis(oxy)]bis(dibenzold,f] [1,3,2]dioxaphos-
phepin)-catalyzed hydroformylation of 1-decene to undecanal (Figure 3.42) was
performed in preliminary kinetic experiments. A TMS consisting of dodecane and
N,N-dimethylformamide (DMF) as nonpolar and polar solvents, respectively, was
used. The TMS was one phasic in a temperature range of 95-135 °C to avoid liquid-
liquid mass transport limitations. Kinetic hydroformylation experiments with differ-
ent CO:H, gas compositions were conducted. Detailed information about the general
procedure using 1-dodecene is provided in [132, 162]. As limiting cases, the gaseous
reactants CO and/or H, were excluded from the reaction to study the reaction subnet-
works individually.

Different reactor setups were used that enabled the investigation of the hydrofor-
mylation reaction upon variation of the reactor scale, the gas/liquid mass transport
and the possibility to apply process control trajectories (Figure 3.43a). An important
feature to study the reaction kinetics was the developed load-lock system of the labo-
ratory reactor (Figure 3.43b), which enabled inert handling of all chemicals, especially
the sensitive catalyst and a well-defined starting point of the kinetic experiment. Thus,
the catalyst pretreatment under syngas atmosphere (CO:H, =1:1) could be performed
independently, while the substrate 1-decene was loaded initially into a PTFE-coated
gas cylinder and injected afterwards to start the kinetic experiment. In addition, to
study the reaction mechanism using operando FTIR (Fourier-transform infrared)-
spectroscopy (vide infra), one reactor was equipped with a Si-ATR (attenuated total
reflection)-probe, which was attached to a FTIR spectrometer (Mettler Toledo, Reac-
tIR, resolution 8 cm™, recorded wavelength 700-2280 cm™) (Figure 3.43c) [123].

Typical experimentally determined concentration profiles are shown in Figure 3.44
[122]. Besides the hydroformylation of 1-decene to undecanal (Figure 3.44a), the
double-bond isomerization to internal decenes (Figure 3.44b) and hydrogenation
(Figure 3.44c) turned out to be the most important side reactions influencing the
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Figure 3.43: Experimental setup for the investigation of reaction kinetics of homogeneously
catalyzed liquid phase reactions: a) 75 mL reactor, b) process flow diagram and c) customized
75 mL reactor equipped with a Si-ATR-probe for operando FTIR measurements.

chemoselectivity of the target hydroformylation. For certain conditions, the isomeri-
zation of the double bond could be observed up to 5-decene including cis/trans-
configurations. The challenging quantification of all cis/trans-decenes was realized
by gas chromatography, using a highly polar stationary phase [119, 120] and could be
validated by quantitative °’C-NMR-spectroscopy [94]. Under typical hydroformylation
conditions, using an equimolar mixture of CO and H,, hydrogenation was of minor
importance, with a yield of about 3% alkane. Due to the possibility of internal, iso-
selective hydroformylation leading to undesired branched iso-aldehydes, the regiose-
lectivity is an important parameter that determines the ratio of the