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Preface

The world today is witnessing a new kind of transformation, one in which digital technologies are playing an increasingly central role. The digital revolution has created major disruptions at many different levels, and now more than ever organizations are trying to find ways to harness the power of novel digital technologies. This ongoing process of harnessing the potential of emerging technologies to radically transform operations has been termed digital transformation.

Over the past two decades digital transformation has become a central research area, with studies delving into what the notion entails, what the value for organizations is, as well as how to optimize this process of transformation in order to reap the benefits of novel digital technologies. Studies to date have identified important enablers and inhibitors of digital transformation that concern technological, organizational, and environmental aspects and have isolated key success factors that improve assimilation into organizational operations. The current body of knowledge has also looked into how organizations can strategically plan for digital transformation, as well as outlines ways in which high-level strategies are implemented in practice.

Nevertheless, despite a breadth and depth of knowledge, one point that is recurrently noted in both research and practice is that digital transformation is inherently contextual. What this means is that aspects of the context in which digital transformation is exercised have a very strong influence on the forms it takes. In the past, contextual factors such as the size-class of an organization, the industry in which it operates, past experience with digital technologies, support from top management, as well as competitive pressures have been found to affect not only the degree to which organizations digitally transform operations, but also the speed at which they initiate such a transformation.

One of the most important contextual elements in shaping digital transformation, however, concerns the country in which an organization is based. The reason behind such differences is multifaceted and has to do with the economic and political stability, the culture around digital technologies and the level of technological
infrastructure, the level of education around digital technologies, as well as on the local competitive pressures and main industries that are present in the focal country.

Norway is no exception to such country-specific contextual factors, with a unique set of characteristics that differentiate it from other countries. Among these are some very advanced industries such as oil and gas, hydropower, and fish farming, as well as a large public sector which has a heavy influence also in the private sector. In addition, Norway boasts a very high level of education in high-tech skills, and an ability to attract foreign highly skilled workers. It therefore presents an interesting case of understanding how digital transformation unfolds under these conditions, what challenges characterize different types of organizations, and how they manage to deal with them.

In this book, we have sought to understand digital transformation in the Norwegian context. We draw on a vast body of literature to synthesize what we already know about digital transformation before exploring the Norwegian context in more detail. We then provide a series of cases from the private and public sector. Through these cases, we illustrate the process of digital transformation for some selected cases and highlight a number of key findings. In sequence, we provide some theoretical and practical recommendations based on these cases. We close with a brief overview of some emerging technologies and comment on how they are likely to change different sectors.

The rest of this edited volume is structured as follows:

Chapter 1 introduces the concept of digital transformation and presents an overview through a synthesized conceptual model of the current state of research. It serves as a high-level outline of the current discourse of work and presents some key findings as well as open research areas that still occupy information systems research. The chapter also helps put in context the rest of the cases presented further in this book by presenting an overview of perspective around digital transformation. By providing such a synthesis, Chap. 1 places different elements of digital transformation into perspective which are discussed in detail in Chap. 2 for the case of Norway.

Chapter 2 provides a historical overview of the main events that have underpinned digital transformation in Norway. It presents some key facts about how digital transformation is perceived in the Norwegian context, as well as some contextual factors that influence initiatives within private and public organizations. The goal of this chapter is to provide a more nuanced view of the contextual aspects that characterize the Norwegian ecosystem.

In the following chapters, we will try to dig deeper into this by presenting seven empirical case studies, four in the private sector and three in the public sector.

Digital Transformation in Private Enterprises

The first part of the book presents salient examples of digital transformation processes in private organizations from the energy, utility, and telecommunication sectors.
Chapter 3 begins with a historical reconstruction of digital transformation in the oil and gas domain. As Norwegian hydrocarbon resources are located offshore, the energy industry operating in Norway has a long-established experience in leveraging ICT to enable remote collaboration across offshore and onshore sites. The authors Hepsø and Parmiggiani illustrate how capabilities involving technology, new competence, work processes, and governance have been gradually developed around the digital infrastructure to make remote operations of unmanned offshore facilities possible. The authors use the conceptual lens of infrastructuring—that is, the active work of developing and upgrading infrastructures—to show that the digital transformation has been a sociotechnical and political process of mobilizing organizational and technical capabilities. These capabilities have been bundled in innovative and pragmatic ways and connected to the interests of different stakeholders. After this historical reconstruction, we look at a present case of developing digital applications to make work processes more effective and sustainable at an oil and gas service vendor.

Chapter 4 investigates digital transformation in the telephony and Internet sector. The authors Øverby and Audestad shed light on Norway’s pioneer role and involvement in the adoption and development of Internet and cellular mobile telephony since the dawn of ICT in the 1970s with ARPANET. They draw on a historical reconstruction of the mutual evolution of these technologies and telecommunication market structures and regulations in Norway until today. In highlighting the transition from national monopoly to competition, the chapter provides a vivid illustration of the driving-seat role that the Norwegian government has historically had in not only funding but regulating digital transformation in the country.

Chapter 5 looks at another important development in the energy sector, the adoption of Machine Learning (ML) to improve energy management and trading. The authors Xing, Gundersen, and Sizov study a power generation company based in central Norway and provide an in-depth analysis of ML applications in three areas: hydropower trading, wind power trading, and predictive maintenance in wind farms and hydroelectric plants. One important (and open) implication of this study is the consequences that ML applications have for the automation of work processes in organizations. On the one hand, the gains in terms of efficiency are very important in today’s uncertain and evolving energy market. On the other hand, however, while some scholars point to a new era of meta-human systems in which humans and machines learn together to create original capabilities, Xing and colleagues also point out that employees working with ML-infused tasks will be forced to work with increasingly more challenging tasks. What these new work configurations will mean for work and organizing in a Norwegian context remains to be explored.

Chapter 6 examines the changing work practices of Aker Solutions’ yard at Stord in Vestland county. The authors Kamsvåg, Thun, and Klemets investigate the introduction of a mobile application to support more efficient work processes, reduce costs, increase organizational flexibility, and thereby ease the coming transition to “green” market segments. Along with other determinants, the authors point to the role of training and follow-up procedures as crucial beyond the implementation and test phases. Moreover, they also remind us of the importance of taking background
infrastructure, such as Internet connection or paper-based procedures, into serious consideration when developing digital transformation capabilities. Through data collected from 500 respondents working at the yard at Stord, the authors identify both organizational and infrastructural challenges with regard to this specific implementation. The chapter concludes with an analysis of the challenges Norwegian enterprises face when they try to reap the benefits of digital transformation and provide some useful implications for companies in the manufacturing and engineering sectors.

Digital Transformation in Public Enterprises

The second part of the book focuses on ongoing approaches to digital transformation in the Norwegian public sector. Our journey will take us through three very different domains: welfare, municipalities, and healthcare. As discussed earlier, the public sector has been an important driver of digital transformation in Norway. A very substantial portion of the Norwegian public sector is represented by welfare and Norway’s Labor and Welfare Organization (NAV) administers approximately one third of the yearly national budget.¹

Chapter 7 presents a longitudinal study of NAV’s IT department and illustrates how the organization approached digital transformation through an organic process in which technical infrastructure, working methods, and organizational chart better supported one another. One important decision in this process, the author Bernhardt shows, was the shift from outsourcing to insourcing the development of IT products. In particular, the organization sought to abandon silo-based systems and data sources by adopting a service platform to facilitate the provision of more efficient citizen-oriented services. An important lesson learned from Bernhardt’s account is that digital transformation—at least in mature and relatively complex organizations is hardly about adopting new digital tools, but rather involves a careful management of the interplay between organizational aspects (work processes, organizational charts) and systems.

Chapter 8 moves to another significant arena that is currently exploring approaches to enhance digital service performance. The municipality sector faces tighter constraints in terms of capacity and financial resources compared to welfare and is obviously characterized by significant variations and decentralization. Data-driven innovation can therefore be a means to overcome such constraints, for example in the context of Smart Cities. The authors Bokolo, Petersen, and Helfert illustrate how Enterprise Architecture can be leveraged as a governance tool to achieve seamless urban mobility services. The authors find that such an approach can help urban planners and developers to take more efficient decisions and hence reduce the gap between IT and business strategies.

¹https://www.nav.no/en/home/about-nav/what-is-nav
Chapter 9 addresses the healthcare domain, which is traditionally a fertile terrain for experimenting novel technologies. Medical practice, and particularly the work of surgeons, has transformed in the last years through the introduction of intelligent robots and tools that can facilitate less invasive surgery or augmenting medical images. The authors Trocin, Skogås, Langø, and Kiss present and discuss the case of the Operating Room of the Future, a research infrastructure integrated with a university clinic where operating rooms are augmented with intelligent technologies such as ML, Artificial Intelligence (AI), and interactive dashboards to support the analysis of medical images. As Trocin and co-authors observe, this constitutes a valuable snapshot in the ongoing transition in healthcare from completely human-based to human-AI “hybrids” decision-making processes.

Critical Reflection and Closing Thoughts

Chapter 10 provides a synopsis of the main findings from the case studies presented earlier, as well as on the different perspectives that characterize research and practice. These perspectives are consolidated in a framework for digital transformation based on which suggestions for future researchers and practitioners are posited. Specifically, the framework identifies four main phases of digital transformation and highlights some key points that need to be considered when engaging in projects. It is also used to derive future avenues for research, underscoring the importance of further studies in certain areas of digital transformation.

Chapter 11 delves into the practical implications of the case studies and presents some key lessons learned. Based on an overview of the different cases, the chapter presents emerging themes across five layers: unit or project, organization, organization ecosystem, ethical and environmental sustainability, and society. It then further identifies two emerging trends: the co-evolution of organizational forms and new technologies and the fact that digital transformation increasingly happens on the organizational ecosystem level. The consequences of these are then discussed, as well as the need to actively engage with sustainability policies. The chapter concludes with a discussion of the long-term effects of digital transformation initiatives with attention to their ripple effects over time.

Chapter 12 concludes this book by taking a future-oriented perspective and identifying some key emerging technologies that are likely to change the nature of digital transformation in the coming years. It focuses on three broad classes of technologies and for each presents some disruptions that these technologies are likely to have in specific industries.
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An Introduction to Digital Transformation

Patrick Mikalef and Elena Parmiggiani

Abstract  Digital transformation has been one of the most studied phenomena in information systems (IS) and organizational science literature. With novel digital technologies emerging at a growing pace, it is important to understand what we have learned in over three decades of research and what we still need to understand in order to harness the full potential of such digital tools. In this chapter, we present a brief overview of digital transformation and develop a conceptual framework which we use as a basis of discussing the extant literature. The conceptual framework is also used as a means of positioning the empirical chapters presented in the rest of this edited volume. Finally, we discuss the role of context in digital transformation and identify some differences that span industry, domain, size class, and country of operation.

1  Introduction

Digitization, digitalization, and digital transformation are terms that often appear in the top of priorities for contemporary managers. While often used synonymously, these notions have very different meanings and entail a radically different approach. Digitization describes the process of moving from analog to digital, while digitalization is defined as “the way many domains of social life are restructured around digital communication and media infrastructures” [1]. Finally, digital transformation has been defined as “a process that aims to improve an entity by triggering significant
changes to its properties through combinations of information, computing, communication, and connectivity technologies” [2]. Although largely acknowledged that these three terms often follow a sequential order of maturity, most contemporary organizations are now in the process of digitally transforming their operations. Doing so, however, presents a number of caveats, and technology is often only a part of the complex puzzle that must be solved to remain competitive in the digital world.

While there has been a significant amount of research conducted over the past decade in the domain of digital transformation, there is still a lot to learn about this shift. This is largely because digital transformation is subject to a vast array of contingencies and takes place in a fluid and constantly changing environment which requires a holistic understanding of the entire ecosystem in which it unfolds. Among the vast empirical research conducted examining the phenomenon of digital transformation, researchers have examined changes in organizational strategies [3], process [4], structures and decision-making organizing [5], culture [6], as well as industry shifts [7]. Nevertheless, digital transformation is not a phenomenon that prompts effects at these different levels, without at the same time being influenced by them simultaneously. Therefore, there is a complex interplay between the forces that affect digital transformation and its effect on them.

For this article, we ground our understanding of digital transformation on the abovementioned definition of Vial (2019). This definition regards digital transformation as a process that encompasses significant changes through the introduction of information and communications technologies (ICTs). Extending the work of Vial (2019), we develop a conceptual model which incorporates theoretical insight from the literature on digital business strategy [8], organizational change management [9], and IT capabilities [10]. The conceptual model serves as a basis for positioning the cases presented in the remainder of the book, as well as for developing a comprehensive understanding of digital transformation as studied in the extant literature. We want to highlight here that the conceptual model presented in this article serves the purpose of creating a comprehensive understanding of what the concept entails, without having emerged from a systematic process of reviewing all relevant literature. Rather, it builds on prominent research streams that have appeared over the years, as well as on the authors’ own perspectives.

The next section introduces the conceptual model of digital transformation and presents some key themes that have occupied academic and practical interest over the past decades. In sequence, we briefly touch upon the implications that research has had on practice and conclude with a brief description of the subsequent chapters and the different domains they cover.
2 A Conceptual Model for Digital Transformation

Building on the extant literature on digital transformation, and grounded on the synthesis of recent prominent literature reviews [2, 9], we develop a consolidated perspective of digital transformation as depicted in Fig. 1. The conceptual model makes the distinction between digitalization, which only involves the improvement of organizational activities by leveraging digital technologies, and digital transformation which entails a deeper, core change of the entire business model of an organization with ripple effects on entire industries. Thus, digital transformation requires a broader view of antecedents that spark or condition changes within organizations, as well the outcomes that such changes have on the broader context of operating. By applying this understanding in our conceptual model of digital transformation, we define four key points of interest which are described in more detailed in the sub-sections below. These are by no means exhaustive, and there are obviously complex causal and feedback associations between the key elements that jointly comprise digital transformation. For the sake of simplicity and to provide a concise and understandable overview of digital transformation, this article presents some of the key findings within the four main areas: antecedents, leveraging digital technologies, value generation, and performance.

2.1 Antecedents

Antecedents of digital transformation include elements that trigger and shape digital transformation [11]. Such antecedents either have a direct relationship in shaping the actions organizations must undertake to transform their business strategies and operations or act as moderating conditions which influence the way digital transformation is enacted.

Emerging digital technologies are obviously one of the key drivers of prompting changes and disruptions in how organizations operate. Over the past decade, the pace at which such new digital technologies are maturing and reaching production has accelerated, with technologies such as augmented/virtual reality, 3D printing, IoT, cloud computing, blockchain, drones, digital twins, and machine learning, to name a few, creating massive disruptions in entire industries [12]. A prominent example has been the proliferation of cloud computing services which has enabled organizations to deploy digital solutions throughout their value chains, which were previously unable to do so due to the high cost of setting up and maintaining scalable local infrastructure.

Nevertheless, emerging digital technologies alone are insufficient to produce digital transformation effects, as they are heavily dependent on the organizational context in which they are introduced. The history of an organization and the structures, culture, skills, and leadership commitment play an important role not only toward what types of digital technologies will be embraced but also at what
Fig. 1 Conceptual framework of digital transformation
speed and to what breadth within organizational activities [13]. As with any organizational change, rigidity, path dependence, and resistance to change can significantly impact efforts toward digitally transforming operations. These effects can manifest themselves at different levels within an organization and at different stages of deploying digital technologies [14]. Hence, there are numerous tensions that manifest during the process of digital transformation which can either enable or impede diffusion [14, 15].

Similarly, there are forces from the external environment that can prompt or restrict the digital transformation process of organizations. For example, changes in customer behavior or their expectations can necessitate strategic responses from organizations in order to address the new requirements [16]. On the other hand, such prompts may be a result of competitive actions which then spark a snowball effect in entire industries. Some examples of this are the use of touchscreens on mobile devices or the use of digital distribution channels for audio and video content which sparked a major disruption through streaming services [17]. Yet, changes in how digital transformation is deployed can also be a result in new laws and regulation or even based on acceptable social norms and ethical practices.

2.2 Leveraging Digital Technologies

The process of leveraging digital technologies consists of different levels of planning and deploying novel solutions. Studies within the digital transformation literature have shown that the process of doing so includes elements such as developing strategies of how such transformations will take place, therefore linking digital transformation to the overall strategy of organizations [3]. In addition, there is a requirement to convert strategies into deployable practices with concrete rules, process, structures, and a timeline of activities in order to be able to orchestrate and manage all relevant resources [18].

In this stream of research, there have been studies that have examined digital transformation from a number of different standpoints, such as identifying how digital transformation strategies should be designed and implemented [3], to understanding resource structuring and capability building to leverage different types of novel digital technologies [19]. Nevertheless, there has been significant heterogeneity in findings around how to digitally transform based on the varying emerging technologies that are prevalent at different points in time. The focus has thus shifted from integrated large-scale information systems, such as enterprise resource planning (ERP) and customer relationship management (CRM) systems, to distributed, decentralized, and cross-organizational technologies that facilitate real-time information exchange and knowledge management. During the past 5 years, the focus has shifted on leveraging data analytics technologies that utilize big data, as well as on sophisticated forms of analytics which fall under the umbrella term AI [20, 21]. Such technologies create novel forms of transformations for organizations that can
generate more accurate insight into complex processes, as well as automate many previously manual tasks.

### 2.3 Value Generation

The forms and scale of value generation from digital transformation have shifted as different emerging technologies mature. While previously digital technologies were used to enhance prior tasks and processes, they are now creating opportunities for organizations that were previously impossible to conceive. For example, the introduction of AI in the pharmaceutical domain in conjunction with the advancing knowledge on genomes has given rise to the novel approach of pharmacogenomics. Furthermore, the scale, speed, and accuracy that can be achieved by leveraging various digital technologies vastly outperform manual ways of executing different tasks. An example of this is the use of recommender systems to provide personalized recommendations to millions of consumers, such as those implemented by Amazon [22]. Nevertheless, the use of digital technologies and leveraging them in the organizational sphere do not only concern marketing and end products. Many digital technologies are now commonly used in organizations in order to improve collaboration and communication and enhance knowledge capturing and sharing, as well as in improving information linkages with external parties such as supplies and other business partners [23].

Value generation by leveraging different digital technologies has been studied extensively from different streams of research. These include the IT capabilities stream of research which seeks to understand how digital technologies along with complementary resources can be converted into hard-to-replicate organizational capabilities that can confer value [24]. In an attempt to understand what digital technologies enable organizations to do, another prominent stream has adopted an affordance perspective, which seeks to examine the way in which novel technological tools can afford individuals and organizations to perform certain actions [25]. Studies that adopt the affordance perspective seek to understand not only what digital technologies can enable organizations to do with the different types of functions offered but also how the process of leveraging unfolds [26]. From a strategy point of view, several studies have examined digital transformation through the lens of how it can support or drive business strategies [27]. The main argument in such studies is that digital transformation should be seen through the lens of the strategic direction organizations want to pursue. Thus, any use of digital technologies must be driven by the strategic orientation of the organization at hand [28].
2.4 Performance

One of the central areas of inquiry within the IS domain has been to gauge the degree to which digital transformation results in tangible performance outcomes for organizations. Most studies have emphasized on economic-related measures of performance such as financial performance or the degree to which digital transformation results in a competitive advantage for firms [17]. This trend has been driven by the fact that investments in novel and often costly digital technologies must justify a financial return [29]. In addition, such economic measures of performance are the predominant way of assessing the impact of digital technologies within the IS domain, which follow studies that are grounded in disciplines such as economics, organizational science, and strategic management. Furthermore, other types of performance metrics such as environmental and social have until recently not been considered as primary to organizational operations. Nevertheless, with the focus on responsible and sustainable business models that promote inclusiveness and social cohesion, studies on digital transformation have begun to examine the effects that such transitions have on these types of outcomes [30]. Several articles have also begun to examine how novel digital technologies can support specific strategies that fall under such paradigms and what the performance effects are using new types of metrics [31, 32]. Yet, while there are an increasing number of studies that take a broader view of performance measures to determine the impact of digital transformation, there are still several research streams that have yet to be integrated or adopted in the IS domain. We discuss these and other opportunities for research and practice in the concluding sections.

3 Context-Driven Digital Transformations

Much of what we briefly described in the previous section highlights the contextual nature of digital transformations. From the drivers that either enable or inhibit organizations to commence their journey of digitally transforming operations, to the contingency elements that underpin the activities of leveraging such digital technologies, to the types of effects that are realized, much of what has been found in the literature on digital transformation underscores the important role of context [33]. Nevertheless, context and contingency elements can come in many “shapes and sizes” and oftentimes involve more than one important element that has an important bearing on the entire process.

For instance, there is a large divide in the literature regarding digital transformation in the private and public sector. These studies have documented that there are significant forces that influence not only the types and outcomes of digital transformation but also the speed of adoption, pace of deployment, and forms of work within the different types of organizations [34, 35]. Similarly, large differences have been identified when comparing among firms that belong to different industries
The organizational processes that are digitally transformed in various industries are largely dependent on how important they are for the organization at hand. For example, robotic process automation has been central for many firms in the manufacturing or assembly industries since it vastly improves efficiency and cost reduction. On the other hand, being able to maintain good customer relationships, improving profit margins from customers, and identifying untapped market segments have been at the core of retail companies. Therefore, it is interesting to try to draw a mental image of how novel technologies might reshape different industries in a number of varying ways.

Finally, an important contextual dimension when examining digital transformation has to do with the country or region in which such transformation takes place. Several studies have documented that cultural, socioeconomic, and political elements can have a profound effect on what organizations do with new digital technologies, as well the ways in which they leverage them. Country-specific studies have elucidated such practices and shed some light on how organizations engage in the process of digital transformation. As a country with many unique characteristics in terms of socioeconomic and political history, Norway presents an interesting context to study digital transformation. In the next chapter, we present a historical overview of digital transformation in Norway and identify some of these important contextual elements.
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The Case of Norway and Digital Transformation over the Years

Elena Parmiggiani and Patrick Mikalef

Abstract Norway is generally characterized by a pervasive presence of digital services. It is currently undergoing a digital transformation across different domains, from daily life to public and private enterprises. In this introductory chapter, we first unpack the main drivers of digital transformation in Norway so far and its enabling conditions based on three illustrative examples: the development of Altinn, a digital platform supporting digital communication between citizens and public and private organizations; the evolution of BankID, Norway’s electronic identification system; and the current push for open data sharing leveraging experiences in the energy industry. We identify key common enabling conditions: a trust-based cooperation across social partners and across public and private sectors, the public sector’s driving role, cross-organization consolidations and consortia, and application-oriented initiatives. In the second part of the chapter, we summarize the content of the subsequent chapters in this book shedding light on different facets of digital transformation in Norway.

1 Introduction

Norway regularly tops digitalization rankings in Europe together with the other Nordic countries [1]. While reality is obviously more convoluted than what official rankings tell, among the reasons why Norway scores so high are the facts that Norwegians are considered to be early adopters of digital technologies and have
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very high digital skills and that the Internet and mobile infrastructure provide very good coverage and connectivity [2]. There are indeed several examples that corroborate the results of these rankings. If we were to take a picture of everyday life in Norway, we would observe that almost every citizen in Norway adopts online banking; pays their bill online; interacts with public agencies through digital channels such as platforms, chatbots, and video-based meetings; performs their tax return electronically; and exchanges money seamlessly via mobile payment apps. A look at the private sector and the industry would provide a similar picture: companies invest significantly in digital platforms for collaboration, virtualization, and data sharing and analysis. While Norway seems to struggle to improve its performance in terms of digital public service delivery [3], we observe that, for example, the healthcare sector has been an early attractor of significant investments toward a shared digital infrastructure (including data exchange standards\(^1\) and platforms) to share electronic patient records. This has sometimes raised heated discussions in the media about whether some of the larger projects meet actual user needs [5].

From this perspective, the Norwegian road to achieving digitalization has so far been uneven but, overall, quite successful. As we observe in the previous chapter, digitalization implies the restructuring of work and private life around digital infrastructure. The experiences in the public and private sector that we present in this book make it clear that today’s picture is path-dependent, that is, it is the result of specific social, political, and technical elements that make Norway a special case of a digital transformation process involving deep core changes of entire business models. It is therefore worth it to reflect on what are relevant characteristics of the Norwegian case and what lessons can be drawn. As a result, we ask: How did digital transformation unfold in Norway, and what were the enabling conditions?

The answer to this question is complex and multifaceted. The purpose of this chapter is to draw the contour of an initial answer in Sect. 2. The following chapters will then continue the conversation by looking at different facets based on in-depth case studies from public and private organizations. For now, we start by pointing to some concrete examples which we believe are illustrative of the Norwegian approach to digital transformation and some of its key enabling conditions.

### 2 Digital Transformation, the Norwegian Way

To trace the Norwegian experience with digital transformation, it might be interesting to start by asking when digital transformation started in Norway. Research in science and technology studies and related fields has vividly demonstrated that digital transformation is associated with the possibility of quantifying the qualities

\(^1\text{A notable example was the early-stage adoption of the EDI (electronic data interchange) standard in the 1980s to share patient journals [4].}\)
of human and natural phenomena, such as territories into borders, people into statistics, and perceptions of hot/cold into measurable temperature [6, 7]. This translation of quality into quantity is a key antecedent of what we today call data-driven decision-making [6]. This has been done, for example, for taxation [8] and census [9] purposes. This perspective would then invite us to set a tentative start date to digital transformation in Norway in 1967, when Folketrygdloven (“The National Insurance Scheme”) first took effect [10]. The aim of the law was—and still is—to provide a compulsory insurance scheme for all people living in Norway so that they would receive financial support from the State in case of reach of pension age, illness, unemployment, maternity/paternity leave, accidents, rehabilitation, and so on. Such a systematic and centralized structure is dependent on having a sufficient and updated overview over citizens’ data across different areas, for example, labor, welfare, healthcare, employment, taxation, and so on. Arguably, and not specific to Norway alone, this has been a key driver behind the Norwegian State’s investments in better and more integrated digital systems to share citizen data across silos. Part of the reason for this is that Norway has a relatively small population while being one of the richest countries in the world. As a result, the State’s investments in information and communications technologies (ICT) have been significant over the years.

Furthermore, part of the roots of digital transformation in Norway are tightly interwoven with the Scandinavian or Nordic model generally characterized by a strong welfare state, a trust-based system between authorities and citizens, and a three-party collaboration approach involving the State, business organizations, and workers’ organizations (particularly unions). The development of the early-days computing applications, also in private organizations, happened indeed in this particular context in the 1960s, 1970s, and 1980s under the umbrella of what came to be known as participatory design (PD). The aim of PD was to raise the voices and include the knowledge of less powerful stakeholders in the design of IT systems that were oriented toward actual work practices [11]. While PD has spread across several European countries, several important projects took place in Norway, Sweden, and Denmark directly involving trade unions, who had the opportunity to influence power relations in the workplace through the design of IT (ibid). While it is debatable to which extent the PD-oriented tradition is still alive in Scandinavia in the 2020s, it has left an underlying heritage in today’s digital transformation in Scandinavia and Norway.

Let us now look closer at three concrete examples.

A first example comes from the public sector and is represented by a public communication platform, Altinn.² Currently, Altinn is a platform that supports digital communication with the public administration for citizens and companies which includes a common solution for authentication and login. Altinn was not born as platform, however, but as a government portal for the mandatory reporting of company’s financial statements [12]. Started in 2003, the architectural solution provided by Altinn solved a very specific bureaucratic problem: already in 2005, it

²https://www.altinn.no/
made it possible for the Norwegian Tax Administration to generate a citizen’s or organization’s tax statement by integrating data across the national population registry and the national registry of business, banks, and insurance companies. A turning point was the adoption in 2006 of ID-porten, a public authentication gateway developed by the then Agency for Public Management and eGovernment that provided a standardized login and a flexible solution for different commercial electronic IDs to be used (ibid). This facilitated the integration of services and user communication across public and private actors to a degree that is almost unprecedented [13].

At a first glance, the Altinn platform is a fascinating piece of technology consisting of a modular platform ecosystem enabled by shared infrastructure and standards. However, its success is context-dependent and goes beyond technological aspects. The cross-silo integration it offers is possible because the Norwegian State is allowed to access citizen’s financial information with high granularity. In a democratic regime, this can only happen under the auspices of a trust-based (tillitsbasert, in Norwegian) system among State, citizens, and organizations [11, 15]. In terms of digital transformation, this implies that citizens and companies tend to be willing to share their data because they trust that the data will be used responsibly through efficient control mechanisms. Such mechanisms allow authorities to collect data and use them for specific, limited purposes.

This example also clearly illustrates that the public sector is a driver of digital transformation in Norway, as opposed to a simple adopter. While large investments have certainly played an important role, the trust-based relationship between citizens and authorities permeates and affects digital transformation efforts. The troubled genesis of the Smittestopp contact tracing app launched by the Norwegian Public Health Agency at the outset of the covid-19 pandemic in the first half of 2020 further strengthens this observation. In the Smittestopp case, privacy concerns were raised among the population and in the media as the app gathered location-based data in addition to a Bluetooth connection. The Data Protection Agency forbade this form for user data collection, and the app was ultimately withdrawn, redesigned, and re-deployed later that year, however with a low adoption rate [16].

A second example of the peculiar nature of digital transformation in Norway comes from the private sector and is the trajectory of BankID. BankID is a public key infrastructure (PKI) solution that is today the de facto standard solution for electronic identification (eID), authentication, and electronic signing in Norway [17]. In the late 1990s and early 2000s, the spread of Internet services motivated efforts from Norwegian banks to develop their own eID and authentication systems to access online banking services. The Norwegian banks had already “a history of cooperating to develop shared infrastructure whilst competing at the service level” (ibid p. 227) through BBS (Bankenes BetalingsSentral AS; later merged with its Danish counterpart into Nets AS), a company started in 1972 owned by a consortium of Norwegian banks with the aim of developing common information services, standards for
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3For a definition of platform ecosystem, see, e.g., the work of Constantinides et al. [14].
4https://www.nets.eu/
invoice and accounting, and other information technologies. After several rounds of negotiations and discussions, the banks agreed on a shared standard architecture for identification and signing to be delivered by BBS. BankID was launched by SpareBank 1 in 2004 (ibid).

Such a standardized infrastructure as BankID is often described as remarkable in other countries. It is however important to underline that it would not have been possible without the Norwegian banks’ ability to join forces toward the pragmatic goal of improving electronic services. Somewhat reminiscent of the Altinn case, the BBS/BankID solution sheds light on the strong collaboration and consolidation efforts that have occurred in Norway across public and private organizations. While such efforts were also motivated by the urgent need to compete against stronger, international players, their ripple effects beyond economic competition generated significant technological innovations. Examples abound. One worth mentioning is Vipps, a widespread mobile app that provides a very simple interface and is currently almost the de facto standard for exchanging sums of money between people or between people and companies and which integrates BankID (and the BankAxept payment circuit) to enable electronic identification and payment in online and physical stores.

Contrary to other digital transformation trends that are common across all Nordic countries, this aspect is quite specific to Norway. The Norwegian industrial sector has traditionally had few or no very large ICT companies, differently from, for example, Eriksson and Spotify in Sweden or Nokia in Finland. Whereas big companies would have substantial resources to drive digital transformation, in the Norwegian context, digital transformation has been largely oriented toward specific applications and characterized by concerted cross-organizational and cross-sector efforts [18].

Finally, a third example of the Norwegian way to digital transformation spans across the public and the private sector and relates to initiatives for open data sharing.

The petroleum sector is Norway’s largest industry measured in national income and investments and export revenues and has, as such, contributed significantly to the national welfare state. Diskos (the Norwegian national data repository for petroleum data) is a national data portal established in 1995 and controlled by the Norwegian Petroleum Directorate and a consortium of oil and gas companies operating in Norway. All these companies operating on the Norwegian continental shelf must share the data resulting from their exploration and production operations on the Norwegian continental shelf. While Diskos has the clear goal of promoting transparent reporting to authorities, sharing and trading of data between licensees, and providing access to public data, it is also a unique and successful case of State-mandated data sharing of sensitive business data. Diskos has recently been open for
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5https://vipps.no/
6https://www.npd.no/en/diskos/
additional players, such as universities in Norway and abroad to access the data for research purposes.

For someone familiar with the competitive nature of the oil and gas business in other countries, such as the USA, the UK, or South America, a shared and open (upon membership) solution like Diskos is almost unimaginable. Yet, it is revelatory of a significant trend in the Norwegian way to digital transformation, that is, Norwegian governments’ constant efforts to mandate data sharing across industries and sectors, today with the aim of promoting a data-centric economy under the banner of “data as a resource” [19]. This too is the result of the concerted and application-driven nature of digital transformation in Norway. Another important aspect worth mentioning is the conscious and pragmatic choice of building on and taking stocks of the enormous experience in digital data management developed through five decades of oil and gas activities toward promoting the so-called Green Shift and lower CO₂ emissions. At the time of writing, the Norwegian government has appointed an expert group with the aim of proposing a set of guidelines for sharing and (re)use of industrial data [20]. The emphasis on digital data and their sharing across industrial domains are indeed at the center of national strategies, where the Norwegian government, for example, writes that “The growth of the data economy is expected to be an important driver of economic growth... Increased access to and better utilization of data within the industry can contribute to start-up companies, growing companies and the established companies developing new business models, products and services” [19].

3 Conclusions

To conclude, although in broad strokes, we painted a picture pointing to some of the most important tenets of the journey to digital transformation in Norway: trust-based cooperation across social partners and across public and private sectors, the public sector’s driving role, cross-organization consolidations and consortia, and application-oriented initiatives. It is important to remark that despite promising statistics, this journey has been—and still is—a bumpy ride happening at different rhythms in different contexts. It also contains several unresolved challenges, such as a better inclusion of local districts, particularly in northern Norway, spectacular failures of digitalization projects, and uneven digitalization in the public sector, where data silos still affect service efficiency. Our summary nevertheless indicates that it was none of those tenets alone, but their combination and interaction over the years that have resulted in the picture of digital transformation in Norway as it looks today. In the following chapters, we will try to dig deeper into this by presenting seven empirical case studies, four in the private sector and three in the public sector.
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Abstract The energy industry in Norway has a long tradition in using information technology to enable integrated operations, namely, remote collaboration between personnel at offshore installations and experts at onshore office environments. Currently, the industry is undergoing a digital transformation in which remote operations of unmanned offshore assets are the emerging standard. To ensure trustworthy and reliable operations, offshore remote sensing capabilities must be established through not only technical means but also a broader transformation involving new competence, work processes, and governance principles. In this chapter, we reconstruct this transformation and ask: What are the emerging capabilities that develop around the remote operation digital infrastructure? We unpack how the new digital infrastructure is a continuation of the practices and systems that have been established over time. We use historical reconstruction with vignettes from the development of a new generation of remotely operated offshore installations in oil and gas and wind facilities to describe the ongoing digital transformation as a process of infrastructuring in which the infrastructure gets increasingly entangled with internal and external systems, stakeholders, and agendas. In doing so, we shed light on how the established local and situated solutions evolve and are compensated for through the technical and organizational principles of the emerging information infrastructure.
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1 Introduction

Offshore operations in the energy industry are undergoing a digital transformation. When most major oil companies and globally operating service companies addressed their future way of doing business in the mid-2000s, they described it as oil exploration and operation enabled by information and communications technology. So-called integrated operations (IO) then relied on instrumented and automated oil and gas fields that integrated people and technology to remotely monitor, model, and control all processes in a safe and environmentally friendly way to maximize their value [1]. In Norway, the Norwegian Oil and Gas Association (Norsk olje og gass) defined IO as a bundling of a company’s resources to configure sustainable capabilities: integration of people across geographical, organizational, and disciplinary boundaries, integration of processes in terms of business integration and vendor collaboration, and, finally, integration in relation to technology: data, sensors, protocols, fiber optics, standardization, and others [2].

IO encompassed both processes, methods, improved information and communications technology (ICT), and high-bandwidth fiber-optic networks that allowed real-time data sharing between remote locations. The effect was that experts from different disciplines could collaborate more closely, which facilitated a more rapid response and decision-making [1]. In Norway, IO and the knowledge associated with this development were created in the borderland between universities, companies, national legislative/governing bodies, and various global actors. Technologies for collaboration within the oil and gas industry that came with IO challenged traditional geographical, disciplinary, and organizational boundaries.

The industry thus moved over many years from being isolated islands of operations to becoming more open ecosystems. The Norwegian Oil and Gas Association [2] stressed the opening of existing boundaries, when they argued that IO would be implemented over two generations with increasing integration, across geography, across disciplines, and across organizational boundaries. The first-generation (G1) processes would integrate processes and people onshore and offshore using ICT solutions and facilities that improve onshore’s ability to support offshore operationally. The second-generation (G2) processes would help operators utilize vendors’ core competencies and service more efficiently [2]. As oil companies are now entering G2, we observe that by utilizing digital services and vendor products, operators are increasingly able to update reservoir models, update their drilling targets and well trajectories as wells are drilled, manage well completions remotely, and optimize production from reservoir to export.

In this chapter, we describe the transition from traditional, bounded operation to first G1 (IO) and then G2 (remote operations) as an ongoing process of infrastructuring [3]. We ask: What are the emerging technical and organizational capabilities that develop around the remote operation digital infrastructure? We identify and discuss the increasing degree of entanglement of the infrastructuring process over time (cf. [4, 5]). In doing so, we unpack how the new digital infrastructure is a continuation of the established practices and systems that came with
IO. The transition toward trustworthy and reliable remote operations depends on establishing remote sensing capabilities that encompass not only new technologies but a broader digital transformation involving new competence, work processes, and governance principles.

This chapter is structured as follows. We start by defining integrated and remote operations as an infrastructuring process. Then we define this development from the late 1970s up to the present, as three distinct phases, and present what happened over these 30–40 years to challenge the notion of digitalization as a transformation process. To cover this period with distinct phases, we must paint with a broad brush. We have focused on operation and maintenance, and we are not able to portray all the features that characterize this development in other interesting oil and gas domains like drilling, production, and reservoir management. Still, we hope the reader will appreciate our attempt to draw some long lines related to the infrastructuring of ICT in the oil and gas business in Norway.

2 From Integrated to Remote Operations as Infrastructuring

The movement from integrated to remote operations is still ongoing. We thus look at this phenomenon as an example of the evolution of emergent infrastructures over time [4]. An information infrastructure perspective on IO and remote operations treats both as open-ended sociotechnical systems ([6]: 576, emphasis in original):

As a working definition, [information infrastructures] are characterised by openness to number and types of users (no fixed notion of ‘user’), interconnections of numerous modules/systems (i.e. multiplicity of purposes, agendas, strategies), dynamically evolving portfolios of (an ecosystem of) systems and shaped by an installed base of existing systems and practices (thus restricting the scope of design, as traditionally conceived). [Information infrastructures] are also typically stretched across space and time: they are shaped and used across many different locales and endure over long periods (decades rather than years).

Collaborative practices are achieved through collections of—rather than singular—artifacts from this perspective. Infrastructuring, the active process of developing information infrastructures, allows us to better capture the efforts required to integrate human and material components, the continuous work required to maintain it [3], as well as the elements of continuity in such complex systems [7]. As an analytical tool, infrastructuring overcomes the blurred boundaries between phases of design, implementation, use, and maintenance in infrastructure evolution [8] and thus highlights the ongoing, provisional, and contingent work that goes into working infrastructures of IO and remote operations. Sardo et al. [5] demonstrate how infrastructuring work during normal periods aimed at maintaining stability in the oil and gas branch is a source of valuable innovation and change at the intersection of different interlocked infrastructures. Governing stability and change in such settings is thus an endeavor orchestrated by actor constellations—or action nodes—that control the infrastructural interlinks and keep the industry stable while innovating.
it (ibid). In the context of IO, Parmiggiani et al. [4] illustrate this process in the case of real-time subsea environmental monitoring during offshore operations. The authors show how this infrastructuring process unfolded through increasing degrees of entanglement of the emergent infrastructure with different stakeholders, agendas, and other infrastructures. One fundamental instance of such an entanglement is represented by onshore support centers which enable companies to move work tasks from offshore platforms to land and which were central in the transformation from bounded to integrated operations, as we will show later [9, 10]. Hepsø and Monteiro [9] conceptualize these as *centers of calculation* (see [11]), namely, venues in which knowledge production builds upon the accumulation of resources through circulatory movements to other places over time. To enable such control centers, several artifacts and practices have become entangled: fiber-optic networks to shore, proper standards for communication and sharing of data, collaboration tools, and new work practices and competence. All these elements were necessary to enable real-time data and information to move from the local setting on an oil installation to a central location where experts could work with the data and mitigate the needed action. This was a sociotechnical bundling and development of capabilities that made it possible for local and bounded distinct readings/data to be transferred to any place in a larger ecosystem.

Another example is the aforementioned case of real-time subsea environmental monitoring during offshore operations. This is a compelling illustration of the entanglement of remote sensing capabilities for trustworthy and reliable operations. Monteiro and Parmiggiani [12] discuss how the objects of interest in remote work are digital representations that are unhinged from their physical counterpart (see also [13]). Technologies such as the Internet of Things (IoT) have been the vehicle of this decoupling as they can synthetize human sensing abilities to an increasingly effective degree [12]. Such remote sensing is not simply a matter of new technologies but depends on establishing sociotechnical capabilities to make sense of the digital representations as well as gradually tying these representations to organizational and political concerns (ibid).

We are influenced by this phased development and describe a similar journey from integrated to remote operations through three phases: bounded, integrated, and remote operations. These phases bear similarities to the three generations developed by the Norwegian Oil and Gas Association [2], but they are not completely the same since at the time (2005) they were considered scenarios. We present the technical, organizational, competence, and governance capabilities that were developed in this process. How these infrastructuring capabilities developed over time is crucial to understand the transition from integrated to remote operation but also to see how remote operations is not a replacement of, but a continuation of, IO.
3 Three Phases of Development


In the early part of this period, the oil industry in Norway is under development, and it matures substantially. It is important to develop competence and prove to be a good and reliable producer of oil and gas. Being heavily dependent on US competence in the early days, the industry is developing a unique Norwegian style both when it comes to petroleum and work environment legislation, working culture, petroleum engineering, and design. We have called this the phase of bounded operations.

The Norwegian Oil and Gas Association ([2]; 9–12) described this phase as follows: “The day to day control and optimisation process normally is managed by one or two operators located in the central control room (CCR) offshore. From this room the operators optimise wells and process trains in accordance with the production & injection plan, monitor critical systems and equipment and handle alarms, emergencies and shutdowns. In some cases, they manage dozens of wells and facilities that daily produce several hundred thousand barrels of oil equivalents. The decisions they make to optimise production are most often based on their own judgment and knowledge of the operation at hand. The CCR operators are supported by field operators that they guide through VHF and UHF radios. The field operators manually measure readings of critical instruments and valves, regulate manual controls, carry out first line, preventive maintenance, prepare and start up equipment after shutdowns, manage work orders, plan maintenance work and participate in the safety team. Support from onshore functions is limited and normally only available 5 days a week from 8 a.m. to 4 p.m., meaning that decisions of key importance to production as well as safety are made without support from the engineers that have developed the plans which the operators are implementing.”

The ICT infrastructure is thus bounded, with poor integration of IT systems, high cost for data storage, and poor capabilities for data transfer (low-bandwidth satellite) onshore-offshore. The main collaboration tools are e-mail, telex/fax, and telephone but hardly any real-time collaboration. IT is an expense, and IT expenditure must be kept as low as possible since it is difficult to document the business value. Most installations are fully manned (in the hundreds) with functions needed both to plan and execute the work offshore, and the level of instrumentation and sensors in the facility are simple or non-existing. Human operators in the field are used to compensate for this lack of instrumentation and readings to have an overview of the process and safety conditions out in the offshore facility. The operators conduct a “check-and-report” task in the plant, where they are on regular rounds using their senses to look for aberrancies, in the form of leakages, strange sounds, etc. If there is a situation out in the facility, the control room sends out an operator to verify the situation. The crew knows the facility in and out and tend to spend their time on the same installation, often the same shift with colleagues they know and trust, over many years. The offshore world is stable and divided in siloed disciplines.
The Norwegian Oil and Gas Association writes: “...most operative decisions are made offshore, in isolation or with limited support from experts onshore. Plans are relatively rigid and primarily changed at fixed intervals. The organisational structure is traditional, meaning that personnel onshore and offshore belong to several different units with different goals and Key Performance Indicators (KPIs). Plans are made, and problems solved in a fragmented manner. Basic as well as advanced education aims to develop disciplinary specialists, not professionals with a good understanding of value chains and work processes. IT systems are specialised, and it is difficult and time-consuming to gather the data necessary to optimise processes” ([2]: 09).

There is no real-time support organization onshore that can provide immediate help offshore for diagnosis and troubleshooting, and offshore and onshore seem to be very remote. In the late 1980s and early 1990s, the first condition-based monitoring of equipment concepts is implemented, vibration analysis is one example, and sand management is another [14, 15]. Reliability analyses like bathtub curves and mean time between failures (MTBFs) exist as concept and theories. The understanding of plant degradation mechanisms improved, as did the reliability and availability of this kind of equipment. These methods and models exist, but in disciplinary islands, when incorporated in software, it is difficult for such models to travel across the offshore and onshore boundaries.


After the turn of the millennium, the Norwegian Oil and Gas Association, the Norwegian Petroleum Directorate [16], and the Petroleum Safety Authority Norway (PSA) increasingly saw IO as an opportunity for the Norwegian society [17–20], a potential to brand new integrated technologies and work processes in a sophisticated Norwegian style based on the tradition we have related to democratic industry collaboration. The initial growth period was over, the industry was maturing, and the focus was to continue the growth in a situation where the expected production output of the business would drop (due to less expected new discoveries) in the years to come. IO is in these years becoming the “Zeitgeist” of the industry, that is, the new management and regulatory mindset.

It is hard to give an exact year for the start of the era of IO in Norway. Around the end of the twentieth century, many new elements aligned. First was the coming of the fiber-optic infrastructure onshore-offshore, the increasing integration between telecom and information technology leading to new types of applications like videoconferencing and software collaboration tools, and the coming of enterprise resource planning systems like SAP. Important was also the ability to store and then access large amounts of historical data and information at low cost. At the same time, the first onshore support centers were set up. There was also a concurrent development in sensor development that enabled eased readings of petroleum-related phenomena either in the reservoir, well, or the process facility. Finally, standardization
of ICT tools was also linked to new industry data formats and standards, like the XML standards for drilling data (WITSML), production data (PRODML), and process data (OPC). Norwegian petroleum authorities took a role in the development of standards for daily and monthly reporting systems between the authorities and the oil companies: drilling reports, production reports, resource reporting, and environmental reporting.

The Internet was now becoming a more mature platform for new services. Methods that had existed as standalone tools or concepts could now be incorporated into a real-time infrastructure. For example, condition-based equipment monitoring of equipment concepts was implemented and integrated with real-time data. Similar implementations were now possible to improve sand detection and management [14]. Methods and models could now be verified and improved with real-time data. This new situation led to an increase in new models and software incorporating phenomena that had not been possible to represent in the past. A compelling example of this was the integration of real-time subsea environmental monitoring modules with offshore facilities starting in the mid-2000s. These new modules made it possible to gradually shift from ex-post mitigation of environmental damage to preventive approaches to halt possible, future emissions based on real-time data [21].

As these cases illustrate, the models developed as part of these new approaches are not just integrated with real-time data and moved out of their local and bounded settings, but they had to become accessible in onshore control centers, too. To really integrate these new capabilities into the existing operations and maintenance work processes, it took time to develop the appropriate work processes and data governance mechanisms. As a result, in this period, the work processes and operational model of the business thus changed substantially. The Norwegian Oil and Gas Association described this in the following way: “The primary control of the process will still be with the operators in the CCR offshore. The engineers in the onshore support centre will have access to real-time information about the operations offshore and the competence and tools necessary to monitor and control the process, simulate the process and advice the CCR of how to get most out of the plant. The combined problem-solving capability will be improved since specialists will be able to give proactive advice regarding optimal operation and can support the offshore operators actively when problems arise. The operators in the CCR will still be supported by field operators. They will be equipped with first generation wireless mobile computers and video and audio equipment that allow them to access information online concerning the controls and equipment they are dealing with and discuss problems and solutions with onshore experts in real time” ([2]: 16).

The operators still conduct a “check-and-report” task in the plant, where they are on regular rounds using their senses to look for aberrancies, in the form of leakages, strange sounds, etc. However, the CCR now has additional tools, like CCTV and more instrumented systems with sensors that can track aberrancies and operational perturbations. This means that the situation more often can be confirmed without sending out the operator. Onshore collaboration centers start to monitor important pieces of rotating equipment like pumps and gas turbines. The engineers working with rotating machinery are moved onshore.
The first onshore operation centers came alive around the turn of the millennium. These centers of calculation [11] were an important precondition to understand the unbounded space that opened with the development of IO and later with remote operations. The technological capabilities were also realized in so-called collaboration rooms that facilitated for cooperation by utilizing videoconferencing, sharing of large data sets, and remote control and monitoring [10, 22]. With IO collaboration centers onshore, parts of the company buildings onshore were redeveloped with such new collaboration facilities. The offshore installations office facilities of old installations were modified to house video collaboration spaces, and all new installations were developed with offshore collaboration facilities (see [23, 24]). These new spaces and the coming of real-time data opened bounded offshore sites. This is a process that we will later show has expanded with remote operations, where boundaries are even more obscure and where all control functions ultimately can be operated from anywhere given the proper barriers and cybersecurity mitigation. Functions and people that had been offshore were now moved onshore with more centrally organized planning of activities and execution of scheduled activities offshore. A mechanical or automation engineer that in the past followed up one asset now followed up several assets with increasing new data streams and tools available for operational support.

The first years were dominated by strong technology optimism [25, 26]. In an official Norwegian Report to the Parliament (Storting), it is explicitly stated that most initiatives related to IO have addressed technology development and technology implementation [17]. An increased focus on issues related to safety, new work processes, and integration of information in the whole oil and gas value chain is heralded: “[Integrated operations] means that established functions and work tasks can change and be moved between those that do the different tasks and where they are executed. These changes must be done in a reasonable way with employee involvement” ([17]: 35 translated from Norwegian). Around 2005, there is a considerable shift in relation to the impact of technology associated with IO. Instead of focusing on personnel flexibility, involvement in the change process is stressed.

The active and positive participation from all involved parties were from now on increasingly seen as instrumental to be able to succeed with IO [16, 20]. From now on, the change processes associated with the passage to new operational concepts are addressed via increased focus on human and organizational factors, change management, employee participation, and measures to improve HSE and organizational culture [20].

In conjunction with this were a maturation of the management mindset around IO and an increasing awareness on their value potential [19]. Future strategic possibilities were described [20], the need for improved skills [27] and the consequences of implementing IO [28]. Those that participated in this infrastructuring discourse were not only the oil companies that originally had articulated the claims of IO but also unions; the oil industry association; the authorities/regulator, universities, and research institutions like SINTEF and IFE; contractor companies like Aker Kværner and FMC; and software and sensor development companies. IO thus became an arena where a multitude of actors met, often with different agendas and objectives.
The number of workshops and conferences that attracted industrial companies and research and government institutions took up speed in the same period.

In this period, petroleum engineering and design also underwent substantial changes. A change in installation type had preceded this from the mid-1990s onward. Giant concrete installations were taken over by new floating/anchored concepts, and subsea installations became the new standard partly due to moving into deeper waters on the Norwegian continental shelf. Since most oil companies started to move traditional functions onshore, this reduced the need for office space and offshore accommodation. The manning levels of these new installations moved from the hundred(s) to below 50. Offshore installations were now designed and built with IO in mind. One example is Statoil’s (now Equinor) Kristin platform where the disciplinary coffee areas had been integrated into one area, where the whole offshore office environment was an open space area, and where the platform management sat in a collaboration room with live feed of video to the onshore collaboration center/room [23, 24]. Other examples were the Ormen Lange and Snøhvit gas fields that were built as remotely operated subsea systems, with a 180–200 km pipeline to the beach where the gas production was monitored from the onshore control room. However, except for Snøhvit, Ormen Lange and a few other simple installations IO lost remote operation along the way. The coming of the Åsgard subsea booster station in 2015 was a hallmark in remote operations. The decision was taken to control the booster station from the local control room at Åsgard. The booster station, with subsea gas turbines, the size of a soccer field was by then the most complicated subsea factory ever built.

3.3 Generation 2: Remote Operations (2016–)

It took many years to mature the remote operation mindset. We have argued earlier that there was an overoptimistic belief in IO at the turn of the millennium. Remote control was heralded with great technological enthusiasm and was later taken out of the colloquial use of IO that was around collaboration across boundaries, not around remote operations. This notion of IO took precedence. Around 2010, more people that previously had worked with IO started to work with autonomy questions in oil and gas ([29]: 9). “Autonomy becomes relevant when human risk is too high, or humans are unfit or not cost-effective decision makers. Such situations are typically characterised by the need to collect and assess data and make decisions in fractions of a second or dealing with latency imposed by distance. In these situations, autonomous technology enables humans to set overall goals and delegate operational decision-making and execution of decisions to autonomous systems.”

It took time before autonomy and artificial intelligence began to take momentum, and we come back to this. When Rosendahl and Hepsø [1] co-edited the book on Integrated Operations in 2012–2013, remote control had not proven to be as important as heralded. There were many reasons for this: mistrust in the reliability
of the remote operations technology, lack of good operational models and concepts for remote operations, fear of loss of safety, loss of jobs, and others. Still, the sociotechnical complexity of operational and technical aspects of remote operations was the most important. Facilities had to be built differently, with less maintenance hours so that maintenance campaigns were possible, moving either to unmanned or periodic manning model [30]. There were challenges with the existing project development/engineering methods; they were not configured to build larger unmanned remotely operated installations, since the mindset was tuned to existing conceptions and practices. Over time, this changed. One of these changes addressed that remote operation had to leverage some important lessons from IO that had a high focus on new ways of working enabled by new ICT [30]. Edwards et al. describe the road to low manning, remote operation as a configuration of complexity of the installation systems, instrumentation needed to remotely control, and a low number of maintenance hours. All these together form a path to an operational model based on remote operations.

*Over time, the focus changed from the technical concept of remote control, which included the technical capabilities that need to be in place to make remote control possible, to remote operations that is a socio-technical configuration. This is where the operational concept is the key and where the technical, organizational, and competence capabilities are included in the concept. The implementation of IO on the Norwegian continental shelf was relatively successful; severe challenges were faced regarding the development of new work practices and the management of change [1].*

Still, much of the implementation of onshore-offshore collaboration became natural with better collaboration tools, videoconferencing, and integrated information infrastructures making IO invisible, a key feature of infrastructures. IO is now taken for granted.

The new understanding of remote operations developing in this phase is linked to the coming of digitalization, which becomes the new “Zeitgeist” and also becomes a key feature of the management mindset. Emerging paradigms are now the Internet of Things (IoT) and Industry 4.0 approaches to automation and manufacturing. As Gartner group defined it [31], “digitalization is the use of digital technologies to change a business model and provide new revenue and value-producing opportunities; it is the process of moving to a digital business”—as opposed to digitization, namely, the conversion of the analogue into a digital format.

The convergence of ICT tools and infrastructure that started with IO took up speed. One visible development is the change from bounded proprietary and expensive videoconferencing rooms and solutions to integrated and standard desktop video on each employee’s PC. Coupled to this was also the coming of social media used internally on the company intranets. Cheap storage and transfer of data became colloquial in the era of IO, but now oil companies and vendors start developing digital platforms with APIs to ease the communication and sharing of data across boundaries. This is addressed as a big data challenge. Traditional oil and gas vendors and software companies develop their own digital platforms and services to gain new market shares. Digital twins and analytics services are built on top of existing
services, for example, a condition-based monitoring service is built on top of the equipment delivery. The emerging big data domain with machine learning and artificial intelligence provides the possibilities for these new services. Cloud-based infrastructures are important for eased access and sharing of data, and internal/external cloud services begin to take over both for admin systems and more business-critical software tools. This emerging cloud infrastructure with storage and communication solutions, VPN, and remote access of systems proves critical during the COVID-19 pandemic. From March 2020, most companies in Norway started working remotely, only keeping the business-critical operations and oil and gas installations to be operated as usual, while all support was conducted from the homes of the employees. It surprised many how well this virtual cloud-based operational model with MS Teams worked; it kept most of the businesses going.

As of 2021, there exists a larger ecosystem around a remotely operated asset that can consist of different types of centralized or unbounded centers. The IOGP recommended practice for remote operation [32] describes the following sociotechnical configurations in this infrastructure. First is the remote collaborative center which is the collaboration center we recognize from IO. They can sometimes be distributed over several locations (i.e., multiple interconnected collaborative centers). Typically, they can have less access controls than a control room; however, this depends on operational or security risks. Over time, these collaborative centers have taken over remote monitoring or monitoring and diagnostics of production, operations, and equipment conditions remotely using data generated and exported from the production site outside the control room. Remote at vendor premises, the second configuration, also came with IO and refers to any remote location belonging to a vendor (or subcontractor) and in their private premises. Contracts define the physical access and security restrictions at the vendor premises. Connection across boundaries to the operators usually involves communications links via public networks. This sociotechnical configuration normally performs monitoring but can also conduct remote operation of equipment given the right access and cyber physical safety. Remote access from anywhere is the final configuration defined by IOGP and refers to any external location, in a private or public area (e.g., a home, hotel, or airport), where people can sit distributed outside company/vendor premises and can access control functions.

In this new situation, the control room can exist in various sociotechnical realizations based on instrumentation level, installation reliability, maintenance load, manning, and operational principles. It can also operate several installations from the same location regardless of geography. IOGP argues that this location can be far away from the actual production site but is within the premises managed by the company. The primary purpose is to remotely control and operate the production site(s), but it may also include dedicated remote engineering or maintenance rooms. Since these connections allow interaction with safety critical equipment, physical access controls are typically strictly enforced. Remote control refers to remote actions such as control commands (adjusting plant or equipment operational parameters, set point changes, alarm acknowledgement, manual start/stop commands, etc.), set point changes, and operations monitoring on detailed graphical displays.
(e.g., process conditions, equipment status, alarms, errors). Safety functions can also be performed from the remote control room (such as executing manual shutdowns, operating critical action panels, etc.) [32]. Remote control requires read and write access to the system to enable operator interaction with the process and equipment on the production site. There are different preventive controls and recovery preparedness principles/measures in manned or unmanned situations and if there are people on site, or not.

The main control room is located outside the production site boundary and in a safe zone. A remotely operated but manned installation can have a local offshore control room, but during normal operations, the command and control of the installation are conducted from an onshore control room. Examples of this on the Norwegian continental shelf are the Martin Linge (Equinor) and Ivar Aasen (AkerBP) installations. Such an installation typically has a lean organization close to the emergency preparedness role requirements, and the crew are always on the installation in shift rotation. Compared to traditional oil and gas platforms described earlier, the biggest difference is that the onshore control room is always in control.

The concept of “check-and-report” is changing. If the installation is manned, they still conduct traditional “check-and-report” tasks in the plant. However, when the installations are manned only part of the time, for example, during maintenance campaigns every 2 of 6 weeks, the control room is dependent on using CCTV or the instrumentation of the offshore systems and equipment to follow up aberrancies and situations offshore. Moving sensor platforms in the shape of drones and robots are now introduced. On the subsea systems, resident subsea drones are deployed on fit for purpose garages and charging stations and used for inspection and check-and-report tasks. Crawling and flying drones are tested out on the topside installations to perform the same type of tasks. The remote sensor capabilities (CCTV coverage, remote actuation capabilities of equipment, and sensor systems) are more advanced since the installation is operated most of the time without any crew. The visit intervals are dependent upon the maintenance load and instrumentation level of the installation, often scheduled in maintenance campaigns. Ad hoc visits by helicopter can happen as last resorts. Maintenance campaigns typically range from manned for 2 out of 6 weeks to as little as one or two scheduled short campaigns in a year. A new installation type subsea-on-a-stick saw its light [33]. The idea of this design is to keep the simplicity and high reliability of subsea systems and make it more accessible on an installation above water.

Competence requirements also change. Even though situated offshore, competence is important; it is increasingly difficult to develop this competence on installations where there are no humans or onboard just for shorter periods of time. At the same time, the ability to read and diagnose offshore aberrancies and abstract this into digital knowledge becomes more important. More of the input in a remote operation situation is gathered indirectly through sensor readings, calculated values, models, and simulations. Using models for prediction and analytics had started with IO, where predictive and analytical capabilities were implemented and integrated with real-time data because of the new ICT infrastructure that developed. Methods and models could be verified and improved with real-time data, and models and software
could travel across boundaries. Competence for understanding, working with, and governing data grew in this period. Now, machine learning and AI are increasingly used to improve the predictive analytics of models. Models were integrated with real-time data and moved out of their local and bounded settings already with IO. Now however, new and larger centralized centers can streamline both the ICT tool development, work processes, data governance, and competence development to scale up the operation and maintenance services. This development coincides with a more centralized organization model where support and competence centers provide services to lean organized local assets. The work processes and data curation/governance are better integrated into the existing operations and maintenance work processes, thanks to better integrated ICT tools and a more mature digital cultural practice.

3.4 Way Forward (2021–): The Boundaries of Infrastructuring

In 2021, is everything becoming boundaryless with digitalization and have all boundaries gone? Not quite, the final bounded frontier are industrial automation and control systems (IACS), the main control and automation systems of the control room. It includes the hardware and software that can affect or influence the safe, secure, and reliable operation of an oil and gas facility. This bounded area is called the operational technology (OT) domain. OT has existed as a digitally bounded island since the 1970s. Most new facilities include connections to enterprise networks to enable data export for plant monitoring and other types of administrative systems whether these are collaboration systems, portals, etc. that are more open to the external world. Still, these domains are strictly separated. The latter is the administrative domain defined as IT, and the colloquial understanding of digitalization has until recently been mostly connected to the “IT world.” Typically, the separation between OT and IT is implemented using firewalls that create a zone and conduit model to achieve appropriate network segmentation and restrict any direct connections between the OT and IT systems. An intermediate network or demilitarized zone (DMZ) network between OT and IT networks is typically used to prevent direct connections between enterprise network and control system networks. This makes it possible for office network-based systems and users to view data from control systems in a secure manner. The DMZ acts as a protection gateway between the safe zone and the enterprise network.

With the increased reliance on digital technologies, it is important to ensure that the design of the systems addresses the risks from safety hazards as well as cybersecurity threats. The dominant model for enterprise reference architecture for both OT is the Purdue Enterprise Reference Architecture (commonly known as the Purdue model) for control systems and network segregation. It shows the interconnections and interdependencies of all the main components of a typical OT
architecture. When this architecture was developed in the 1990s, the big concern was keeping computing and networks deterministic so that they wouldn’t fault. Network segmentation was a means for keeping traffic in a control network at deterministic levels. Purdue has set the standard for why and how control system networks needed to be segmented and what expectations each layer had for responsiveness. Once the Purdue model became the industry standard, many companies started using these network models to facilitate new I/O for safety systems, and it has over time become a standard for addressing ICT security as well.

Purdue provides a model for enterprise control, which end users, integrators, and vendors can share in integrating applications at key layers in the enterprise. Still, as we have shown in this chapter, the industry has moved from a stable bounded order informed by the Purdue model to a situation below where the network architecture is opening, providing new possibilities and configurations but also new risks. This is a similar movement from bounded operation and integrated operations to a more open-ended future with remote operations that introduces new possibilities but also challenges.

The first trend is the movement from confined bounded applications using horizontal integration to increased vertical integration between OT and IT by more and more hybrid types of integration. While the traditional OT systems were built from scratch using vendor-specific proprietary standards with almost esoteric and specialized proprietary OT competence, the new systems are more based on higher compliance with international standards, like OPC UA, and are gaining more off-the-shelf qualities. The development of the applications becomes standardized and uses standards often associated with admin IT systems, like Windows servers and TCP-IP. During this travel, OT was characterized by good bounded connectivity and poor connectivity to other systems. We are entering a situation with the emerging Industry of Things technologies where every piece of equipment and machinery can be connected to each other. In the old bounded days, risks could be decomposed and made controllable either by technology/boundary management or by competence (few people knew the OT systems to be able to hack them). When OT systems use standard protocols and technologies that have known weaknesses, new risks emerge in a potentially large ecosystem. New types of connectivity also create new vulnerabilities (USB sticks, phishing, laptops, and smartphones).

4 Discussion: Balancing Entanglement and Modularization

In our presentation of the infrastructuring process that characterizes the movement from integrated to remote operations and onward, we have stressed that it is due to many concurrent capabilities that developed in parallel and became bundled. It would be easy to focus solely on telecommunication and ICT that developed over this period. However, we have demonstrated that the development was more the consequence of a mobilization of many organizational and technical capabilities that
were configured in innovative ways over time by entangling different infrastructures, stakeholders, and interests.

We have shown that this process was a distributed and collective one. First, a diverse set of stakeholders influenced the infrastructuring process, but none were in complete control (cf: [5]). In addition, the “Zeitgeist,” which is the management mindset, and the operational models also shifted over time. The oil industry business got increasingly centralized along the way, and new organizational institutions and control/collaboration centers developed [9]. The nature of work and the human operator’s ability to assess physical phenomena “around check-and-report” also evolved, thanks to the improvement of remote sensing capabilities. Change in competence was substantial and so were the methods to address risk and understand the emerging situation. Over the years, we also saw a substantial development of petroleum engineering and change in design.

In Table 1, we outline the capabilities that concurred in each phase of this infrastructuring process. It is important to observe that while each phase succeeds in solving some problems that affected the previous one, it also unearths new, previously unexplored questions (cf. [21]).

One analytical implication of our study is a reframing of the role of control centers. Much literature has given prominent importance to control room-based work and technology configurations to perform remote monitoring (see, e.g., [34]). We however show that so-called control rooms (such as operation centers) are not bounded locales, but centers of calculations [11]. This conceptual shift is important because it emphasizes that control rooms are only the visible part of a broader sociotechnical process where knowledge circulates, transforms, is aligned, and accumulates over time.

More in general, our study runs counter the rhetoric of modularization as key enabler of digital innovation. The literature on digital transformation often heralds the importance of the modularization of digital services and the associated capabilities [35, 36]. The story of innovation that we have told in this chapter challenges this view. Although we have seen that technological optimism tends to resurface in the energy sector, the transition toward remote operations is much more than a story about exploiting the properties of modularization allowed by digital technologies. Rather, it is one where heterogeneous factors have become bundled over time and aligned with different actors and agendas over time. Infrastructuring is a useful lens to understand the process of aligning the new capacities with the existing tools, work practices, and the corporate and societal institutional arrangements that started with IO first and continued with remote operations. This evolution is not characterized by clear-cut boundaries or modules. Although a degree of modularization is obviously present, at the same time, the gradual yet increasing entanglement of the infrastructure with internal and external systems, stakeholders, and agendas played a key role. Paying attention to how the modularization is balanced by entanglement over time is important on the analytical level to better understand the success of some innovation processes. This observation subscribes to the literature in information systems stating that digitalization is hardly complete transformation, but a process that build on the existing sociotechnical configurations. For example, the experience
Table 1 Types of capabilities developed as part of each phase in the evolution of offshore operations

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational model</td>
<td>Local self-contained units and practices (IO generation 0). Assets have resources to manage on their own</td>
<td>Emerging ICT infrastructure enables integration across spatial and disciplinary boundaries. IO enable centralization of limited personnel resources; local assets lose control of resources</td>
<td>Tighter integration across boundaries and operations becomes possible from anywhere. Tight centralization with support and competence centers and lean and small local assets</td>
</tr>
<tr>
<td>Zeitgeist</td>
<td>Build and develop the oil industry in Norway</td>
<td>Develop a distinct Norwegian IO O&amp;G approach that could be exported</td>
<td>Digitalization, development of digital platforms, and services that are scalable</td>
</tr>
<tr>
<td>Management mindset</td>
<td>ICT necessity but a cost with no substantial business value</td>
<td>Move from viewing IO as technology optimism to becoming a factor in change management; create a value potential competitive edge and new operating model</td>
<td>Digitalization becomes a transformative force and a precondition for the business and future operations. “Data is the new oil”</td>
</tr>
<tr>
<td>Work practices/human involvement in tracking oil and equipment phenomena as “check-and-report”</td>
<td>Human sensors (operators) in the field supervising the technology with a bounded and simple control room. Work is sequential, slow pace with few possibilities for sharing data and developing real time communication, tied to the local</td>
<td>Human sensors in the field but with more smart instrumentation and hand-held ICT. Increased use of onshore resources and collaboration centers Videoconferencing, digital field workers Collaboration centers Real-time information and collaboration across boundaries</td>
<td>Partly or fully remotely operated. High degree of instrumentation replaces humans in unmanned periods. Dependent on new sensing capabilities via fixed or movable sensor platforms (drones) operated from a remote control room/function Increasingly digital check-and-report. Loss of the local or re-representation of the local in technical terms (real-time feeds, digital twin)</td>
</tr>
<tr>
<td>Competence</td>
<td>Bounded in space in separate disciplines and sites (onshore/offshore) often within the company</td>
<td>Opens up to become more multidisciplinary across domains and competence. New</td>
<td>Multidisciplinary in character, more need for understanding models and inferences of the machines</td>
</tr>
</tbody>
</table>

(continued)
with IO was a crucial precondition to the rather quick uptake of digitalization in remote operations. Our story thus illustrates that the installed base of the infrastructure [6] matters significantly and its role in directing subsequent innovation should not be underestimated in theories of digitalization.

Finally, our analysis challenges views of firm-centric innovation in favor of a data economy-based innovation. The infrastructuring process that we have described encompasses constellations of stakeholders (such as energy companies, service organizations, regulatory agencies, and other interest groups) that operate at the interlinks of the infrastructures that get entangled with one another (see also [5]).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ICT development and standardization</td>
<td>Bounded IT infrastructure, poor integration Telex, fax, telephone, low-bandwidth satellite communication</td>
<td>Fiber-optic networks, standardization of data transfer, fusion of ICT technologies (XML, PRODML, OPC)</td>
<td>IoT, AI, integration between OT and IT systems, Industry 4.0, platforms, big data, digital twins. Development of cloud-based digital platforms and APIs for sharing data</td>
</tr>
<tr>
<td>Petroleum engineering/design</td>
<td>Traditional design where process complexity and system design defined operational concept and model. ICT treated as a simple sub-delivery in the project with little understanding of potential value</td>
<td>ICT is becoming an important element in petroleum engineering when building new fields, is focused on integration, and could enable new ways of working and influence operational concept and design of technical systems</td>
<td>Operating model and digitalization/ICT infrastructure become the basis for petroleum engineering and what is needed in the facility Simplification of design and higher degree of automation</td>
</tr>
<tr>
<td>Models and centers of calculation</td>
<td>Theories and models formalized in software (i.e., sand management, condition-based monitoring, model predictive control) but bounded. Few models, dependent upon local settings and practices. Lack of computable standards and access across distance</td>
<td>Domain-specific models become accessible across distance and improved with real-time data. Enabled standardization and movement from the local to the central location and distributed collaboration with some predictability</td>
<td>Models become the premise for operations in most domains and for scalability. Models and predictive capabilities integrated in real-life phenomenon with real-time data across time and space</td>
</tr>
</tbody>
</table>
a result, it involves the energy sector as a whole, as opposed to one or few innovative firms. This trend seems to become more apparent as we enter a phase in which sector-wide IT architecture (e.g., Purdue) and data collection (e.g., IoT) standards dominate. A compelling example of this transition from firm- to data economy-centric innovation is the development of oil and gas software, which used to be dominated by large companies like Schlumberger. It is interesting to see how this company has developed along these same three phases we describe. Schlumberger started in a bounded space where the business model was dependent upon selling domain-specific software to the oil and gas clients. All proprietary software development was done inhouse. From 2007 to 2008 onward, they developed their Ocean platform, where users that had Petrel licenses could develop apps that worked inside the Schlumberger software portfolio. Opening the application program interfaces (APIs) of Petrel made it possible to build on their existing platform, develop a proprietary customer ecosystem, and keep the existing revenue model plus introduce a new with the Ocean App Store. Schlumberger opened the ecosystem to a certain extent for collaboration in software development with major customers and sub-vendors. This opening of boundaries is similar to what we saw with IO. However, recently, their revenue and software development model are changing. Schlumberger now supports the development of a vendor-neutral environment for the development of an open data platform and ecosystem. The OSDU initiative was initiated by their major competitor Halliburton Landmark. This is an open ecosystem where neither Landmark nor Schlumberger has architectural control of the software development. Nobody could have foreseen that Schlumberger would join this open ecosystem 5 years ago.

5 Conclusions

The main contribution of this chapter was to (1) understand the emergence of capabilities for remote operations as an historical process where (2) capabilities become bundled as the infrastructure entangles with other infrastructures and interest groups.

A corollary of our analysis relates to the importance of historical reconstructions: we believe that studies of digital transformation should rely on a longitudinal perspective on the factors that led to the current innovations in the industry. To do this, methods such as researching document archives or retrieving digital traces should not be underestimated.

1 https://www.ocean.slb.com/en
2 The Open Group Open Subsurface Data Universe (OSDU) Forum delivers an open-source, standards-based, technology-agnostic data platform for the energy industry that stimulates innovation, industrializes data management, and reduces time to market for new solutions. See also https://osduforum.org/about-us/who-we-are/osdu-mission-vision/
To conclude, we are aware that our analysis was limited to a Scandinavian context. Other aspects might emerge from the study of digital transformation in the energy industry in other parts of the world, such as the United States or South-East Asia. However, we believe that our main contribution is still applicable, although with different observations in relation to, for example, the role of regulatory agencies.
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The Norwegian Mobile Telephony and Internet Markets

Harald Øverby and Jan A. Audestad

Abstract Norway has been a pioneer in the development and adoption of the Internet and mobile telephony technologies. Already from an early stage, Norway was involved in research, development, and testing of initiatives such as the ARPANET project and the Nordic Mobile Telephone (NMT) system. Today, access to the Internet and mobile technologies—including smartphones—is globally widespread. The major objective of this chapter is to describe how the market for the Internet and mobile telephony in Norway has evolved since its inception in the 1970s until today. The historical and current market structure of telecommunications is discussed. Moreover, the chapter investigates the role and significance of mobile virtual network operators (MVNOs). Finally, the chapter examines the regulations imposed by the Norwegian Communications Authority (Nkom) on dominant stakeholders in the Norwegian telecom market.

1 Introduction

The Internet and mobile telecommunications are the two chief enabling technologies underpinning the digital economy. The early version of Internet—put into operation in 1969—evolved from the ARPANET project initiated in 1966 [1]. Advanced Internet protocols were developed in the 1970s. Throughout the 1980s, the Internet was mainly used by the military, research organizations, and universities. However, following the commercialization of the World Wide Web (WWW) in 1993, the Internet was quickly adopted by the public. Today, more than 50% of the world’s population has access to the Internet, and almost 100% of the Norwegians has access to the Internet [2].

The first-generation (1G) automatic cellular mobile telecommunications network was launched in the Nordic countries in 1981. It was replaced by the
second-generation (2G) mobile network (GSM) in 1991, supporting fully digital
transmission of voice and data. Data rates were significantly improved with the third-
generation (3G) mobile network (UMTS) launched in 2001. Today, many countries
have fully deployed the fourth-generation (4G) mobile network (LTE) and are
currently in a transition phase to the 5G mobile network.

Norway has been a pioneer in the development and adoption of these technolo-
gies. Today, close to 100% of the population in Norway has access to the Internet,
mobile telephony, and mobile broadband. Moreover, the Internet is accessed mostly
using wireless terminals, such as laptops and smartphones.

This chapter investigates the evolution of the Internet and mobile telephony
access in Norway. New market actors, such as virtual operators, are discussed
along with historical and current regulations.

The rest of the chapter is organized as follows: Sects. 2 and 3 present a brief
overview of Internet technology and cellular mobile technology evolution, respec-
tively. Section 4 presents the adoption of Internet access and mobile telephony in
Norway from a historical point of view. Section 5 discusses the telecommunications
market structures, including the de-monopolization of this market that took place in
1998. Section 6 presents how the de-monopolization has opened for two new market
actors: the resellers and the virtual network operators (VNOs). The regulation of the
telecommunications markets is discussed in Sect. 7. Finally, Sect. 8 concludes the
chapter.

2 Internet Technology Evolution

The major goal of the ARPANET project was to build and demonstrate a data
communication network based on packet switching. It was also the first communica-
tion network to implement the TCP/IP protocols—later to become the key pro-
tocols of the Internet. The ARPANET project was funded by the US Department of
Defense and launched in 1966. Packet switching was a novel technology at that time,
challenging the established circuit switching technique used in telephone networks.
The two key advantages of packet switching over circuit switching were efficient
resource sharing and resilience against node and link failures [3]. Some scientists
and engineers doubted packet switching could be implemented due to its
complexity.

In 1969, the ARPANET project built an experimental packet switched network
connecting a few computer sites. In subsequent years, the ARPANET was refined
and expanded to the network shown in Fig. 1. The first international connection in
the ARPANET was to Norway via a satellite link in 1973.

Why Norway was the first country outside the USA to be interconnected to
ARPANET may seem strange. The reason was the Cold War and the need for
monitoring test activities with nuclear weapons, in particular, in the USSR. A
seismic array was built in Norway for this purpose, and data from possible test
activities was sent to the USA. One and a half years later, ARPANET terminals were
The ARPANET in 1974. Note that the first node outside the USA was at Kjeller in Norway. The figure is adapted from [4].
established by the Norwegian Defence Research Establishment (FFI) and the Telecommunications Research Establishment (TRE) as the first non-military terminal outside the USA. These terminals were also connected to the American network over satellite links. This brought Norway to the forefront of early packet data research, soon also involving research groups at the University of Oslo.

ARPANET was the predecessor of the Internet in which the key technologies in the current Internet were developed and tested. This includes packet switching, protocol layering, and the TCP/IP protocol suite [1]. Many of the early services of the Internet, such as e-mail and file transfers, were also first developed and tested on the ARPANET. The ARPANET was decommissioned and replaced by NSFNET in 1990 and became the first part of the current Internet.

The early Internet was mainly used at universities and research establishments. The network was hardly known outside these circles until the World Wide Web (WWW) was commercialized and taken into use by several telecommunications carriers in 1993, thereby becoming available to the public. The WWW technology had been invented by Tim Berners-Lee at CERN already in 1989. However—since it was not invented by the telecommunications industry—it took a long time until they discovered the potential the new technology would have for the data communication market, a market the carriers had strived to build up for more than a decade without succeeding.

3 Cellular Mobile Technology Evolution

The development of public cellular mobile technologies started in the 1970s. As of 2021, five generations of mobile systems have been developed and deployed, illustrated in Fig. 2. Observe that there are approximately 10 years between each generation of mobile technology—this denotes the approximate time needed to research, specify, standardize, and develop the technology. Even though 5G technology has been launched and is currently in deployment (2021), the development of the sixth-generation mobile technology has already begun. Each generation of mobile technology builds on the previous generations, and both enhance existing functionalities and add new functionality. For instance, the fifth-generation mobile technology adds functionality to support the evolving Internet of Things (IoT) devices.

Altogether, five generations of mobile systems have been developed:

Fig. 2 Overview of the generations of mobile technologies and their year of release
• **First generation (from 1981):** This includes the NMT (Nordic countries), TACS (UK), Radiocom 2000 (France), and C-Netz (Germany) offering only analogue telephony. These systems supported primitive roaming capabilities, though the more advanced methods used in NMT became the basis for the more sophisticated roaming capabilities of GSM.

• **Second generation (1991):** 2G (GSM) offering digital telephony, data communication at speeds up to 10 kilobits per second (kbps), and short message service (SMS) over signaling channels. GSM was designed for automatic international roaming and non-disruptive handover when the mobile terminal moves from the coverage area of one base station to the coverage area of a neighboring base station during conversation.

• **Third generation (2001):** 3G (UMTS) is a dual system offering packet radio services at a data rate of 128 kbps (initially) for Internet services and narrowband GSM services for telephony and SMS. The architecture consists of two separate network architectures for data and telephony but using the same radio interface based on spread spectrum technologies. 3G is an extension of both the Internet and the telephone network.

• **Fourth generation (2009):** 4G (LTE—Long-Term Evolution) is an extension of the Internet offering only packet radio services including voice over IP (VoIP), narrowband data, broadband data, and streaming services over a dynamic mix of narrowband and wideband data channels. Interconnection with the fixed telephone network is via conversion units at the interface between the telephone network and the 4G network.

• **Fifth generation (2018):** 5G is based on 4G but offers new features such as very high data rates, edge computing (cloud computing close to the mobile user, e.g., in the base station, to reduce latency), network slicing (allowing independent providers to operate simultaneously over the same infrastructure offering complex services to the same user), and connection of millions of remote sensors and other devices. 5G will be one of the basic technologies of the Internet of Things.

### 4 Internet and Mobile Telephony Access Adoption

Figure 3 shows the percentage of the population in the age span from 9 to 79 years having access to the Internet for Norway and the world. Observe that Norway adopted the Internet exceptionally quickly in the years 1998–2008. The Norwegian market for Internet access became saturated in 2012 when 95% of the population had access to the Internet. In 2020, about 98% of the population has access to the Internet in Norway.

Figure 4 shows the number of cellular mobile subscriptions per 100 inhabitants. Observe that the Norwegian market became saturated in 2008. In comparison, the world market passed the world’s population in 2019, even though there still exist countries in which mobile cellular subscriptions are not widely adopted. The obvious reasons are that, in the developed world, some people have more than one
subscription—e.g., one for private and one for work—and that mobile phones are used in autonomous communications equipment in machines and infrastructures. However, access to mobile cellular (voice) technology is more widespread than access to the Internet. Norway is a pioneer in the adoption of the latest generations of mobile technology, including 4G and 5G (see Fig. 5).

The number of fixed telephone subscriptions in Norway has declined since the early 2000s. Today, there are less than seven fixed telephone subscriptions per

Fig. 3 The Norwegian and world Internet access. Data is collected from [2, 5, 6]

Fig. 4 The Norwegian and world mobile cellular subscriptions per 100 inhabitants. Data is collected from [2]
This shows that mobile technologies have been replacing the fixed telephone service for quite a while. The same trend can also be observed on a global scale.
5 Telecommunications Market Structures

The telecommunications industry has undergone an evolution in market structure from monopoly to competition market as illustrated in Fig. 7. This process is referred to as the de-monopolization of the telecommunications market. Other often used terms are market deregulation and market liberalization. The evolution in Europe took place in three steps [7]:

1. The market for retail sales of user equipment was opened for competition during the period 1985–1987 (Sect. 5.1).
2. Competition was introduced for mobile network operation, first in the UK (1982) and about 10 years later in other European countries (1991) (Sect. 5.2).
3. Full competition on all aspects of telephone network operation in Europe was introduced in 1998 (Sect. 5.3).

Note that this is the evolution of the telecommunications industry and not the Internet service industry. The industry producing Internet-based services has always been open for a global competition. This competition has produced a few digital monopolies, such as Facebook, Apple, and Google, and governments are now attempting to regulate these monopolies to foster more competition and innovation on the Internet.

Traditionally, most telecommunications operators in Europe were state-owned monopolies. In Norway, Televerket (Norwegian Telecommunications Administration) had this monopoly position until 1998 when all aspects of telecommunications were de-monopolized. The evolution toward de-monopolization took place simultaneously in EU and associated European countries (the EEA). Since the evolution in Norway followed the same evolution as the rest of Europe, the general evolution(23,595),(995,937)

![Fig. 7 Evolution of the telecommunications business [7]](image-url)
technology used prior to the 1980s (electromechanical telephone exchanges interconnected by coaxial cables and radio relays) had an economic lifetime of several decades, often as much as 50 years. Therefore, it was deemed inefficient to allow several telecommunications carriers to build their own communication networks delivering the same set of services. Telecommunications was then regarded as a natural monopoly.

The state monopoly owned the network, offered the few services supported by the network, and sold or rented out telephones, local switchboards, data modems, and other terminal equipment. Consumers usually had one choice concerning network provider, telecommunications service, and type of user equipment. The governments also decided the charges the subscribers had to pay for subscriptions and use of the services.

During the late 1980s, it was questioned whether it would be better to open up for full competition in telecommunications considering the rapid evolution of digital networks and digital switching, the growing need for computer communications, and advances in mobile network technologies. This came at the same time as the internationalization of the industry started in general. Many companies expanded to become international corporations with factories in several countries. This evolution also triggered the governments to consider opening national monopolies for full competition to enhance innovation and making services and industrial products cheaper for the consumers. De-monopolization and the belief in free markets became the *zeitgeist* of the late 1980s. However, the process to transform the monopolistic telephone operators into competitive businesses in a competitive market took a long time because new competition laws and market legislation had first to be put in place and enough time had to be allowed for the monopolies to reconfigure their business models to face a situation where they had to fight for market size and revenues.

### 5.1 De-monopolization of User Equipment

In the early 1980s, the first public data networks were put into operation, and the first automatic mobile networks were up and running. The number of different types of user equipment had exploded, and the monopolies were too bureaucratic and too inexpert to handle this profusion of new equipment. Responding to this, starting from about 1985, the authorities opened the sale of user equipment for free competition; however, the equipment had to be approved by the telecom operator or a separate regulatory authority before the new device could be connected to the network to ensure that the equipment met international and national performance standards.

The number of independent retailers of various types of user equipment grew rapidly, in particular, for sales of ordinary telephones and mobile phones. An important offspring of the deregulation was that the telecommunications operators no longer owned the telephone apparatus, the data modem, or the local switchboard at the user premises as they did before sale of user equipment was opened up for
competition. This equipment was regarded as a technical extension of the network and, as such, an integral part of the network. After the deregulation, the operator’s responsibility and ownership of equipment ended at the network interface device (NID) on the wall of the house; this technology is often referred to as “wire-to-the-wall” and, in the optical age, “fiber-to-the-premises.” The manufacturers could now build the data modem into, for example, computers, fax machines, and copying machines. This simplified the use of data communications but had little impact on the number of users of data communications until the Internet was incorporated in the portfolio of the telecommunications operators in the mid-1990s.

The first regulatory authorities were established during this period to ensure fair competition and to avoid that the telecommunications monopolies misused their market power to hinder other retailers to establish their independent businesses. The predecessor of the regulatory in Norway (Nkom) was established in 1987. The regulatory authorities also issued licenses for sale of equipment and followed up that the retailers had access to enough technical expertise for installation and maintenance of equipment.

5.2 De-monopolization of Mobile Network Operations

In 1981, the Nordic Mobile Telephone (NMT) had just been put into operation in the Nordic countries. NMT was the first cellular system offering automatic roaming and undisruptive handover of calls when the mobile terminal moved into a new cell. Already in 1982, NMT was about to become the preferred common European land mobile system. British Telecom participated together with the Norwegian Telecommunications Research Establishment (now Telenor Research) preparing the NMT for implementation in the UK. France declared that they also would choose NMT if the UK did so. Germany had decided to build their own system (C-Netz) but promised to build an “NMT highway” through the country to interconnect “NMT countries.”

In 1982, Prime Minister Margaret Thatcher and her government decided that there should be full competition on mobile communications in the UK with two independent operators. This implied that the UK had to choose a system other than NMT; otherwise, one of the competitors would have too big advantage. Europe was then left with four incompatible automatic land mobile systems: NMT in Norway, Finland, Sweden, Denmark, Iceland, Spain, the Netherlands, and Switzerland; TACS in the UK and Ireland; C-Netz in Germany; and Radiocom 2000 in France.

This was, in fact, the major incentive for the Netherlands to suggest in 1982 that Europe should develop a new pan-European digital mobile system—the Global System for Mobile Communications (GSM). GSM was originally an abbreviation for the name of the group developing the technology—Groupe Spécial Mobile. In 1992, the GSM system was put into operation, and EU and EFTA decided that each country should have at least two competing land mobile networks. GSM was an ideal place where the de-monopolization of telecommunications could start. In
Norway, this resulted in two operators: NetCom (now Telia Norway) and one subsidiary of Televerket (now Telenor Mobil). Both operators commenced operation in 1992.

GSM was a completely new network where all operators had to build the network infrastructure from scratch. The new infrastructure consists of base stations, telephone exchanges supporting entirely new functions, and entirely new databases for subscription handling and location management. The only advantage the telephone monopolies had was transmission lines that could be used to interconnect the new devices, thereby reducing the need for investments in basic infrastructure; however, by simple regulatory requirements, all mobile operators in the region had equal opportunities to lease such lines from the monopoly operator for the same price as a subsidiary of the monopoly operator.

Televerket, and all other European telecommunications operators, continued as monopolies offering fixed telephone services. Hence, from 1992 onward, consumers could choose between at least two providers of mobile telecommunications services in Europe, while fixed telephone services and data communication were still restricted to the offers of the monopoly operator.

A mobile operator established in one country could now also establish subsidiaries in other countries, thereby increasing the market of potential subscribers and, as a result, enhancing its business prospects and boosting its financial value. Several mobile telecommunications companies then rapidly developed into large international conglomerates.

5.3 De-monopolization of All Telecommunications Operations

In 1998, the EU opened all aspects of telecommunications for full competition. The process toward full deregulation had started already in 1987 by the Green Paper on the Development of the Common Market for Telecommunications Services and Equipment. The earlier monopole operator was referred to as the incumbent operator.

Note that in 1998, fixed telephone services were still regarded as the most important business in the telecommunications industry despite that mobile phone and data services were growing rapidly. More than 20% of the Norwegian population owned a mobile phone at that time.

Mobile communications had already been de-monopolized as described above, and the Internet had existed for several years as an independent network not owned by anyone. In 1998, Internet had just started to be included in the business portfolio of the telecommunications operators in Europe but was still regarded as a rather minor addition to their portfolio. Almost unrecognizably, the Internet had started to replace the X.25 data network as carrier for data communication services, in particular in Norway, where Telenor sponsored communication lines for
interconnecting universities and research establishments with high-speed Internet connections. Telenor Research was in the forefront of this evolution.

While the network operators could levy differentiated charges on the services offered by the telephone network (local calls, long distance calls, international calls, calls to value added services, and so on), it turned out that this was not possible for Internet services. The revenue basis of the telecommunications industry was about to change.

Both the Internet and the mobile phone have altered the business landscape of telecommunications entirely. Now, about 20 years after de-monopolization, the fixed telephone service is about to be replaced by cellular mobile networks, and the telephone service, fixed or mobile, is itself soon incorporated as one out of numerous data services on the Internet using voice over IP technology. By the end of 2020, only about 7% of the population in Norway had a subscription for fixed telephony. The number of subscriptions is still decreasing by about 13% per year. The fixed telephone service in Norway will disappear entirely in 2024. The service has been replaced by telephony over mobile networks and VoIP over broadband cable networks.

The deregulation process took several years because the telecommunications network was regarded as a public utility that was best served by the old state monopolies (the incumbents). Moreover, it was a long and difficult process to establish the rules and procedures for regulating the market so that new entrants had a fair chance to compete with the incumbents.

After 1998, anyone in the EEA could become a network operator, service provider, or retailer of user equipment. However, the stakeholders in this market were subject to some regulatory restrictions related to the competition between network operators—including virtual network operators—on price, performance, customer care, and quality of service. These regulations included mandatory cooperation between network operators to ensure full connectivity between users of competing networks at reasonable prices and quality of service and non-discrimination of application service providers accessing the network, in particular, preventing network operators from giving advantages to application service providers owned by themselves.

To understand the present situation, it is important to note that the deregulation of 1998 had to do with the telephone network only. The driving force for the de-monopolization was the political idea that a competitive market would be more efficient and offer lower prices than the monopoly. This conclusion may be true for fixed and mobile telephone operation, but the development of Internet services has shown that this is not always true. A concern for policy makers now is that free competition has led to the undesirable situation that several companies in the data or Internet business have had a tremendous increase in market value and revenues during the last few years. Some of these companies have also become ad hoc monopolies in their market segments (e.g., Google, Facebook, and Netflix) by acquisitions of competitors. These companies also benefit from strong network effects, thereby resulting in robust lock-in barriers for users. Moreover, several of these companies are true global companies. They can operate from anywhere in the
world, place their equipment in any country, offer services to anyone and anywhere, and relocate their equipment and headquarter at short notice to avoid interference from authorities. This makes these companies hard to regulate and control.

The deregulation of telecommunications has also generated a new form of competition in the global telecommunications industry. Until 1998, the old monopolies existed within a single country, but after 1998, these companies could also start operations in other countries. Making the situation even more complex, two new types of operators have arrived: resellers and virtual network operators.

6 Resellers and Virtual Network Operators

Resellers and virtual network operators (VNOs) are two stakeholders in the telecommunications market that are direct results of the de-monopolization of this business area. The resellers buy bulk traffic capacity and call time from telecommunications carriers and resell it to their customers with profit. Reselling is particularly popular in the mobile market. The reseller does not own any network infrastructure. In the mobile market, they may issue their own SIM. The profit is generated from discounts they obtain by buying large quantities of traffic capacity and by combining telecommunications services with other services or goods, e.g., service packaging, price profiles, and value-added services.

The reseller is the single point of contact for their customers independently of the operators from which the reseller buys traffic capacity. The resellers are in control of their own systems for customer care, billing, marketing, and sales, either owning these facilities themselves or outsourcing them to specialized providers of such services. The mobile market was opened for resellers in Europe in 1992, just after the first GSM network was put into operation. As of February 2020, there are 13 resellers in the Norwegian market, including Chilimobil and Atea [8].

The virtual network operators buy access to the network infrastructure of network operators (NOs) owning their own network. The most common VNOs are the mobile virtual network operator (MVNO). They deliver services to their customers using the radio network infrastructure of mobile network operators (MNOs) owning base stations and other mobile network infrastructure. Lyca Mobile is an example of an MVNO operating in the Norwegian market. The MVNO issues its own SIMs, operates its own Home Subscriber Server (HSS) for subscription and location management, and has at least one Internet gateway router and/or telephone gateway exchange for access to the network of the MNO. The configuration is shown in Fig. 8 for an MVNO offering 4G services. Data packets from the mobile terminal are then routed from the base station via the gateway router (GW) into the Internet, and data packets coming from the Internet are routed to the gateway router before they are routed into the network of the MNO and delivered to the mobile terminal over the base station.

What makes the MVNO different from a reseller is that the MVNO owns some network infrastructure, while the reseller does not. The actual MNO serving the
MVNO is not visible for the customers, and the MVNO has roaming agreements with other MNOs independently of the MNO serving the MVNO.

MVNOs are particularly interesting because there are so many of them. The first MVNO (Sense Communications) was established in Denmark in 1997 and in Norway and Sweden in 1999. In 2014, there were 943 MVNOs worldwide.

The number of MNOs in a region is limited by the amount of radio spectrum available, and the dominating mobile operators in EEA are obliged by EU directives to offer services to both resellers and MVNOs to enhance competitions in the mobile market. The effect of competition with MVNOs may not be obvious. Initially, there was strong resistance from mobile network operators (MNOs) to allow mobile virtual network operators (MVNOs) into their networks. They were afraid of increased competition without really appreciating the difference between market share and revenue share. The size and value of mobile operators are measured in terms of market shares and not in terms of revenue shares.

Figure 9 shows the case of two competing network operators (MNO1 and MNO2) and an MVNO leasing infrastructure from MNO1. The MVNO pays a leasing fee to MNO1 for using its infrastructure.

The effect of the MVNO is illustrated by the following simple numerical example, illustrated in Fig. 10: Suppose that the market consists of 3 million subscribers and is equally shared between the two MNOs before the MVNO enters the market. The revenue per user is 1000 money units. Then the revenue for each of the two MNOs will be 1.5 billion money units initially.

At some time after the MVNO entered the market, the two MNOs and the MVNO have 1 million subscribers each generating 1000 money units each; that is, MNO1 and MNO2 have both lost 0.5 million subscribers to the MVNO. Supposing next that the rent the MVNO must pay for using the network of MNO1 is 500 money units per subscriber, then the revenues of MNO1 will be 1 billion from own subscribers plus 0.50 billion from the MVNO; that is, the revenues of MNO1 are 1.5 billion money units. The revenues of MNO2 are 1 billion money units.

Compared to the situation that existed before the MVNO entered the market, the revenues of MNO1 have stayed the same, while the revenues of MNO2 have become...
0.5 billion money units smaller. This simple example shows that even if the MVNO is winning many customers from MNO1, housing the MVNO may still be a good business for MNO1 since a large proportion of the revenues of the MVNO is fed back to MNO1 in the form of network leases. Some of these revenues are revenues lost by MNO2 to the MVNO. The result is that MNO2 always loses both market share and revenues.
7 Regulation on the Norwegian Telecommunications Market

The Norwegian Communications Authority (Nkom) is responsible for regulating the Norwegian telecommunications market. Nkom is a member of the Body of European Regulators for Electronic Communications (BEREC), which fosters regulation of digital markets in Europe. Nkom enforces the Electronic Communication Act. The most important task is to ensure fair competition in the mobile market. The purpose of regulating mobile and other telecommunications markets is [9]:

- To avoid market failure such as formation of monopolies
- To foster fair competition
- To secure that the users have correct and adequate information about the market
- To ensure affordable access to the ICT infrastructure, thereby satisfying collective needs of the public
- To protect individuals against unethical business conduct and abuse of personal data
- To promote professional and ethical conduct of market participants
- To stimulate peer-based service innovation and development of new technologies

The regulations apply to fixed and mobile network operators, user access providers, Internet service providers (in particular net neutrality), application service providers, and content providers. The mobile access market is, by far, the most complex market to regulate. In contrast, the regulation of the Internet is mainly to ensure that net neutrality is fulfilled. In Norway, the telecommunications market is regulated by the Norwegian Communications Authority (Nkom).

When Europe opened for full competition of mobile communication in 1992, one of the first companies in each European country to establish itself as a mobile network operator (MNO) was the operator owning the entire telecommunications infrastructure of that country—also called the incumbent. Televerket (now Telenor) was the incumbent in Norway. The incumbent had thus an enormous initial market power. To reduce the market power of the incumbent as MNO and allow fair competition, the authorities required that:

1. The MNO had to be commercially separated from the other business areas of the incumbent, including prohibition of cross-subsidizing
2. The conditions for connecting the mobile network to the fixed network infrastructure of the incumbent and lease of infrastructure components (e.g., to interconnect base stations and exchanges) had to be the same for all MNOs, including the incumbent’s own MNO

The MNO must have access to exclusive slots in the radio-frequency spectrum. One of the important tasks of Nkom is to allocate and supervise the use of the radio spectrum in Norway. The amount of spectrum allocated for mobile communications is scarce, and there is room for only a few MNOs in the same region. Fair competition for frequency resources is achieved by dividing the spectrum into
slots and then auctioning each slot to existing or new operators. This allows only a few MNOs in each country. To increase competition, the market is also opened up for resellers and mobile virtual network operators (MVNOs) as described above. One task of Nkom is to supervise that MVNOs and resellers meet fair competition in the mobile market.

Hence, the mobile market is an oligopoly with just a few MNOs in each country. Some MNOs, including the incumbent, may have market power big enough to take actions that alter competition or establish new market rules. These are referred to as dominating MNOs. The main objective of market regulation is then to hinder that dominating MNOs misuse their market power to push competitors out of the market, to hinder new entrants to enter the market, or to unduly exploit the customers by overcharging. In Norway, there are 2 dominating operators and 15 small ones, mostly resellers and MVNOs. The dominating MNOs are Telenor Mobil and Telia Norway with market shares (2020) 49% and 37%, respectively.

Sections 7.1–7.6 provide a list of competition problems that may arise in the mobile market and must be mitigated by market regulations (based on the Annual Report of Nkom, 2020).

### 7.1 Denial of Interconnection

MNOs are value networks. The value proposition of the value network is to support mediation services within the same user group or between different user groups (multisided markets). MNOs benefit from interconnecting with other national or international MNOs and fixed networks to make their network of relationships between users as big as possible. Full interconnectivity in the international telephone network is also governed by rules set up by the International Telecommunications Union and universally endorsed by the member countries. These requirements apply to both fixed and mobile telephone networks.

However, an MNO with dominating market power may squeeze new entrants out of the market by denying them interconnection or call termination. This means that users of the new entrant cannot call users of the MNO, thereby reducing the value perceived by the users of new entrant dramatically. This conduct is also referred to as denial of traffic termination. One of the responsibilities of the Nkom is to supervise that such actions do not take place.

### 7.2 Excessive Pricing

The terminating MNO is in a kind of monopoly situation since this is the only network in which a particular call can end up (i.e., where the called user lives or are temporarily located). This allows the terminating network to decide the price for connecting the called user, a price the calling network (and the user) must accept. If
the price claim is not accepted, the call is rejected by the terminating MNO. The terminating MNO may then be tempted to levy excessive charges. To avoid such behavior, the regulator may set a price cap for call termination, making the prices more predictable for the user. However, lower bilateral termination prices may be negotiated between MNOs to support roaming users.

In Norway (and in the EEA), excessive pricing is avoided by the price cap method; that is, the termination price of all MNOs in the EEA region must be equal to or lower than the price cap set by the national regulator. Outside the EEA, there are several countries in which the termination price is not regulated and can be set independently by the termination MNO.

7.3 Cross-Subsidizing

Cross-subsidizing means to charge excessive prices for one service (the subsidizing service) and to use the additional earnings to reduce the charges for another service (the subsidized service). The major source for cross-subsidizing in the telecommunications market is high termination charges. These earnings may be used to subsidize another service and thereby obtain competitive advantages for that service.

Cross-subsidizing may, to a large extent, be avoided by price-cap regulation of call termination charges as explained above. Cross-subsidizing between fixed and mobile network operation is avoided by requiring that the subsidiaries offering fixed and mobile services are commercially separated.

7.4 Price Discrimination

The terminating MNO may charge lower termination charges for calls from MNOs belonging to the same group (e.g., a subsidiary in another country) and from other MNOs with which the terminating MNO has particular agreements (e.g., bilateral roaming agreements). Such practice may upset competition and should be avoided by regulations.

Price discrimination may also be used for cross-subsidizing by charging low termination charges from own subsidiaries and higher charges from other MNOs.

7.5 Lock-In of Customers

Customers may be locked in by contractually binding the customer for a period of time and to enforce economic penalties if the customer leaves the provider before the end of the contractual period. This may be done by offering cheap mobile phones and services to customers who accepts the contract and mobile phones for market
price for those who do not. This is standard competition behavior and is not subject to regulation. Another method is SIM lock where the mobile phone will not accept a SIM from a competing MNO until the lock has been removed. The regulator may set an upper limit for the duration of the SIM lock period or not allow SIM lock at all. In Norway, the operator may apply SIM lock for up to 12 months as part of the subscription.

7.6 Non-price Discrimination

There are also several factors other than price that may twist competition in an undesirable direction. Examples are:

- Dragging out interconnection negotiations, thereby slowing down the market growth of the competitor.
- Deliver insufficient interconnection specifications, also slowing down competition or making interconnection more expensive for the competitor.
- Deliver stripped down functionality, thereby disallowing the competitor access to some interconnection services.
- Reduced quality of technical interfaces (e.g., throttled data rate, slow connection establishment, long latency, and so on).
- Unwarranted requirements (e.g., liabilities in case of network failures).
- Negotiating the interface between MVNOs and MNOs is particularly complicated because it includes both commercial and technical aspects that are much knottier than the interconnection of ordinary MNOs.

8 Conclusions

The Internet and mobile telephony are two enabling technologies for the digital economy. Norway has been a pioneer in the development and adoption of these technologies. This chapter has examined the historical evolution of these technologies and how they impact digital markets. In particular, the transition from national monopolies to competition markets in the telecommunications sector had profound impacts on consumer prices, quality, innovation, and technology development. To ensure fair competition, national regulations are needed.
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Digital Transformation in Renewable Energy: Use Cases and Experiences from a Nordic Power Producer

Liyuan Xing, Gleb Sizov, and Odd Erik Gundersen

Abstract The electric power system is changing. The changes include the integration of renewable resources, such as wind farms and solar plants, making the grid smarter so that it can react and adapt to changes and increase customer engagement. These changes of the power system have radical effects, which can only be tackled if it is digitized, so digital transformation of the power system is of paramount concern.

Electrical energy management systems are therefore an integral part of the digitization process. Such systems typically provide the fundamental information and computation capability to perform real-time network analyses, to provide strategies for controlling system energy flows, and to determine the most economical mix of power generation, consumption, and trades. Currently, the maturity of digitization is at different levels for various parts of the electrical power system. Machine learning has been suggested as a tool for making smart grids that can adapt to sudden changes and long-term distributional shifts and recover from errors. The interest in implementing machine learning methods into energy management systems has grown in recent years, and many companies are taking the first steps.

TrønderEnergi is a Norwegian power generation company that does exactly this. It aims at increasing the value of renewable energy and at the same time reducing the cost. In the context of hydropower and wind power, there are several use cases that undergo digital transformation in TrønderEnergi. Examples of such use cases are (1) hydropower trading, (2) wind power trading, and (3) predictive maintenance on wind farms and hydro plants. These use cases as well as the digital transformation processes are introduced in detail in this chapter along with our practical experience. We discuss how machine learning helps to improve the functioning of the existing
systems and optimize operations. Inspired by these use cases, we believe digital transformation will continue to make inroads in other applied areas in energy management systems and form the digital electric power ecosystem.

1 Introduction

1.1 Current and Future Electric Power Systems

An electric power system (EPS) is a network of electrical components deployed to supply, transfer, and use electric power [1]. A typical example of an EPS is the electrical grid that provides power to homes and industries within an extended area. The electrical grid can be broadly divided into the generators that supply the power, the transmission system that carries the power from the generating centers to the load centers, and the distribution system that feeds the power to nearby homes and industries.

The structure of future EPSs may be represented in an aggregate form as a three-level super-mini-micro system (see Fig. 1 in [2]). In Norway, the structure is mainly super grid with large hydro and wind renewable energy resources, mini grid with many small hydro plants connected to a distribution network, as well as micro grid with micro hydropower plants, batteries, and electric vehicle charging.

Renewable energy flows through Norway as summarized in [3]. Specifically, Norway is the seventh largest hydropower nation in the world and the largest in Europe. Moreover, developments of both onshore wind and floating offshore wind have come fast. Fosen wind is realizing Europe’s largest onshore wind power project in Central Norway. Equinor (Norwegian state-owned multinational energy
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Fig. 1 Three-level super-mini-micro EPS, from [2]
company) is currently the world’s leading floating offshore wind developer. In October 2017, the company opened Hywind Scotland, the world’s first floating offshore wind farm. Large-scale energy storage could hold one of the keys to the successful scaling of renewable energy production. To this end, the Norwegian company Ruden has developed an “underground electric battery” in existing geological structures.

Globally [4], hydropower accounts for 54% of the renewable power generation capacity, and wind energy is the second largest renewable energy after hydropower which accounts for approximately 24%. As mentioned in [5], Norway has endorsed the EU Renewable Directive and has plans to increase its renewable energy ratio from 58.2% in 2005 to 67.5% by 2020. As of 2020 [6], 1690 hydropower plants account for 88% of the Norwegian electricity production capacity while 53 wind farms account for 10%. However, wind power is currently the dominating for of investment. Due to the latest controversy in wind farms on land in Norway, the general expectation is that the growth in wind power will come from offshore wind farms.

With renewable electricity at the supply side of the upstream for the zero or minimal greenhouse gas emissions and sustainable developments, the same holds true on the downstream where consumers become more sustainable by adapting to variability of the renewable energy sources. Norway is the electric vehicle capital of the world, as reported in [7]. Specifically in 2020, 74% (54% fully electric cars and 20% plug-in hybrids cars) of the new cars that were sold in Norway were electric vehicles. The political goal is for all new car sales in Norway to be zero emission (electric or hydrogen) by 2025. Moreover, customers are increasingly valuing services that use digital technology (e.g., smart homes, office buildings, supermarkets) for energy savings. Intelligent demand will be an increasingly important dispatchable resource. In this way, customers are more engaged in energy supply and demand, as pointed in [8].

Sensors and information technology are increasingly permeating the distribution power system (middle part of Fig. 1) [7]. For example, the regulators in Norway have already required to implement smart meters by 2019-01-01, as cited in [9]. In addition, 7.4% of hydropower came from distributed small-scale hydroelectric power plants (SSH) in the middle grid in 2017 [5]. There is an increasing interdependence of information technology and energy technology, with smarter grids opening pathways to greater functionality (e.g., situational awareness) and active management of more diverse sets of resources providing a range of services that can be monetized in energy markets [8].

Yet the pathway to electric power system evolution is highly sensitive to each local situation and its technical, economic, and political factors. Among many others [8], the three main and fundamental trends, including renewable resources integration, smart grid, and customer engagement as aforementioned, have driven the electric power system evolution in Norway.
1.2 Challenges and Opportunities for Energy Management Systems

Radically evolving power systems and rapidly developing technology bring a unique set of challenges and opportunities for the EMS (as defined in [10]) to monitor, control, and optimize the performance of the generation and transmission systems, adding value through computer-aided tools.

The perpetual task in EPS is balancing energy production and consumption. It means that the amount of electricity fed into the electricity grid must always be equal to the amount of electricity consumed; otherwise, there’s a blackout which is a total crash of the power grid. Therefore, multiple parties (high-voltage transmission system operator (TSO), access responsible parties (ARPs), producers of electricity, and large consumers) are involved in managing the balance on the grid. Moreover, several energy markets are designed to incentivize producers to provide accurate power production forecasts and help to balance the power system. Specifically, wind power producers participate in the physical market by nominating production forecasts to spot/day-ahead market (12–36 h ahead), trading on the intraday market (usually 1–8 h ahead), and providing re-planning forecasts (45 min ahead) in the balancing market.

Integration of renewable energy sources is one of the main challenges in EPS right now. Renewable energy sources such as solar and wind power depend on weather conditions, which cannot be controlled or predicted accurately. This makes the balancing task more challenging. This challenge can be addressed from different perspectives. From infrastructure viewpoint, more storage can be integrated so that overproduction or overconsumption can be compensated by charging/discharging the storage. From software viewpoint, algorithms for power production and consumption forecasts, as well as automatic bidding and trading in various markets, can reduce the imbalances.

There is increased energy efficiency in the value chain to save cost and reduce environmental impact in both power generation and consumption. Customer engagement becomes more economically feasible and socially acceptable, as one of the trends [8]. Therefore, the rest of the power sector faces the challenge of keeping up and embracing the need to co-optimize electricity supply and demand dynamically. It includes treating largely inelastic demand as a fixed target during planning, regulation and market design, and meeting the demand by building a dispatchable supply stack with utilities and grid operators.

With the increased complexity and risk of the more intermittent and less predictable renewable energy sources, largely inelastic demand, finer time resolution (moving from 1 h to 15 min) for trading, and settlement in Nordic energy markets [11], it is impossible to rely on manual human actions or conventional energy management systems that cannot adapt to the complex market situations based on vast amount of data.

With increased availability of sensor, market, and operational data, as well as the advanced information technologies, there is an opportunity to automate operations in
electric power ecosystem to take actions with less human intervention based on continuous check of the system states in a much more detail manner than it was before. Sophisticated computer tools are now the primary tools in solving difficult autonomous decision-making problems that arise in the areas of power system planning, operation, diagnosis, and design. Among these computer tools, machine learning (ML) has grown predominantly in recent years and has been applied to various areas of power systems.

ML is the study of computer algorithms that improve automatically through experience and using data [12]. ML algorithms build a model based on sample data, known as “training data,” to make predictions or decisions without being explicitly programmed to do so. Therefore, they are used in a wide variety of applications where it is difficult or unfeasible to develop conventional algorithms to perform the needed tasks.

1.3 Digitization Maturity Levels

Basically, electric power system is a typical example of industrial internet of things (IIoT) [13], which refers to interconnected sensors, instruments, and other devices networked together with computers’ industrial applications for better addressing fluctuations in production, demand, and pricing, adjusting bid and trade in energy markets, dispatching resources, planning predictive maintenance, as well as maximizing economic benefits.

Most electric power companies already have many digital solutions for energy management in place, but the digitization stays at different maturity levels for various applied areas of power system. Measuring and evaluation of the digitization levels in structured way can make digital transformation process easier to implement. The IoT pyramid [14] represents successive stages of digitization and also serves as a reference framework for the maturity assessment. In the pyramid, there are five stages from bottom to top as follows, where implementation of the top ones is more difficult and requires the ones below to be implemented first.

Connectivity: Collect/provide relevant data through vertical and horizontal integration.
Information: Derive data from information and create transparency.
Knowledge: Make knowledge explicit and provide it as per requirements.
Forecast: Detect patterns and use them for forecast.
Autonomy: Autonomous system decisions.

We try to explain and concretize these five stages with (a) traffic lights example from [15] and (b) another example of predictive maintenance for wind turbines in the energy domain.
Connectivity: Data are facts, symbols, and signals about who, what, when, and where. For example, (a) red is a signal of traffic lights; (b) vibration amplitude is an important sensor signal for wind turbines.

Information: Information has meaning by linking who, what, when, and where to describe a situation or event. For example, (a) the south facing traffic light on the corner of Pitt and George Streets has turned red; (b) vibration amplitude from a certain component (e.g., bearing) of a wind turbine.

Knowledge: Knowledge has context and provides insights and understanding of something. For example, (a) the traffic light I am driving toward has turned red; (b) check the frequency range of the vibration to identify the defect in a bearing.

Forecast: Predict what is going to happen in the future. For example, (a) the traffic light is going to be green in a minute; (b) forecasting the remaining useful life of the defected component.

Autonomy: It places knowledge and forecast into a framework that allows them to be applied for making decisions. For example, (a) I had better stop the car now but can drive in a minute! (b) preparing and planning the maintenance in advance to avoid unnecessary downtime.

1.4 Present Situation in TrønderEnergi Norway

TrønderEnergi [16] is a Norwegian national player with Nordic ambitions for the next-generation energy management. As a purebred energy company, we deliver the state-of-the-art renewable energy solutions and services of the future, building upon our 70 years of industry experience on hydropower. The company is trying to lead the way in the evolution of the electric power system that is happening in Norway.

TrønderEnergi is a major player in renewable energy for a better society (zero CO₂ emissions). We produce both hydropower and wind power. In 2020, the company had the proportion of hydro and wind around 80/20 (2.4 TWh/0.6 TWh), with the plan to reach 38/62 (2.4 TWh/3.9 TWh) in 2025 and 30/70 (2.4 TWh/5.4 TWh) in 2030. The strategy is to become one of the most profitable hydropower producers in Norway and a leading Nordic player in wind power.

TrønderEnergi is also responsible for power trading and innovation in renewable energy. Through market activities, the company positions itself to use the opportunities in new renewable technologies, new business models, and new market models for the power industry.

TrønderEnergi has contributed to establishing Norway’s second largest grid company. It holds the ownership in one of Norway’s largest grid companies but also moves toward the downstream business and is taking a position in the continued electrification, through partner-based growth in energy services with Ohmia Retail, Ohmia Charging, and Ohmia Construction.

Different from most energy companies, TrønderEnergi employs an inhouse AI department since 2018, counting more than ten ML engineers. Based on the company’s digital platform, their main responsibility is to further provide the
innovative, reliable, and robust AI energy services for both TrønderEnergi and third parties. Among the different digital transformation enablers, which are technology, organization, and process, the main driving force in TrønderEnergi is coming from organization.

Depending on the application areas, the maturity levels of digitization are in different stages. The AI team facilitates the digital transformation from its current maturity levels toward forecasting and autonomy, as defined in the IoT pyramid, using optimization and decision-making techniques, not limited to ML. The AI department has been working on many key areas in TrønderEnergi from the upstream of hydropower and wind power production forecasting, planning, trading, and maintenance, through the middle stream of power transmission with grid loss estimation [17], to the downstream of power consumption and flexibility. Among these, we are going to introduce in detail upstream use cases from hydropower and wind power trading and predictive maintenance.

1. **Hydropower trading**: transformation from forecast to autonomy
2. **Wind power trading**: transformation from forecast to autonomy
3. **Predictive maintenance**: on wind farms and hydro plants, transformation from knowledge to forecast

### 1.5 The Changes in Digital Transformation

Digital transformation is the process of using digital technologies to create new—or modify existing—business processes, culture, and customer experiences to meet changing business and market requirements [18]. This reimagining of business in the digital age is digital transformation. The two distinctive characteristics of digital transformation are (1) (re)defining an organization’s value proposition and emergence of a new organizational identity [19, 20] and (2) changing the ways people work, thereby affecting the operations, culture, and experiences [21].

Regarding the first point, by automating wind power trading and predictive maintenance, TrønderEnergi is expected to offer a complete range of wind farm management services. The new integrated service across the value chain is key to optimal long-term profitability of the managed assets. Moreover, it enables the scaling of existing services through automation, providing energy management for more assets with less manual inspections, meaning higher efficiency with fewer people. It enables TrønderEnergi not only to manage its own wind farms but become a service provider for operating wind farms belonging to other companies. It changes the business models and adds more values, making TrønderEnergi a leading Nordic wind farm operator.

Regarding the second point, it correspondingly changes how people work. After automating the tasks in the new value chain, manual tasks become limited to monitoring and interventions for rare events that are not reflected in the data and require deep domain knowledge and skills to be handled. This change reduces the amount of work but maintains the demand for domain experts that develop and
supervise automation systems. It also allows for the emergence of new skills. For example, operators need to learn how to interact and interpret data and outputs from ML applications that often lack sufficient ability to explain—sometimes erroneous—predictions generated by black box ML algorithms [21].

2 Digital Transformation

2.1 Use Case Background

2.1.1 Power Markets

The Nordic electricity market consists of several markets that provide different “time windows” for trading physical power: the day-ahead market, the intraday market, and the balancing market [22]. In addition, there is a financial market, where price securing contracts are traded. These different markets with their timelines as well as type of trades and market operators are summarized and drawn in [23]. Power producers, TSOs, power-intensive industries, large consumers, and power companies actively participating in the power markets are defined as power market actors.

In the Nordic countries, most of the trading is done on the day-ahead market (spot market), where a daily competitive auction establishes a price for each hour of the next day, called spot price. It is calculated after all participants’ bids have been received before gate closure at 12:00. Participants’ bids consist of price and an hourly volume in a certain bidding area. Retailers bid in with expected consumption, while the generators bid in with their production capacity and their associated production costs. The spot price is determined as the intersection between the aggregated curves for demand and supply for each hour—taking the restriction imposed by transmission lines into account. It is crucial for price formation within the other time windows, i.e., the intraday and balancing markets and the financial market for long-term contracts.

The intraday market is primarily a correction market, where actors can trade their imbalance, including adjusting any earlier trading if the forecasts turn out to be wrong. Over the years, lead times for intraday trading have gotten shorter, while traded volumes have gotten larger, caused by increased feed-in from fluctuating energy sources. While day-ahead trades are related to market clearing price principles, where the last accepted bid sets the price for all transactions, the prices in intraday trading are set in a “pay-as-bid” process [24], based on a first-come, first-served principle, where best prices come first—highest buy price and lowest sell price. This means prices are assessed in continuous trading based on each transaction that is completed. Therefore, bid prices are often used in intraday trading. The result is that there are no fixed prices for products on the intraday market. Moreover, the intraday bid can be done up to 1 h before the delivery hour and can trade in multiple products (hours). Both the day-ahead market and the intraday market are operated by
Nord Pool that merges bids on the day-ahead spot market (Elspot) and intraday market (Elbas) and publishes the result on their website.

The balancing market is trading automatic and manual reserves used by the Nordic transmission system operators (TSOs) to maintain power balance during the operation hour. The bidding can be updated up to 45 min before the delivery hour, and bids are called in real time by TSOs if the regulation is needed. The last activated bid in the operating hour will determine the price of the balancing power (regulation price) at this hour. When an upregulation takes place, the most expensive bid that has been activated will determine the regulation price for all the called bids, while downregulation takes the cheapest activated bid for regulation price instead. Moreover, in Norway, Statnett has been using a two-price system to price imbalances from the power producers, so that any deviation in the power production in the opposite direction to the regulation direction will be penalized. However, from November 2021 [25], the two-price system is transitioned to the one-price system which removes the possibility to reduce the imbalance by updating a short-term forecast 45 (replan). The main ways to reduce imbalance and consequently costs are to make the day-ahead forecasts more accurate and trade the imbalance volumes on the intraday market.

Financial power markets operate like other derivative trading markets. Trading in these markets has been drawing a lot of attention for decades and is a broad field, not specific to hydropower and wind power trading. Therefore, our focus will be on the daily bidding in the short-term markets.

2.1.2 Digitization Stages

According to digitization levels defined in Sect. 1.3, all three use cases in TrønderEnergi have already been implemented for the first three levels, as summarized as follows:

- **Connectivity**: related sensors installed and connected to a data acquisition system.
- **Information**: data is aggregated and stored in a centralized data platform SCADA.
- **Knowledge**: data is processed, analyzed, and visualized in reports and dashboards available to operators, technicians, analysts, and managers.

Thereafter, TrønderEnergi inhouse domain experts make use of the knowledge for further forecasting and decision-making. When going toward the top of the IOT pyramid, domain experts’ knowledge is used to build forecasting and autonomous decision-making systems.

For trading, the next two levels for the digitization of trading involve:

- **Forecast**: power production is forecasted (wind power) or planned (hydropower) using ML and optimization models.
- **Autonomy**: based on the forecasts, the bids are generated and submitted for trading in physical power market. Interactions with the market are implemented through API calls.
For predictive maintenance [26], every breakdown of a key component can cost millions and pose a safety risk. Predictive maintenance utilizes real-time data to detect anomalies and defects and predict failures. Maintenance is important for efficient operation and to avoid unplanned downtime. If the need for maintenance is detected in advance, it can be used to optimize maintenance scheduling to decide when to stop production, order parts, and organize technicians’ work to do the repairs. The next two levels for the digitization of predictive maintenance include:

**Forecast:** predicting the expected lifetime of key components, such as gearboxes and bushings of wind turbines

**Autonomy:** using the forecasts to optimize the maintenance scheduling and interact with other related systems, such as power production forecasts

### 2.2 Hydropower Trading

Hydropower is an extremely flexible and stable energy source. Water can be stored in reservoirs until needed, allowing for quick changes in production and low start and stop costs. Well-regulated reservoirs can provide short-term flexibility within an hour, as well as long-term flexibility over days, weeks, and seasons. Therefore, hydropower planning takes long-term water value into account when optimizing the short-term production used for generating bids. It means deciding whether to use available water right now or wait and sell in future hours to maximize profits, which is different from nonflexible and intermittent power sources like wind and solar.

Hydropower is the main source of electricity in Norway with a long history; there are common third-party optimization and automation tools available that can be used for daily day-ahead and hourly intraday planning and trading. Take SHOP [27], for example; it is a modeling tool for short-term hydro operation planning, where the optimized production for the next day is closely related to the bidding in the day-ahead market. Moreover, work process (consisting of several steps by SHOP) can be standardized in Powel Nimbus [28] for production planning and backed trading. Volue Algo Trader [29] is another example; it allows implementation of trading strategies that automatically submit bids to the intraday market. Nowadays, all the trading operations are executed using digital platforms integrated with the corresponding markets through API calls.

With the support of these tools, domain experts are often involved in generating and updating the bids, which are submitted either manually or automatically. For example, TrønderEnergi has several inhouse operators who check and sometimes adjust bids for the short-term markets, after they are generated by automation tools such as SHOP. It makes the trading process semi-automatic and dependent on the domain experts’ experience.
2.2.1 Current State

TrønderEnergi, as a hydropower producer, participates in all four markets mentioned in Sect. 2.1. According to the digitization stages described in Sect. 1.3, hydropower trading operates at the stage of partial autonomy—stage 5; especially day-ahead trading is at the highest stage when compared to intraday and balancing trading.

Day-ahead bid is the expected amount of supply at different prices for hydro-power the next day. They are sent to the day-ahead energy market Nord Pool before noon every day. The bid is a matrix of price-quantity pairs for each hour of the following operating day, starting at midnight. The market is cleared once every day, and producers are notified of their obligations. Market commitments become known after the spot price is released; producers have the option of re-optimizing the production schedules in order to cover the load with minimum costs.

The Nordic countries deregulated their power markets in the early 1990s, and the day-ahead bidding methods are relatively mature. There are several existing standard bidding methods [29] for hourly bids. These bid methods are based on:

(a) Expected value—bid the optimal volume price independently, given expected price and inflow.
(b) Marginal cost—long-term water value is transformed into cost by using turbine efficiency; bid the marginal cost giving a price-dependent bid which is equal for each hour.
(c) Multi-scenario deterministic—run a lot of price scenarios and find optimal production and then combine them together.
(d) Stochastic optimization—explicitly optimize the bid given a discrete distribution of price and optionally inflow.

Most of the power generation companies in Nordic, including TrønderEnergi, are using the marginal cost-based bidding methods. In TrønderEnergi, it is done by first running optimization with SHOP [27] and then manual processing in Excel. The manual processing includes adjusting the water value from the long-term model due to its weaknesses and to get a better production scenario with fewer stops.

A challenge for multi-scenario deterministic bidding is the crossing price profiles by multiple separate SHOP runs, so a general stochastic hydropower optimization is formulated with uncertain price and inflow. Extra restrictions are added in the bidding period to ensure a well-behaved multi-scenario approach without any crossing price profiles. This stochastic short-term model SHARM [30] is developed and implemented by SINTEF. To the best of our knowledge, it has not yet been used by any Norwegian hydropower company for the day-ahead bidding because of the crucial details left to be solved for implementing it in practice.

As seen from the previous description, the day-ahead bidding is with many manual inputs and multiple SHOP runs for adjustments by the operators. However, there is still room for improving bidding to maximize profit from day-ahead market and automating the process so that the operators can shift their focus from making bids to choosing among the alternatives suggested by the system.
As for bidding in intraday market and balancing market, the time resolution and bidding horizon become smaller (15 min from 2023 [11]) compared to day-ahead market. It will be impossible to generate optimal bids manually for such short intervals. With 1-h interval, the operators try to trade the imbalance at least once a day, sometimes several times per hour, which is still far away from the allowed time resolution that allows for more frequent bid updates based on more recent and accurate information obtained in stage 2.

Specifically, there are three processes included for hydropower handling post spot to trade the imbalance; they are (a) trading in the intraday market for profit; (b) bidding into the balancing market; and (c) renominating in the balancing market to benefit from the single-price imbalance cost as opposed to the two-price imbalance cost (becomes irrelevant from November 2021 [24]).

In TrønderEnergi for hydropower, so far, all these imbalance processes are performed semi-automatically and involve manual works from the operators. For example, (a) intraday trading itself is performed manually, but cost and volume blocks come from automatic processes; (b) bidding in the balancing market is set up manually once per 24 h, and then bids are updated automatically as production schedule changes (for instance, due to an intraday trade); and (c) sending updated nomination data is done either manually or automatically, following an intraday trade.

Therefore, the next step in digital transformation is more automation in scheduling using the latest available information for better prediction and bidding to enable continuous process for trading in intraday and balancing markets at finer time resolution.

### 2.2.2 Next Steps

The goal with improving the bidding process in the day-ahead market is not only to increase profit but also to reduce the manual work required by the operators. The intention is to fully automate the bidding process. To improve bids, we need to take more uncertainty about the price and inflow forecasts into consideration. To accomplish this, we are moving from deterministic optimization with SHOP to stochastic optimization with SHARM. In addition, operators do not need to manually adjust the water value to get fewer stops as aforementioned, because SHARM takes the probabilities of different load scenarios into account and calculates bids that give the expected highest profit. One of the key points in this transition is to replace the operators’ “gut feeling” adjustment for fewer stops with a quantitative method provided by SHARM.

SHARM is a stochastic version of SHOP; it has functionality to determine the optimal bid volumes using a set of discrete scenarios with probabilities for spot price and inflow. In the current SHARM bid, all prices in the bidding period from price scenarios are used as bid prices, and linear interpolation is used where there is no explicit production point; bid matrix is reduced if there are too many points [31].
It might seem that bids generated by SHARM are ready for use, but the reality is that there are crucial details left to be solved to use it practice. On the input side, the selection of bid prices is crucial, and the price scenarios should have a good coverage of extreme low and high prices; meanwhile, they should not miss prices near water value. On the output side, the bid should preserve the production jumps and must run production from the plants by having the stair bid, not always interpolating linearly.

Different from the stochastic optimization SHARM approach, there is research about hydropower optimization using deep learning [32]. Applying deep reinforcement learning and transformers for hydropower planning and bid generation is still in the early experimental stage.

When compared to bidding for day-ahead market, bidding for intraday market is less mature. There is less hydropower imbalance to trade because hydro is flexible and stable. Still, a small amount of imbalance can come from inaccurate pricing and inflow forecasts, incorrect input constraints, and conditions used in production planning. Simple intraday bidding strategies are developed based on spot prices and bids available in the intraday market. More advanced intraday bidding strategies include regulation price forecasts and different preferred risks. However, unlike spot price forecasts offered by many third providers, accurate regulation price forecasts are harder to come by. Relevant data from both the real world and various markets should be collected to predict the regulation price. Moreover, trading strategies with different risks should be allowed for selection, generating the corresponding bids for automatic submission and trading. Further details will be introduced in Sect. 2.3.1 for wind power trading, where intraday trading is more essential.

If the imbalance is not traded in the intraday market, it still can be handled in the balancing market. However, without submission of either intraday or balancing power bids that use the latest information, the deviation of power production might be in the opposite direction from the regulation direction, which will be penalized by additional cost. For the balancing market, because of the transition from two-price to one-price system, the increased focus is placed on trading forecasted imbalance on the intraday market, instead of balancing market.

### 2.2.3 End Goal

Even with all the processes mentioned in the previous section implemented, there is still work left for the operators that requires a lot of knowledge and experience, for example, adjusting the water values from the long-term model for generating the day-ahead bids and selecting suitable trading strategy and risk parameters for generating the intraday bids. These adjustments originate from errors in the forecasts, which cannot be eliminated because of the uncertainty in future conditions and events. Therefore, better handling of uncertainty in time series forecasting (e.g., prices, inflows, water values) will further improve the bidding performance and reduce human intervention and eventually result in higher autonomy.

Probabilistic forecasts capture uncertainty by predicting a distribution over a range of values. A prediction interval gives a range of values the random variable
could take with relatively high probability. For example, a 95% prediction interval contains a range of values which should include the actual future value with probability 95%. Quantiles are a generalization of prediction intervals without making assumptions about the distribution. Many ML methods can predict quantiles by using quantile loss [33], such as linear quantile regression, neural networks, and gradient boosting.

By modeling uncertainty of price scenarios, inflow, and water values more accurately, the SHARM bids can perform even better, and less manual adjustment from operators will be needed. With explicit modeling of uncertainty for the regulation price, it can be used in bidding strategies with preferred risk by selecting different quantiles. Operators and decision-makers will be able to adjust the corresponding risk when they notice special situations based on the information from other sources. Therefore, better bidding and more autonomy in trading can be achieved with better handling of uncertainty.

### 2.3 Wind Power Trading

Wind power is a nonflexible and highly variable source of energy. The amount of energy produced mostly depends on the wind conditions that can change rapidly. An unforeseen increase or decrease in production creates an imbalance in the market. In addition, increased production can cause congestion in the electric grid. As mentioned in Sect. 1.2, effective integration of wind power into EPS is one of the main challenges the energy industry has right now.

Wind power is traded in the same physical energy market as other energy sources; see Sect. 2.1.1. These markets incentivize accurate power production forecasts to help balance the market. For wind power, the focus is on short-term forecasts, from 10 min to 36 h ahead. The forecast accuracy improves when more recent information is considered. Therefore, to maximize profits, the forecasts are updated frequently, e.g., every 10 min, and forecast imbalance, the difference between the previous and the most recent forecast, is traded in the intraday market. Effective intraday trading involves short-term forecasting of a regulation price, which is the price of electricity paid for the remaining forecast imbalance, after day-ahead nomination and intraday trading.

Control over wind power production is limited to reducing the amount of energy produced, so-called curtailment, used in case of grid congestion and special weather conditions and during maintenance of wind turbines. Long-term planning for wind production is used to plan maintenance, choosing time periods where electricity prices are low. This is different from hydropower with large integrated storage, where long-term production planning is the essential part of the operation to maximize profits from trading in the energy market.
2.3.1 Current State

Wind power trading in TrønderEnergi is automated, including data gathering, data processing, forecasting, and trading. Human involvement is limited to monitoring and interventions to handle rare events that are not reflected in the data. According to the IoT pyramid described in Sect. 1.3, wind power trading is mostly autonomous—stage 5.

An important part of reaching this stage is integration between systems, from sensors installed in wind turbines to market APIs. Several vendors provide systems for integration and automation of the processes involved. TrønderEnergi adapted these systems for day-to-day operations and now focuses on improving algorithms for forecasting and decision-making, stages 4 and 5.

As already mentioned, forecasting wind power production and prices benefits the most from advances in data engineering and ML. Making the data usable for applying ML models is a major part of automating and improving wind power forecasting. For instance, when preprocessing the data, it is important to account for curtailment, e.g., maintenance when power production is reduced or grid congestion. Technical problems in communication infrastructure or external APIs may result in missing or stale data. Power production can also be reduced because of icing. No matter what happens, the forecasting system should be able to generate forecasts, albeit the accuracy of these forecasts might be reduced. Cleaning the data influenced by external factors is also essential to maintain accuracy.

Wind power forecasting is a time series forecasting problem with covariates that capture weather conditions such as wind speed and direction. In theory, the power curve [34] provided by wind turbine manufacturer that indicates how large the electrical power output will be for the turbine at different wind speeds can be used in combination with the weather forecast. In practice, though, the power curve provides poor forecasts of how much power will be produced. Other factors, such the landscape around individual turbines, their location within the park, and wear of turbine components, must be taken into account. Forecasting models might also partially compensate for errors in weather forecasts.

The challenge of wind power forecasting received a lot of attention. The Global Energy Forecasting Competition (GEFCom) since 2012 [35] attracted hundreds of participants worldwide, who contributed many novel ideas to the energy forecasting field, including wind power forecasting. As summarized in [36], the top 5 teams in wind power forecasting GEFCom2014 employ nonparametric approaches and mostly used machine learning models such as gradient boosting machines (GBM) and quantile regression forests (QRFs), based on large numbers of input variables and features, stacking models in multiple layers. When compared to other tracks (solar, load, and price forecasting), wind power forecasting takes the highest place in probabilistic forecasting maturity. This is largely because wind power forecasting is the closest to meteorological forecasting, where probabilistic forecasting is well-established and commonly accepted.
One of the challenges we had to address in TrønderEnergi is the cold-start problem. For new wind parks, there is little production data available, and the quality of data is inconsistent due to configuring and testing wind turbines. In TrønderEnergi, we implemented a type of transfer learning where models trained on other parks are adapted for new park [37].

Wind production forecasts enable trading of wind power in different markets. Because of different pricing mechanisms, the mechanism for trading in different markets is also different. For day-ahead market, wind production bid contains all the forecasted production at any positive price (price can be negative on rare occasions). The actual price we get for this volume is the spot price determined by Nord Pool by balancing the supply and demand. However, in the intraday market, bid prices need to be provided in addition to the imbalance volume between the day-ahead forecasts and intraday forecasts. To gain insights as to what a good bid price is, it makes sense to use an estimate of the regulation price. As such, predicting hourly regulation price for each Nord Pool system area is a key process for bidding in the intraday market.

Regulation price is related to several factors, including historical and forecasted imbalance volumes, spot prices, spot bid curves, and inflows in each Nord Pool system area. Moreover, future imbalance volumes depend on factors such as wind production and other energy sources, spot flow, and buy volumes. These factors need to be modelled for predicting the imbalance volumes and further the regulation prices.

Based on the regulation price forecast, we can determine a reasonable price for bids in the intraday market. Different strategies can be developed and operationalized using automated trading systems that interact with the market. These systems communicate with the market, continuously sending and receiving information about bids and trades. They usually provide APIs and GUIs for both automatic and manual monitoring and control of the strategies.

When compared to flexible hydropower trading where the main trades are done in day-ahead market and less in intraday market, wind power trading relies more on the intraday market because wind power lacks flexibility and is intermittent with large fluctuations. It means more trades with larger volumes are inevitable for wind power in the intraday market.

All the wind production forecasting services and bidding services are running in the cloud at a regular schedule before the deadline for different markets with the latest available information. In TrønderEnergi, market participation for wind power is automated with human involvement mostly limited to monitoring, handling of exceptional situations, and occasional data entry. According to digitization levels defined in Sect. 1.3, wind power trading in TrønderEnergi is implemented on all five levels. Since 2020, TrønderEnergi offers a complete range of wind farm management services, including wind production forecasts and trading. In 2021, TrønderEnergi is a leading Nordic wind farm operator operating 13 wind farms, including Norway’s second largest wind farm—Roan wind.
2.3.2 Next Steps

There is room for improvement for each component in wind power trading including wind production forecasts, regulation price forecasts, and trading strategies. More robust and accurate models can increase autonomy and maximize the profit. Based on the analysis of the results from wind power forecasting, we see that not only ML algorithms need to be improved. Other parts of the system such as automatic methods for filtering out the dirty data need to be improved. The workflow processes of the operators may need to be re-organized to make sure the input data required by the ML algorithms is correct and updated, for example, registering availability of wind turbines. These continued improvements seem iterative and never ending.

Going from point forecasts to probability forecasts has the advantage of taking uncertainty into account. As summarized in GEFCom2014 [36], probabilistic wind power forecasting is a relatively mature field. Extension of probabilistic forecasting to regulation prices and imbalance volumes would allow us to develop different trading strategies that account for different risks.

For both point and probabilistic forecasts, the use of ML methods has grown rapidly in recent years, applied to various areas of power systems. Among ML methods for probabilistic forecasting, quantile regression is the most popular method since no assumption about probability distribution is needed. Moreover, Bayesian optimization [38] is often used to find the optimal model parameters for each predicted percentile.

To increase profitability, existing trading strategies must be analyzed, and new state-of-the-art trading strategies must be developed based on lessons learned from the existing ones and literature. Further activities can be created depending on analytical and empirical back-testing results.

Further work on transfer learning methods would be beneficial for wind power forecasting in different wind parks and imbalance volumes and regulation price forecasting in different Nord Pool bidding areas. Trading strategies might benefit from including regulation prices from different areas.

2.3.3 End Goal

Intraday trading is a key component for trading power produced by renewable energies when quickly changing weather forecasts result in an unplanned shortfall or surplus of power from solar or wind power plants. Different from the nonflexible wind power, hydropower is flexible because of the storage in the reservoirs and can be treated as a kind of control reserves. Therefore, depending on the forecasted regulation prices and marginal cost of hydropower, hydropower can be utilized to compensate for wind imbalances in addition to trading on the intraday market. To reach the end goal of maximizing profit and stability, multiple renewable resources should be integrated, and corresponding trading strategies should be developed.
Changing market dynamics because of the intermittent and distributed power production pose new requirements to energy management software system. For example, software systems should allow manual changes in the system, e.g., modify trading strategies and add new data sources. With the regulatory changes in the market such as transition to one-price system, more trades go into the intraday market than the balancing market. Supporting software systems should be able to adapt to these changes.

Software systems that involve ML should be self-adaptable to handle non-stationary distribution or shifts in data. ML models should be re-trained and selected automatically. For cold-start problem with no or little data for new wind farm or new bidding areas, transfer learning can be used to leverage old data on new assets.

### 2.4 Predictive Maintenance at Wind Farms and Hydro Plants

Predictive maintenance [39] is the process of constantly monitoring the condition of in-service equipment and estimating when maintenance should be performed, i.e., not too late, but not too early either. This approach promises cost savings over routine or time-based preventive maintenance because tasks are performed only when warranted.

For wind farms, the main equipment that needs to be monitored is wind turbines. Depending on the type of wind turbines, among the key components are gearboxes and bushings. The goal is to predict their expected lifetime based on the various related data gathered from the sensors, for example, raw vibration and vibration trend data, as well as real-time SCADA data for different turbine components.

For hydro plants, the equipment that needs to be monitored is rotating equipment (mostly turbines and generators), in particular, the cases [40] of rotor fault (e.g., short-circuit) detection, condition monitoring of pump drainage, generator bearings, turbine hydraulic system, transformer cooling system, and servomotor forces. The relevant data can be collected from sensors, such as vibration sensors (accelerometers), acoustic emission sensors, microphones, and so on.

#### 2.4.1 Current State

In TrønderEnergi, all the relevant data have been gathered and saved in our centralized data platform. The domain experts have the knowledge of how to use and analyze the data for planning the maintenance. As mentioned in Sect. 2.1.2, predictive maintenance stays mainly in stage 3 according to the IoT pyramid described in Sect. 1.3. The further task is to automate the process by developing corresponding predictive maintenance algorithms that can detect anomalies and failure patterns, provide early warnings and remaining useful life, and identify main causes of failure. This will move us into stage 4. Maintenance scheduling, ordering of new parts, as
Predictive maintenance differs from preventive maintenance [39] because it relies on the actual condition of equipment, rather than average or expected life statistics, to predict when maintenance will be required. Similarly, condition-based maintenance [40] also relies on the actual condition of equipment; however, the approach that is used to determine the condition of the machines differs significantly.

Condition-based maintenance can be defined as equipment maintenance performed when certain indications imply performance degradation. Predictive maintenance [26] relies on advanced statistical methods and ML to dynamically define when a machine needs to be maintained. It looks at patterns across all sensors and makes one multivariate prediction model. The more the data sources and data available, the better the predictions. For this reason, predictive maintenance models usually get better at predicting future breakdowns over time.

Predictive maintenance can find complex indications for breakdowns which will be nearly impossible for humans to spot. However, the results of predicting future breakdowns span from minutes to month depending on the quality and frequency of data available, as well as the ML methods applied. Both data scientists and domain experts should be involved in the data collection process to ensure that the data gathered is suitable for the model to be built. Then it becomes possible to decide which modeling techniques should be used with the available data and the desired output.

There are multiple modeling techniques for predictive maintenance, and the two most used are regression models to predict remaining useful lifetime (RUL) and classification models to predict failure within a given time window. Both classification and regression use supervised ML methods, which model the relationship between features and the degradation path of the system such as part failure, overheating, etc. In the context of predictive maintenance, we might not predict the failure at the exact moment the machine fails. However, we would rather have some predictions prior to this happening, indicating that something is wrong. It means that we are interested in how well our model correctly predicts the probability of future breakdown. Therefore, traditional supervised learning methods need to be adjusted for prediction purposes. The main change is in the label construction methods—how to choose the labels for the failure cases and the labeling strategies. More details can be found in the section of modeling techniques in [41].

When applying different regression and classification ML models for predictive maintenance, some practical issues need to be addressed as well, such as time-dependent split, handling imbalanced data/sampling methods, cost-sensitive learning, and so on, as listed in [41].

2.4.2 Next Steps

Data imbalance is one of the main challenges when applying ML for predicting failures because failures are relatively rare events, e.g., breakdowns in wind turbines.
Moreover, the time series data is usually imperfect and incomplete due to the malfunctions in the sensors and data recording process [42]. Pure data-driven ML might not be the best choice in this case. More advanced ML methods such as transfer learning [37] and hybrid AI [43] are necessary. In addition, predictions from models and causes must be understood by the domain expert (e.g., the wind turbine technicians), why the model believes something is the cause of the problem, so explainability is also important [44].

Transfer learning [37, 45] is a research problem in ML that focuses on applying knowledge gained while solving one problem (source) to a different but related problem (target). For example, knowledge gained while learning to recognize passenger cars could be applied when trying to recognize trucks. In the context of predictive maintenance for wind turbines, the knowledge gained on synthetic data from high-fidelity wind turbine simulators could be applied to real data collected from the wind turbines.

There are different transfer learning algorithms that transfer knowledge from source to target at different levels: data, features, and model. As reviewed in [46], a very broad categorization would be instance-based approaches (augment the target training data with source data and apply selection and weighting based on similarity/relevance for the target data/problem), feature-based approaches (map features from source and target data into a shared feature space where the data is more similar to each other, and train models on the combined, mapped data), and model-based approaches (transfer knowledge at the model/parameter level, modifying or co-training models between source and target). Specifically, the pre-train-refine model-based approach is most common when applied to neural networks [47], but it can also be applied to gradient tree boosting for wind production forecasting [48].

When judging the suitability and feasibility of the transfer learning algorithms, it is important to address the following research questions: In which situations can a model be trained on similar or synthetic data and then transferred to actual data? How similar (e.g., size, characteristics, distributions) must the data be for transfer learning? What is the inherent uncertainty induced by the differences between actual and synthetic data? How to quantify the uncertainty and provide safe limits of usage resulting from the transfer?

The time series data from the low-quality sensors and recording systems of the running devices (e.g., wind turbines) is often of poor quality; it is noisy and incomplete and might contain errors regarding the physical attributes of the devices [42]. Real-world data rarely provides a perfect description of a relevant system. Some systems are affected by stochasticity beyond what is represented in the training data. This may prevent ML models from being successfully applied, e.g., due to a lack of trust in the results caused by unsafe extrapolations. Therefore, data-driven ML models need to be constrained by using the underlying physics of the physical models, that is, hybrid AI [43].

There are several ways to implement physical constraints in data-driven models, either in the model structure itself by using special loss and activation functions and features, as postprocessing, or by implementing data-driven models in analytical expressions [43]. There are two types of constraints: soft and hard. Soft constraint is
encouraged but not forced to comply, while hard constraint is guaranteed to be satisfied. Examples for soft constraints can be constraints that are integrated into loss terms. Examples for hard constraints can be constraints that are applied as additional non-trainable layers with physics input in the top of neural networks or feature transformation and reduction to fewer units through dimensional analysis which preserves the physical equations as a preprocessing layer.

Some ML models such as Bayesian neural networks (BNNs) in theory can integrate the physical constraints through probabilistic modeling. However, the problem is how to use priors at various stages in BNNs to enforce physical constraints. Moreover, these networks are usually computationally expensive.

2.4.3 End Goal

The two approaches transfer learning and hybrid AI can be combined for solving problems in this use case. However, both are evolving research fields, especially hybrid AI. They require specific solutions given the case at hand, allowing us to use our domain knowledge, but without a clear methodology for operationalizing them. TrønderEnergi is in the early stage of investigating different methods, including using synthetic data generated from simulators and real data collected from sensors of the wind turbines. We are collaborating with academic and industry partners working with this approach under the umbrella of Norwegian Research Center for AI Innovation (NorwAI) [49].

3 Conclusion and Future

This chapter introduced the current and future electric power system with special focus on trends in Norway. Along with the radically changing power system evolution and rapidly developing innovative technologies, it brings a unique set of challenges and opportunities for the energy management systems. Digital transformation is imperative for most of the energy companies, including TrønderEnergi, as their digital solutions stay in different maturity levels for various applied areas of the power system. Use cases for hydropower and wind power trading and predictive maintenance on the upstream have been introduced in detail according to the experience that accumulated in TrønderEnergi. Hydro and wind trading use cases have been successfully applied to the daily working process with added values, while predictive maintenance use cases are still in research and development.
3.1 Positive and Negative Consequence of Digital Transformation

The digital transformation has both advantages and disadvantages. The positives include more competitive businesses, more productive employees, and improved customer experience [50]. These are achieved in our use cases. Automation reduces manual work and potential for human errors in the daily operations. At the same time, it provides more interesting and valuable tasks to the operators. Moreover, digitalization also standardizes the process, so that it relies less on the expertise and experience of individual operators.

Away from the daily routine tasks, the employees are forced to work with more challenging tasks. They need to learn new skills. However, every person has a different tolerance for stress factors, especially those who get used to routine work. Thus, it is important to provide workers with the support they need to feel motivated and feel secure in their jobs.

Every participant in the power market is focused on digitalization to increase efficiency and occupy new niches. More conservative participants are left behind. Digital transformation makes the business more competitive. Well-suited transformations allow businesses to be more flexible, efficient, and productive, which all help to increase the return of investment [50].

Effective implementation of new digital transformation takes time and effort. Moreover, technological progress is, for the near future, unending. That means that digital transformation must be an ongoing process. The digital market is fast and furious in its evolution. When new solutions enter the market, companies have to be ready to apply them quickly.

3.2 The Role of ML in Digital Transformation

Two stages as defined in Sect. 1.3 can be enabled by ML and are related to digital transformation:

4. **Forecasting**: ML can be used to make more accurate point and probabilistic forecasts. Higher accuracy often creates value within the existing business model. Moreover, it also brings the possibility for new services and business models. Even more value is created when forecasting is automated and scaled to new assets and clients.

5. **Autonomy**: Automatic decision-making and autonomous control are difficult to achieve with a sufficient level of robustness and explainability. The outputs of traditional black box ML methods can be hard to explain and guarantee their correctness. Therefore, “explainable” and “trustworthy” ML are often required for industry applications. Currently, humans are responsible for making decisions and providing explanations, using outputs from ML systems to support them.
The use of ML can bring scale, scope, speed, and automation to organizations and enable new services and business models. It does require that humans change the way they work, adapt, and learn new skills and jobs.

However, learning is not only for humans but also for machines to have better forecasts in stage 4 and autonomy in stage 5. Classic ML learns from data through trial-and-error learning, which is costly, slow, and context dependent and often lacking data as input and explanation as output. With limited available data, transfer learning can be used to utilize data from other related sources, or simulations can be used to produce infinite amounts of relevant data for training. For control tasks that optimize long-term cumulative reward, reinforcement learning can be used as an alternative to rule-based and reactive controllers. Reinforcement learning is investigated for model predictive control to achieve energy savings in assets such as buildings and industrial facilities, where models are calibrated from data collected from interactions with the environment.

Sometimes, both human and machine need to learn jointly, which is called meta-human systems [51]. Hybrid human/machine learning systems exhibit major differences in scale, scope, and speed of learning. Meta-human systems come with higher-level cognitive skills that affect the speed of organizational learning and shape the scale and scope economies of organizations in new ways for delegating, monitoring, cultivating, and reflecting [51]. This approach has the potential to accelerate digital transformation.

3.3 Cybersecurity and Regulations

In [52], it is reported that over 7 million data records get compromised each day and incidents of cyber fraud and abuse increased by 20% in the first quarter of 2020. Online criminals, hackers, and even just bored mischief-makers lurk in the shadows, waiting to rob you, commit fraud, and steal your identity.

When all data and processes of a company or industry are digitalized, cybersecurity becomes a paramount concern. The increased reliance on the internet means the company has a lot more to lose if something goes sideways [51]. The loss not only includes data loss but also loss of control of devices and assets. This is especially dangerous for critical infrastructure such as power plants, hospitals, and transportation. Given the increased risks, technical cybersecurity measures (e.g., firewalls, antivirus software, biometrics) are not enough. Regulations from the government should facilitate protection of the digital ecosystem.

3.4 Digital Ecosystem

A digital ecosystem is focusing on bringing extra value to customers by optimizing data and workflows from different internal departments, tools, systems, as well as
customers, suppliers, and external partners, as defined in [52]. It should remove obstacles from the customer journey and enable every participant in the ecosystem to use state-of-the-art technologies and systems to fulfill their individual needs.

These ecosystems offer customers a unified and easy-to-use system that delivers value through a variety of services, products, and insights. This also allows the platforms to grow exponentially and outpace the normal market by using several mechanics involved [53].

The use cases we have described are just parts of the whole digital ecosystem for the electric power system. More integrations are foreseen, for example, hybrid pumped hydro and battery storage for intermittent wind power [54], smart grid [9], and a range of services to consumers. The five key characteristics of a digital ecosystem are customer-centric, data-driven, automated, global, and dynamic [53]. Starting from the digital transformation on the upstream, there is a long way to go for digital electric power ecosystem to reach its full potential.
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From Intention to Use to Active Use of a Mobile Application in Norwegian ETO Manufacturing

Pål Furu Kamsvåg, Sylvi Thun, and Joakim Klemets

Abstract The introduction of digital technologies is starting to change the prevailing work practices at Aker Solutions’ yard at Stord in Vestland county. However, in order to derive business value and attain real transformative effects of digitalization, the challenges related to implementation must be identified and addressed. In this chapter, we examine the ongoing implementation of the mobile application WeBuild, at Aker Solutions’ yard at Stord. The overall goal with the application is to support more efficient work processes, reduce costs, increase organizational flexibility, and thereby ease the coming transition to “green” market segments. We use data from an extensive survey with answers from more than 500 respondents working at the yard at Stord to identify both organizational and infrastructural challenges with regard to this specific implementation. Analyses indicate that training and user involvement, functionality and usability, and technical infrastructure are important determinants which influence the active use of the WeBuild application. In more detail, our findings show that functionality adapted to the needs of the respondents’ respective disciplines was the strongest predictor of active use and that poor Internet access in certain parts of the yard makes it challenging to use WeBuild and other digital solutions. Further, we discuss how Aker Solution could overcome some of these challenges and attain business value from WeBuild and other digital solutions and initiatives. WeBuild is one of the many digital initiatives in Aker Solutions. By investigating the implications of this specific implementation along several dimensions, this study sheds light on the many difficulties Norwegian companies are facing when they try to reap the benefits of digital transformation. While Aker Solutions get insights with regard to the
contextual challenges at this specific yard, one can extract important learning points that are useful in other contexts as well. Norwegian manufacturers must learn from each other to succeed with digital transformation.

1 Introduction

Digital transformation encompasses the significant changes taking place in business and society through the use of digital technologies [1]. Although the term has received a lot of attention lately, there is no clear consensus among researchers and practitioners when discussing the content of the phenomenon. However, the vast majority believe that digital transformation differs from digitization and digitalization. Digitization is usually defined as the technical process of converting analog information into digital form, while digitalization refers to enabling or improving processes by leveraging digital technologies and digitized data [2]. Digital transformation, on the other hand, could be considered as the final step in the pyramid which is dependent on digitization and digitalization as sub-levels. Digital transformation, in a business perspective, is about using digital technology to transform the company’s services into something significantly better. Thus, digital transformation can be regarded as a redesign of the business at all levels [3].

In this chapter, we examine the ongoing implementation of the mobile application WeBuild, at Aker Solutions’ (Akso) yard at Stord. WeBuild is one of the many digital initiatives in Akso and an important part of the company’s digital transformation vision. While it could be argued that WeBuild as a stand-alone project is not enough to be classified as digital transformation, the expected outcomes of adopting the application are definitely an important part of the digital transformation process. The following definition of digital transformation from Vial [4] substantiates our consideration that the WeBuild application could be regarded as part of an overarching digital transformation process: “a process that aims to improve an entity by triggering significant changes to its properties through combinations of information, computing, communication, and connectivity technologies.” The overall goal with the WeBuild application is to support more efficient work processes, reduce costs, and increase organizational flexibility and by that ease the transition to “green” market segments for Akso. These outcomes, if they are achieved, could be considered as “significant changes” and thereby fulfill the criteria in Vial’s definition. However, what is meant by significant change is subjective and up for discussion. We will not be pursuing this matter any further but conclude that WeBuild is part of the comprehensive process of digitally transforming the yards of Akso.

The opportunities and potential gains from digital technologies in an industrial context are well described in the Industry 4.0 literature, and a more sophisticated human-machine interaction is even the main vision and goal in the human-centric approach of Operator 4.0 [5, 6]. While the opportunities and visions are thoroughly discussed in this literature, there are hitherto little empirical research about the perceived benefits from the use of digital solutions in an industrial environment.
Furthermore, there is limited research that looks at the factors that influence the active use of digital technologies, such as mobile applications and tablets. We believe there is a strong need for more empirical research about these topics, so that companies and all relevant stakeholders increase their understanding and can develop strategies to overcome the many barriers they encounter with regard to technology adoption. Thus, this chapter contributes to research literature on digital transformation with empirical findings on actual use of digital solutions, its influencing factors and perceived benefits, and not only the intention to use.

We rely on data from an extensive survey with answers from more than 500 respondents working at the yard at Stord. By investigating this implementation along several dimensions, this study sheds light on the opportunities that come with an extensive mobile application in an industrial setting. We further identify and discuss some of the most prominent challenges big companies are facing when they try to reap the benefits of digital technologies. Based on the data material we discuss organizational and infrastructural challenges with regard to the implementation of a mobile application through the lens of technology acceptance literature. Further, we discuss how Akso can overcome some of these challenges and attain real business value from this mobile application. Our ambition is to uncover the factors that influence the active use of WeBuild and identify the perceived benefits of using the application. Hence, our two main research questions are as follows:

- **RQ1:** Which factors influence the active use of a mobile application in a Norwegian ETO-manufacturing company?
- **RQ2:** What are the perceived benefits of using a mobile application in a Norwegian ETO-manufacturing company?

## 2 Theoretical Background

To reap the benefits from digital solutions and succeed with digital transformation, you naturally need active use of the technology that is being implemented. This might sound trivial, but it is a real challenge which is often underestimated. *Technology acceptance* is a subject area that is useful for understanding the underlying factors which affect both acceptance of technology and usage. We use the technology acceptance model (TAM) and the *unified theory of acceptance and use of technology* (UTAUT) as theoretical starting points for our analysis. The insights from these frameworks/models are important to bear in mind regarding digital transformation. That is because real transformative change requires more than just technology; it requires changed practices and behavior from humans. To derive real transformative effects from digital technology, you must understand which factors affect use and acceptance.
Technology acceptance has been studied for decades within several research fields and has become increasingly emphasized with the emergence of new digital tools and devices. One of the most prominent and widely used models is the technology acceptance model (TAM) developed by Davis [7]. The intention to use technology is, according to TAM, influenced by two main factors (belief constructs): perceived usefulness and perceived ease of use. Perceived usefulness is defined as “the degree to which a person believes that using a particular system would enhance his or her job performance.” And perceived ease of use is defined as “the degree to which a person believes that using a particular system would be free from effort” [7].

Over the years, TAM has been rigorously studied and expanded. Mathieson et al. [8] proposed a third construct, perceived resources, and defined this construct as “the extent to which an individual believes that he or she has the personal and organizational resources needed to use an information system.” This construct emphasizes the perceptions of the environment where implementation takes place and the characteristics of the technology itself, thus contributing to a better understanding of technology acceptance [8].

A major upgrade of TAM came with the unified theory of acceptance and use of technology (UTAUT), which was an attempt to synthesize existing technology acceptance models and theories [9]. UTAUT holds that there are four key constructs that could explain user intention and behavior: (1) performance expectancy, the notion that the technology will contribute to increased job performance; (2) effort expectancy, the degree of “ease of use”; (3) social influence, the perception of the individual that he/she should use the technology as a result of the influence from important stakeholders; and (4) facilitating conditions, the extent to which a person experiences that the organization facilitates the use of the technology [9]. The first three constructs are direct determinants of usage intention and behavior, while the fourth is a direct determinant of user behavior. Further, UTAUT includes four intermediate variables, age, gender, experience, and voluntariness of use, that moderate the impact of the four key constructs [9]. In the following, we present previous research findings relevant for UTAUT four constructs.

Performance expectancy is derived from the notion that the technology will contribute to increased job performance. In manufacturing and an industrial environment, digital applications can be used for visualization purposes and increase the perceptibility of operations and performance status. Furthermore, the end users might achieve a better understanding of the overall production processes and increased situational awareness, which makes it easier to make real-time decisions [10, 11].

One study within construction found a positive relationship between the use of mobile applications and the improvement of overall productivity, with perceived benefits such as “more efficient management of checklists and documentation” and “better performance monitoring and evaluation” [12]. Findings from a study conducted in the Norwegian manufacturing context revealed that production
managers tend to report higher satisfactions with digital technologies being introduced compared with the operators, suggesting that ICT systems and digital solutions often are not implemented or developed with the operator in mind [13]. The last point is of great importance in this setting as well. It is of course crucial that the technology is adapted to the needs of the users.

In a study investigating different aspects of the UTAUT model in a hospital context, some performance expectancy measures were found to affect intention to use a mobile application [14]. The results showed that the use of the application could speed up the administration process and also that employees could save time by applying the solution. These perceived benefits were associated with the intention to use [14].

Effort expectancy, or the degree of “ease of use,” could be defined as to which extent a person believes that using a particular system is effortless [7]. In one study, researchers found that variables relevant to effort expectancy, the “ease of use” and the level of effort a user thinks a specific task will require, had an influence on intention to use. If users experience that the use of an application is easy to use and a satisfaction in using it, the intention to use the application will also increase significantly [14].

Social influence is the perception of the individual that he/she should use the technology because of the influence from important stakeholders. The way companies and organizations convey information about technological changes is critical for implementation success and an example of social influence from important stakeholders. To act as an influencing factor, research has indicated that the communication should be aligned with the inherent culture and tailored to the audience [15]. Ideally, communication should take place in the initial phases of the implementation, or even during the development process or selection decision (purchase of off-the-shelf technology). Cross-communication is crucial early in the planning process to set a joint objective for harmonization, coherence, and collaboration for all relevant stakeholders [16]. Thun et al. [17] found that by communicating user needs, practicing flexible involvement of stakeholders, and transparency of the purpose among others enabled the development and implementation process of digital applications.

Facilitating conditions refers to the extent to which a person experiences that the organization facilitates the use of the technology. Training and IT infrastructure are examples of how an organization can facilitate the use of technology. Research shows that the lack of digital skills, and the consecutive need for training, is one of the most significant barriers to the implementation of new technologies [18]. Training could be considered a strategic investment that strengthens the internal resources of an organization by addressing employees’ propensity for use and attitude toward current and future technological changes [15]. Training obviously facilitates learning (the users learn to use a new technology), but it could also affect employee perceptions and attitudes about the new technology [19]. Hence, training is an important tool to overcome resistance to change and to increase implementation effectiveness. According to Escobar-Rodriguez and Bartual-Sopena [20], training should have a clear objective, and the mechanism of how it is supposed to enhance
task performance and reduce the perception of risk/threats should be clarified. The experience of easiness to learn the app will also be related to the intention to use a mobile application or not [14]. Further, they found that how fast the speed of the application was affected intention to use.

According to Gartner [21], IT infrastructure refers to the IT components, such as the composite hardware, software, network resources, and services, which constitute the foundation of an enterprise IT environment. The physical systems such as hardware, storage, any kind of routers/switches, and even the building itself are generally regarded as the primary components of an IT infrastructure, though networks and software are also important. In addition to these components, there is usually a need for cybersecurity and skills as well.

In one study, researchers used the UTAUT framework to investigate the factors that influence the intention to use mobile applications for learning at universities (with a considerable focus on physical infrastructure). The findings indicated that factors such as device connectivity, device memory, device compatibility, device performance, network coverage, and network speed all had significant and positive influence on the users’ intention to use the mobile application [17]. In particular, network speed and device performance were important factors where the influence was very high and noticeably significant.

While most of the research articles we have cited were conducted in a different context than an industrial environment, the findings are relevant as it exemplifies different findings of the four constructs of UTAUT that to a large degree can be said to be transferable and generic. Furthermore, all the articles investigate which determinants affect the intention to use the technology (mainly mobile applications) from the perspective of the end user. As intention to use has a positive association with actual use, the elaborated findings together with UTAUT present a sound theoretical framework relevant when contributing with knowledge about factors that influence active use of WeBuild and perceived benefits of using this mobile application.

3 Method

3.1 Research Context

3.1.1 Digital Transformation at Aker Solution

Aker Solutions’ yard at Stord (abbreviated to Akso) is a well-known supplier within the oil and gas industry in Norway. With its approximately 2800 employees and annual results of several hundreds of millions of euros, the company is considered a major competitor both domestically and in the global market. Akso is considered an engineer-to-order manufacturer (ETO) who both plans and executes engineering, procurement, construction, and installation projects. These projects are usually organized as contracting agreements between customer and supplier, where Akso as a contractor/supplier rely on subcontracting partners for various purposes.
Akso has over the years developed and utilized digital tools in order to support their employees and derive efficiency gains. As a result of the latest advances in fields such as artificial intelligence/machine learning, big data analytics, digital support systems for the employees (from operator level to management), and more, *digitalization* has received even more attention than before. As part of their digital transformation vision, Akso has developed a digitalization program with a roadmap consisting of more than 25 projects which is either unfolding or planned for the future [22]. The overall ambition with this program is to increase efficiency and effectiveness of business operations, provide better technological support for their employees, and improve organizational flexibility.

Akso is currently expanding their product portfolio by entering “green” market segments and is looking for ways to improve their organizational flexibility in that regard. By organizational flexibility, we mean the organization’s ability to handle continuous shifts between new growth segments (e.g., offshore wind, recycling, and orders from land-based industry) and traditional product areas within the oil and gas industry. Digital tools are considered as important means to increase the organizational flexibility and tackle the new and even more challenging everyday life at the yard, with more projects of different sizes and varied content which run in parallel.

### 3.1.2 The WeBuild Case: Purpose and Ambitions

*WeBuild* is a mobile application that aims to make daily work more efficient for all foremen and operators at Aker Solutions’ shipyards in Norway. The overall goal with the application is to support more efficient work processes, reduce costs, increase organizational flexibility, and thereby ease the ongoing transition to “green” market segments for Akso. More specifically, the application is supposed to make it faster and easier to get an overview of who is at work, provide important information to the relevant audience, delegate tasks for managers and foremen, retrieve working drawings, provide the opportunity to report completed work, and reduce the overall time spent on several manual tasks.

*WeBuild* allows for the distribution of work packages (work orders) with all necessary information and job descriptions. The packages include working drawings, instructions, material lists, and time estimates. Both foremen and operators receive this information on their smartphones (illustrated with the screenshots below):
Traditionally, the work packages have been distributed through team leaders (foremen) and kept in hard copy in folders. This manual and analog procedure have made it time-consuming to do updates and perform revision controls [22]. With WeBuild, the foremen and operators can report progress on the project(s) they work on via their personal smartphone funded by Akso, ensuring that all relevant stakeholders are updated in real time preventing both inertia and inaccuracies. Akso believes this digital solution will lead to less time spent on reporting and status updates by foremen, thus freeing up time for preparation and facilitation of the job of the operator and contributing to better information sharing between shifts. This in turn could make the operators more efficient. Further, when more information is made available among the entire workforce via WeBuild, more decision-making and responsibility can be transferred directly to the operators. As a result, some of the layers of the value chain could potentially be removed and provide significant efficiency gains.

Over time, the application will be expanded with a number of new features, such as 3D models of specific work tasks, an overview of available tools located nearby, and visualizations of the competences among the employees. All the aforementioned opportunities and potential gains from WeBuild make the application a key component of the digital transformation process that is taking place at Akso’s yards (and the yard at Stord which is being investigated in this study).
3.1.3 Development and Implementation Strategy

The WeBuild application development was led by the IT department at Akso, although most of the engineering resources were hired consultants. As part of the project, the development approach underwent a major transition as the previous waterfall method was replaced with a more agile and user-centered approach. Hence, a group of operators and foremen (i.e., end users) from a few selected teams were invited to participate in the development process as super-users, inviting them to provide insight and feedback to the system design.

The super-users were involved throughout the development process. In the initial phase, a context study was conducted, in which a multidisciplinary user experience (UX) team carried out observations and interviews at the yard to elicit system functionality requirements. After co-creation sessions with end users and the project team, the final use cases for the WeBuild application were decided. Thereafter, the super-users were also involved in providing feedback on user interface prototypes. Also, before new functionality is released to all end users, a system acceptance test was carried out by the super-users. This involved installing and testing the new version of the application for a few days to uncover inaccuracies (i.e., software bugs).

The implementation strategy selected to ensure that end users would accept and adopt the new application into their daily work also leveraged a lot on the super-users. Although initial plans included various training and dissemination activities to support the implementation process, these were discarded in favor of using available resources to realize application functionality. Therefore, the super-users participating in the development process were to a large extent involved in training and promoting WeBuild to their fellow colleagues [23].

3.2 Research Design

3.2.1 Procedure and Participants

A single case study was chosen as method to understand more about the complex nature of digital transformation in a large ETO manufacturing company located in Norway. Field-based studies can contribute with rich data and deep insights from actual work practices. Case studies enable researchers to generate deeper understanding of the phenomenon within its real-world context as well as new knowledge and theory [24, 25]. The case company was selected from an ongoing 4-year research project that started in 2020 with the aim to develop a competitive organizational flexibility.

To answer among others the research question in this chapter, a large digital survey was conducted January 2021. The survey covered different themes and contained different question types, both validated and new indexes, and the part of the questionnaire covering WeBuild experiences also contained open-ended
questions. 526 employees working in the production area of the yard participated, and a response rate at 61% was achieved. The sample consist of 479 males and 47 females. Participants had different work roles, among others construction managers (0.8%), discipline managers (4.9%), foremen (16.7%), qualified operators (59.3%), and apprentices (2.3%). The participants came from eight different departments. Since this chapter tries to highlight influencing factors of technology adoption and, in this case, active use of WeBuild, some of the participants were excluded. The relevant sample size is therefore 189, and approximately 80% of those participants belong to two of the eight departments. The majority of the active WeBuild users work as qualified operators (78%).

All participants received a written information letter about the purpose of the survey, how data would be used and stored. Furthermore, it was highlighted that participation in the study was voluntary and that participants would be anonymous. A signed informed consent form was required before participation. The Norwegian Social Science Data Service has approved the study.

3.2.2 Measures

Participants answering “yes” at the question “Have you used WeBuild?” received a question whether they use WeBuild actively during their workday. Active WeBuild users vs. inactive WeBuild users was as a result measured by the yes/no question: Do you actively use WeBuild during your workday? Training was measured with a one-item yes/no question: Have you received training in use of the WeBuild-app? Wireless connectivity was measured by one item “WeBuild delays my progress due to poor Internet access” at a 5-point Likert scale with (1) = totally disagree to (5) = totally agree. Influence of functionality was measured by the one-item question “My department has had the opportunity to influence the functionality of the WeBuild application,” with three response categories, yes, no, and I do not know, and “WeBuild has functionality that is well adapted to my discipline’s need” is measured at a Likert scale (1) strongly disagree to (5) strongly agree.

Other relevant influencing factors were “WeBuild is easy to use” and “WeBuild is a tool that gives me support in my work,” all measured at a Likert scale (1) strongly disagree to (5) strongly agree. Benefits of WeBuild use was measured with different items at a Likert scale (1) to a very small extent to (5) to a very large extent. For instance, “To what extend have work packages via WeBuild released more time for your core task? To what extend have work packages via WeBuild ensured more efficient work processes? To what extend have work packages via WeBuild improved team collaborations?” We also had questions measuring experience with WeBuild and its relation to the work process of number of deliverables. For instance, “WeBuild gives me more up-to-date and accurate information compared to information on paper” and “I get to complete more deliverables/tasks using WeBuild than before (without WeBuild)” measured with Likert scale (1) totally disagree to (5) totally agree.
3.3 Statistical Analysis

Independent t-test (two-tailed) was used to assess mean differences in between active WeBuild users and non-active WeBuild users. Hedges’ $g$ provides a measure of effect size where there are different sample sizes. Chi-square tests were used to analyze whether there is an association between active WeBuild use and training and active WeBuild use and influence of functionality. Logistic regression analysis was conducted to test the predictor variables’ influence on the categorical dependent variable, active WeBuild use. There was no problem with multicollinearity between the tested variables. Tolerance and VIF values were good. Linearity of the logit was also tested, and the assumption was met. All analysis was performed using IBM SPSS Statistics version 27.

4 Results

4.1 Descriptive Statistics

The total amount of people that have tried the WeBuild application were 218 of the 526 participants in the survey. 160 of those 218 reported “Yes,” while 58 reported “Yes, but no longer” on the question “Have you used WeBuild?” Those 160 answering “yes” received the question “Do you actively use WeBuild during your workday?” 82 reported “yes” (active group) and 78 “no” (inactive group); however, we had to make some small adjustment in the survey resulting in that the inactive group in some of the analysis has 57 users.

67.1% of active WeBuild users have received training, and 75.4% active WeBuild users have got the chance to influence the functionality of the WeBuild application. 32.9% of inactive WeBuild uses have received training, and 24.6% of the inactive group have got the chance to influence the functionality of the WeBuild application.

4.2 Influencing Factors and Benefits of Use

Among the participants that have tried to use the WeBuild application, we see that 54.5% partly agree/totally agree that the application is easy to use, 60.3% agree/totally agree that it has a functionality that is well adapted to the discipline’s needs, and 60.4% answer partly agree/totally agree that it is a tool supporting their work. Further we were interested to see whether or not there were some differences in these variables among the active versus inactive WeBuild users and among those received training or not.
Among the influencing factors tested, some significant mean differences were found between the active WeBuild users compared to inactive WeBuild users. On allegations regarding functionality fit and usability, the results show higher averages for active users than inactive users (Fig. 1). On the following allegations, we found differences among active users and inactive users that were statistically significant:

- **WeBuild has functionality that is well adapted to my discipline’s needs**: \( t(137) = 3.27, p < .001, \) [95% CI (3.16–3.65)], Hedges’ \( g = .56; \) WeBuild is easy to use \( t(137) = 3.48, p < .001, \) [95% CI (3.23–3.89)], Hedges’ \( g = .57; \) and WeBuild is a tool that gives me support in my work \( t(137) = 4.63, p < .001, \) [95% CI (4.40–4.81)], Hedges’ \( g = .77. \) The value of Hedges’ \( g \) for the three significant differences represents strong effect sizes.

Among the influencing factors tested, some significant mean differences were found between the active WeBuild users compared to inactive WeBuild users. On allegations regarding functionality fit and usability, the results show higher averages for active users than inactive users (Fig. 1). On the following allegations, we found differences among active users and inactive users that were statistically significant: WeBuild has functionality that is well adapted to my discipline’s needs \( t(137) = 3.27, p < .001, \) [95% CI (3.16–3.65)], Hedges’ \( g = .56; \) WeBuild is easy to use \( t(137) = 3.48, p < .001, \) [95% CI (3.23–3.89)], Hedges’ \( g = .57; \) and WeBuild is a tool that gives me support in my work \( t(137) = 4.63, p < .001, \) [95% CI (4.40–4.81)], Hedges’ \( g = .77. \) The value of Hedges’ \( g \) for the three significant differences represents strong effect sizes.

Among the participants who have used WeBuild, it is interesting to test whether training has an effect. Among those 139 answering “Yes” on the question whether they have tried and used WeBuild, 59% of the participants have received training and 48.8% not. Among the 58 participants answering “Yes, but no longer,” 46% have received training, and 54% have not received training. We found no significant mean differences on the group receiving training compared to those not receiving training on the four influencing factors same as those presented in Fig. 1. But as stated in RQ1, we are interested to see whether training can act as an influencing factor for daily and active use of WeBuild during their workday.

According to a crosstab, 67.1% of the active users have received training. In line with our results obtained from chi-square analysis, training affects active use. There was a significant association between training or not and whether the persons have a daily active use of the WeBuild application \( \chi^2 (1) = 5.40, p < .05. \) Based on odds ratio (OR), the odds of active use were 2.27 times higher if received training than...
Further, we found that 75.4% of the active users have received the chance of influencing the functionality of the WeBuild application, and results of the chi-square analysis indicate that being involved by getting the chance to influence functionality also affects active use of WeBuild $\chi^2 (1) = 8.50, p < .01$. Based on OR, the odds of active use were 3.74 times higher when the department had been involved and got the chance to influence the functionality of the application.

50.80% reported partly/totally agree that WeBuild delays progress because of poor Internet access (wireless connectivity) (Fig. 2). Further, the figure shows that 42.33% partly/totally agree that WeBuild gives more up-to-date and accurate information compared to information on paper; however, only 19.05% partly/totally agree to the fact that they prefer their work packages are handed out through WeBuild instead of the paper version given by the foreman.

Logistic regression was used to test the final hypothesis stating that training and suited functionality, together with stable Internet access (wireless connectivity), would predict active and daily use (Table 1). The independent variables explain

Table 1  Logistic regression of the predictive value of training, functionality, and Internet access on the dependent variable active WeBuild use

<table>
<thead>
<tr>
<th>Variable</th>
<th>$b$(SE)</th>
<th>Wald</th>
<th>OR [Exp ($b$)]</th>
<th>95% CI for OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>−5.05(1.31)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Training</td>
<td>.89*(.38)</td>
<td>5.48</td>
<td>2.45</td>
<td>[1.16–5.17]</td>
</tr>
<tr>
<td>2. Functionality well adapted to the discipline’s need</td>
<td>.94**(.27)</td>
<td>12.19</td>
<td>2.57</td>
<td>[1.51–4.36]</td>
</tr>
<tr>
<td>3. Wireless connectivity</td>
<td>.42*(.17)</td>
<td>6.15</td>
<td>1.52</td>
<td>[1.09–2.12]</td>
</tr>
</tbody>
</table>

Note: *$p < .001$, **$p < .05$. Model $\chi^2 (3) = 23.33, p < .001$. $-2\log$ likelihood 164.84* Cox & Snell’s $R^2 = .16$, Nagelkerke’s $R^2 = .21$
16–21% of the variance of active WeBuild use and the model is significant. All independent variables significantly contributed; however, functionality was the strongest predictor. The OR of 2.57 indicates that if the experience of functionality is well adapted to the discipline’s need increase, 2.57 greater chance of active use would occur.

Figure 3 illustrates some of the benefits the participants experience when receiving their work packages via the application. For instance, the participants have to some degree experienced that WeBuild has ensured more efficient work processes ($M = 3.09$). The results indicate that those participants using WeBuild actively experience different positive effects, but the mean scores were low.

5 Discussion

From the classical theories of technology acceptance, such as TAM, we know that perceived usefulness and perceived ease of use are important determinants that influence the intention to use the technology [7]. From UTAUT, the four constructs that could explain user intention and behavior are performance expectancy, effort expectancy, social influence, and facilitating conditions. We used these determinants as our starting point when we analyzed the data with respect to functionality and usability.
5.1 Training and User Involvement

Training is not only important for the end users of the technology to understand the user interface and functionality of the technology; it can also have a positive impact on engagement and perceived usefulness [19]. Moreover, implementing training along with new software and IT technologies can help alleviate frustrations during the transition process, making adoption easier and less painful [26]. An interesting finding in our study is that users who have received training and those who have not seem to consider the functionality of the application as equally intuitive. Nevertheless, those who have received training use WeBuild more frequently during work than the other group. This may indicate that training has served as an internal promotion mechanism during implementation and perhaps contributed to more commitment and a better understanding of the overall objectives. This finding may also indicate that the user interface in WeBuild is relatively easy to understand and that there are other factors that are more important in terms of explaining active use. Regardless, the management of Akso believes that training is absolutely essential for successful implementation and has realized that the training process has not been sufficient so far. Accordingly, they are currently working on developing a better training program consisting of an online course with video lectures that will be available for all employees and good follow-up routines. During the training phase, the management will also have the opportunity to explain how WeBuild is part of the process of digitally transforming the business operations, by producing relatively large changes in terms of work processes and also contributing to increased organizational flexibility that makes it easier to enter new market segments. Such dissemination of information is particularly important in large and complex organizations with context-dependent work routines in the subdivisions and where the employees have been working in almost the same way for decades.

Companies are often in a challenging trade-off situation when trying to develop and adopt new technology. On the one hand, they have to emphasize the functionality needs and technical requirements in order to satisfy the demands of the end users. On the other hand, they must make sure they have financial means and capacity to develop and implement a good training program to succeed with adoption. This situation can be very difficult for companies to handle as they usually have limited resources. As a consequence, functionality and technological requirements often end up being prioritized, while training is somewhat neglected or “set aside for later.”

In conversations with project managers in Akso, it became clear that functionality and technical requirements were prioritized as “must-win battles” regarding the WeBuild project. In many ways, this approach is understandable as the application must work as intended and respond to the needs of the end users. However, by prioritizing development and functionality, less resources were unfortunately allocated to training and follow-up procedures. Akso managed nevertheless to create some engagement among some of the employees, and the figures show that a relatively large proportion of employees use the application in the departments
where it has been introduced. Particularly, super-users that were involved during the development phase have been positive toward the application. The super-users have also been central in the dissemination of WeBuild as well as in training their fellow colleagues [23].

Hence, the results indicate that better and more thorough training is needed to reach out to the early and late majority and turn them into active users. That being said, adoption of a new technology in this order of magnitude usually takes time—it requires significant changes in work practices and routines and even a shift of mentality. It reminds us that digital transformation should be thought of as a marathon, not a sprint. When planning for change, we therefore encourage practitioners to design a process and timeline with sufficient resources. This could include allocating enough time for training, preparing a timeline for change of work practices, and engaging ambassadors/change-agents (“super-users”). Further, the process needs to be continually evaluated so that it is possible to make adjustments during the period of establishing new work practices and routines.

5.2 Functionality Fit and Usability

As described in the results section, 75.4% of the active users had the opportunity to influence the functionality of the WeBuild application, and the OR told us that active use was 3.74 times higher when the department had been involved and got the chance to influence the functionality of the application. From the logistic regression analysis in Table 1, we found that functionality adapted to the needs of the respondents’ respective disciplines was the strongest predictor of active use. All these findings show that functionality is a very important factor in explaining the active use of WeBuild.

The results from the survey indicate that the respondents find WeBuild relatively easy to use and that the functionality of the application is largely adapted to the different disciplines at the yard. Nevertheless, we have uncovered some interesting contradictions in the data material. For instance, a relatively large proportion of the respondents believe that WeBuild gives them more updated and correct information compared to information received on traditional paper sheets. At the same time, and slightly contradicting with the previous finding, more than half of the respondents still want to receive their work packages manually from foremen in paper format. This finding can be interpreted in several ways. It may indicate that some parts of the application’s functionality are considered better than others or that receiving work packages digitally is perceived as little useful and practical by the users. From Fig. 3, we see that the active users of WeBuild experience different positive effects with regard to receiving work packages from the application. However, the mean scores are quite low which are telling us that the perceived benefits are somewhat limited when it comes to this functionality. Further, several respondents said in the section with open-ended questions that the working drawings in particular are better suited for paper format, because of limitations regarding size and readability of the digital...
representations (images) on their personal smartphones. This finding is further supported by information retrieved from interviews with project participants conducted in advance of the survey [21]. Larger screens (e.g., tablets) could have been a potential solution to this problem, but it seems rather unrealistic that Akso would invest in personal tablets for the time being, especially as they quite recently bought personal smartphones to their entire workforce.

Regarding the challenges described above, we believe it is important to emphasize the following point: it naturally takes time to change people’s habits and work practices. The operators at Akso have been handed their work packages from the foremen for decades; thus, this procedure is incorporated into their daily routine. In a transition phase from an analog to a digital procedure, it may be appropriate to allow for a coexistence between new and old tools/routines. This could make the operation less vulnerable to glitches in the digital solution (WeBuild) and prevent potential interruptions in production [22].

While some of the changes in work practices that the WeBuild application entail are quite easy to achieve, others are much more challenging. The example with “the digitalization of work packages” shows that transforming work practices by utilizing digital technologies often requires significant efforts and some patience from project managers and the organization as such. Measures of effectiveness and the constant need to deliver business profit can act as a barrier to both the development and the implementation of digital tools [22]. In some digital projects, it is difficult to show the instant effect or the return of investment because new work practices need to be in place before it can be documented to increase productivity and efficiency. Sometimes, patience for long-term effects rather than shutting down initiatives with lack of short-term effects is a better organizational practice.

5.3 **IT Infrastructure: A Neglected Necessity in Digital Transformation?**

Digital technologies and a mobile application such as WeBuild depend on proper IT infrastructure to work optimally and as intended. Slow wireless download/upload speeds, instability, software freezes, and delayed systems reactions are common sources of annoyance and key barriers for implementation of ICT [17]. We do not discuss how all of the components of IT infrastructure are affecting the implementation of WeBuild. However, we emphasize the basic infrastructural need of wireless connectivity and explain why this particular need may cause challenges at Akso’s yards.

Within the construct of *facilitating conditions* in the UTAUT framework, you find the sub-level of technical infrastructure (which IT infrastructure is part of) and that this is a direct determinant of user behavior. Our findings suggest that poor Internet access in certain parts of the yard makes it challenging to use WeBuild and other digital solutions relying on Internet access. In Fig. 2, we see that more than
50% of the users of WeBuild report that their progress is delayed due to poor Internet access, and in the section with open-ended questions, a large proportion of the respondents claimed that poor Internet access was a “major issue at several locations at the yard and caused the application to work very slowly.” In addition, several of the respondents have stated that the mobile data that Akso pays for is nowhere near sufficient if the intention is that this data should be used to execute tasks via WeBuild and other digital solutions. Thus, many of the employees believe that the wireless connectivity must be improved at the yard and that end users must be provided with more mobile data.

The management of Akso is aware of this challenge and takes it seriously. They hope to solve some of the challenges associated with poor Internet access by installing more and better routers and other equipment in some of the exposed areas. However, one may have to reckon that parts of the yard will have slightly poorer Internet access than others and thus influence the use of WeBuild and other digital technologies. For instance, ensuring good Internet access in the department of prefabrication can be easier than doing it in some places at the department of construction, for example, inside the massive concrete structures that form the foundation of oil platforms. It is important to remember that a yard of this size is quite different from a traditional factory in manufacturing and that it may be more problematic to put in place the necessary IT infrastructure in this particular industrial environment.

It is beyond dispute that poor Internet access and issues related to IT infrastructure can have a negative impact on the intention to use WeBuild and other digital technologies. Hence, when implementing the mobile application in more departments, Akso should emphasize the challenges related to wireless connectivity and do their best to solve them. Therefore, we highlight the importance of involving those managing the underlying IT infrastructure early in the design and development process. This is important to ensure that the underlying network is able to support quality of experience (QoE) requirements [27]. Resources for expanding network capabilities need to be budgeted. And, if discovered that wireless connectivity is not feasible in certain locations or environments, the system needs to adopt different coping strategies and techniques to be able to still adhere to user expectations.

6 Conclusion

Our research shows that training and user involvement, functionality and usability, and technical infrastructure (IT infrastructure) are important determinants which influence the active use of the WeBuild application. The findings are indicating that the user interface in WeBuild is relatively easy to understand, which may indicate that training has served as an internal promotion mechanism during implementation and perhaps contributed to more commitment. Thus, the importance of adequate training and follow-up procedures cannot be overstated. Furthermore, our findings suggest that poor Internet access in certain parts of the yard makes it
challenging to use WeBuild and other digital solutions. Poor Internet connection will naturally cause the application to run slower, which in turn becomes an annoyance to the end user and have negative consequences for the intention to use. Moreover, the mobile data that Akso pays for is nowhere near sufficient according to many respondents. This is a challenge that is important to investigate further as the application runs on 4G. With regard to functionality, our findings show that functionality adapted to the needs of the respondents’ respective disciplines was the strongest predictor of active use. The vast majority of the respondents find the functionality sufficient and that WeBuild is useful for many purposes. However, for some of the procedures/tasks that have been digitalized through WeBuild, a large proportion of the employees prefer the old way of doing things. For instance, more than half of the respondents still want to receive their work packages manually from foremen in paper format. This tells us that digitalization is not necessarily suitable for all work processes and that companies should think about this in advance. Regarding receiving work packages digitally via WeBuild, we believe that this will gradually become part of the employees’ routine. However, companies should recognize that digital transformation requires a great deal of effort and time, as it implies to change employee’s habits and work practices. TAM and UTAUT can be used as practical tools and give guidance to the organization about where the challenges are. For instance, it is possible to conduct surveys which are built upon this literature and ascertain the perceived usefulness, perceived ease of use, or other factors (constructs). The findings can be used to evaluate the organizations’ overall attitude toward the technology and as a basis to carry out targeted measures to make improvements. However, these theories do not tell us how to ensure use of digital technology, establish new work practices, and make other changes that transform the organization. Future research should therefore give more attention toward the implementation of digital tools and how organizations should work to succeed with implementation processes. There is also a need for a more thorough understanding of how digital transformation is aligned with the establishment of new work practices.
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Part II
Public Enterprises
Abstract The directorate of Labor and Welfare Administration in Norway (NAV) is responsible for one of the most complex system portfolios in Norway. Since the establishment of the directorate in 2006, NAV has had the ambition of modernizing IT systems, but the development has been slow. In the last 4 years, however, there have been major changes in the way NAV works with digital development and modernization. The purpose of the study is to describe the changes that have taken place in the NAV IT department in the period from 2016 to 2020. The survey identifies four key changes that have had a major effect on the IT department in NAV. These key factors are changed organizational design to support the creation of teams and product areas, changed sourcing strategy and insourcing of services, changed technological direction toward a modern application platform and a changeable application architect, as well as changes in working method from waterfall to agile product development. The IT department has moved from being a management-oriented, static organization structured by function to having a flat and dynamic organizational structure with dedicated areas of expertise. NAV replaced all supplier contracts on development and management with capacity agreements, regained ownership of its solutions, recruited programmers, and developed NAV’s internal competence. By developing its own application platform for deployment, NAV IT made it possible for teams to automatically deploy to production whenever they wanted. NAV IT has developed an increasingly agile organization where autonomous teams and empowered employees are a key factor.
1 Introduction

During the last 4–5 years, the Directorate of Labor and Welfare Administration in Norway (NAV) has changed the way they work with modernization and development of digital solutions for users while at the same time changing and renewing working methods, technology, and framework conditions for employees.

The purpose of this case study is to describe the digital transformation in NAV, in specific IT department. The case’s empirical framework is to identify changes in the period from 2016 to 2020. The case study was part of a master’s thesis [1] where findings and observations about the current organizational structure (team/product areas) and working methods (agile methodology) have affected the organization’s ability to solve the crisis and the extreme digital challenges for which the organizations were responsible for solving during the pandemic in 2020.

Digital transformation is often described as changes and improvements in an organization’s operations and work processes by using digital tools [2, 3]. Development of new tools opens up for changes in business practices, business model, and value system [4]. By utilizing these, organizations can operate with more transparency and increase efficiency. According to Unruh and Kiron [5], this also applies to the public sector. At the organizational level, this means that business models and strategies must be adapted to the new changes [5].

There have been few relevant studies about organizational changes in NAV, considering management structure, the introduction of management tools in the form of measurements, the establishment of new NAV offices, and the introduction of new IT tools (see, e.g., Parslow [6], Thilageswaran [7], Vågen [8], and Grung et al. [9]) but no relevant research considering digital transformation so far.

NAV manages a massive portfolio of services for the Norwegian population. The Directorate’s social mission is to secure work for the Norwegian population, provide good living conditions for the most disadvantaged, secure financial rights through good performance management, and offer services with good service. This requires an enormous organizational structure and a correspondingly complex system portfolio that ranges from the most hard-coded mainframe “Infotrygd” to the most easy-going microservices. A total of 1400 employees work in NAV Directorate, and about 800 of them are located at the IT Department. NAV is probably one of Norway’s most complex organizations, and one of the interview objects described it as “an onion.” There are layers upon layers of organizational levels, lines, and structures, and it is too extensive to use the entire NAV as a backdrop in this case. Therefore, the case is limited to primarily concerning the IT department in NAV.

The case is further limited in time to the period 2016–2020. During this period, major changes were made in the IT department, organizationally, technologically, contractually, and working methods/way of working. The time span has been chosen because it represents a period in which there has been a significantly greater breadth and speed of change initiatives than previous periods. Organizationally, the start was made at the end of 2015, with the formal start of a major organizational development project in 2016.
2 The Case Study

This case study presents an analysis of the changes the IT department has had in the last 4–5 years, both through the formal change of the organization and the more informal changes that have taken place. The data collection mainly consisted of interviews with relevant employees in NAV and the IT department, as well as document studies of available written documentation.

Using document analysis, available documents relating to the journey of change in the IT department have been examined. Relevant documentation has been sought that provides information on any formal changes to organizational structures, other decisions, and decisions that have had an impact on the changes that have taken place. The following written documentation is included in the study:

- A selection of organizational maps from the period 2016–2020
- Case basis for organizational change in 2017 (OU project) and 2019/2020 (IT-2020)
- Relevant strategies (including Cloud Strategy and Sourcing Strategy)
- A team overview from 2018
- Case basis for changing competence profiles 2018
- Case basis for the establishment of product area 2019
- Overview of the development in the number of employees per competence profile (2016–2020)

To enrich this data material and to gain a greater knowledge of what experiences employees in NAV have had related to changes in the organization in the last 4–5 years, the study included a series of interviews (video interview according to COVID restrictions). A total of ten informants were strategically selected so that they could express themselves in a reflective manner on the topic in question [10]. In this thesis, the main criteria were that the informants had been employed in the NAV/IT department in the period 2016–2020 and that they had worked actively with the implementation of digital transformation and/or the work with handling the Corona crisis (Table 1).

Table 1  List of informants

<table>
<thead>
<tr>
<th>Informant</th>
<th>Male/Female</th>
<th>Role</th>
<th>Years employed</th>
<th>IT Dep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>F</td>
<td>Product manager</td>
<td>17</td>
<td>No</td>
</tr>
<tr>
<td>B2</td>
<td>M</td>
<td>Developer</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td>C3</td>
<td>M</td>
<td>Middle management</td>
<td>21</td>
<td>No</td>
</tr>
<tr>
<td>D4</td>
<td>M</td>
<td>Developer</td>
<td>3.5</td>
<td>Yes</td>
</tr>
<tr>
<td>E5</td>
<td>M</td>
<td>Top management</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td>F6</td>
<td>F</td>
<td>Top management</td>
<td>9</td>
<td>No</td>
</tr>
<tr>
<td>G7</td>
<td>M</td>
<td>Top management</td>
<td>14</td>
<td>No</td>
</tr>
<tr>
<td>H8</td>
<td>M</td>
<td>Middle management</td>
<td>9</td>
<td>Yes</td>
</tr>
<tr>
<td>I9</td>
<td>F</td>
<td>Product manager</td>
<td>6</td>
<td>Yes</td>
</tr>
<tr>
<td>J10</td>
<td>F</td>
<td>Top management</td>
<td>1.5</td>
<td>No</td>
</tr>
</tbody>
</table>
3 The Digital Transformation Process

The objective of the case study was to identify changes that have taken place in NAV IT in the period 2016–2020. During the case study, four categories of change were observed that manifested themselves during the study period. These were changes in the organizational structures, changed sourcing strategy, changed technological direction, and changed working method.

3.1 Organizational Changes

The following sections provide a brief account of NAV IT’s organizational change journey 2016–2020. A full-fledged review of changes in organizational structure and the emergence of teams in NAV IT is available in the master’s thesis [1].

The organization of NAV’s IT department has been the subject of many changes and reorganizations since its inception in 2006. Organization chart (Fig. 1) from January 2016 shows an ICT department that consisted of 3 subdivisions, 8 sections, and 26 offices, of which 9 were in the management section.

This organizational structure was designed to support massive IT projects with external suppliers, quarterly main deliveries with change assignments on the entire system portfolio, and follow-up of management agreements with external suppliers. This became particularly visible through the organization of the project section and the management section, with separate offices for follow-up of external suppliers. There were also separate offices for planning, verification, and coordination.

During 2016, a major organizational development project was initiated with the aim of redesigning the organizational structure in the IT department. An organizational model was established to create a more comprehensive dialogue and better collaboration with the professional side, provide room to establish flexible delivery teams, support different delivery models, and facilitate user orientation and business-driven development and innovation. A new organizational structure was implemented in 2017 and entailed a complete reorientation of the organization (Fig. 2). The number of subdivisions increased from three to nine, and teams now appeared in the organizational structure.

In the autumn of 2019, a major reorganization project was initiated by the IT department. The reason for this was the need to better support and adapt to the changes in the way NAV develops technological solutions and services. The goal of reorganizing the IT department was to establish a structure that maintained the operational responsibility of IT and supported the digital transformation of NAV. The new organization should support NAV’s preferred way of working with product development in interdisciplinary and cross-functional teams.

An organizational model (Fig. 3) was therefore adopted that distinguished sharply between competence departments and IT delivery areas. The competence
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departments combined competence and capacity and form the stable structure of the IT department. The delivery dimension was organized in IT areas and platform areas.

Overall, the IT department has changed from being a deep management-oriented and static organization structured by function to having a flat and dynamic organizational structure with dedicated areas of expertise.

3.1.1 Cross-Functional Teams

Working in groups consisting of different complementary competences is not new to NAV, but working with interdisciplinary teams with defined roles, agile working methods, and overall responsibility for products and deliverables was something new. This was formalized through the first major reorganization in 2017.

In the years 2015–2017, documentation of teams was good at the unit level, and the team’s updated information on the team’s own information pages. However, there was little aggregated information about the development and distribution of teams, and it is not possible to present a complete statistic on the prevalence of the number of teams, etc. One of the informants stated that in 2015 there were seven teams in the IT department. In excess of these seven early teams, it has not been possible to obtain documentation of the prevalence of teams before 2017. The information presented in this case is based on information about team development that has been visible in organization charts (2017 and 2018) and a static team overview from 2019. From 2020, there is data from a digital team directory/database.

In the organization chart from 2017 (Fig. 2), 42 teams are visualized. Fourteen of these are clusters of expertise, while 28 are teams. The category “team” was immature in 2017, and there was great variation in how the teams were organized, delivery models, what work processes and development methodology they used, and what sourcing strategy applied to the team. The case study shows that there has been awareness and maturation on how the organization perceives the team concept and that there is a need for a differentiation of team types in team topologies [11].

In 2019, the number of teams has increased, but they have now been removed from the organization chart. A team overview has been established, and the number of delivery teams in NAV IT has increased to 45 teams in 2019. In March 2020, a digital team catalogue was launched that gave an overview of all delivery teams in NAV and their affiliation to a product area/IT delivery area. The purpose of the Team Catalogue was to provide a reliable and up-to-date overview of all delivery teams in NAV.

As of December 1, 2020, 1167 employees were registered in 132 teams across 16 areas. Of these, 58 were product teams, 33 IT teams, 5 management teams, and 3 project teams, as well as 22 teams categorized as “other” (Fig. 4).

The development of teams in NAV has continued with a sharp increase in the number of teams even after the survey period. In August 2021, 173 teams were registered in the team directory, showing how fast this organization develops.
3.1.2 Product Areas

From 2016 to 2017, most of the product development was done in teams and projects, but from 2018, NAV IT started focusing on how NAV could work differently to better meet users’ needs. Until now, modernization and development initiatives had been organized through large projects, but because NAV wanted to take greater ownership of the entire process from needs, development, operation, and management to sanitation, it was decided to establish product areas to manage product development.

In 2018, it was decided to pilot a product area “Health”; the product area itself was established in 2019. During 2019, the product area “Work” was also established. In 2020, the product areas “Employer” and “Pension” were established. In a product development idea, the IT department not only wanted to “bring people and code together” in product teams but also bring together product teams working on the same domain, life event, or user group in product areas. The tasks of the product areas are to ensure holistic service development for a better user-centric perspective.

In 2018, it was decided to pilot a product area “Health”; the product area itself was established in 2019. During 2019, the product area “Work” was also established. In 2020, the product areas “Employer” and “Pension” were established. In a product development idea, the IT department not only wanted to “bring people and code together” in product teams but also bring together product teams working on the same domain, life event, or user group in product areas. The tasks of the product areas are to ensure holistic service development for a better user-centric perspective.

During the period 2016–2020, there have been several major changes in NAV IT. The first major move came in 2017 and was a complete redesign of the organizational structure. This was done to facilitate the establishment of flexible delivery teams and support various delivery models, user orientation, and business-driven development and innovation. During 2017 and 2018, the IT department found that the organizational design did not contribute sufficiently to building strong competence environments and that it was not clear which deliveries the IT department was responsible for. As a result, an organizational model was launched from 2020 with a distinction between competence departments and IT delivery areas. This
is to ensure that the IT department could better support and adapt to the changes in the way NAV develops solutions. Major changes in a business model are often shown in how an organization changes its services through new digital tools [4]. When society is constantly changing, it also affects users’ demands and expectations. This has an impact on business models because organizations must adapt to their customers/users to a greater extent [4, 12].

The review has shown that the organization has changed significantly from 2016 to 2020. The IT department has gone from being a deep management-oriented and static organization structured by function to having a flat and dynamic organizational structure with dedicated areas of expertise. Delivery units have been established in the IT department that develop, operate, and manage products within the same domain/category. The employees have their competence home in the departments and work in teams.

NAV IT has established a broad competence environment for development, data, and design during the period. The number of internal developers and programmers increased by almost 250 employees in the years 2017–2019. This corresponds to almost a third of the IT department’s total number of employees (a total of 785 employees in 2020). By redesigning the organizational structure and building up interdisciplinary teams and product areas, NAV has facilitated an increasingly comprehensive service development. There has been an extensive process of change, which has had consequences for all parts of the organization.

3.2 Insourcing

An important choice NAV made was to take stronger responsibility and ownership for its own development processes. One of the key changes during the case period was to change the company’s sourcing strategy. NAV’s first sourcing practice was established in 2007. From then until 2016, NAV had an established practice of using external suppliers through service purchase agreements for detailed design and application development (new and further development, error correction, testing, and documentation) of NAV’s IT systems.

Sourcing is about retrieving resources from different places and is commonly explained as producing services yourself or buy services abroad. Insourcing and outsourcing is about moving services into or out of the business. A sourcing strategy can thus be defined as a plan for which services the company is to produce itself with its own employees and which services are to be purchased from external suppliers [13].

In 2017, a comprehensive sourcing strategy was decided for the development and maintenance of NAV’s IT systems. The new strategy was to take greater internal ownership in the development and management of IT solutions. Continuous development of digital solutions was no longer a side activity in NAV, but part of the core of solving the greater social mission. In practice, it was decided to establish a separate technology environment and move away from outsourcing development
and management assignments to external consulting houses. The consequence of this was that one had to build strong internal competence to ensure delivery precision from the IT department. The advantages of this were that NAV took leadership and ownership of its own solutions at the same time as they used their own employees and developed NAV’s internal competence. There was an increased potential for delivering better and cheaper services to users and better direction management for the solutions.

A broad effort was therefore initiated to recruit developer capacity and exchange external consultants with their own developers in 2017. Over time, NAV has terminated almost all supplier contracts on development and management and replaced this with capacity agreements in the areas needed. In practice, NAV IT has terminated all management agreements and taken over ownership of its own solutions. One of the prerequisites for success in this has been to be able to recruit a large number of employees in developmental and programming disciplines. In this way, there has been a marked shift in the composition of competence in the IT department in the period 2016–2020 (Fig. 5). During the survey period, the number of designers has increased from 11 to 50 employees, and the number of developers-programmers has increased from 64 to 298 in-house developers (Fig. 6). Some of this is due to internal competence shifts, but mainly this is recruitment of new employees with developer expertise over the past 2–3 years.

The number of employees in roles as architects and advisors has been relatively stable, while the number of employees in roles such as technicians and support functions has decreased significantly over the period. In parallel with a reduction in support functions, there has been a marked increase in development-related roles.

Such a large shift in the composition of competence in an organization can have consequences for the organizational culture. Almklov and Antonsen [14] argue that outsourcing can lead to employees having reduced ownership of work processes, especially in a crisis [14]. In this survey, all informants refer to a deep commitment and a spirit of voluntary work throughout the organization. This is exemplified during the months after the pandemic shut Norway down; there were 650 employees working around the clock to keep all services up and make sure the wheels went around despite a massive pressure on all services. In Almklov and Antonsen’s article, outsourcing creates less ownership and engagement [14], and in this survey, it appears that insourcing has created more ownership and engagement. For NAV IT, a clearly communicated trust in employees may also have contributed to increased ownership and a desire to help the organization achieve its central goals.

### 3.3 Technology and Infrastructure

Technologically, NAV IT has made major leaps during the survey period. NAV has taken over responsibility for the management and further development of most of its solutions. The most important technological change moves have been to establish a modern application platform and a changeable application architecture. NAV IT has
**Competenceshift 2016-2020**

<table>
<thead>
<tr>
<th>Employees</th>
<th>Architects</th>
<th>Designers</th>
<th>Management</th>
<th>Supportfunctions</th>
<th>Advicers</th>
<th>Technicians</th>
<th>Programmers</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>11</td>
<td>72</td>
<td>138</td>
<td>33</td>
<td>225</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>15</td>
<td>87</td>
<td>141</td>
<td>36</td>
<td>226</td>
<td>112</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>30</td>
<td>91</td>
<td>121</td>
<td>40</td>
<td>216</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>43</td>
<td>90</td>
<td>93</td>
<td>33</td>
<td>207</td>
<td>244</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>50</td>
<td>101</td>
<td>80</td>
<td>32</td>
<td>193</td>
<td>298</td>
<td></td>
</tr>
</tbody>
</table>

*Fig. 5 Competence shift*
increasingly moved from closed source code to open code, from on premise to cloud, as well as a mobility solution that enables all employees in the IT department to interact and perform their ordinary work tasks from laptop regardless of location.

By developing its own application platform for deployment/production setting (NAIS), NAV IT gained a modern application platform that allowed teams to automatically deploy to production whenever they wanted. The average number of deploys has increased every week since 2017. In 2016, there were less than 50 deploys a week, while in 2020, there are between 750 and 1000 deploys. One consequence of this was that coordination needs were reduced and that changes could be delivered continuously—and not through huge main deliveries.

By building a changeable application architecture, teams were able to build small parts of a solution that could be quickly and easily replaced (microservices), without making major changes to their systems. In addition, a platform was built for collecting and exchanging data.

Another important step has been to introduce a mobile workplace. Employees in NAV have for many years used landline and thin client in their daily work. In 2015, a pre-project was started to facilitate a more flexible mobile solution, where one primarily wanted to facilitate the use of laptops. In 2017, this was formalized and intensified, and the mobility project was established. In 2019, all NAV IT employees were on the mobility platform, computer, and mobile phone. During 2020, the rest of NAV was also moved to the mobility solution, which meant that the IT department in this field was well shod when the COVID-19 pandemic brought all employees to home office for 18 months.
3.4 Way of Working

NAV has been developing digital solutions ever since the “Central National Insurance System” was launched in 1967, and the large bedrock Infotrygd (IBMz Mainframe) has been delivering steadily for many decades. Traditionally, IT solutions have been developed through large waterfall projects, IT projects funded over the central government budget. One major challenge using project methodology was that there was traditionally a long runway from start-up to delivery in a long-term project. In the early phase, there was a lot of time spent planning, specifying, and detailing, and with an ever-increasing need for coordination when NAV was making changes. This delivered yesterday’s technology when the final solution was put into production. This plan-build-run model followed the IT department until 2017 where it was decided to adopt agile development methodology.

From 2017 to 2020, NAV has moved from project development to ongoing product development in interdisciplinary/cross-functional product teams. NAV IT works according to agile development methodology, where agile software development is central. The Agile Manifesto defines common focus areas for agile software development. This manifesto covers the essence of all agile methods regardless of whether it is software, products, or services to be developed [15].

Since the agile manifesto was published in 2001, the software development field has, according to Dybå and Dingsøyr, experienced major changes [16]. As a result, new software development methods, tools, techniques, and practices have been introduced. Rajlich [17] describes agile development as a paradigm shift in software development from the traditional plan-driven methodologies.

The goal of an agile development is to be flexible and customer-focused and deliver products frequently and with the greatest possible value for the customer. Few or no requirements are set for how to achieve the goal, but most methods use teams consisting of experienced people who together can meet the expected challenges. Agile methodology is based on the philosophy that you do not know everything at the start of the project and that the framework for the assignment or project is likely to change along the way [18].

In recent years, NAV IT has developed an increasingly agile organization where autonomous teams and empowered employees are a key factor. Agility in an organization is both about the ability to quickly act on changes and new information and the ability to increase process flow and resource efficiency. According to Sherehiya and Karwowski, an agile organization is better able to adapt to changing environments: “Organization agility refers to an enterprise’s ability to quickly respond and adapt in response to continuous and unpredictable changes of competitive market environments” ([19], p. 471).

According to Cohn [20], one of the hallmarks and strengths of an agile approach is that you work in tight-knit empowered teams. Teams as a way of working have become the strategic choice for organizations when they face complex and challenging tasks [21]. The formation of a work team is usually motivated by the benefits it brings, such as increased productivity, innovation, and employee satisfaction [22].
A clear finding in this study has been the emergence of teams in the IT department. In the period from 2015 to 2020, the organization has seen a very large increase in the number of teams from 7 to 132, and in 2021 the number has increased further to 173 teams. There is a wide variation in team types and their framework conditions. An interdisciplinary team can be understood as a team that builds on principles of interdependence and responsibility in the work to achieve common goals. According to Eckstein [23], interdisciplinary teams consist of all the roles/functions needed to complete a product or complement a service.

Wageman [24] has a somewhat broader definition and believes that autonomous teams take responsibility for the result of the team’s work, monitor, and seek data on the team’s effectiveness and change work processes without waiting for the message from others that it needs to be done. A self-directed or autonomous team can decide for themselves how they want to organize their work to achieve their goals. They have more freedom to choose for themselves how they want to work, and they distribute tasks and responsibilities based on what is effective [25].

In the agile method, teams seek the greatest possible autonomy and want leadership based on needs and not as leadership by default [26]. Thus, through a tight-loose-tight approach, teams have a clear purpose for the work or task they are to solve—and a clear requirement for results/delivery. But managing how the team solves the task is up to the team to decide. This leadership approach gives teams room for maneuver and autonomy, and employees gain ownership and motivation to help solve the task [27].

Most NAV teams are interdisciplinary/cross-functional, and the goal is for the teams to be autonomous [28]. A team directory has been established that provides information about the team, but there is no assessment of the condition, maturity, or the extent to which the teams themselves feel that they have real autonomy [26]. The informants talk about different maturities in the teams, where some are highly empowered and autonomous, while others do not have conditions or prerequisites for becoming one. Furthermore, the informants talk about different priorities between the teams. Teams in product areas have better conditions in terms of the right expertise, funding, and agency. Teams that are in IT regions or stand-alone teams do not have the same favorable conditions. When there is a different degree of maturity in the teams, they also have different opportunities to help streamline work processes in and around their team.

### 3.4.1 Discussion

This case study has tried to describe the digital transformation in NAV. Through the framework of Unruh and Kiron [5], we learn that a digital revolution has three levels: digitization, digitalization, and digital transformation. Digital transformation requires the organization to adopt digital tools [2, 3, 29] and that this not only results in more efficient work processes but also leads to significant changes in the work processes [5]. The survey has shown that it has gradually adapted the organization to support increased digitalization.
An organization has been established to facilitate product development in teams and product areas to improve internal work processes. But this does not apply to all the other departments in the organization. Thus, IT has initiated an organizational change to support a digital transformation without the entire organization doing the same. The danger of this is that it becomes a battle site in an organization where some have progressed further in their development, while others have come shorter in their path. This asynchronous organizational development is also reflected in the establishment of product areas and creates friction.

The precondition for making significant changes in the work processes is that the organization facilitates the desired change. Several of the informants highlight a situation where the IT department has “run ahead, and we were necked behind” G7, head of department. If the organization does not pull together in the desired direction, one will not achieve the desired effect. Turning a complex organization around has not been without challenges. The informants have problematized that the teams were freed from structure and frames, and several used the phrase “the pendulum may have swung too far” about this. Dingsøyr, Moe, and Seim [30] have investigated experiences with coordination of/between teams in large-scale agile organizations. They find that there is an increasing need for horizontal coordination mechanisms; the organizations they examined used many different mechanisms and that these constantly changed.

Change and journeys of change are common in all organizations and take place in all sectors and industries [31]. Based on Ven and Poole, a definition of change in organizations can be an empirical observation of the difference in shape, quality, or condition over time in an organizational unit [32]. Change is shown in different categories; among other things, this may involve changing technology that means that an organization can find new ways to perform existing tasks (ibid.). Change may vary in scope and can be divided into radical and incremental change [33]. Radical change entails a clear violation of previous practice, while incremental change occurs by improving and refining what is already decided in a step-by-step process (ibid.). The study has shown that the change in NAV is a combination of these categories of changes, where some major radical steps have been made (e.g., organizational changes), while there are regularly small incremental changes related to, for example, new ways of work and gradually competence shift.

Considering this, one might say that the journey of change described in this study does not represent a total digital transformation [5]. Rather, it is part-stage of a larger digitalization process, where it is not only used as a support tool but that IT becomes part of the company’s DNA [4]. But the next step from digitalization is digital transformation, and to this one of the informants says: “The revolution in NAV is not that we should automate case processing. It saves money, but it’s when we have automated case processing that we get a basis for creating good tools—that’s when we can create better services. Then you can call it digital transformation” (D4, developer).
4 Conclusion

In 2016–2017, NAV IT underwent a complete organizational redesign. The organization went from being function-oriented and specialized in coordination and follow-up of external suppliers to an organizational structure that would provide better interaction with the subject side and provide room for maneuver to establish flexible delivery teams and better facilitate user orientation and business-driven development and innovation. During the period, the number of teams grew from about 7 to about 132, and 4 product areas were established. In 2020, the organization was further changed, and dedicated areas of expertise and delivery areas were separated.

During the period, NAV IT has moved from giant projects and plan-build-run to agile product development in interdisciplinary product teams. Four key changes have been identified that have had a major effect on the IT department in NAV (Fig. 7). These are:

1. Changed organizational design to support the creation of teams and product areas
2. Changed sourcing strategy and insourcing of services
3. Changed technological direction toward a modern application platform and a changeable application architect
4. Changed in working method from waterfall to agile product development

At a superior level, the key changes in NAV IT can be illustrated with this model:

These key changes have collectively contributed to increased interdisciplinarity and collaboration across the organization. It has led to an increased focus on technology and tools that promote teamwork and agile product development. IT

![Fig. 7 Major key changes at NAV IT](image-url)
has led to increased ownership of own systems and solutions, a shift in competence toward developer-oriented roles, and a sharp distinction between competence and the delivery dimensions in the organization. And a small, but important step is that it has detached employees from physical infrastructure and facilitated a mobile workforce that can work anywhere.

As a real acid test of whether the changes have influenced the organization, one can in retrospect say that when the corona situation escalated in March 2020, it was teams and product areas that did the job. There were no proprietary suppliers or coordinating intermediaries. The teams had the advantage of being able to reuse modern solutions or quickly deliver newly developed solutions without downtime or fierce testing regimen. The teams had the expertise and capacity to work continuously. And they could do the job from home. From that perspective, the identified changes have had a major effect on the organization’s ability to change.
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Improving Digitization of Urban Mobility Services with Enterprise Architecture

Anthony Bokolo, Sobah Abbas Petersen, and Markus Helfert

Abstract  Cities are actively deploying modern digital technologies to foster digitization due to the emergence of data-driven innovations. Through modern digital technologies, municipalities aim to enhance services performance. Despite prior studies that focused on digital transformation in smart cities, there have been few studies aimed at managing service transformation and complexities needed to support cities in getting smarter. Also, as the deployment of information technology (IT) continues to grow within urban environment, there has been little research conducted that develops data-driven approach for digital services within urban environment. Additionally, cities are exploring methods of providing seamless mobility services based on collaboration among several enterprises and stakeholders in urban environment while achieving seamless data-driven services. Therefore, this study explores the adoption of Enterprise Architecture (EA) for digital transformations to achieve seamless urban mobility services. Qualitative data was collected using case study by interview from an organization that employs distributed ledger technology (DLT) to deploy digital services in smart cities. Findings from the interview sessions were modelled in ArchiMate language to illustrate the application of digital payment solution via DLT toward digitization of urban mobility services. The findings reveal that EA supports digital transformation of cities and manages data integration and alignment. Besides, findings from this study propose an EA approach to support urban planners and developers in understanding the actions required to implement digital transformation of their city services in becoming smarter.
1 Introduction

Digitization is the conversion of analog information to a digital format into zeros and ones such that computers can retain, process, and transmit such information. Digitization also refers to the transformation of analog to digital tasks [1]. Practically, it is the integration of information technology (IT) to existing tasks, and more specifically it is the enabler or development of IT. Hence, digitization entails the process of changing analog information into digital information [1]. Digitalization is a prevalent topic for both practitioners and researchers mostly seen as a driver toward the modernization of public sectors such as in smart healthcare, smart cities, etc. [2]. Digitalization provides an instrument for the development of innovative business models and services [3]. In urban context, information system modelling approaches such as enterprise architecture (EA) are being adopted as a practice to support detailed description, design, and analysis of the enterprise’s information and communications technology (ICT) and business structures enterprise [4].

Accordingly, EA is an artifact which comprises of models, principles, and methods employed to design and deploy institutional structures, information systems alignment, and business processes of an enterprise [5]. One of the goals of EA is to improve the management of complex information systems deployed in enterprise. Extant literature maintains that EA enhances an enterprise’s IT capabilities and is seen as an important approach that enhances organizational agility [6]. EA enables the actualization of integrated solutions with the city from isolated silos system creating seamless service deployment. Hence, EA is considered as an important approach for successful digitalization of urban services [2]. EA is an established governance planning tool employed to help institutions manage constant change to align organizational resources toward a mutual goal [7]. Accordingly, EA is often adopted in organizations to manage the complexity of enterprise’s structures in facilitating the integration of IT and business strategy with stakeholders’ requirements [8].

Practically, enterprises holistically adopt EA to enable interoperability, support resource sharing across organizations, and decrease incurred cost of business and IT operations by specifying duplications and opportunities for reuse of IT and business services, thus enabling actualization of seamless services and development of shared data stream [4]. Presently, EA is adopted in organization based on enterprise architecture framework (EAF) which is usually developed based on prior EAF such as Zachman framework, The Open Group Architecture Framework (TOGAF), The Department of Defense Architecture Framework (DoDAF), etc. Such EAFs provide models to describe the process of planning and designing EA languages for representing of organizational, human, and infrastructural aspects across different EA perspectives such as business, application, data, and technologies [4]. Therefore, to contribute to existing body of knowledge, this study poses the following research question:

- How to achieve seamless urban mobility services in smart cities toward digitization?
To provide answer to this research question, this study presents an enterprise architecture framework that captures the technical and human resources required for digital transformations of electric mobility to achieve seamless urban mobility services. We draw on qualitative data collected during a case study via semi-structured interviews. Findings from the interview was received as feedback and was modelled in ArchiMate to show how the organization implements a digital payment solution via DLT toward digitization of urban mobility services. Additionally, findings from the analyzed data are used for modelling of seamless urban mobility services which help enterprises providing services to citizens in smart city digitalize their service. Besides, findings from this study suggest that EA can be utilized for analysis, design, and plan execution, aiding in transition from an as-is state to a to-be state of cities. EA manages information systems alignment with business interests. This alignment process is an important component that supports the success and continued digitalization of cities services. This study is structured as follows: Sect. 2 presents the literature review. Next, the methodology is presented in Sect. 3. In Sect. 4, the findings from the case study are presented. Section 5 presents the discussion and implications of the study. Finally, the conclusion is presented in Sect. 6.

2 Literature Review

This section discusses the overview of enterprise architecture, background of smart cities, and prior studies that employed EA in urban/smart city context.

2.1 Overview of Enterprise Architecture

Architectures or computer architecture as a term has been in use in IT domain since the early 1960s, where it denotes the basics underlying the design of computer operating systems and hardware [5]. According to the definition provided by an IEEE working group, architecture is defined as the fundamental organization of a system in relation to the deployed components, their relationships to each other, and the deployed environment, as well as the principles controlling its design and evolution [9]. Likewise, the definition from The Open Group defined an architecture as a detailed plan of a system formal or a description guide of a system component implementation [9]. In information systems domain architectures are typically described in terms of architectural models such as an ICT architecture, service-oriented architecture, enterprise architecture, etc. [10, 11].

This study is more concerned with enterprise architecture which provides a holistic aggregated view of the business to ICT alignment within an enterprise encompassing its organizational structure, IT infrastructure, software and data, strategic aspects, as well as business processes [12]. EA is the description of a high-level representation of an organization’s IT systems and business processes and
their interrelationships and the degree to which these systems and processes are shared by diverse parts of the organization. EA mainly aims to define the anticipated future state of the enterprise’s IT systems and business processes and provide a roadmap for realizing this target from the present state [13]. EA supports enterprise operations, reflecting standardization and integration requirements of the organization [14]. Thus, providing a strategic top-down and holistic view of an enterprise to enable decision-making for business executives, business managers, IT architects, software engineers, and IT technicians to coherently integrate, coordinate, and conduct enterprise activities seamlessly [15].

2.2 Background of Smart Cities

The course of urbanization has importantly improved modern economy and enhanced human capability to transform society and achieve increase in standard of living [16]. However, the progression of urban development around the world also brings new issues, such as pollution, depletion of natural resources, etc. [8]. To resolve these issues, the idea of “Smart City” was coined to denote the process by which a city can make appropriate changes to reduce those issues [17]. The progression of smart cities started in the 1990s when the phrase was proposed to highlight urban development toward globalization, technology, and innovation [18]. In 2009, discussion on smart cities received more attention when IBM cultivated and published their report on corporate initiative of Smarter Planet, which then received wide acceptance from enterprises, governments, universities, and other partners around the world [19].

Ever since, smart city has developed as a term for pervasive implementation of ICT deployed to enhance various areas of urban surrounding [20]. Besides, a smart city can be referred to as a complex ecosystem embodied by the intensive use of technologies to make cities more sustainable and attractive [21]. Additionally, a smart city is a city in which ICT provides technological, business, and social support to address city challenges and enhance attractiveness of citizens’ experiences [22]. In such cities, private and public services are deployed in an affordable, integrated, and sustainable way [23]. ICT can support city’s vision of becoming smart by providing a unified and integrated system that manages huge volumes of data to improve city services [24].

2.3 Prior Studies on EA Adoption in Smart City/Urban Context

Due to the potential of EA in managing IT and business component, it has been employed in a smart city/urban context. A few studies have employed EA in their
research; among these studies, Gobin-Rahimbux et al. [25] carried out a review on existing ICT architectures for smart governance in a local council. The study is elicited toward the overall transformation of a city to achieve smart city initiatives. Jindal et al. [26] developed an ICT architecture to facilitate supplementary services in future energy distribution networks. The authors further implemented a dashboard based on the architecture to support communication and to allow management of the grid. Jnr et al. [11] presented a big data-based multi-tier architecture to enhance electric mobility as a service in smart cities. The authors focused to achieve interoperability and foster the sharing of data among deployed infrastructures needed for electric mobility services.

Additionally, Anthony et al. [27] presented an architecture based on an EAF for management of big data generated to promote energy prosumption service in smart community districts. Based on a multi-case study, the authors offered help for cities to design their energy platforms. The presented architecture can be employed as a guide to help cities in making decisions toward energy services and energy prosumption development. Similarly, Anthony and Petersen [28] presented an architecture to support electric mobility as a service in smart cities. The authors employed Application Programming Interfaces (APIs) to enhance interoperability of mobility-associated data. Tanaka et al. [29] designed a proposal toward an ICT governance framework with a focus on EA aimed at achieving a smart city. A case study was employed in the educational sector to illustrate the view in ArchiMate language. After which, a questionnaire was used to collect data to assess the maturity level of the city.

Strobbe et al. [30] presented an ICT architecture to manage demand response in a residential area. The architecture is designed to support sharing of energy metering data and providing flexibility information to citizens and demand response balancing of renewable energy within the distribution grids. Janssen [31] provided a sociopolitical approach and adopted EA as a tool to advance e-government, create rationality, and enhance interoperability. Their study aimed at reducing the gap between complex policies in enterprises and less-complex adoption of information systems. Scheibmayer and Deindl [32] designed an ICT architecture to aid business processes achieve Internet of Energy in smart city. Thus, a smart architecture was developed as a decentralized method to connect diverse stakeholders involved in the energy sector toward supporting flexible and open communication.

Furthermore, Toh et al. [33] presented an ICT and business architecture based on EA for a logistics city. EA was adopted in the study to facilitate the development of a collaborative business model to improve productivity based on social, environmental, and economic factors. Evidence from the reviewed ten studies suggest that EA is adopted to facilitate different services in smart cities. However, there are fewer studies that investigated how EA can be employed to achieve seamless urban mobility services in smart cities toward digitization. Thus, this current study aims to address these shortcomings.
3 Methodology

3.1 Designed Enterprise Architecture Framework

To achieve seamless urban mobility services in smart cities toward digitization, EA is employed. Grounded on prior studies [11, 27], an EA framework was presented as seen in Fig. 1.

The EA framework comprises of different layers. Each of which are discussed below.

**Context**
This layer necessitates requirements that relate to stakeholders’ wants, concerns, and associated key performance indicators (KPIs) that improve quality of life [22]. This layer comprises of the set of goals, constraints, principles, and main requirement related to smart city initiatives. The context layer also captures the interests of city stakeholders and citizens [11].

**Service**
This layer is responsible for presenting the city’s action plans, resources, and capabilities [8]. It consists of high-level processes provided by the enterprises collaborating to provide new functionalities to citizens [34]. This layer also provides interfaces which deliver services to citizens. Thus, the service layer aims to effectively implement specified outputs and competently realizing specified key performance goals within the city such as digitalization of urban services [11].

**Business**
The business layer is responsible for listing all enterprises involved in providing functions and processes to deliver digital services to stakeholders [35]. Business layer involves activities that provide and deliver digital urban services [34]. Thus,

![Fig. 1 Presented architecture adapted from [8]](image-url)
this layer involves virtual enterprises that cooperate toward providing digital services to citizens to support in making urban services smarter [11].

**Application and Data Processing**

The application and data processing layer encompasses all systems deployed to provide digital services to stakeholders [36]. This layer collects data from the data space layer in providing digital services [11]. Moreover, this layer processes and transforms data into useful information to provide digital services and insights [34]. Hence, this layer provides applications that expose digital services to support the actualization of a smart city operations [8].

**Data Space**

This layer specifies which data are being utilized by the enterprises in providing digital services within the city [22]. The data space layer consists real-time data, online data, historical data, and third-party data form external sources [35]. Moreover, data space layer comprises of non-relational and relational databases that support city operations. The data space layer provides access to data sources through APIs [11].

**Technologies**

The technological layer comprises all the technologies deployed across the city such as ubiquitous computing, big data, processing, cloud computing, service-oriented architecture, etc. The technology layer provides the required software and hardware infrastructures needed to provide digital services in smart cities [34]. This layer consists of infrastructures needed to collect, process, handle, and store urban data.

**Physical Infrastructures**

This layer comprises of physical assets within the city that generates data [34]. Physical infrastructures layer produces real-time data generated from physical sources that is transferred to the technology layer [22]. This layer comprises of physical infrastructures such as sensors, metering devices, IoT devices, and sensing device deployed within the city that generates data [11].

Figure 1 also comprises of the data perspectives and stakeholders’ perspectives. Stakeholders’ perspective includes policies and regulations, data ownership and access, and privacy and trust, whereas data perspective comprises of data standards, data interoperability, risk assessment, security, and data governance.

### 3.2 Research Approach

A qualitative research approach was employed for this study similar to a prior study by Gregor et al. [37]. This method allowed data to be triangulated across multiple secondary sources such as from interview, observation, and document review of publicly available archival documents [38, 39]. Documents that provided information on the technology specification and requirements for implementing urban mobility services were provided by the organization discussed in Sect. 4.1, and...
Qualitative data was collected from four participants (see Table 1), during an online interview conducted on the 26th of November 2019, on how the organization implements micropayment to support electric mobility services in smart cities.

In the second online interview, data was also collected concerning the technical specifications and requirements for DLT payment module to be integrated to foster urban mobility services. The use case was modelled in the presented EA framework (see Fig. 2). The model was sent to participants (see Table 1) in the organizations, and feedback was provided on September 3, 2020. The feedback provided helped refine the model in providing a final use case illustrated in Fig. 2.

### 3.3 Overview of Modelling Language

A modelling language comprises of notation, syntax, and semantics that provide the required modelling needed to design a model within an EA framework [40]. Modelling language provides graphical modelling languages that facilitate communication among stakeholders [11]. One of such modeling tools employed in the literature is ArchiMate tool which introduces a language for describing EA. ArchiMate is a modelling language developed based on Unified Modelling Language (UML) class diagram but tailored and modified to a limited set of modelling parameters for simplicity of use and learning [40]. Besides, ArchiMate provides a standard set of

<table>
<thead>
<tr>
<th>Current position and years’ experience</th>
<th>Education</th>
<th>Current role and responsibilities</th>
</tr>
</thead>
</table>
| Junior Project Manager with >5 years’ experience | M.Sc. | • Focuses on digital technology and its benefits within IoT and industry 4.0 to design testbeds for future full-scale deployment  
• Works on formal parts of project management for communication, reporting, documenting, etc. |
| Head of Infrastructure Development with >3 years’ experience | PhD | • Focuses on research and development in IoT and data in enterprise and smart cities  
• Contributes in achieving trust infrastructure for creation of novel data sharing ecosystem  
• Experienced in managing stakeholder initiatives to address real-world challenges |
| Senior Technical Analyst with >3 years’ experience | M.Sc. | • Experience knowledge in mobility within cities  
• Focuses in creation, prototyping, and deployment of digital services |
| Business Development Director with >5 years’ experience | M.Sc. | • Involved in development of digital ecosystem toward achieving synergies among multi-stakeholders  
• Focuses on smart energy, electric mobility, and sustainability |
objects and relationships with their associated icons for illustration of architecture descriptions [29].

Thus, ArchiMate can be utilized to model EA in an intelligible way while adapting the content for different stakeholders. However, ArchiMate language does not support automatic reasoning as it comprises of basic concepts, objects, and relationships that are suitable mainly for enterprise architecture modelling purposes [40]. ArchiMate is mostly used for modelling EA as it aligns with the TOGAF framework, and it also provides concepts for designing use case model that fits to TOGAF architecture (business, application, and technology) layers. In this study, qualitative data was collected, and ArchiMate was the language utilized to capture the content for urban mobility services modelled as a use case to elicit requirements needed for achieving digitization of urban mobility services based on
the feedback provided by the participants. The designed use cases as seen in Fig. 2 reflect the current and potential future functionalities related to an innovative digital asset payment system to support urban mobility services in smart cities.

4 Findings

4.1 Background of Case Study

In this study, an organization based in Germany that provides open data toward achieving a smarter community provided data on how EA support cities to enhance digitization of urban mobility services. The organization aims to show the potential of distributed ledger technology (DLT) as the backbone of transparent and open smart city infrastructures to support innovative business models and digital services. Also, the organization is working toward the actualization of smarter cities using and sharing data in a way that provides insights and is useful to all stakeholders in a city. Presently, the organization is opening up and providing access to urban data silos offering visibility and improving citizens’ quality of life.

In improving digital services in smart cities, the organization is using DLT to enable permissionless open data innovations. The organization supports the municipality by providing data generation and access to urban data to citizens, visitors, and businesses. It can provide a common digital platform for enterprises within a city to interact with all stakeholders in infrastructure, mobility, energy, etc., providing a mutual standardized open secure platform for data sharing. Additionally, the organization provides incentives capabilities offered by its feeless, real-time token, developed with microtransactions and IoT. Table 1 depicts the participants involved in providing qualitative data related to improving digitization of urban mobility services in smart city.

Table 1 depicts that data collected from four participants as recommended by [8, 41] where the researchers recommended that data should be collected from more than three participants in a single case study. During the interview session, data was collected from an organization that provides distributed ledger technology in smart cities as previously stated. The data was provided as comments and during three semi-structured interviews and follow-up discussions which lasted for up to 2 h in duration. The interview questions were based on the usefulness of the presented enterprise architecture framework as shown in Fig. 1. The feedback from the interview was later modelled in ArchiMate modelling tool.
4.2 Modeling of Use Case for Digitalization of Urban Mobility Services

Findings from the interview session are modelled in ArchiMate as seen in Fig. 2 as a use case for the innovative digital asset payment system implemented to support digital payment via DLT toward improving digitization of urban mobility services.

Figure 2 depicts the modelled use case in ArchiMate for a seamless electric mobility service supported by a digital asset payment system modelled in the presented enterprise architecture framework (see Fig. 1). The digital asset payment system was implemented by the organization discussed in Sect. 4.1 as a proof of concept to enable citizens to reserve and make payment for several journeys provided by different mobility providers seamlessly in one step. Findings also indicate that the digital asset payment system is deployed with infrastructure to support users that utilize electric mobility services application to directly reserve and pay for urban mobility services with DLT micropayment’s native digital asset.

As seen in Fig. 2, the physical infrastructures comprise of all urban mobility options that can be employed by citizens for transportation within the city. The technologies layer comprises of real-time data that is transmitted from public transports to DLT micropayment infrastructure via dedicated Masked Authenticated Messaging (MAM) channel. The MAM is a layered data communication protocol which aids to encrypted data stream DLT infrastructure. Besides, in the layers, the data integrity infrastructure aids citizens to book and record travel data on the DLT Tangle. Using Application Programming Interfaces (API), DLT offers audit trail to enforce integrity of payments distributed to urban transport provided within smart city. Considering the data space, all related urban data both historical and real time are retained in this layer in relational and non-relational database. Next, the application and data processing layer captures all systems that seamlessly connect to provide urban mobility services. This layer also comprises of API that provides data.

The business layer comprises of stakeholders and enterprises that collaborate to provide and utilize digital payment for the urban mobility services provided to citizens. As seen in Fig. 2, the business layer comprises of urban transport provider who is the organization that provides mobility services to citizens and city travelers. The urban transport provider receives payment for the journey performed by the citizens and city travelers, the urban mobility infrastructure company provides urban mobility data, and DLT company processes the payment. The service layer comprises of digital services provided by the digital asset payment solution to support urban mobility services as seen in Fig. 2. These digital services are provided to the city traveler/citizen and transport provider within the city. The context layer comprises of the main goal of urban mobility to be achieved in the city which is the seamless electric mobility service experience and increase uptake of electric mobility service solutions as a sustainable transportation means.
5 Discussion and Implications

5.1 Discussion

EA provides an outline of the as-is state of the city and facilitates digital transformation to a to-be state for the city by reducing the gap between IT deployed and business strategies employed within the city. In urban environment, EA includes use case models developed to help manage the continuous development transformation, implementation, and migration plan to a future state of the city being a smart city. Therefore, EA provides the rules, blueprint, and standards required with planning the transition of urban services to a digitalization state. This study builds upon earlier work of Anthony et al. [27] and Jnr et al. [11] who presented an EA framework to support cities in becoming smarter. Accordingly, findings from this research show the adoption of enterprise architecture for digital transformations to achieve seamless urban mobility services. EA supports urban strategy by guiding the digitization processes of enterprises that provide digital services within cities. EA improves enterprise capabilities and links isolated systems and data sources to achieve seamless services toward digitalizing urban core services.

EA plays a vital role in ensuring that IT can deliver value in aligning business strategies of enterprises in smart cities [42]. As stated by Kluge et al. [43], EA comprises of methods, models, and principles that are used in the development of institutional structure, information systems, infrastructure, and business processes. Findings reveal that EA supports digitalization of cities mobility services toward managing data integration and alignment to provide electric mobility services similar to prior studies [11]. Besides, findings from this study suggest that EA supports developers and urban planners in understanding the actions required toward digitalization of their city services in becoming smarter. Additionally, findings from this study are analogous with results from the literature [3] which suggested that EA provides a critical role in deploying the vision of digitalization. EA captures the business processes and IT infrastructure and entails how to align business and IT components in relation to the strategies and objectives of cities. Thus, EA aligns IT and business processes toward management of urban process.

5.2 Implications of the Study

Findings from this study have several contributions to digitalization research and practice. Theoretical findings from this study show how EA can contribute to the digitalization toward enhancing city’s agility. The presented enterprise architecture framework (see Fig. 1) assists cities in anticipating and assessing the business and technological infrastructures required for successful EA adoption for digitalization of urban mobility services. This study extends research on the emerging literature on
EA by providing an empirically validated understanding of the role of EA anchoring as a critical constituent for digitalization of cities grounded on qualitative data.

Besides, this study provides a comprehensively designed and verified EA framework that helps cities alike to rigorously deploy digital payment via DLT toward digitization of urban mobility services. This research contributes to practice by taking a broader view of the usefulness of EA, illustrating how EA-based capabilities across urban environment can be attained. Thus, this research provides insights into the potential benefits of EA in making cities smarter.

6 Conclusion

This current research extended previous EA studies by presenting an approach that supports the seamless mobility services based on collaboration among several enterprises and stakeholders in urban environment while achieving seamless data-driven services. An enterprise architecture framework was presented that can be employed by cities to support the digitalization of urban mobility services. Furthermore, qualitative research approach was employed for this study, and data was collected using semi-structured interview from four participants during an online interview and archival documents provided on how the interview participant’s organization implements micropayment for the electric mobility services in smart cities. The collected data was modelled in ArchiMate language as a use case illustrated (see Fig. 2). Although this study provides several contributions, there are a few limitations that need to be addressed. First, data was collected from only one organization. Second, only qualitative data was employed in this study; no quantitative data was used in this study. Third, the data perspectives and stakeholders’ perspectives in the present EA framework were not modelled or captured in the modelled use case. Last, in this study, only a use case related to digital payment via DLT toward digitization of urban mobility services was modelled. Future works will consider collecting data from more than two organizations in Norway where EA is adopted for digitalization services. Moreover, survey questionnaires will be used to collect data from practitioners that employ EA for digitalization of cities. Further work will consider the data perspectives and stakeholders’ perspectives in modelling of use cases. Finally, more use case related to energy prosumption, community engagement, decision support tool, and monitoring and evaluation of smart city services will be modeled as use cases in ArchiMate.
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Operating Room of the Future (FOR)
Digital Healthcare Transformation in the Age of Artificial Intelligence

Cristina Trocin, Jan Gunnar Skogås, Thomas Langø, and Gabriel Hanssen Kiss

Abstract  New technologies are emerging under the umbrella of digital transformation in healthcare such as artificial intelligence (AI) and medical analytics to provide insights beyond the abilities of human experts. Because AI is increasingly used to support doctors in decision-making, pattern recognition, and risk assessment, it will most likely transform healthcare services and the way doctors deliver those services. However, little is known about what triggers such transformation and how the European Union (EU) and Norway launch new initiatives to foster the development of such technologies. We present the case of Operating Room of the Future (FOR), a research infrastructure and an integrated university clinic which investigates most modern technologies such as artificial intelligence (AI), machine learning (ML), and deep learning (DL) to support the analysis of medical images. Practitioners can benefit from strategies related to AI development in multiple health fields to best combine medical expertise with AI-enabled computational rationality.

1 Introduction

Artificial intelligence (AI) implementation in healthcare organizations as part of digital transformation initiatives is an area with growing interest and accelerating implementation [1, 2]. AI can be leveraged to analyze big volume, variety, and velocity data and in supporting evidence-based decision-making while reducing...
medical errors and improving care coordination [3]. Because AI can automate various tasks that previously required human judgment such as reasoning, risk assessment, and decision-making, it appears to edge closer and closer to human capabilities generating new human-AI hybrid collaboration that opens completely new questions for work and organizing [4]. Thus, the introduction of AI in organizations is posing significant challenges such as doubting the diagnosis when making professional judgements with AI [2].

Initial studies on AI and the future of work focused on the evolution of professions and the economic impact, expecting that knowledge work would be substituted by intelligent machines [5]. Yet, acknowledging that organizations will thrive by combining the best of both worlds, humans with machines [6], several scholars started to investigate how the nature of work is changing with AI and with what implications for management and organizations [7]. For example, deep machine learning can perform cognitive work by learning from large high-quality data sets to improve the resolution of cardiovascular imaging, to develop pattern recognition, and to make automated predictions of cardiovascular diseases months in advance compared to traditional diagnostics [8].

AI is therefore predicted to affect almost every aspect of the work that medical professionals need to perform. However, little is known about what triggers such transformation and how the European Union (EU) and Norway launch new initiatives to foster the development of such technologies. Moreover, it is unclear how medical work is changing with the introduction of algorithms that process information and provide predictions. Additionally, AI implementation poses many challenges concerning the nature of medical work, professions that predominantly relied on human knowledge and judgement, and ethical concerns, which call for new approaches such as responsible AI. As a result, the repercussions on medical work have emerged as a major issue when considering AI implementation, since health professions tend to utilize a plethora of advanced technologies that shape work content, process, and organizational structures [9]. This prompts the issue that health professionals need to navigate the transition from “human-based” to “human-AI hybrids” collaborations during their work activities.

This chapter presents the Operating Room of the Future (FOR), which is a research infrastructure and an integrated university clinic developed from a multidisciplinary collaboration between St. Olav Hospital in Norway and the Norwegian University of Science and Technology (NTNU) and key initiatives related to AI technology. The main goal of these projects is to support medical professionals to combine their expertise with novel AI technology for improving their work performance. In the next sections, we present important notions about digital transformation in healthcare with a focus on AI technology. Then, we discuss the strategies and policies developed in EU and in Norway as part of digital transformation.
Digital transformation (DT) had and is continuing to have a profound impact on the way we create our social reality [10]. The word digital is omnipresent in everyday activities, and it is transforming the way organizations operate in the new virtual reality [11, 12]. We refer to digital transformation as “a process that aims to improve an entity by triggering significant changes to its properties through combinations of information, computing, communication, and connectivity technologies” [13]. Recently, DT has shifted its influence from the mere technicalities of creating a virtual tool toward human-electronic devices interaction, which requires specific attention and investigation for being able to exploit its opportunities and to be aware of its challenges [1]. Given the unprecedented amount of digital technologies and pervasive information, organizations need to understand the way such technologies have been developed, the way they are implemented in organizations, and with what consequences for management [14].

Several examples show how digital technologies are transforming multiple industries. For instance, telecommunication focused on the operating system platforms like Android and iOS and on the development of mobile applications to gain value and maintain own position on the marketplace [15, 16]. Another example refers to dynamics within the travel industry that took another path with the advent of peer-to-peer digital platforms such as Airbnb, TripAdvisor, Booking.com, and others, which shifted the power of control from the providers toward the final customers during the pre- and post-acquisition process [11, 17]. Indeed, the customer evaluation acquired not only social but also economic impacts on many companies in several industries, acting as an electronic word of mouth always available online [18]. Therefore, digital platforms are changing the way people interact [19], and new payment platforms are reconfiguring payment methods making them available anytime everywhere. Another example refers to the healthcare industry, which by definition is a knowledge-intensive and information-intensive industry and is making progress by rendering available medical information through electronic health records [20, 21], mobile health applications [22], and more in general with health information exchange platforms (HIE) [20, 23].

The implementation of digital technologies in healthcare gives new opportunities to improve the quality of healthcare services and to decrease the costs through data processing and intelligent sharing of information [10, 20, 24]. Digital technologies are particularly beneficial for improving internal and external processes of healthcare facilities and for managing large amount of medical information [25, 26]. Therefore, the generation, storage, and processing of digital information is the lifeblood of digital transformation. This allows to exploit different advantages of intra- and inter-organizational distribution of limited resources with a patient-centered perspective [27], to facilitate the interactions between multiple healthcare actors, and to optimize internal processes [10, 23].

The digital transformation in healthcare does not involve only few countries, but it has an international or better said global magnitude. For example, the European
Union developed a Digital Health and Care Innovation initiative in the context of the Digital Single Market Strategy 2021–2027\(^1\) to enhance the interoperability of healthcare systems, its quality, and access across European counties. New Zealand Health Strategy 2017–2027\(^2\) defined the four core components that will guide the strategic digital investments for the next years. Australian digital health strategy\(^3\) outlined seven strategic priorities to foster a patient-centered system and to provide choice, control, and transparency. The policy at a global level provides financial investments to foster digital transformation in healthcare. Among the global initiatives, electronic healthcare records (EHR) and more in general the development of healthcare platforms played a strategic role [28]. Its main aim is to store digital medical information over time and share it with authorized healthcare actors [29]. They are implemented as vehicles to improve the communication between actors and to increase the coordination at high levels of reliability. Their implementation is valuable also for administrative purposes and patient transactions as they contain personal information of patients and are available across time and space [30]. EHR has the possibility to combine clinical and financial data to contain costs and improve the care quality, which is also supported by political initiatives to support digital transformation of healthcare.

3 Artificial Intelligence Technology as Part of Digital Transformation in Healthcare

New initiatives are emerging under the umbrella of digital transformation in healthcare such as artificial intelligence (AI) and medical analytics to develop deeper and better insights beyond the abilities of human experts by delivering granular, micro-targeted insights [31]. AI is extensively used for cleaning and analyzing structured and unstructured data from multiple sources. Since data analysts spend most of their time cleaning and organizing data, AI has been extensively used to accelerate this process while saving time and making the process more efficient [32]. AI can autonomously generate insights for taking actions based on information extracted from datasets to reach a set of objectives. We refer to AI as “the ability of a system to identify, interpret, make inferences, and learn from data to achieve predetermined organizational and societal goals” [33].

In line with this definition, artificial intelligence has been increasingly used for analyzing vast amounts of medical information collected through digitized devices from multiple sources across healthcare units to offer IT infrastructure, operational, organizational, managerial, and strategic benefits [34, 35] and to enable the shift

---

\(^1\)https://digitalhealtheurope.eu/overview/
\(^2\)https://www.hrc.govt.nz/resources/nz-health-research-strategy-2017-2027
toward value-based care over volume [36], whereas the term “medical analytics” refers to descriptive and interpretive analysis of digitized data with advanced statistical, data mining, and machine learning methods for problem-solving and algorithmic (supporting or driving) decision-making [37]. Analytics have the potential to make sense of the information created by individuals defined also as “walking data generators” [38]. They are promising for their ability to collect not only structured but also unstructured data to identify connections and patterns across vast datasets [39], to track and profile fine-grained behaviors of patients [40], and to make algorithm-driven predictions [41].

Previous studies investigated this phenomenon by focusing on its inherent duality. On one side, advanced analytics have been effective in increasing firms’ competitiveness [42], making better predictions and more informed decisions [43]. On the other side, they have been criticized for breach of privacy as they distort the power relationship on personal information [44], exploit individuals for data collection purpose [45], share information with other organizations beyond the purposes of individuals’ given consents [46], and restrict their choices through algorithms for profiling individuals [47]. Despite the promising benefits, the aggregation and use of the information extracted from vast datasets challenges accepted social and ethical norms [40]. Specifically, ethical concerns are stemming from the sensitivity of data and from unlimited and unknown opportunities that may arise from identified patterns and connections across vast datasets, which might limit or totally obscure these promised benefits [48].

Ethical concerns became even more pervasive because social processes, business transactions, and governmental decisions are increasingly delegated to advanced analytics such as algorithms, machine learning, deep learning, and big data analytics [49]. The promise of making sense of the information collected in big datasets is also coupled with discrimination against disadvantaged groups, uncertainty over how and why algorithm-driven decisions has been achieved (explainability), which rules have been applied, and to which specific information in the datasets as analytics has the capacity of tweaking operational parameters and rules. Therefore, more challenges and ethical concerns arose with the analytics’ complexity and their interaction with others’ results [49]. Authors developed a map for a rigorous diagnosis of ethical concerns emerged with algorithms. They discussed three epistemic types of ethical concerns that refer to the quality of the evidence provided by the algorithms and two normative kinds of ethical concerns, which refer to the “fairness” of the actions taken based on algorithms results and its effects. This framework was used to conduct a synthesis of prior literature and provide a research agenda for future studies to develop responsible AI for digital health [50].

Moreover, AI technology often provides results that are significantly different from those elaborated by experts, the so-called AI opacity problem [51]. In these circumstances, when experts try to compare the reasoning behind their results with the logic and the procedures followed by algorithms, it is difficult or almost impossible not only for the experts but also for the developers of algorithms due to the black box issue. A recent study highlighted the issue of training and evaluating algorithms only on know-what aspects of knowledge, while experts use rich
know-how practices in their daily work [9]. Although more information is captured digitally that can contribute to make more informed and evidence-based decisions, at the same time, algorithms can actually reduce the transparency of the outcomes as they provide black box outputs. On the one hand, AI comes with the promise of more objectivity and fairness by mitigating human biases. On the other hand, AI raises significant ethical challenges related to the quality of the evidence provided that might be inconclusive, inscrutable, or misguided, leading to unfair outcomes and unexpected transformative effects [50]. For example, the introduction of hiring algorithms in organizations shapes the notion of fairness in different ways by confirming and contesting it in different phases of implementation [4].

Medical analytics are characterized by unique features such as the capability to aggregate, process, and analyze huge volumes of medical information for transforming it into actionable information [52]. To materialize this feature in the healthcare context, an in-depth understanding of the information lifecycle management (ILM) is necessary. Among the several definitions of analytics capability, our study embraces the perspective offered by Wang and Hajli [52], which defined it as “the ability to acquire, store, process and analyse large amounts of health data in various forms, and deliver meaningful information to users, which allows them to discover business values and insights in a timely fashion” (p. 290). Consequently, analytics are increasingly used in the process of knowledge creation by collecting, elaborating, and displaying valuable information for decision-making [51]. There are several categories of medical analytics [35, 52] in healthcare (Table 1).

**Descriptive capability** refers to summarization of historical data in digital formats, where a high-speed parallel processing helps better understand what happened in the past. Although the capability used to quickly synthesize vast amounts of health data to compare medical interventions across settings of care enables care actors to improve the quality of care services by providing patient-centered care, few studies discussed descriptive analytics [55]. A recent review highlighted the importance to collect and analyze data with analytical methods to describe specific situations of specific patients, to understand what happened to them through the categorization of knowledge from vast datasets [34]. The techniques of profiling and classifying individuals into groups based on any given characteristic to support realistic public health interventions are widely used techniques to make actionable and interpretable recommendations [54]. Based on the categorization of this information, small patterns or correlations are calculated, which created clusters of groups according to their behavior, preferences, and other characteristics [53, 56].

**Predictive capability** relies on a set of sophisticated statistical tools to develop models and estimations to forecast the future for a specific variable, which helps understand what will happen in the future. The use of advanced analytics to predict future patterns of care behavior was the most popular capability in healthcare because predictions in healthcare seem to be considered more valuable than explanation since algorithms results are measured in lives [34, 39, 65, 66]. For example, an algorithm can calculate patients’ individual therapeutic goals and preferences, hospital staffing (including staff members’ experience and performance), resource constraints, and external conditions such as whether other hospitals are diverting
<table>
<thead>
<tr>
<th>Analytics capabilities</th>
<th>Explanation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wang and Hajli [52]</strong></td>
<td>Descriptive capability</td>
<td>Descriptive capability describes data collected in digital forms, summarizes historical data, and identifies patterns and meanings. This is useful to understand past patient behaviors based on the data collected in EHR databases. It provides high-speed parallel processing, scalability, and optimization features to respond to the question: what happened in the past?</td>
</tr>
<tr>
<td>Predictive capability</td>
<td>Predictive capability is the process of using a set of sophisticated statistical tools to develop models and estimations to forecast the future for a specific variable, based on the estimation of probability. It helps identify causalities, patterns, and hidden relationships between the target variables for future predictions. It uses techniques, such as business rules, algorithms, machine learning, and computational modelling procedures to provide potential responses to the question: what will occur in the future?</td>
<td>Cohen et al. [53]; Floridi et al. [48]; Galetsi &amp; Katsaliaki [34]; Henriksen &amp; Bechmann [41]; Mittelstadt [59]; Mittelstadt et al. [57]; Mittelstadt &amp; Floridi [40]; Morley et al. [58]; Wang et al. [35]</td>
</tr>
<tr>
<td>Prescriptive capability</td>
<td>Prescriptive capability enables users to automatically improve prediction accuracy by taking in new datasets to develop more thorough decisions regarding the diagnoses and treatments. With a combination of structured, unstructured patient data, and business rules, it offers potential optimal solutions or possible courses of action to help users respond to the question: what to do in the future?</td>
<td>Galetsi &amp; Katsaliaki [34]; Mittelstadt et al. [57]</td>
</tr>
<tr>
<td><strong>Wang et al. [35]</strong></td>
<td>Analytical capability for patterns of care</td>
<td>Analytical capability processes massive healthcare records (structured data collected inside the healthcare units) to identify patterns of care and discover associations. It allows healthcare organizations to parallel process large data volumes, manipulate (continued)</td>
</tr>
</tbody>
</table>
### Table 1 (continued)

<table>
<thead>
<tr>
<th>Analytics capabilities</th>
<th>Explanation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>real-time or near-real-time data, and capture all patients’ visual data or medical records</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unstructured data analytical capability</td>
<td>Unstructured data analytical capability processes massive healthcare data (unstructured and semi-structured data gathered across multiple healthcare units, so do not fit into predefined data models) to identify unnoticed patterns of care. This data is stored from multiple sources in multiple formats in real time (e.g., XML-based EHRs, clinical images, medical transcripts, lab results). This data is stored in NoSQL databases and made visually accessible to facilitate decision-making</td>
<td>Varlamov et al. [60]; Wang et al. [35]</td>
</tr>
<tr>
<td>Decision support capability</td>
<td>Decision support capability produces reports about daily healthcare services to aid managers’ decisions and actions. It shares information and knowledge such as historical reporting, executive summaries, drilldown queries, statistical analyses, and time series comparisons. It provides a comprehensive view for evidence-based medicine, for detecting advanced warnings for disease surveillance, and for developing personalized patient care</td>
<td>Astromskē et al. [61]; Galetsi &amp; Katsaliaki [34]; Gray &amp; Thorpe [55]; Henriksen &amp; Bechmann [41]; Kaplan [62]; Martin [63]; Mittelstadt [59]; Mittelstadt et al. [49]; Morley et al. [58]; Wang et al. [35]; Woolley [64]</td>
</tr>
<tr>
<td>Traceability</td>
<td>Traceability tracks output data from the system’s IT components throughout the organization’s service units. Examples of healthcare-related data are cost data, clinical data, pharmaceutical R&amp;D data, patient behavior and sentiment data from payers, healthcare services, pharmaceutical companies, consumers, and stakeholders outside healthcare. It facilitates monitoring the relation between patients’ needs and possible solutions by tracking the</td>
<td>Galetsi &amp; Katsaliaki [34]; Morley et al. [32, 58]; Wang et al. [35]</td>
</tr>
</tbody>
</table>

(continued)
patients in the emergency department in the case of a disaster [53]. Algorithms that make predictions and suggest decisions based on probabilities were considered an ideal application because AI-controlled algorithm predicts the admission trajectory significantly better than medical officers, who have an average error rate of about 30% [41]. They were intensively used also to make treatment recommendations to improve overall health outcomes in a population. However, these recommendations may conflict with physicians’ ethical obligations to act in the best interests of individual patients [53].

*Prescriptive capability* enables users to automatically improve prediction accuracy by taking in new datasets to develop more thorough decisions regarding the diagnoses and treatments. Next, Wang et al. [35] identified additional categories, which are more advanced and sophisticated. *Analytical capability* processes massive healthcare records (structured data collected inside the healthcare units) to identify patterns of care and discover associations. It allows healthcare organizations to parallel process large data volumes, manipulate real-time or near-real-time data, and capture all patients’ visual data or medical records. *Unstructured data analytical capability* processes massive healthcare data (unstructured and semi-structured data gathered across multiple healthcare units, so do not fit into predefined data models) to identify unnoticed patterns of care.

*Decision-making capability* shares information and knowledge such as historical reporting, executive summaries, drilldown queries, statistical analyses, and time series comparisons. It provides a comprehensive view for evidence-based medicine, for detecting advanced warnings for disease surveillance, and for developing personalized patient care. Artificial intelligence systems were commonly used to gather structured and unstructured data to automatically assist medical decision-making based on the recommendations done through pattern recognition [3, 32, 53, 59]. One of the main benefits referred to the possibility to compare data from multiple sources and to identify potential solutions visible in the forms of trees. AI was intensively used to create deeper knowledge and to identify the logics underlying AI predictive modelling [54]. New insights extracted from health-related data were extremely helpful to detect a disease and to decide the treatment(s) to follow [67]. Therefore, the decision-making process was partially delegated to advanced analytics. This delegation has been translated also in the design of algorithms by inscribing developers vision of who will be responsible for mistakes through the degree of social embeddedness and reflection permitted in use [68]. The decision-making capability is coupled with “reporting capability,” for organizing the collected data in easily understandable ways, such as describing the information contained in the datasets for specific purposes [34].

<table>
<thead>
<tr>
<th>Analytics capabilities</th>
<th>Explanation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>datasets provided by the various healthcare services or devices</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 (continued)
Surveillance capability offers the opportunity to survey and monitor past actions based on the information collected indirectly such as the time, the care actor who did that action, the notes taken in databases, and the information consulted based on specific accounts and other. For example, patients now have the possibility to own health information anytime and take decisions in everyday life concerning healthcare, disease prevention, and health promotion [69]. Although they do not possess the expertise for the physician to interpret the information received from the previous medical visits and cannot make an auto-diagnosis, the patient is empowered to the information collected, which requires a higher patient involvement and also some digital and health literacy. Patients are not considered passive receivers of the healthcare services anymore. This aspect was already inscribed in the design of analytics for more transparency for being able to perform those actions [58, 67] as recognized also by policy-makers [64]. From this indirect data, it was possible also to understand the assumption of the actions done, which might help the traceability.

The capability to correct mistakes offers the opportunity to adjust the erroneous results of algorithms that contributed to a larger decision [68]. The results of advanced analytics were prone to errors as will be discussed in the next section. Therefore, such capability will be extremely beneficial for correcting the results provided by algorithms. It will increase the awareness of potential errors created by AI systems, which will be trained to detect such errors to correct them or to take them into account when making the decision. Therefore, designers will need to develop the ability to question the results provided by AI tools, and this can be achieved by analyzing the process AI followed and by extracting meaningful information for future reflections. Lastly, traceability tracks output data from the system’s IT components throughout the organization’s service units. Examples of healthcare-related data are cost data, clinical data, pharmaceutical R&D data, patient behavior and sentiment data from payers, healthcare services, pharmaceutical companies, consumers, and stakeholders outside healthcare.

Artificial intelligence and medical analytics have the potential to generate multiple benefits, but at the same time, they are coupled with significant ethical challenges [50, 70] as the “walking data generators” (individuals) are often unaware of how their data are used, for which purposes, and by whom [37]. Therefore, the increasing use of big data containing personal, sensitive information and the growing reliance on algorithms to make sense of this data and identify behavioral patterns raise concerns of fairness, responsibility, and human rights [70]. Scholars shifted their attention from technological means toward the content (information) created by these technologies, which is composed of different moral dimensions. Information is increasingly used as evidence to make decisions and choices, whose outcomes are calling for ethical approaches to address the information creation, sharing, storage, use, and protection. However, ethics concerns first the collections, aggregation, use, and analysis of large datasets and then the information, thus creating a semantic shift [40].
4 Digital Healthcare Transformation in Europe and in Norway

To appreciate the digital transformation in healthcare, it is helpful to understand broader initiatives developed by the European Union (EU) and Norway that are engaged with policies and actions to provide top-quality digital services. The final aim is to empower citizens to build a healthier society and to offer citizen-centered health services. The maximum aspiration is to help citizens take care of their health and prevent future disease. Indeed, one of the most desirable solutions to decrease care costs is to prevent any kind of disease. This means to educate citizens to develop healthy lifestyles and to avoid bad behaviors in the present, which might lead to potential disease in the future. If the aim of empowering citizens towards the prevention will not achieve the desired outcomes, citizen will receive innovative health services to respond to their health demand following a citizen-centered approach.

The European Union focuses on three priorities.4 The first one is to provide citizen secure access to personal health data across EU borders; the second refers to the implementation of personalized medicine through shared European data infrastructure, while the third one focuses on increasing citizen empowerment to encourage people to take care of their health and to stimulate interactions between patients and care providers. The aim is to become more resilient, accessible, and effective in providing quality care for European citizens.5 The implementation of new technologies aims at fostering organizational changes in different departments and for alternative work activities. Digital tools are co-created, co-distributed, and co-used involving directly the end users and consciously fostering a highly collaborative environment. Indeed, the contribution of patients and of other active actors represents the keystone for an interactive digital healthcare ecosystem. A continuous state of evolution and a steady contribution from end users create unexpected changes, which may enable new patterns of communication and interaction.

Digital transformation of healthcare can foster the transition toward new care models focused on patients’ need. Patients’ contribution represents a keystone for creating useful and usable services for everyday activities and at the same time ends up with enriching the construction of a new healthcare digital ecosystem. The innovativeness lies in the integration of different needs of all involved categories in an open space for dialogue, listening, co-creating, and negotiating toward proposals for common innovative solutions [30]. The aim is to offer tailored digital health services and to give access to dematerialized medical information, to manage personal medical information, to monitor the process of personal continuous healthcare, to be aware of the healthcare process, to understand how healthcare

4https://ec.europa.eu/health/ehealth/home_en
5https://healthmanagement.org/c/healthmanagement/issuearticle/digital-health-transformation-in-europe-recommendations-are-on-the-horizon
system works (transparency), and to be responsible for the personal medical data management (patient empowerment and awareness).

Patient-centered care system can be seen as a partnership among caregivers and care receivers to diagnose and prescribe a suitable treatment. Six aspects are fundamental to define this concept, which are shared decision-making, psychosocial support, access to information, access to care, coordination of care, and self-management [71]. With the use of new digital technologies, a new healthcare paradigm emerges, which transforms the delivery of healthcare services to bring them closer to the patient guided by the following strategies. (1) Efficiency aims at reducing healthcare costs by avoiding unnecessary diagnostic interventions and increasing communication between healthcare institutions and the patient. At the same time, it is committed to ensuring the quality of health services through comparisons between different suppliers to enhance the delivered quality (2). Encourage the empowerment of patients (3) by making personal data, medical records, diagnosis, and treatment accessible through digital platforms and by making more responsible the care information process. Increasing the quality of the doctor-patient relationship to facilitate shared decision-making is a direct consequence of patient empowerment [27]. The digital transformation of healthcare sector increases the probability to maintain and further improve these strategies. The healthcare quality is not only a medical concern, but it is also about the process to reach outstanding care results, which is one of the high priorities of the Norwegian healthcare system.

Norway is one of the most innovative and technological countries, and it is constantly engaged with transforming health and welfare system with new tools, services, or technologies. Key initiatives refer to the development of electronic health record (EHR), ePrescriptions, and algorithms. Ellingsen and Monteiro [72] provided a chronological perspective of the EHR as follows. In the mid-1980s, a group of laboratory technicians in a central hospital highlighted the need of creating a system to support internal work processes by sharing files necessary to perform daily tasks. For the next 10 years, this group and other hospitals continued to develop a network of computers and other important features such as writing clinical documents of each patient and sharing it with the network. In 1997, a limited company was established to follow the implementation of the new system in smaller hospitals. The number of users and hospitals that adhered to this initiative increased, more employees have been hired, and new challenges mined the internal coordination. In 2002, the Norwegian health system established regional health authorities, which were in charge of managing the acquisition of new systems in hospitals with public bids for tenders. This triggered new needs for different types of users at the regional level, which were difficult to meet. Such changes led to redesign the process of EHR software and to redefine the content in the EHR in a dynamic way. A project management approach was used to work on new activities, which was increasingly used in the next years.
The process of transforming the healthcare system continued during 2000 with the eNorway plan, which enabled patients to communicate with their doctors and the hospital through digital platforms such as electronic healthcare record (EHR). This gave the citizens freedom to choose the family doctor online, to receive online medical results from the hospital, and to have access to own medical data with referrals and medical records at any time. The eNorway plan offered telemedicine solutions by implementing broadband in hospitals and primary health services. It was an essential service during the COVID-19 pandemic. Healthcare public system provided telehealth consultations since the 1990s; thus, it could rely on prior experience to further improve this technology to share high-quality medical images to help make diagnoses.

From 2022, Norway plan to implement a new unified EHR, called EPIC, the regional Health Platform program [73]. The new system was acquired with a bid-and-tender process in order to unify the disparate patient records systems used currently in healthcare organizations. The aim is to reduce information fragmentation and facilitate cross-sectoral coordination. EPIC will be implemented first in Trondheim municipality and then in other municipalities in Central Norway. It is important to note that GPs offices are private business, and they have the possibility of deciding whether to implement it or not.

ePrescriptions are another key initiative of the digital transformation in healthcare sector in Norway, which started to be widely adopted from 2011 [74]. The digital prescriptions aim to support general physicians with the activity of prescribing patients medicines or medical visits with hospitals or other healthcare organizations. The first drafts of the prescriptions were developed since the 1990s; however, the results were discouraging. Only in 2011, a large-scale deployment achieved positive outcomes. Until 2013, ePrescriptions have been implemented in General Physicians’ (GPs) offices and pharmacies in all municipalities.

Norwegian healthcare system has been a model for other countries around the world, and it is developing new healthcare models based on digital data and advanced technologies in order to move toward a more preventative approach presented in The Nordic Health 2030. In line with this, Norway developed a national strategy for artificial intelligence in order to create a good basis for AI for enhancing innovation capacity in multiple sectors such as healthcare. Another way to trigger digital healthcare transformation in Norway is by constructing operating rooms that use most advanced technologies to support medical work in critical times. In the next section, we present the case of Operating Room of the Future (FOR) in Trondheim, Norway.

---

6https://www.regjeringen.no/no/dokumenter/enorway-action-plan/id105562/
8http://nordichealth2030.org/
9https://www.regjeringen.no/en/dokumenter/nasjonal-strategi-for-kunstig-intelligens/id2685594/?ch=6
What Is the Operating Room of the Future?

The Operating Room of the Future (FOR) is a research infrastructure and an integrated university clinic developed from a multidisciplinary collaboration between St. Olav Hospital in Norway, the Norwegian University of Science and Technology (NTNU), and the not-for-profit and independent research institute SINTEF. The three entities developed the basis for the infrastructure in terms of funding proposals, scientific content, logistics, and others between 2003 and 2005. From 2006 to 2012, two operating rooms have been developed for laparoscopic surgery and vascular diseases close to the existing operating department. An interactive lecture room was equipped with HD transmission to watch the operative procedures and to communicate directly through dedicated audio and video channels. From 2013 to present, new operating rooms have been developed within surgical disciplines such as neurosurgery, gastrointestinal, ear-nose-and-throat diseases (ENT), orthopedic, and gynecology (Fig. 1). FOR is now a department under the director of research and development at St. Olav’s hospital and Department of Circulation and Medical Imaging, Faculty of Medicine, NTNU.

Various stakeholders such as clinicians, PhD candidates, technologists, scientists, and industry conduct cutting-edge research in these six operating rooms. They are unique “laboratories” for developing, testing, and implementing new technologies.
and new treatment modalities with a focus on minimal invasive image-guided patient treatment and medical technology [75]. This arena for research and development investigates most modern medical equipment such as artificial intelligence (AI), machine learning (ML), deep learning (DL), neural networks, and integration of advanced visualization tools, robotic arms, and others. The six FOR operating rooms have become an important clinical research platform for minimally invasive therapy and for the development of medical technology. The overarching aim is to improve patient care, to develop more efficient logistics and a better architecture of operating departments. The Research Council of Norway financially supported the development of FOR; it is part of the national research infrastructure NorMIT (Norwegian centre for Minimally invasive Image guided Therapy and medical technologies)\(^{13}\) and cooperates with the Intervention Centre at the National Hospital, Oslo.

There is an increasing number of research projects conducted in the Operating Room of the Future (FOR) in several fields. Decision support in lung cancer diagnostics\(^{14}\) is an ongoing project that integrates and implements new tools for image analysis and decision support in patient care for lung cancer. A multidisciplinary team (MDT) is developing a digital technology to support patient assessment and treatment [76]. Artificial intelligence (machine learning) is used to analyze patient’s CT and PET-CT for finding normal anatomy and pathology (tumor). It is especially used for automatic detection and segmentation of mediastinal anatomical structures and potentially malignant lymph nodes for accurate lung cancer diagnosis.

In line with cancer diagnostic, FOR recently developed the project entitled IDEAR: Improving Cancer Diagnostics in Flexible Endoscopy Using Artificial Intelligence and Medical Robotics in collaboration with Craiova University, Romania\(^{15}\). This project is developing an advanced prototype of a medical software and robotic platform for improving cancer diagnostics in flexible endoscopy using AI and medical robotics. The researchers are creating a platform to allow concomitant visualization of the anatomical target(s), the neighboring anatomy, and the CT/MRI image. The project allows performing both diagnostic and treatment during the same procedure using an advanced smart robotic system and customized instruments with dual electromagnetic-optical tracking.

Deep convolutional neural networks (CNNs) are increasingly used for digital analysis of histopathological images. A research team is developing and implementing an open-source platform for deep learning-based research and decision support in digital pathology [77]. FastPathology is a new platform using the FAST framework and C++ to minimize memory usage for reading and process whole-slide microscopy images (WSIs). This offers an efficient visualization and processing of WSIs in a single application, including inference of CNNs with real-time display of the results.

---

\(^{13}\)http://normit.no/en/


\(^{15}\)https://www.sintef.no/en/projects/2020/idear/
6 Conclusions

This chapter presents key initiatives of digital transformation in the healthcare sector in the age of artificial intelligence, where the line between virtual and physical reality is pretty thin. We started with a general overview of digital transformation in healthcare. Then, we discussed the emergence of new technologies such as artificial intelligence (AI) and medical analytics as part of digital transformation. In this section, we highlighted the main capabilities that differentiate these technologies from the previous ones and how they contribute to “triggering significant changes to the properties of entities through combinations of information, computing, communication, and connectivity technologies” [13]. After presenting two specific examples of digital health transformation in Europe and in Norway, we conclude with Operating Room for the Future (FOR), an outstanding research infrastructure and an integrated university clinic, which is developing AI technology to support medical tasks in specific health fields such as pulmonology, digital pathology, cardiology, and others.

Due to digital pervasiveness of new technologies, it is pivotal to understand the mechanisms of organizational processes, multi-sided platforms, healthcare applications, and social networks as they have the potentiality to lead toward an effective design, management, and implementation of digital health information systems. Moreover, we believe that the materialization of this opportunity depends on the engagement of the actors involved in this process. It is important to investigate topics at the intersection of work, technology, and information systems and for a broader academic audience such as medicine, computer science, and sociology of work. Such a focus will contribute to the understanding of the development of AI technology in the workplace and to the literature on knowledge creation [14, 78, 79]. Next, there is the need to investigate the challenges doctors are facing with the introduction of AI such as disputing what is worth knowing, what actions matter to acquire new knowledge, and who has the authority to make decisions. This will provide new insights into how and why AI is reconfiguring work boundaries of healthcare professionals and with important consequences for their jurisdictions, skills, status, and visibility. Lastly, it is important to highlight the ways AI tools are used in medical work by paying equal attention to the actions performed by doctors and their social interactions as well as to the machines that are part of the medical workplace [11, 80].

The digital transformation of the healthcare sector is driven by multiple mechanisms, such as the transformation of the population demand for health services, the changes in the relationship between patients and care providers, the pervasive use of digital technologies, and the emergence of new technologies that significantly differ compared to the previous ones. The digitalization of the care paths, increased interoperability among actors, organizational communication, tools, and organizations offer new models for knowledge management, which can be beneficial for individual performance and organizational efficiency, but it also raises several concerns related to privacy, security, and responsibility. A dynamic and digital
environment of an ecosystem composed of often-conflicting interests requires a better understanding of the logic and opportunities of a plethora of virtual tools to match them with everyday requirements. The activity of matching the digital solutions with specific and context-dependent needs composes the puzzle of managing the Health Information Systems in current times. The main objectives refer to increasing the quality of service delivery, empowering the citizen-patient that fosters a patient-centered ecosystem.
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Part III
Synthesis
A Framework for Digital Transformation for Research and Practice: Putting Things into Perspective

Patrick Mikalef and Elena Parmiggiani

Abstract The past years of researching digital transformation and the accumulated experience of practitioners in deploying projects of novel digital technologies have allowed us to gain much valuable insight about the process. From this assembly of knowledge, there is a lot we can learn about how to conduct future research, as well as a depth of knowledge regarding best practices that can aid practitioners. In this chapter, we provide some key input on how research and practice can approach digital transformation and discuss some ideas that are likely to be central in the near future. We draw on some streams of literature which have yet to be fully integrated in the current discourse of digital transformation research and provide some practical guidelines that can aid practitioners at different levels. We conclude with a brief overview of some key technologies which are likely to be in the spotlight of attention in the upcoming years and discuss their implications for research and practice.

1 Introduction

In the cases presented in the previous chapters, there are some key takes that can contribute to both research and practice. In conjunction with the vast body of literature on the domain of digital transformation, we can adopt a reflective lens and identify some important themes that permeate recent academic studies and practice. In doing so, this chapter aims to present a future-looking framework for digital transformation which identifies some themes that are likely to be of increased
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significance in the upcoming years. We therefore build a research framework which draws on some ongoing challenges for current and future research and provide some suggestions about how researchers could delve into these questions. Furthermore, we present a number of practical suggestions of how stakeholders at different levels within organizations should process in their digital transformation efforts, highlighting some recurring challenging issues that emerge and ways to overcome them.

Through some prominent literature reviews in the area of digital transformation [1–4], several prominent research themes have emerged. While there is some overlap between these research agendas, there is also significant variation between them as they adopt a different viewpoint on digital transformation. These differences stem from a focus on specific industries [5, 6], epistemological approaches [7], as well as scientific domains [8]. Similarly, when it comes to suggesting practical implications and key takes on digital transformation, the literature has ranged from selected case studies [9], guidelines and rulebooks [10], and use of best practices [11]. The objective of this chapter is to provide an overview of some of the most important research themes and practical recommendations when it comes to digital transformation. Extending on these, we discuss how emerging digital technologies are likely to change the competitive landscape and introduce new challenges and opportunities in relation to digital transformation.

In the section that follows, we present a framework for digital transformation that builds on some important research themes and discuss the implications of past findings for practice. The framework is rooted in an amalgamation of research and practice-oriented models of digital transformation, covering some key themes without being exhaustive. The final section follows some of the key trends and identifies hype cycles that are likely to occupy research and practice attention in the years to come and provides a brief overview of how they are likely to create shifts in the way organizations operate [12].

2 A Framework for Digital Transformation for Research and Practice

In the framework presented in Fig. 1, we identify four main phases that underpin digital transformation initiatives. These phases include among others the following activities: First, organizations must develop an in-depth understanding of the current competitive landscape and the dynamics that characterize their industries; decode the relationships with key business partners, customers, and other stakeholders; and identify technological shifts and disruptive new digital tools. Doing so enables organizations to have a better awareness of the landscape in which they operate and chart the different forces that shape ongoing and future initiatives. Second, digital transformation should be approached as a strategy that is pursued by the entire organization and deployed within organizations in a top-down approach. This requires that strategies should be adapted to the different levels they are relevant.
Fig. 1 A framework for digital transformation
Third, new business models and strategies should be translated into concrete action plans and governance practices that dictate how the technological and other resources are leveraged. During this phase, organizations must mobilize and structure their resources in order to transition to digitally transformed operations. Fourth, it is important to monitor key performance indicators, develop a prioritization plan, and evaluate the progress of transformation efforts in order to ensure that they do not diverge from the set strategies. The framework is positioned in an iterative visualization denoting that digital transformation is not a process with an end goal, but rather a continuous process of identifying emerging opportunities in the new digital landscape and capitalizing on them.

2.1 Research Implications

While the framework presented above is predicated on a practice-based view of digital transformation, it can also be used by researchers to explore some emerging issues that still occupy research on digital transformation. These areas, or themes, can broadly be distinguished into the following: impact of technology, organizational change management, co-evolution, and non-economic performance effects. We briefly sketch out these themes next.

2.1.1 Impact of Technology

One of the underlying themes that have characterized digital transformation literature has been that the impact that is assumed is highly dependent on the type of digital technology at hand. A key consideration in this regard is that the emerging technologies are likely to have differential impacts not only on the types of performance measures used to evaluate their effect but also on the industries they will influence most. For example, RFID technologies have been instrumental in industries such as logistic, transport, and supply chain management, whereas the emergence of touch screen devices has created major shifts in the consumer electronics, gaming, and software industries. Hence, it is important for future studies to understand the specific shifts new digital technologies create for specific industries, or the processes to which they are likely to have a more pronounced effect. In this part, it is also important that there is a vision of how emerging digital technologies that have not been developed for any specific industry can be harnessed in a way that creates a competitive advantage. In doing so, it is important that researchers examine the role that consumers have in shaping such preferences of technology use and what type of pressure they exert on organizations to move in certain directions.
2.1.2 Organizational Change Management

A key understanding in practice is that digital transformation is an ongoing process that does not have a specific endpoint. This strongly contrasts the prevailing view in research where digital transformation is largely seen as a state that needs to be attained. As such, it is important that future studies engage more deeply with the process of enacting change in the organization as a result of digital transformation initiatives. Several sub-themes within this area are worthy of examination: what is the role of power distribution in enabling or inhibiting change, how does structure influence outcomes, and what changes do digital transformation necessitate? In addition, while there is some discussion on the phases that characterize technological deployment, there is limited research on the socio-organizational arrangements of digital transformation. In other words, we know very little about how to plan for preparing humans and teams to be open for change. Furthermore, a prominent theme is how to develop a culture that not only is open to change but also seeks it actively and is geared toward seeking digital innovations and piloting them in different operations. This essentially translated to building a digitally oriented culture which sees novel digital technologies as key components of remaining competitive and actively seeking ways through which to gain an edge by leveraging them appropriately.

2.1.3 Co-evolution

The notion of co-evolution in the context of digital transformation entails both internal synchronization with external shifts and the capacity to prompt change concurrently and in harmony with important business partners and other entities. While there is ample evidence highlighting the importance of creating digital interfaces with suppliers, business partners, and even customers [13, 14], there is limited empirical research on how such ventures should co-evolve. Typically, digital transformation is seen as a process that has an impact on the abovementioned entities by redefining how focal organizations interact with them. Nevertheless, as organizations become increasingly embedded with their business partners and customers, it is important to understand how they can jointly engage in digital transformation that provides value for all. This becomes a challenging problem as different entities typically also have different requirements as well as oftentimes competing goals. To add to this challenge, organizations face a constant challenge of adapting to changing external conditions, which necessitate frequent repositioning of their competitive strategies and as a result of their business partners [15]. Therefore, the role of platform architectures in enabling such loose but not lax collaborations without compromising the ability to effectively co-create value is an important aspect of digital transformation that is likely to occupy future studies. Furthermore, the role of platform arrangements as either enablers or inhibitors of future change can create
new opportunities in exploring the importance that technology has in eco-system formations [16, 17].

2.1.4 Non-economic Performance Effects

One of the criticisms of the extant literature on digital transformation is that it typically evaluates results and builds on a premise that economic outcomes are the primary objective that needs to be satisfied. Nevertheless, in recent years, there has been a move toward business models and strategies that promote sustainability principles, such as circular economy strategies. The use of digital technologies to support such strategies has been argued to create radical shifts in several industries [18, 19], transforming how operations are currently done and prompting changes that span entire industries. Nevertheless, despite a more comprehensive outlook on the non-economic effects that digital transformation can result in, there are still limited studies that take an empirical approach in examining how non-economic measures are fulfilled. Such measures can include the social and environmental impact that digital transformation has, as well as looking at phenomena at the micro- and meso-levels [20]. In addition, the recent work-from-home mandate due to the COVID-19 pandemic has placed a renewed emphasis on the human aspect, and especially the psychology and well-being of individuals [21]. As a result, it is important to understand what the effects on cognitive and emotional aspects of individuals are and how these influence other organizational outcomes.

2.2 Practical Implications

When it comes to the practical implications by reviewing findings on studies of digital transformation over the past two decades, there are several key points which can help guide practitioners at different levels. We summarize these in accordance with the framework presented in Fig. 1.

2.2.1 Assess External and Internal Conditions

One of the most important recurring findings of prior literature is that when organizations are planning their digital transformation strategies, it is important that they have an accurate assessment of the conditions that characterize their industries, country of operation, as well as their internal organizing. Doing so allows for a better positioning in terms of the business requirements and contingencies of the internal and external environment. Thus, any plans toward digitally transforming operations must take into account a thorough analysis of the immediate and long-term changes that are likely to emerge. Several useful tools have been developed to aid managers and other practitioners in this task, such as adapted digital
transformation canvases, deciding on the right digital business models, design thinking, performing persona identification and developing empathy maps, as well as several other tools and methods that can increase understanding of the environment which organizations operate in [22–24]. In addition, organizations can utilize their existing tools, digital technologies, and data in order to identify emerging opportunities and threats and create an organization-wide sensing capability [25].

### 2.2.2 Develop Digital Transformation Strategy

A common theme among many IS researchers articles is that although digital transformation should be seen as an ongoing process, it should also be documented and tied to a clearly documented strategy [26]. This includes developing awareness about the transformative role of digital data across an organization’s value chain [27]. Essentially, this translates into a necessity for top managers to consider the effects of digital transformation in their broader competitive strategy and to see emerging technologies as a means of developing unique and hard-to-imitate capabilities that are likely to give them a competitive edge. Therefore, it is important that there is a clear vision of how digitally transforming operations will provide an organization an edge over their rivals and prioritize the areas which are of higher importance in the new digital business strategies. As part of this planning, it is also important that organizations take into account the costs associated with different options, as well as the different ways through which they can realize their digital transformation initiatives. From the academic literature, the resource orchestration perspective can provide practitioners with an overview of the process of structuring, bundling, and leveraging the relevant resources to pursue competitive strategies [28, 29].

### 2.2.3 Design Architecture and Governance Practices

Following the definition of high-level objectives and goals, organizations must further detail their digital transformation processes by deciding the governance practices that will characterize their projects. Doing so entails defining roles and responsibilities, establishing and communicating processes, and setting up relational practices internally and externally [30]. This set of activities has also been defined as seizing by Teece [31], where organizations set out to mobilize their relevant resources in support of a given strategy. Within the information systems literature, there has been a lot of work focusing on approaches and practices for planning and mobilizing IT and other complementary resources [32], as well as on defining enablers and inhibitors of governance practices with their corresponding outcomes [33]. These studies provide an in-depth analysis of the value and associated risks with adopting specific approaches and document best practices of managing digital transformation [34]. One important point however is that such mobilization of resources does not only concern technical infrastructure and data, as human-related
resources are equally as important. It is therefore critical that organizations make plans about how to secure employees with the necessary skills to drive digital transformation or to develop educational programs in order to re-train their current personnel [35].

2.2.4 Deploy Solution and Monitor Progress Plan

During the deployment of any new digital technology into production, it is important that organizations have established some key metrics to monitor effectiveness and performance and have placed feedback mechanisms in order to critically assess outcomes. Some prominent examples of digital transformation have shown that in the absence of such metrics, organizations suffer heavy losses due to misalignment with strategic objectives or novel technological solutions not functioning as anticipated [36]. Some practical solutions for avoiding such unintended consequences include gradually moving from proof-of-concept projects to production through carefully planned phase projects [37], as well as defining a priori a set of key performance indicators that can effectively monitor project performance. Furthermore, an important practical recommendation is to formulate contingency plans and have systems in place to avoid any disruptions in operations that might be caused by malfunctions of newly deployed technologies. This is particularly important in critical operations that require constant uptime. Finally, to develop a culture of learning from prior initiatives, it is important that organizations set up clear feedback mechanisms and identify aspects that worked well as well as those that caused delays or inhibited digital transformation.

3 Emerging Technologies and What Lies Ahead

In the previous sections, as well as in the chapters that preceded, we have discussed about what lessons can be learned from digital transformation in research and practice and placed a focus on the contingencies of the Norwegian context. Nevertheless, new trends in digital transformation projects are largely shaped by emerging technologies, which are then adopted and adapted by organizations. As such, it is important to examine how digital technologies that are in the early stage of development might influence different industries in the coming years. This analysis is solely based on how the authors envision organizational activities might change due to new emerging digital technologies.

First, the rapid pace at which AI-based applications are being adopted by organizations and their growing capabilities in conducting tasks previously performed by humans is likely to accelerate [38, 39]. Specifically, AI-augmented software engineering is likely to be a breakthrough in the upcoming years, where much of the manual coding and design of systems is now automated. This will lead to a greater access to custom-made software applications for organizations, as well as a
significant reduction in cost developing such applications. Nevertheless, this is not
the only areas where AI-based augmentation is likely to have a significant impact, as
advances in the domain of generative AI are also likely to influence domains such as
fashion, product and digital design, architecture, and art. For example, the music
industry will be significantly disrupted with content being created by AI applications
based on rich data collected over streaming services. Similarly, generative AI will
likely create disruptions in the art industry, with a lot of content catering to different
types of customers being fully or partially generated by AI algorithms.

Second, blockchain technologies are likely to see increased applications in
several areas such as verifying product authenticity, establishing smart contracts,
and as a means of transaction [40]. In fact, many governmental organizations have
begun the process of designing their digital currencies, and blockchain technologies
will become a major part of the infrastructure that supports such a transition
[41]. This will result in transactions being executed directly without the requirement
of an intermediary entity. In addition, tracking authenticity of products through
supply chains is an application area where blockchain technology is already being
implemented [42]. The value of blockchain in such applications is that it allows
higher security and transparency and enables more precise authenticity tracking and
trust. This is particularly important as global supply chains grow larger, more
distributed, and complex. Nevertheless, blockchain technologies come at a cost, at
least in their current status, of high environmental impact by requirement of vast
amounts of energy.

Third, multi-experience applications that allow many different concurrent modal-
ities such as touch, voice, and gesture, as well as the rapid maturation of augmented
and virtual reality devices (AR/VR), create manifold opportunities for organizations
in the entertainment industry, as well as in manufacturing, healthcare, and retail
sectors, among others. We are already seeing a wave of applications that go beyond
gaming, to VR meeting applications, collaboration tools, and immersive learning
programs [43]. Such uses of AR/VR are likely to become increasingly common in
many industries and for on-job training in professions that require direct exposure to
physical locations and equipment. In addition, through the maturation of haptic
devices, future applications are likely to include remote operations conducted by
humans, as well as robotic training from humans.

While these are just a select few future digital technologies that are likely to
disrupt entire industries, there are obviously many more which either we are
currently unaware of or are still at very early stages of maturity. In closing this
chapter, we wish to highlight the importance of both research and practice in being
alert for novel technical developments. This requires considerable effort as it is
difficult to discern the application areas of early prototypes; however, it will result in
a forward-looking perspective that embraces change.
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Abstract  This chapter presents key lessons learned and implications for practice resulting from the analysis of the empirical cases included in this book. We map emerging themes across five layers: unit or project, organization, organization ecosystem, ethical and environmental sustainability, and society. We identify two emerging trends: the co-evolution of organizational forms and new technologies and the fact that digital transformation increasingly happens on the organizational ecosystem level. This has consequences in terms of increased data work, new work processes, and the need to actively engage with sustainability policies. We highlight the need for a focus on the long-term effects of digital transformation initiatives with attention to their ripple effects over time.

1 Emerging Research Directions: A Way Forward

The aim of this book has been to present the theme of digital transformation and draw trajectories and present reflections along the journey in Norway so far. We started in Chap. 1 by pointing to the contextual nature of digital transformation, where its successful outcome is often the result of a jigsaw puzzle where bits that come in many “shapes and sizes” have to be combined and made to fit in a specific context. In the case of Norway, we observed that the evolution of ICT systems and infrastructures has been largely driven by pragmatic concerns related to specific applications, aimed to ensure the competitiveness of industrial and service
organizations in the country against a very dynamic global market. Interestingly, this has also happened through public-private initiatives. A crucial aspect in this process is indeed the role of the state in maintaining a trust-based relation with its citizens and organizations, for example, by investing significantly in the digitalization of its public services as highlighted in Chap. 2. Chapters 3–9 contribute to further nuancing this picture and surfacing additional aspects across a variety of domains.

The most important observation that follows from the studies presented in the previous chapters is that digital transformation unfolds at different levels, moving from the unitary or project level, up toward organizations, and increasingly happening on the level of ecosystems of organizations, with implications for ethical and environmental concerns and for society at large (Fig. 1).

In the remainder of this chapter, we elaborate on the practical implications of this message based on a meta-analysis of the cases presented in this book. The emerging themes relate to different levels in Fig. 1 and are tightly interlinked as illustrated in Fig. 2.

On the level of single organizations, a first implication of the studies presented in this book is the co-evolution of organizational forms and digital technologies. In practical terms, this means that ways of working and digital technology influence and change each other. In general terms, this is not a new observation, as the fields of Information Systems (IS) and organization studies have long demonstrated [1, 2]. What is new in the current landscape is that successful digital transformation seems to be associated with the ability of aligning the way work and data are organized [3]. More in general, organizations should plan for fluid and goal-oriented work practices, as opposed to rigid, department-based structures. A vivid illustration of this is the case of the Norwegian Labor and Welfare Organization presented in Chap. 7, in which agile, project-based teams are replacing...
Fig. 2 Map of the emerging themes (represented with blue bubbles) and the corresponding organizational and societal level
a silo-based data and work structures, in connection with the implementation of a new digital platform.

The purposeful tuning of organizational forms and new technologies is a key enabler of data-driven digital transformation. This is particularly the case when some work processes become semi- or fully automated by means of novel algorithms and dashboards over time, as the cases of healthcare (Chap. 9), utility (Chap. 5), and oil and gas service (Chap. 6) demonstrate. On the level of single units or projects, data-driven algorithms (e.g., fueled by AI or ML) can learn from the available data, generate evolving results, and let new phenomena become visible as a result of that process [4]. In this process, the space between human and algorithmic work gives birth to increasingly hybrid [5] or meta-human [6] systems which are substantially changing the organization of work. A reason for this is that data-driven algorithms tend to work poorly when the underlying human knowledge work is characterized by high uncertainty, as research into the application of AI/ML tools in medical work shows [7]. However, this space is a still largely untapped source of value as digital transformation seems often to imply increased data work for employees [8, 9]. For organizations, harnessing the co-evolution of work processes and data-driven algorithms is an issue of governance, and new, flexible governance strategies are required to create business value [10].

Moving up in Fig. 2, we observe that digital transformation increasingly happens at the level of organization ecosystems. In other words, digital transformation not only involves single, innovative organizations but is a concerted process involving different public and/or private organizations operating in a sector or market segment, as is currently happening in the case of the oil and gas domain (Chap. 3). This has led to the development of data-driven service ecosystems, in which innovation practices do not only involve new technological and architecture solutions but the alignment of different actors who collaborate [11] around practical concerns [12]. Organizations should therefore consider synergizing with competitors in a particular sector in a more systematic way in order to promote the development of shared means (such as data infrastructures and platforms). Evidence demonstrates that sharing data across organizational boundaries creates positive network externalities for organizations, something which is currently leveraged by the Norwegian government in promoting an open data sharing policy (Chap. 2). These new means—as opposed to end products—become the new paths to create value and enhance organizational identity [13, 14] and value chains. For researchers, this could lead to further conceptualizing the blurred spaces between competition and collaboration in digital transformation.

An important corollary of this observation is that organizations should perform a long-term analysis of the longitudinal, ripple effects associated with the consequences of the emergence of service ecosystems. Orlikowski and Scott [15] show that cross-sector digital transformation processes transform business activities, and, in doing so, they tend to become disconnected from existing industry and service standards. On the long-term, the emerging new value chains generate new, de facto standards with surprising consequences for incumbent organizations and for society who adopt the digital products resulting from the new standards.
For researchers, this is an invitation to carry out longitudinal studies of digital transformation or historical reconstructions to capture the long-term trends and consequences of current digitalization initiatives. Chapters 3 and 4 in this book provide two examples in this direction.

Finally, the societal, ethical, and environmental aspects are increasingly a core value for businesses that must be embraced in the fight against climate change and social inequalities. For organizations, this warrants increased cooperation with national and supranational (e.g., the EU) governments on policy-related issues. In the public sector, this is evident in the ongoing investment in improving, for example, mobility services (Chap. 8). In this regard, the well-established cooperation between Norwegian organizations and the Norwegian government might be an inspiration (see Chap. 2).

For researchers, this requires a more explicit focus on what Jackson and colleagues call the “policy knot,” namely, refrain from thinking of emerging technologies as an ex post solution to emerging ethical/environmental problems, but unpack how policy influences and impacts the design of new technologies and work practices [16]. Promising work in this direction is done in the Green IS field [17], but more research is needed to contribute to policy and politics [18].

To conclude, the journey of digital transformation in Norway illustrates that digital technology implementation and use overflow each of the layers and cut across at all other levels in Fig. 2. In sum, the most important message for future practice of digital transformation is therefore to take seriously the long-term ripple effects of digitalization initiatives across sectors and domains.
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Concluding Remarks and Final Thoughts on Digital Transformation

Patrick Mikalef (✉) and Elena Parmiggiani

Abstract While we have accumulated much knowledge over the past decades about how organizations engage in digital transformation, future developments are likely to make a lot of this knowledge at least partially obsolete. New forms of working and organizing, along with an increased collaboration between human and machine, are likely to give rise to new forms of digital transformation, novel practices and approaches, and significantly different strategies. Nevertheless, such changes are likely to be gradual. This is due to the fact that emerging technologies require time to mature and to be assimilated in organizational processes. In this concluding chapter, we lay out some final thoughts about digital transformation, as well as how it will likely unfold in Norwegian organizations.

1 Closing Remarks on Digital Transformation in Norway

One of the key areas that will be subject to major changes in the upcoming years is that of the public sector in Norway. Norway is one of the countries with the highest percentage of people employed by the public, and a great number of services and organizations are publicly owned. This poses both a challenge and an opportunity for digital transformation in Norway [1]. On the one hand, the challenge is that the central government has to orchestrate funding initiatives and develop appropriate incentives for public bodies at different levels to initiate their digital transformation process while taking into account issues such as scalability, interoperability, and
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agility in operations [2]. This poses a major issue since many public organizations are of a small size class and thus have limited human and other slack resources to engage in such future-oriented projects [3]. Furthermore, deploying digital technologies in public organizations usually is a lengthier process compared to those of private companies which do not have to deal with strict bureaucracy and tightly regulate processes on procuring digital solutions [4, 5]. On the other hand, Norway has a tradition of being one of the most advanced nations in using digital technologies in the public sector. The know-how and an advanced existing infrastructure make it possible to ride the wave of novel digital technologies. Furthermore, cases where digital transformation “went wrong” have served as important lessons for future deployments.

Looking at the private sector, although not primarily focused on high-tech exports, Norway has been at the forefront of digitally transforming operations in some of its key industries, including oil and gas, hydropower, seafood and fish farming, and the maritime sector [6, 7]. The capacity of Norwegian enterprises to leverage digital technologies can be attributed to several reasons, including an ability to attract highly skilled employees, a stable economical and political context, strong governmental incentives, and support, as well as the presence of some large enterprises which are industry leaders worldwide. Combined, these factors have contributed to making Norway a country where private organizations place a strong emphasis on digital transformation. Nevertheless, new emerging technologies also pose a risk of disruption for established organizations. Thus, it is important that Norwegian organizations engage in early prototype ventures leveraging new and emerging technologies that are likely to lead to a competitive edge in the future [8]. Doing so requires strong collaboration with leading research institutes and universities, as well as participation in collaborative projects that focus on high-risk high-gain digital transformation projects [9, 10]. In addition, private organization and university collaboration should take on the form of continuous education, as being regularly updated about new technologies, their applications, and how to develop them is key in remaining competitive in the long term [11].

A key dimension in considering digital transformation has to do with policy-making and how to plan at different levels of public administration. We know from extant literature that the decisions made by policy-makers have a very important impact on what happens in the private and public sector when it comes to digital transformation [12]. Norway has already issued a national strategy when it comes to emerging technologies, which was followed by an action plan of future funding at different levels of administration. One of the challenges in implementing such policy-making is maintaining sufficient flexibility in the years to come in order to accommodate for shifts in technologies and formats of collaboration. For example, in recent years, there has been a growing interaction between citizens and governments through the use of digital technologies that enable such communication. Being able to create such channels and taking into account the content of such interaction
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will likely be an important part of the success of policy-making. Furthermore, changes in the global political landscape require from governments to adapt their funding approaches and steer toward different forms of collaboration patterns as conditions shift [13].

In closing this edited volume, we would like to encourage researchers, practitioners, and policy-makers to collaboratively tackle the issue of digital transformation. The perspective that each side can provide to the other is invaluable, and it is important that three key pillars complement each other harmoniously in moving forward. As digital technologies become increasingly embedded in everyday life, work, and in society, the need to forge channels of communication and collaboration between these three important pillars becomes increasingly important.
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