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Preface

Wave energy harvesting is an emerging technology that has been generating serious
interest and research development as an alternative renewable energy source. There
are currently more than 200 wave energy conversion devices in various stages of test-
ing and demonstration, resulting in numerous industrial and academic endeavours,
knowledgebases, and academic literature since the oil crisis. Whilst there already ex-
ist a handful of textbooks on the topic of wave energy harvesting, a textbook that
systematically guides researchers and engineers into this interesting area is lacking,
to the best understanding of the editors of this book.

This book, Modelling and Optimisation of Wave Energy Converters, presents
the fundamental and contemporary state of the art modelling and optimisation ap-
proaches that are essential for the design of wave energy converter technologies,
drawing on the insights and experience of globally-recognised experts in their var-
ious relevant fields. The book content is carefully organised to lead the readership
gradually into the story of wave energy harvesting in terms of technology evolu-
tions, economics, development trends, fundamental theories, modern concepts, and
cutting-edge methodologies, as supported by over 800 of the most relevant articles
in the literature and 6 typical case studies. Not only the breadth and depth of the
content but also the applied pyramid structure in presentation make this book unique
and a must-read for newcomers to the field of wave energy harvesting.

This book consists of four parts. Section I reviews the history and current status of
wave energy converter development, followed by discussions of the future perspectives
of the field. Section II introduces the important fundamental theories applicable to
wave energy harvesting, such as fluid dynamics, wave-structure interaction solvers,
wave energy converter modelling techniques, principles of wave power absorption, and
control system and power take-off design. Section III investigates the modelling and
performance optimisation of various representative modern wave energy converter
technologies, with their theoretical basis thoroughly analysed and their applications
examined using case studies that readers are able to replicate. Section IV expands
the topics to the modelling and optimisation of wave energy converter farms, as a
commonly-agreed trend towards the commercialisation of wave energy harvesting.

This book was built upon thousands of hours of effort on the part of the author-
ship team. Therefore, acknowledgement firstly goes to all the authors of the book,
most of whom are in the transition periods of their careers and personal lives but
still prioritised this book project towards its successful accomplishment. The authors’
endeavours were accompanied by endless support from their families, who are equally
acknowledged. Sincere acknowledgement also goes to the editors’ affiliations: Dalian
University of Technology and the University of Adelaide, for their joint financial

xv
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support to make this book open-access, benefiting the whole wave energy develop-
ment community. Alison-Jane Hunter is acknowledged for thoroughly proof reading
the book towards its final appearance. Last but not least, huge acknowledgement
goes to Taylor & Francis Group for reviewing and publishing the book to expose it
to the world’s spotlight.

Dezhi Ning Boyin Ding
Dalian, China Adelaide, Australia

September 2021
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Uppsala University
Uppsala, Sweden
malin.goteman@angstrom.uu.se

Nataliia Y. Sergiienko
University of Adelaide
Adelaide, Australia
nataliia.sergiienko@adelaide.edu.au

Robert Mayon
Dalian University of Technology
Dalian, China
rmayon@dlut.edu.cn

Rongquan Wang
Dalian University of Technology
Dalian, China
rqwang@dlut.edu.cn

Siming Zheng
University of Plymouth
Plymouth, UK
siming.zheng@plymouth.ac.uk

Yingyi Liu
Kyushu University
Fukuoka, Japan
liuyingyi@riam.kyushu-u.ac.jp

xvii

mailto:b.guo@nwpu.edu.cn
mailto:boyin.ding@adelaide.edu.au
mailto:dzning@dlut.edu.cn
mailto:leandro.dasilva@adelaide.edu.au
mailto:malin.goteman@angstrom.uu.se
mailto:nataliia.sergiienko@adelaide.edu.au
mailto:rmayon@dlut.edu.cn
mailto:rqwang@dlut.edu.cn
mailto:siming.zheng@plymouth.ac.uk
mailto:liuyingyi@riam.kyushu-u.ac.jp


http://www.taylorandfrancis.com


Acronyms

AEP annual energy production
ALE arbitrary Lagrangian-Eulerian
AMI arbitrary mesh interface
ACE average climate capture width per characteristic capital expenditure
BEM boundary element method
CAPEX capital expenditure
CW capture width
CFD computational fluid dynamics
CMA covariant matrix adaptation
DEL damage equivalent loading
DoF degree of freedom
DE differential evolution
EMEC European Marine Energy Center
F2M force-to-motion
FD frequency domain
GA genetic algorithm
GUI graphical user interface
HPC high performance computing
LCOE levelised cost of energy
MPI message passing interface
NPV net present value
OPEX operational expenditure
OBS oscillating body system
OWSC oscillating wave surge converter
OWC oscillating water column
PA point absorber
PBP payback period
PMLG permanent magnate linear generator
PMSM permanent magnate synchronous machine
PTO power take-off

xix



xx ■ Acronyms

RANS Reynolds-averaged Navier-Stokes
RCW relative capture width
SL statistical linearisation
TRL technology readiness level
TD time domain
USD United States dollar
W2M wave-to-motion
W2W wave-to-wire
VOF volume of fluid
WEC wave energy converter
WG wave gauge
WSI wave-structure interaction



Nomenclature
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C H A P T E R 1

Wave energy converter
systems -- status and
perspectives

Robert Mayon1, Dezhi Ning1, Boyin Ding2,
Nataliia Y. Sergiienko2
1Dalian University of Technology, rmayon@dlut.edu.cn,
2University of Adelaide, boyin.ding@adelaide.edu.au

1.1 INTRODUCTION TO WAVE ENERGY CONVERTER SYSTEMS

This chapter presents an overview for the material contained within the subsequent
chapters. For the reader who is unfamiliar with the topic of wave energy harvest-
ing or wave energy converter (WEC) systems, this section can serve as a standalone
introduction to the field. A background to wave energy is first presented, its impor-
tance and the motivations for its continued and future development are discussed.
This is followed by a brief history of the progressive evolution of WEC technology.
As with all areas of research, it is important to have a familiarity with the timeline
of the development of the technology in the respective field; therefore, a brief synop-
sis of the historical advancements in wave energy converter technology development
from the first inception of such devices up to the present time is introduced. We clas-
sify the various WEC technologies according to their operating principles, followed
by sub-classification based on their deployment and mode of operation. A summary
of the most prevalent contemporary WECs and their operating principals is then
presented. It is impossible to describe all of the various WEC technologies that have
been developed due to the vast number of different designs; however, some of more
notable devices will be discussed. These technologies include the various oscillating
body systems (OBSs), oscillating water columns (OWCs), wave overtopping convert-
ers, and pressure differential devices [38]. The introduction goes on to present some
of the economic characteristics and technological factors that are driving the develop-
ments in the wave energy sector. The latest advancements in wave energy harvesting
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research, for example the integration of such WEC devices with shoreline defence
systems and the current research into techniques for the design of more economically
viable installations, are discussed. The methods to improve the efficiency of such
devices, including the integration of these technologies with complimentary offshore
structures such as floating wind turbine platforms, are examined. The introduction
section reviews the future directions and technological progressions of wave energy
converter systems, including the concept of WEC array fields, which have the poten-
tial to be a major turning point in the provision of commercialised, grid-connected
WEC technologies in the future.

1.1.1 The origins of wave energy technology development

The concept of using ocean waves as a resource to benefit society is not a particu-
larly novel idea. As far back as 1799, the first patent for a wave-powered device to
drive sawmill machinery was registered by Pierre-Simon Girard in France [63] (see
Figure 1.1). It consisted of a levered mechanism that was attached to ships moored
in a harbour. As the ships rose and fell with wave action, a lever turned on a fulcrum
to power onshore machinery. In the 1880s, a patent was awarded to J.M. Courtney of
New York for his design of a whistling buoy [344]. This device consisted of a hollow
cylindrical column that was partially vertically submerged, such that it trapped a
pocket of air at the top. As the waves interacted with the device, air was expelled
and inhaled through a hole in the end cap to power a power take-off (PTO) system,
which created a whistling noise. This device was used as a navigational aid to ships.

The first documented use of wave energy being transformed into electrical energy
occurred in 1909 when a wave-powered system was used to generate electricity for
harbour lighting in California [785]. At this time, California was the hub of wave
energy experimentation. There were a number of companies attempting to commer-
cialise wave energy through the construction of wave motors. The California Wave
Power Company [554] was one such company that used waves to generate electric-
ity, which was then used to power small equipment along the pier. The Starr Wave
Motor was an ambitious project that commenced construction in California during
1907, with the intent to supply electricity for six surrounding counties [476]. However,
the project came to a premature end when the pier upon which the equipment was
constructed collapsed.

The first recognised OWC design to power onshore equipment was developed
and built around 1910 by M. Bochaux-Praceique near Bordeaux in France [390] (see
Figure 1.2). It consisted of a vertical borehole shaft tunnelled into a cliff top, with a
horizontal shaft emanating from the vertical shaft through the cliff face, beneath the
low tide water mark. The vertical shaft contained a column of water that oscillated
vertically as waves surged against the cliff face, thus driving a rudimentary turbine.

The first successful attempt at using wave power to produce electricity on a larger
scale took place in the 1940s. In 1947, Yoshio Masuda, a commander in the Japanese
Navy, developed an OWC navigational buoy that powered a turbine to generate
electricity [503]. Later on, in the 1970s, Masuda was involved in the development
of what is now regarded as the first commercial wave energy device, the Kaimei, a
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Figure 1.1: The patent awarded to Pierre-Simon Girard in 1799 for his wave energy
converter device.

floating barge which incorporated a number of OWC chambers [545]. Since the 1970s,
interest in wave energy as a viable commercial resource has been increasing [644],
and the sector has really gathered pace since the last decade of the 20th century.
Notwithstanding the fact that the development of wave energy lags behind other
forms of renewable energy such as wind and solar power, research and development
work in this sector continues apace and progress on new devices with augmented
efficiencies is continuously being realised. Whilst wave energy is still regarded as
being in the developmental phase, it is moving fast along the technology readiness
level (TRL) scale towards being a commercially viable technology [477] (see Section
1.2.2.3).

1.1.2 Classifications of wave energy converter technologies

There have been a number of different technologies developed for harvesting wave
energy and WEC devices can be classified according to many different metrics. For
example, WECs can be categorised depending on their operating principle, their
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Figure 1.2: An early OWC type device constructed by M. Bochaux-Praceique in 1910,
From the magazine Power, November 1920.

orientation, their power take off system, their application, etc. [698]. The topic of
classifying WECs is complex and this further compounded by the fact that many
devices can be assigned to two or more different categories within each of the different
classification approaches. Wave energy harvesting is a rapidly evolving field, and great
progress is being made in the development of the various technologies to convert wave
energy into electrical energy. Increasingly, there are new technology concepts being
developed and novel approaches to harvesting wave energy are emerging. Since 2015,
it is surmised that there are in excess 1000 wave energy concepts patented each year
globally, and many thousands of existing patents have been already registered [368].
There are numerous devices in various stages of development and several full scale
plants are either already operational or in the testing phase. As a consequence of
this ever-expanding technology development, there are new classification techniques
being continuously established. In this section, some of these earlier classification
taxonomies are explored in chronological order.
Classification by Orientation, Budal and Falnes, 1975. A well known sys-
tem to classify WEC technologies depends upon the devices’ relative dimensions and
orientation to the propagating waves. This method is known as classification by orien-
tation. There are four main categories in this system; terminators, attenuators, point
absorbers, and quasi-point absorbers, (see Figure 1.3) [100, 229, 698]. The WECs in
each of these categories can be either floating or submerged types of devices. Each
of the four types of WEC according to classification by orientation are listed below
with their commonly accepted definitions.

• a terminator device operates perpendicular to the wave propagation direction
(e.g., overtopping devices or oscillating wave surge converter);
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• an attenuator is oriented parallel to the wave direction and its length is greater
than the length of a dominant wave;

• a point absorber has dimensions significantly smaller than a wavelength and
can absorb power regardless of the direction of wave propagation [100];

• the term quasi-point absorber was introduced by [229] in order to describe
axisymmetric WECs that are insensitive to the wave direction (similar to point
absorbers), but have relatively large dimensions compared with the wavelength
(similar to terminators).

The origins of this classification system, and indeed one of the first mention of a
point absorber with reference to a WEC, can be traced back to an article written by
Budal and Falnes in 1975, [100]. In that paper, the authors described a point absorber
as a system in which the horizontal extent is much smaller than one wavelength. The
authors, Budal and Falnes, also ambiguously alluded to a terminator, or an attenuator
type device which they termed a linear absorber. They described it as a system that
is, made as a straight construction, at least a few wavelengths long. In describing the
linear absorber, the authors reference a study by Salter, published a year earlier, in
which he first describes his Edinburgh Duck device, and mentions an array of such
WECs being connected by a common back bone for about 40 vanes [686]. Since Salter’s
WEC is generally agreed, nowadays, to be a terminator type device, it can therefore
be inferred that Budal and Falnes, in their paper referencing the Edinburgh Duck,
were implying that such a linear absorber would be a terminator type WEC, without
explicitly using that term. Figure 1.3 presents a schematic for the orientation of each
of these WEC devices in relation to the incident waves according to this taxonomy
of classification by orientation.

Figure 1.3: WEC classification by orientation [698].

First classification by WEC concepts, Hagerman and Heller, 1988. In the
1970s and 1980s a number of novel design concepts for wave energy converters and
technology improvements were developed. Indeed, up to the the early 1990s there were
in excess of 1000 patents for a diverse range of WEC devices. Recognising this rapid
growth in various WEC concept designs, Hagerman and Heller [324] presented a WEC
classification system in 1988 (see Figure 1.4). This was one of the earliest multi-device
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Figure 1.4: WEC classification according to Hagerman, 1988, also appearing in [323].

classification systems and the authors presented specific schematic representations for
devices in each category. In their classification approach, the authors categorised the
devices according to the mode of energy absorption, i.e., the displacement motion,
the type of absorber, and the type of reaction point for the anchoring system. They
also made a distinction between the type of working fluid which powered the device’s
PTO system. The classification matrix did not incorporate a category for those fixed
structures such as OWCs, instead, Hagerman and Heller proposed that they belong
to heaving type devices. Additionally, the classification system did not incorporate a
specific category for pressure differential devices as there had not been a prototype
device constructed at that time.
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It can be argued that there is an inconsistency in the classification according
to mode of energy absorption which Hagerman and Heller adopted. In their sys-
tem it is not explicitly stated whether the mode of energy absorption, i.e., the
degree-of-freedom motion applies to the fluid or to the device. For example, the
Edinburgh Duck developed by Salter [686] is included in the pitching category. It is
well established that this device displaces with a pitching motion due mainly to the
wave surging action against the device, indeed, Salter, in his 1974 paper [686] states
The first step is to get away from the idea of an object bobbing up and down, although,
of course, it is this aspect of wave motion which is most apparent. Use of the to and
fro movement would be much more rewarding. Therefore, in this case, the pitching
classification seems to apply to the device motion rather than the wave action. The
OWC is classed as a heaving type WEC; however, in this case the heaving action
is associated with the piston-like motion of the fluid within the chamber. One may
claim that this argument over whether the device is heaving, surging or pitching or
if the motion designation is applied to the fluid displacement is merely semantics,
however it highlights the difficulty in establishing a commonly accepted classification
system.

Hagerman and Heller [324] also categorise the devices according to the type of
absorber; fabricated structure (rigid or flexible), or free surface of the water. Accord-
ing to their classification, the free surface of the water category comprises two types
of device, the overtopping type WEC and the OWC. The rigid or flexible structure
type of absorber constitutes all of the other oscillating body type devices. Again, this
category distinction may be too simplistic as it can be claimed that the free-surface
motion of the sea-water causes the floating buoy to displace. Likewise, OWCs may
be considered as fabricated rigid structures.

The final categorisation which Hagerman and Heller [324] apply to the WEC
devices is to segregate them according to their fixing or mooring system. In this
attempt, they create four different groupings; inertial structure, seafloor anchor, fixed
structure, and inertial or fixed structure. From the image of their classification system
displaying the various WEC devices, (see Figure 1.4), it appears that the inertial
structures are slack line or catenary moored devices (either directly moored to the
seabed or moored to a suspended plate, which is, in-turn moored to the seabed)
and the seafloor anchored WECs are a various form of taut-leg moored devices. The
fixed structures are some form of oscillating body displacing in either a heaving or
surging motion. The final grouping in this classification system is the inertial or fixed
structure, which comprises the various OWC WECs and overtopping devices.

This was one of the first attempts to present an all-encompassing categorisation
of the various WEC devices concepts available at that time; and, indeed it was a com-
mendable effort. However, this classification effort also highlights the difficulties with
developing an established taxonomy system for all the various WEC device concepts.
Indeed, since the classification system of Hagerman and Heller was developed, there
have been many hundreds more various WEC concepts developed, many of which
can fit into multiple groupings according to Hagerman and Heller’s system [324].
Classification by WEC concepts, Falnes and Løvseth, 1991. Another com-
prehensive effort to classify the various WEC systems was presented by Falnes and
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Figure 1.5: WEC classification according to Falnes and Løvseth, 1991, [230].

Løvseth in 1991 [230]. According to this method, the various WEC devices or con-

float devices, heaving and pitching float devices, pitching devices, oscillating water
columns, and surge devices as shown in Figure 1.5. In creating this classification sys-
tem, Falnes and Løvseth drew upon the earlier work of Hagerman and Heller [324]
and attempted to present a clearer and better defined categorisation. They eliminated
the heave and surge WEC group, and introduced a separate class for OWC type de-
vices. The tapered channel device was still designated as a surge device similar to the
manner in which Hagerman and Heller presented this device in their classification.
As in the earlier system of Hagerman and Heller, it may have been assigned to this
category as the waves surge over the front parapet wall into the reservoir. However,
in contemporary classifications systems this type of tapered channel or overtopping
device is usually assigned to a separate category as a overtopping device. The OWC
type WEC was assigned to a category by itself, as is the common approach in many
of the present day classification systems. Noticeably, there was still a lack of category
for pressure differential systems. The most well known pressure differential WEC, the
Archimedes Wave Swing, still had not been developed. This device, patented in 1993,

cepts can be divided into five separate groups. These categories consisted of: heaving
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was developed two full years after this classification system of Falnes and Løvseth was
established [230]. This highlights the fluidity of such classification systems for new
and evolving technology sectors; and illustrates the requirement for new categories
to be added, existing categories amended, and device reclassification according to
technology development.

Oscillating body devices were subdivided into three different categories; Heaving
float, heaving and pitching float, and pitching devices. In the pitching type devices,
Falnes and Løvseth highlighted two specific technologies. The first device was Salter’s
Edinburgh Duck, and the second devices was a bottom-hinged flap type device. The
pitching Duck undoubtedly belongs to this pitching classification group, neverthe-
less, in this classificatio system it straddles the two groupings of pitching devices and
heaving and pitching float devices. The bottom-hinged pitching-flap type device in-
cluded in Falnes and Løvseth’s taxonomy did not feature in the earlier classification
system of Hagerman and Heller, instead they presented a top-hinged suspended flap
type device which they asserted was a surging type of device. There is a present-day
lack of consensus on the terminology for the flap device. Some researchers refer to
this as a bottom hinged flap which operates in pitch mode; another commonly used
nomenclature for this type of device is an Oscillating Wave Surge Converter (OWSC),
which implies that the energy is generated by wave surging motion. Clearly, the de-
vice is mobilised by the surging action of the wave to displace in a pitching motion.
This highlights another difficulty with the classification system – should the devices
be classified according to their own motion or according the motion of the displacing
force? There appears to be some disagreement on this point in the literature.

In the classification system of Falnes and Løvseth [230], the heaving float category
presents two devices, each consisting of floating buoys. The first device is bottom
tethered and second device appears to to be connected to a weighted plate which is,
itself, slack-line-moored. The final category in this classification system is the heaving
and pitching float, which includes two device designs, the first design is a floating buoy
which is doubly tethered to a submerged plate, which is in turn, slack-line-moored to
the seabed. The second design consists of a convoluted, coupled, floating buoy-raft
system with the two components connected by means of a yoke. The buoy is moored
to the seabed.

Falnes and Løvseth’s classification system provided some clarity between the var-
ious WEC designs and their group designations, especially with the introduction of
the additional OWC category; however, there still remained some ambiguity regard-
ing a few of the devices, and which category they belong to. Clearly an alternative
classification system was required.
Classification by working principles, Falcão, 2010. During the 1990s a decline
in wave energy device development occurred, which may be attributed to the world-
wide decline in oil prices during that time. The growth in the number of new devices
and WEC design concepts being created decreased, and progress in the WEC sec-
tor slowed. Consequently, the existing classification systems persisted until there was
an uptake in the development of new devices in the WEC sector at the end of the
first decade of the 21st century. In 2010 a new classification system based on the
operating principles of WEC devices was advanced by Falcão [24] (see Figure 1.6).
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Figure 1.6: WEC classification according to Falcão, 2010 [24].

According to this new taxonomy, there were three main types of WEC devices; os-
cillating water columns, oscillating bodies, and overtopping type WECs. This was
a deviation from the earlier and more convoluted classification systems of Hager-
man and Heller [324, 323] and Falnes and Løvseth [230]. Each of the three groupings
were further subdivided according to whether they were fixed, floating, or submerged
WECs. By creating these subdivisions, Falcão, in effect, combined the device appli-
cation (onshore, nearshore, offshore) and reaction source (i.e., their mooring or fixing
mechanism) classifications.

According to this system, oscillating water columns that are fixed, are onshore
or near shore devices. OWCs that are floating are either offshore or nearshore, and
should be seafloor anchored. Oscillating bodies are separated into two categories;
floating and submerged. Those devices that are considered as floating are deployed
in either offshore or nearshore sites, and should be slack-line or catenary-moored.
Furthermore, they can be considered as inertial structures. The floating, oscillating
bodies were further subdivided into devices which predominantly operate in heave
motion or the bodies that operate with rotation motion. The submerged oscillating
bodies were subdivided into heaving type devices and rotating devices and both of
these devices sub-categories are either taut-line moored or bottom fixed structures
which should be sited in nearshore locations.

The final grouping of devices according to Falcão’s system [24] are overtopping
type devices. These are subdivided according to fixed structures or floating struc-
tures. The fixed structures can be positioned in onshore or near shore locations, such
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Figure 1.7: WEC classification according to Lopez et al., 2013 [471].

as integrated with a breakwater wall. The floating type overtopping device can be
deployed to offshore or nearshore locations and can be either, catenary, slack-line, or
taut-line moored. Falcão also presented specific examples of devices in each category
of his classification system. This was the first time that a pressure differential device,
i.e., the Archimedes Wave Swing, had explicitly appeared in the classification system,
however, Falcão chose to integrate this device into the heaving, submerged oscillating
body category.
Classification by application, orientation and operating principles, Lopez
et al., 2013. Lopez et al., [471] presented an updated classification system for WECs
in 2013 (see Figure 1.7). Their classification metrics were: application (referred to as
location in their paper), orientation (Lopez et al., used the terms, device size, and
directional wave characteristics), and operating principle. The location metric was
divided into onshore, nearshore, and offshore. Onshore devices included those WECs
which were bottom fixed, in shallow water of less than 10 meters depth. Breakwa-
ter integrated devices were also classed as onshore devices. Nearshore devices were
those WECs that were situated within a few hundred meters from the shore, and
were in waters of less than approximately 25 meters depth. Offshore devices were
those WECs that were deployed in deep waters of more than 40 meters depth and
were floating or submerged devices, moored to the seabed.

The second characteristic which Lopez et al. used to classify WECs was devices’
size, and direction in relation to the incident wave. This metric was subdivided into
three groupings: attenuator, point absorber, and terminator. Other authors have, in
the past, referred to this method as classification by orientation. According to Lopez
et al., attenuator type devices are long structures compared to the incident wavelength
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and are placed parallel with respect to the wave direction. The authors state that,
they are usually constructed as a series of cylindrical bodies that are linked together
by a multi-degree-of-freedom, hinged joint, [471]. Lopez et al. cite the Pelamis as a
classical example of an attenuator WEC. Point absorber WECs are defined by Lopez
et al., as devices that are significantly smaller than the incident wavelength and are
capable of harvesting wave energy in multi-directional sea-states. They operate in
heaving or pitching mode. According to Lopez et al., terminator devices are similar
to attenuators; they are long devices compared to the wave length but are orientated
perpendicularly to the incident wave direction.

The final metric which Lopez et al., [471] use to categorise WECs is their operating
principle. Here, they follow a similar approach to Falcão [24]; they specify separate
categories for OWCs, overtopping devices and floating structures (generally analogous
to oscillating bodies in Falcão’s taxonomy). However Lopez et al., also introduced two
further groupings, pressure differential devices appear as a group for the first time and
oscillating wave surge converters appear as an independent category. There seems to
be some discrepancy between the classification system image the authors present and
the text description of the classification system they present. In their classification
matrix, shown here as Figure 1.7, OWCs and pressure differential devices are assigned
to separate categories, however in the text, the authors claim that OWCs are a form
of pressure differential device. This assertion is at odds with the commonly accepted,
contemporary classification approaches which designate OWCs as an independent
class of device based on operating principle. The authors also label the CETO 3
WEC as a pressure differential device, however this is a submerged point absorber,
which relies on the orbital motion of the wave to displace it. The WaveStar device
is labelled as a point absorber; however, the future-proposed design of the device,
with its many floating buoys in close proximity to each other, could designated it to
be classed as a terminator or attenuator depending on its orientation to the incident
waves.
Classification by operating principle, orientation, PTO, and application,
IRENA, 2014. The International renewable Energy Agency (IRENA) published a
report detailing the various ways WECs can be classified in 2014 (see Figure 1.8(a))
[548]. One classification method according to IRENA is based on the operating prin-
ciple, and using this approach, WECs can be grouped according to OWCs, oscillating
bodies, and overtopping devices. Each of these groups can be further subdivided ac-
cording to their reaction source, i.e., the manner in which the device is supported or
moored. This system of classification is very similar to that of Falcão [24]. The second
manner in which devices can be classified is according to their orientation. Using this
method, WECs can be attenuator devices, terminator devices, or point absorbers. In
the IRENA report, the authors also present a novel classification approach in which
the device is categorised according to its PTO system. Correspondingly, there are
four different groups in this classification approach, WECs which employ a pneumatic
PTO system, those that use a hydro-driven PTO system, ones that use a hydraulic
PTO, and those that employ a direct-drive PTO mechanism. These PTO systems are
usually device specific; for example, the PTO system in an OWC is usually pneumat-
ically driven, the turbine in an overtopping device relies on hydro power, hydraulic
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Figure 1.8: WEC classification according to IRENA, 2014 [548].

systems are used in attenuator devices such as the Pelamis WEC, and direct drive
systems are usually employed in oscillating body type WECs. The final method by
which to classify WECs according to the IRENA report, relies on classification by
application. Using this method, WEC devices are categorised according to their de-
ployment site, i.e., whether they are positioned onshore, nearshore, or offshore. The
report also presented a percentage breakdown of device types under development by
a selection of companies based on the various classification systems as of 2014, (see
Figures 1.8(b–e)).
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Figure 1.9: WEC classification according to Babarit, 2015 [42]

Classification by working principles, Babarit, 2015. A new classification sys-
tem was presented by Babarit in 2015 [42] (see Figure 1.9). This taxonomy generally
follows that of the earlier system proposed by Falcão [24], in that it presents three
major classification groupings. The first group is overtopping devices, the second
group is oscillating water columns, and the third group is oscillating bodies. How-
ever, Babarit proffers a major deviation from Falcão’s system in the manner by which
these groupings are further subdivided; he makes no distinction between fixed or float-
ing devices. Babarit also suggests a new approach for the method in which oscillating
body WECs are classified. In contrast to Falcão’s approach which segregated oscil-
lating bodies according to floating or submerged, Babarit, instead, separates them
according the their degree of freedom motion. In so doing, he creates two subcat-
egories of oscillating bodies, heaving devices and oscillating wave surge converters
(OWSCs). The rational behind creating these subdivision categories is based upon
the hydrodynamic performance and the theoretical maximum capture width discrep-
ancies between these technologies. Babarit states that a surging or pitching oscillating
body has a theoretical maximum capture width twice that of a heaving oscillating
body based on the far field radiated wave generated by the device’s motion. Accord-
ingly, he divides the devices in line with their predominant degree-of-freedom motion
direction. Babarit further subdivides the OWSCs into those that are bottom fixed,
and those that are fixed to a floating reference, again based upon their performance.
Fig. 1.9 shows the five main classification systems according to Babarit’s taxonomy. It
should be noted that Babarit also acknowledges that there are various other forms of
WEC that do not fit neatly into his classification system and also allows for variants
of each of the device categories shown in Figure 1.9; then, in total he ends up with
10 different categories. Arguably, he considers articulated body type devices such as
Pelamis as variants of heaving oscillating bodies. This categorisation is inconsistent
with the generally accepted designation of these devices as pitching or rotating type
oscillating bodies or attenuators. Babarit also acknowledges that some of the newer
type, second-generation WEC devices such as the Anaconda developed at the Uni-
versity of Southampton or the WEC S3® developed by SBM Offshore do not fit into
existing classification systems.

With such emphasis on the WEC efficiency, it can be conjectured that Babarit’s
classification method is a device-efficiency based taxonomy. This highlights the
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(a) Oscillating water column (b) Oscillating body
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Figure 1.10: WEC technology classification according to working principles [698, 548].

ever-evolving nature of the classification system for WEC and as new technology
concepts are developed, further categories of WEC based on different metrics may
need to be considered.

The following sections describe the main categories of existing WEC technologies,
according to their operating principle following Falcão’s approach [165]. According
to this system, the devices can be broadly grouped into oscillating body systems,
oscillating water columns, and wave overtopping devices [38, 165, 698]. The authors
add an additional category for pressure differential devices, as there is a growing
interest in this technology (see Figure 1.10 for the schematic representation of these
devices). With regard to the number of prototype devices in existence, as of 2017, it
was estimated that 78% were oscillating body type devices, 8% were OWCs, 9% were
overtopping type devices, and 5% were pressure differential WECs [698, 548] (see
Figure 1.10). A number of example devices, both historical and contemporary, are
examined in the following sections including discussions on the devices’ PTO systems,
their application, orientation, and reaction source. The classification parameters for
some of these devices are also presented in Table 1.1. As highlighted in the preceding
paragraphs, it should be noted that some devices can fall into a number of classifica-
tions, for example, some oscillating body devices may operate either as attenuators or
as terminators, whilst some may be suitable for deployment in nearshore areas, whilst
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Table 1.1: Classification of typical wave energy converters.

Application Orientation Device Working principle Installation Oscillating
mode PTO Power rating

(kW), Scale Test sea site

Onshore Terminator Mutriku OWC Bottom-fixed - Pneumatic 296 Bay of Biscay,
Sain

Limpet OWC Bottom-fixed - Pneumatic 500 Isle of Islay,
Scotland

Nearshore Point absorber

CETO5 Oscillating body
heaving

Submerged &
seafloor reference Heave Hydraulic 240 Graden Island,

Australia

Corpower WEC Oscillating body
heaving

Floating &
seafloor reference Heave Direct mechanical

drive 300 Agucadoura,
Portugal

mWave™ Pressure differential Bottom-fixed - Pneumatic 1500 Wales, UK

UniWave200 OWC Bottom-fixed - Pneumatic 200 King Island,
Australia

Terminator Oyster 800 Oscillating body
OWSC Bottom-fixed Pitch Hydraulic 800 EMEC,

Scotland

Zhoushan Oscillating body
pitching

Floating &
seafloor reference Heave Hydraulic 500 Wanshan Island,

China

Offshore
Point Absorber

Toftestallen
Power Plant

Oscillating body
heaving bottom-fixed Heave Pneumatic 500 Toftestallen, Norway

OE 12 buoy OWC Floating - Pneumatic 500 Hawaii, USA

Terminator Wave Dragon Overtopping Floating - Hydro turbine 20 Nissum Bredning,
Denmark

Attenuator Pelamis Oscillating body
articulated Floating Pitch & yaw Hydraulic 750 EMEC,

Scotland
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others are better suited to offshore environments. The authors therefore acknowledge
that their categorisation of certain devices may be discordant with the opinions of
other experts in the field of wave energy converter design.

1.1.3 Oscillating water column

One of the most promising technologies for the extraction of wave energy is the oscil-
lating water column (OWC) device (see Figures 1.10a, 7.1a [344]) . This is a simple
technology in which the working principle depends on a hollow chamber that is par-
tially submerged below the ocean’s free surface. The chamber has an opening below
the minimum wave level, typically on the prevailing incident wave side. There are
few moving parts, which determines that the technology is less prone to mechani-
cal failure. The chamber traps a column of air above the water free surface, which is
expelled, and inhaled through an orifice in the chamber in a cyclic manner. This is in-
duced by the oscillatory action of the rising and falling free surface inside the chamber
caused by the impinging incident waves. A directionally independent turbine, such as
a Wells turbine, [277, 648] which is connected to the orifice, is thus powered. Energy
can then be extracted on both the exhalation and inhalation phases of the cycle.
Whilst OWCs are a conceptually simple device and much research has focused on
their development, there are two main drawbacks that have beset their commercial-
isation. The first obstacle is the relatively low wave energy capture efficiency. Many
different prototype designs have been proposed to alleviate this deficiency, including
ongoing research focusing on optimising the structure’s geometry to reduce the hydro-
dynamic energy losses, such that more energy can be transmitted from the impinging
waves to pneumatic power that drives the turbine. The second main drawback asso-
ciated with OWCs is related to their durability and survivability. As the function of
OWCs is to harvest wave energy, it is natural that they should be deployed in regions
with high wave energy density; however, this requires that they be situated in harsh
environments. There have been numerous documented cases of OWC failures either
by progressive deterioration of the structure and machinery [583] or, in some cases,
there have been catastrophic failures during storm events [531, 807, 532, 403, 196].

Advances in OWC design is encouraging and their viability as a commercial renew-
able energy technology is improving. The design of OWCs can generally be categorised
into floating offshore devices or fixed devices. The following subsections present ad-
ditional information on each of these different classifications. Further information on
OWCs and some design case studies are presented in Chapter 7.

1.1.3.1 Floating OWCs

The Kaimei was one of the first floating OWC WECs to investigate the production of
electricity on a large scale. The device consisted of a large barge constructed in Japan
under the guidance of Yoshio Masuda, and had eight OWC chambers mounted, each
with a 125 kW rating [545, 425, 505, 504]. Since then, there have been a number
of floating OWC WECs developed and deployed. Many of these devices have been
proof or concept or prototype installations. These include The Mighty Whale, which
entered service in 1998 [818, 359, 601], the Spar buoy which is a hollow cylindrical
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device that is vertically submerged in the ocean such that it can harvest wave energy
[221, 289], and the Oceanlinx, which began testing off the coast of New South Wales,
Australia, in 2010 [344]. The Ocean Energy OE12 Buoy, is a floating OWC developed
by the Ocean Energy company based in Ireland (see Figure 1.11). The device has
undergone a progressive development and testing program, from 1:50 scale tests to
1:4 scale trials over three years at Galway Bay test site and in Cork Harbour, Ireland.
The 500 kW, full-scale device commenced testing in Hawaii in 2019. Larger versions
of the device are planned, with a 2.5 MW utility scale OE50 buoy in development. In
order to augment energy harvesting efficiency, a number of distinct designs have been
developed for offshore OWC devices. The conventional design relies on a chamber with
the opening orientated in the prevailing incident wave direction. Other designs rely on
an opening at the leeward side of the chamber, which has been shown to amplify the
wave resonance effects, thereby increasing the energy harvesting efficiency. This type
of device is known as a Backward Bent Duct Buoy (BBDB) [506, 780, 560]. Studies
have also focused on cylindrical chamber designs which dictate that the performance
of the device is directionally independent of the incident waves [879, 714, 579, 585,
878]. A wave-powered navigational buoy developed by the National Institute of Ocean
Technology (NIOT) in India and deployed at Kamarajar Port in Chennai is another
example of a floating OWC [611, 612]. This device has been operational since 2017
and has proven to be robust in all weather conditions.

Figure 1.11: Ocean Energy OE12 Buoy, (image courtesy of Ocean Energy).

1.1.3.2 Fixed OWCs

Onshore or fixed OWCs have been around for many years [216, 219, 691, 774]. One
of the first commercial examples of this technology was constructed in Toftestallen,
Norway in 1985 [489]. Other notable early examples were the LIMPET power plant
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installed on the Isle of Islay of the west coast of Scotland in 2000 [75, 834, 254, 11],
the Pico power plant [218, 222, 93, 90] in the Azores, which went into operation in
1999 and the OSPREY WEC, which was deployed off the coast of Scotland in 1995
[534]. The Mutriku power plant in Spain, which commenced operation in 2011, is
one of the most famous examples of a land fixed OWC [779, 236, 235, 363]. This in-
stallation consists of 16 OWC chambers integrated into a rubble mound breakwater
structure. The plant has a total capacity of 296 kW and has provided over 2.1 GWh
of electricity to the local village of Mutriku since it became operational. The main
advantages of the onshore OWC device are ease of construction and low installation
costs. In some cases, the OWCs have been integrated into coastal defence systems
to provide a dual functioning structure. The OWC at Mutriku, which is integrated
into a breakwater wall, is an excellent example of such a construction. Furthermore,
any maintenance works required over the design life duration of the device are made
easier by the accessibility of the device. The main disadvantage associated with the
onshore OWC is the reduced wave energy density in nearshore areas. However, re-
search has concentrated on increasing the wave power at near shore locations through
methods such as wave focusing and optimising the refracted and reflected wave en-
ergy at nearby structures [512, 657, 863]. Other studies focusing on optimising the
chamber geometry have also been conducted, [179, 513, 485, 464]. Research into the
effectiveness of multi-chambered OWCs [582, 869, 578, 582, 197] and the provision
of a stepped seabed [580, 665, 663, 664] in the vicinity of the front wall of the OWC
are further examples of such work.

Figure 1.12: Mutriku power plant. Image republished under the Creative Commons
CC-BY-SA-4.0 licence from [236].

A bottom-standing OWC WEC was constructed near Jeju Island, South Korea, in
2016 [459]. The plant, developed by the Korea Research Institute of Ships and Ocean
Engineering (KRISO), is located 1.5 km offshore and has a 500 kW capacity rating.
The installation has two axial flow impulse type turbines attached that drive two
250 kW turbines. A 22.9 kV underwater cable connects the OWC to the power grid.
This novel power plant has advanced control and maintenance technology installed,
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allowing it to operate only during the optimum sea states and to monitor continuously
for any mechanical disruptions.

Wave Swell Energy installed an OWC WEC off the coast of Tasmania in January
2021 [89, 143]. The device, which was floated into position and ballasted such that
it is an near-shore, bottom-mounted OWC, is known as UniWave200 . It has a 200
kW rating and operates with a unidirectional turbine in contrast with most OWC
devices, which have bidirectional turbines installed. It is expected that this simpler,
unidirectional turbine will be more reliable and prolong the design life of the OWC
mechanical components.

Figure 1.13: UniWave200, a 200 kW rated OWC developed by Wave Swell Energy,
(image courtesy of Wave Swell Energy).

1.1.4 Oscillating body systems

There are many different forms of oscillating body WECs [86] (also see Figures 1.4,
1.5, 1.6, 1.7, 1.9, and 1.10b). Usually these types of WEC are separated into floating
bodies that convert the kinetic energy from their wave-induced motion into electrical
energy and submerged bodies that act in the same way [700, 844]. Oscillating body
devices can also be categorised according to their orientation to the incident waves, as
shown in Figure 1.3. These converters are usually restricted to operating with a single
degree of freedom: the devices commonly displace with heave, surge, or pitch motion.
Point absorber WECs operating in heave motion are conceptually the simplest type
of wave energy harvesting device. In their most basic form, they comprise of bottom-
tethered floating buoys that oscillate vertically as the ocean waves interact with them.
There are also hinged oscillating body systems with multiple degrees of freedom,
which rely on a combination of pitch and surge motions to generate energy. These
systems vary greatly in their design, with some devices being extremely large, such
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as the floating, 120 meter long Pelamis, [853] which is an example of an attenuator
type WEC. Another class of oscillating body system is the submerged hinged WEC
[125]. This form of submerged device is usually classed as a terminator type WEC,
and usually comprises of a bottom-hinged flap that is connected to the seabed with
the top of the structure free to move according to the wave direction. The bottom
hinged flap can be either fully or mostly submerged, e.g., the WaveRoller WEC, or,
designed to protrude above the sea level, e.g., the Oyster WEC. Then, as the waves
interact with the flap, it moves back and forth, generating electricity either through
a hydraulic PTO system or by driving a motor and thus powering a generator.

1.1.4.1 Floating oscillating bodies

Floating oscillating body absorbers are a common type of WEC device. They usually
consist of a spherical or cylindrical floating buoy that is connected to a structure
that guides the device to move in a prescribed motion. Usually they displace with a
single degree-of-freedom such as heaving, pitching, surging, yaw, etc. Point absorbers,
a particular type of floating oscillating body as discussed in Section 1.1.2 usually
(but not always) displace with a heaving motion. They can be deployed offshore or
they can be fixed to some coastline infrastructure such as harbour or breakwater
walls. Those free-standing point absorber devices that are deployed offshore must be
moored in position and their location necessitates underwater transmission cables
to connect to the power grid. The installation and maintenance of these ancillary
systems can be costly and complex undertakings. Chapter 4 discusses these point
absorber type WECs in greater detail and presents some design case studies. Other
floating oscillating body devices displace with a pitching motion, such the Edinburgh
duck, or a combination of pitching and yaw motion, such as the Pelamis WEC.
Heaving

This type of WEC usually falls into the orientation category of a point absorber
or quasi-point absorber, as presented in Figure 1.3. The Wavebob [825, 638, 824]
was a floating point absorber developed in Ireland and patented in 1999; however,
due to a lack of funding, the company responsible for developing the technology
was discontinued in 2013. Another notable example of a floating point absorber was
the AquaBuOY, developed by Finavera Renewables Ocean Energy (now defunct)
[827, 808, 469, 438]. This device was comprised of a 3 meters diameter cylindri-
cal buoy attached to a 21 meters vertical shaft. The electricity was generated by
a hydraulically-driven turbine, which powered a generator. The PB3 PowerBuoy®

(see Figure 1.14) is a WEC developed by Ocean Power Technologies, with an typi-
cal average power output of 8.4 kWh/day [87, 609, 377]. Some examples of full-scale
prototype WECs include a device developed at Uppsala University [358] and tested
off the west coast of Sweden in 2006, and the SeaBeav I [198, 199], a 10 kW point
absorber developed by Oregon State University and tested in 2007. Frequently, the
types of point absorber described previously, can be challenging to install due to the
necessity for them to be tethered to the sea-bed, and maintenance costs are generally
expensive when compared with shore-mounted WECs. Therefore, they may not be
the preferred option, depending on certain bathymetry conditions.



24 ■ Modelling and Optimisation of Wave Energy Converters

Figure 1.14: PB3 PowerBuoy® WEC, developed by Ocean Power Technologies during
commercial deployment in the North Sea, (image courtesy of Ocean Power Technolo-
gies).

SINN Power, founded in 2014, is another company that is focusing on the devel-
opment of point absorbers for wave energy conversion [424, 387, 451]. Their device
consists of a simple oblate-spheroid shaped buoy, which is connected to a vertical
lifting rod. This shaft is attached to a structure such as a platform, elevated above
the ocean surface or a breakwater wall. Then, as the waves interact with the floating
buoy, the vertical lifting rod rises and falls. Using their patented PTO unit, the SINN
PowerTrain 3.4, electricity can be generated. The company have been developing a
modular type of floating platform, which is composed of a number of attached float-
ing buoys. This platform design may be amenable to the incorporation of solar and
wind power conversion technology. Another of their designs allows for the floating
buoys to be attached to an existing edifice, such as a breakwater wall.

CorPower Ocean [167, 288], a Swedish company, are currently in the test phase
of its pilot HiWave-5 project to develop an array of floating point absorbers, which
will demonstrate the commercial feasibility of their concept. The first phase of the
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project concentrated on the full-scale testing of a single 9 meters by 18 meters C4
WEC device with a 300 kW power rating, taking their technology to TRL 7 [89]. The
next phase of the project will be to complete full-scale testing on an array of 3 of the
latest generation of C5 devices. The company anticipates a full commercial launch of
their concept in 2024 [89].

An alternative design for floating oscillating bodies is to mount them on barges
that are towed to a prescribed location and anchored in position. Due to the elon-
gated shape of the floating buoy attached to the barge, these types of WEC are
considered to be terminator type devices. The Wanshan [713] MW-level Wave En-
ergy Demonstration Project is one such ongoing program with the goal of developing
a megawatt level wave energy farm at Wanshan Island near Zhuhai, off the coast of
China’s Guangdong province [89]. As part of this project, two 500 kW WECs have
already been designed by the Guangzhou Institute of Energy Conversion (GIEC) at
the Chinese Academy of Sciences (CAS) and constructed by China Merchants Heavy
Industry. The first of these 500 kW devices, the Zhoushan (Figure 1.15), was deployed
in 2020 and the second device, the Changshan is currently undergoing open-sea tests,
with construction having been completed in 2020. The design of the devices employs
the Sharp Eagle technology [866] that has been under continuous development since
2011. This technology consists of a number of absorbing buoys connected to a hinged
double floating body, which form a semi-submersible barge. Once deployed to the
predetermined location, the main body of the device is ballasted with seawater to
sink it to its semi-submersed working depth. It is then fixed in place with a number
of anchors securing it to the seabed. A hydraulic system is used for the PTO [852].

Figure 1.15: The Zhoushan WEC, deployed in 2020 [89], (image courtesy of
Guangzhou Institute of Energy Conversion)
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Pitching
This type of device can generally be categorised, according to its orientation, as a

terminator. One of earliest of these WEC devices was the Edinburgh Duck, developed
by Stephen Salter in 1974 [307, 687, 845, 399]. It consisted of a pear-shaped body that
housed a number of gyroscopes that swung back and forth as the device pitched due
to wave action. These gyroscope motions activated a hydraulic pump that initiated
a turbine to drive the generator. A prototype of the Edinburgh Duck was tested in
1976 off the east coast of Scotland. The device was rated to output 20 kW of power
and had a calculated wave energy conversion efficiency of 90% [114]. Whilst very high
energy conversion efficiencies were observed in the laboratory tests, these were never
realised in the open seas testing. Interest in this concept was revived in 2009 by the
Guangzhou Institute of Energy Conversion at the Chinese Academy of Sciences who
constructed and deployed a device similar to Salter’s Edinburgh Duck [855, 238]. This
updated design had a 10 kW rating. A third generation device was deployed in 2013
with a 100 kW rating (see Figure 1.16). Another example of a pitching WEC was
the PS Frog Mk 5, developed in 2005 at Lancaster University in the UK [9, 47]. This
device operated as an inverted pendulum with a paddle-shaped section orientated
perpendicularly to the wave direction. The paddle was connected by a vertical shaft
to a submerged, ballasted chamber, which provided the righting moment. The device
had a maximum mean predicted power output of just over 1.2 MW.

Figure 1.16: Pitching Duck type WEC constructed by the Guangzhou Institute of En-
ergy Conversion, at the Chinese Academy of Sciences, (image courtesy of Guangzhou
Institute of Energy Conversion).

One of the most successful pitching attenuator devices was the Pelamis WEC,
developed by the UK-based Pelamis Wave Power company [156, 683, 605] (see
Figure 1.17). The company carried out their first full-scale prototype tests of their
P1 model in 2004 at the European Marine Energy Centre (EMEC) off the west coast
of Orkney Island, north of Scotland. The device consisted of 4 tubular sections that
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were interconnected via articulated joints. The Pelamis WEC was positioned such
that its spanwise direction was aligned with the prevailing wave direction. Hydraulic
rams were attached at the hinged joints and, as the adjacent sections flexed relative
to each other under the action of wave-induced motion, high pressure oil was pumped
through the hydraulic motor to drive three generators. The P1 model was 120 meters
long in total, 3.5 meters in diameter and rated at 750 kW power output. A second
generation model, the Pelamis P2, was deployed to commence testing at EMEC in
2010. This updated version was composed of 5 sections and was 180 meters long and
4 meters in diameter. The Pelamis became the world’s first grid-connected offshore
WEC when it was connected to the UK grid in 2004. In 2008, three Pelamis P1 devices
were installed near Póvoa do Varzin off the north coast of Portugal to undergo array
deployment configuration testing. Further in-depth discussion, and design examples
for pitching attenuator type devices are presented in Chapter 6.

Figure 1.17: Pelamis P2 WEC undergoing testing at EMEC [644].

Another such pitching attenuator device is the Blue X WEC developed by Mocean
Energy. Construction on a prototype device was completed in 2021 and the WEC was
deployed to begin sea trials at EMEC in April of 2021 [89]. The structure is composed
of a 20 meters long, 38 tons, double-hulled construction connected by a revolute joint.
The device is designed to be positioned with its longitudinal axis parallel to the wave
direction. As the waves pass by the structure, it flexes about the joint, activating a
direct drive PTO system to generate electricity.

A conceptually similar device has been developed by the Crestwing company in
Denmark [25, 407, 408, 406]. Their technology, called the Tordenskiold, is composed
of two large pontoons or floating hulls, which are connected by a revolute joint at the
submerged seam between the two hulls. The overall structure is 30 meters long and
7.5 meters wide and has a mass of about 65 tons. When operational, the device is
orientated with its long axis parallel to the wave propagation direction. A shaft, or
push rod, connects the two hulls. As the revolute joint flexes due to wave interactions,
the two hulls experience relative rotational motion. This activates the push rod, which
forms a direct-drive PTO rack and pinion system and powers a generator to produce
electricity. Initial scaled testing was conducted in a wave tank at Aalborg University
during 2008 to 2009 and the results demonstrated that it had a 40–50%, operational
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efficiency. Construction of the full-scale model was completed in 2017 and initial
testing commenced at Frederikshavn harbour in 2018. A second round of testing was
carried out from February to November 2020 near the Hirsholm Islands, Denmark.
Further testing and development of the PTO and generator system are planned before
its commercial deployment.

1.1.4.2 Submerged oscillating bodies

Fully submerged oscillating body absorbers are somewhat less common than float-
ing oscillating body absorbers. These submerged oscillating body devices rely on
the orbital motion of the passing waves to generate electricity; this is in contrast
to operating mode of pressure differential WECs (which are discussed later) which
rely on the added mass of the wave crest passing over the device to activate it.
Heaving

The Carnegie Clean Energy company have developed a range of fully submerged
wave energy point absorbers: one of their devices is known as the CETO 5 (see
Figure 1.18). The main body of the device, the buoyant actuator, is moored to the
seabed by a single cable, such that it is beneath the ocean surface but is still dis-
placed by the wave action, predominantly in heave motion. The Albany Wave Energy
Project, initiated in 2017, proposed the installation of a number of later generation
CETO 6 units off the coast of Western Australia as a demonstration project. How-
ever, due to funding difficulties, the project was terminated. As of 2021, the Carnegie
Clean Energy Company are focusing on developing intelligent PTO control systems

Figure 1.18: Fully submerged CETO 5 WEC concept, (image courtesy of Carnegie
Clean Energy).
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for the CETO 6 WEC device. Further discussion on the CETO devices is presented
in Chapter 5.
Pitching

Another form of oscillating body WEC is the oscillating wave surge converter
(OWSC) [690]. These are also sometimes known as bottom hinged devices [253] and
are generally in the form of terminator devices. These OWSCs are usually fixed to
the sea bottom and incorporate a paddle component, which is permitted to move in
a rotational manner about the bottom fixing. There have been a number of these
devices that have reached the prototype construction stage and the concept is not a
new technology, with early patents for their design reaching back to 1954.

One of the original and best-known bottom-hinged WECs to reach full deploy-
ment status was the Oyster [661, 603, 412, 103] (see Figure 1.19). Developed by the
Aquamarine Power company in Scotland in collaboration with a research team at
Queen’s University in Belfast between 2003 and 2009, the Oyster was one of the
most promising WEC technologies. In 2009, a full-scale 315 kW demonstrator device
was installed at EMEC near Orkney Island, north of Scotland. The hinged flap, which
was almost fully submerged, was designed to be deployed in around 10 meters water
depth. As the flap oscillated, it activated two hydraulic pistons that pumped pres-
surised water to drive an onshore hydroelectric turbine. Later, a second generation
Oyster 800, with an 800 kW rating, was deployed at EMEC and was grid connected
in 2012. The Oyster 800 continued generating electricity up until 2015, when Aqua-
marine Power ceased to trade. Prior to the dissolution of the company, plans were in
development to construct a 2.4 MW wave energy farm, consisting of up to 50 Oyster
devices, to supply electricity to 38,000 homes in Scotland. The project, however, was
never realised, and Aquamarine Power went into administration.

Figure 1.19: Oyster, (image courtesy of Ramboll).
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Exowave [89], is a Danish company that has also developed a type of bottom-fixed
flapping WEC. However, their design concept differs in that their devices are smaller
and modular in form. Designed to operate in fully-submerged conditions, a number of
flapping plates can be connected together on the seabed in a truss-like configuration.
The device is planned to undergo testing at the DanWEC test site [91, 767], off the
coast of Denmark, in the second half of 2021.

In 2019, AW-Energy, a Finnish company, installed a 350 kW bottom-anchored,
flapping-panel type device at Peniche, Portugal. The WEC, named WaveRoller, is
designed to operate in nearshore areas at depths between 8 and 20 meters, where
the wave shoaling effect is more intense [117, 468, 462, 257, 398]. This shoaling effect
amplifies the horizontal component of the orbital motion of the subsurface water
waves and the water particles move in a horizontal elliptic path as the nearshore
water depth decreases. The horizontal forces from the waves cause the flapping panel
to move back and forth. The device can operate in partially- or fully-submerged
conditions. A hydraulic piston pump system is connected to a hydraulic motor, which
powers an electric generator. The device, which was deployed in 2019, was successfully
connected to the Portuguese national power-grid. AW-Energy are currently in the
process of developing larger units, rated up to 1 MW. The company anticipates that
their technology is suitable for deployment in large wave energy harvesting farms.

Some of the other notable submerged pitching oscillating body WECs include
Aqua Power Technologies’ multi-axis pitching type WEC and the BioWAVE [865,
253, 480] device developed by the Australian company, BioPower Systems. However,
these two devices are not strictly limited to pitching motions and the BioWAVE
device could also be classified as a bottom-hinged device.
Surging

Submerged oscillating body devices that operate in surge motion are gener-
ally aligned with their longitudinal axis orientated in the wave propagation direc-
tion. As such, they are a type of attenuator device. The Wavepiston [21, 654, 614]
is a device developed by a Danish company of the same name, as shown in
Figure 1.20. After four years of half-scale prototype testing at Hanstholm in the
North Sea, a full-scale demonstration system, comprising a chain of 24 energy col-
lector plates having an overall length of 200 meters was deployed at the Oceanic
Platform of the Canary Islands (PLOCAN) testing facility around the beginning of
2021. The chain of collectors is anchored between two buoys in a direction parallel to
the incident wave direction. Then, as the waves roll along the system, the collector
plates move in a surging manner, pumping pressurised water to a turbine. The device
is flexible, light-weight, modular and has a low environmental impact. Deployment is
relatively simple and, as the device operates in near shore regions, the maintenance
requirements are minimal and relatively straightforward.

1.1.5 Overtopping systems

An overtopping WEC is a conceptually simple structure consisting of a large
basin that is isolated from the incident wave direction by a low parapet wall (see
Figure 1.10c. Usually there is some form of wave collection system, typically
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Figure 1.20: Wavepiston WEC device, (image courtesy of Wavepiston).

comprising walls that extend outwards from the reservoir in a widening, tapered
manner to provide a channel that focuses the waves to the parapet wall. Then, as the
waves approach the reservoir through the channel system, their amplitude increases
through a wave-focusing action. These waves with increased amplitude spill over the
parapet wall into the reservoir. The water stored internally in the reservoir is at a
higher head relative to the external mean sea level. Due to this action, the wave
energy has been transformed into potential energy. Then, a low head flow turbine is
positioned at the reservoir outflow location and, as the stored water leaves the basin,
the turbine is activated. In this manner, the stored potential energy is converted to
fluid flow kinetic energy and finally into electrical energy. The basin should be sized
in such a way that the rate of charging of the basin by the incident waves will not
overwhelm its capacity, and it should also be proportionately large to ensure the
smooth operation of the attached turbine system.

There have been a number of wave overtopping devices constructed around the
world [533, 404]. These include the TAPCHAN power plant constructed in Norway
in 1985 [258, 215] (see Figure 1.21). This installation utilised the natural topology
of the coastline to create a large storage reservoir to hold the seawater. The power
plant had a 350 kW power output.

The offshore Wave Dragon is a floating overtopping WEC, originally developed in
Denmark in 2003, by a company of the same name. According to the manufacturer’s
technical specifications, there are a number of models available with the largest device
measuring 390 meters by 220 meters and capable of delivering up to 12 MW of
electricity [409, 757, 731, 734]. The device consists of a doubly curved front ramp
upon which, waves surge up and spill into a reservoir located behind the ramp. The
seawater drains from the reservoir back into the sea through a number of low-head
hydro turbines. The device is slack-moored to the seabed. As of 2021, The company
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Figure 1.21: TAPCHAN overtopping device constructed in Norway 1985 [649].

are preparing plans to deploy a 50 MW array of Wave Dragon WECs off the coast of
Portugal.

A new design for an overtopping device was developed and constructed in 2008,
wherein a number of reservoirs are positioned on top of each other so that, as the
incident wave runs up on the front wall, it flows into the reservoirs through openings
in the front wall. The Seawave Slot Cone Generator [805, 405] is an example of such a
device that has undergone extensive testing, with a few prototypes either constructed
or in various stages of development [495, 101, 137].

1.1.6 Pressure differential systems

Another type of WEC system is the pressure differential device. The device relies
on pressure differentials to load and unload a plate or other element of the WEC
cyclically as the wave passes over it. This type of energy converter is fully submerged
under the ocean surface and is usually fixed to the sea-bed. The pressure differential
device does not rely on wave-induced water motion to displace the WEC’s mobile
or deformable component but rather the increased pressure due to the added mass
from the crest of the wave passing over the device. Generally, this type of WEC
consists of two elements. There is a static lower part, which is fixed to the seabed,
and an upper part that moves vertically, relative to the lower part. In this design, the
upper part of the device is usually elevated by a spring mechanism. In some cases,
the connecting element joining the upper and lower part of the pressure differential
WEC is formed from a hollow section and the compressibility of a trapped air pocket
within this hollow module can act as the spring. As the wave crest passes over the
device, the pressure increases and the upper part is forced downwards, depressing the
spring; then, as the wave trough passes over the device, the pressure is relieved and
the top section of the device moves vertically upwards, unloading the spring. This
cyclic loading and unloading and associated vertical movement of the upper section
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can be harnessed to generate energy. The Archimedes Wave Swing [167, 640, 792, 68]
was a fully-submerged, pressure differential oscillating body that was deployed off
the coast of Portugal in 2004. It had a 2 MW rated power output and utilised a
direct-drive linear electrical generator. Bombora, a wave energy company based in
Australia is currently developing a pressure differential WEC (see Figure 1.22). This
device, the mWave™, differs from others in that a deformable membrane displaces
as the wave crest and trough pass over it. It has less moving parts and is thus less
susceptible to mechanical failure. The displacement of membrane forces air through
a pneumatically driven PTO system.

Figure 1.22: Artist depiction of Bombora’s mWave™ device, (image courtesy of
Bombora).

1.1.7 Summary

In this section, the origins of WECs have been presented, the development of the
various efforts to classify the many technologies has been described and many diverse
types of WEC have been examined. However, even with the myriad different designs
and concepts for wave energy extraction, the commercialisation of the sector remains
relatively slow. In the next section, some of the advantages and disadvantages of wave
energy over other forms of renewable energy are demonstrated. Additionally, some of
the reasons for the slow development and uptake of wave energy will be examined.
Specifically, the economic aspects of wave energy conversion and the TRL of the
various devices are investigated.

1.2 ECONOMIC ASPECTS OF WAVE ENERGY CONVERTERS

It is important to realise that economic factors are some of the greatest drivers of
technological advancements. Wave energy devices are not exempt from this rule. In
this section, some of the economic factors and influences that have had an effect on
the development and commercialisation of wave energy technology are examined.
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1.2.1 Development status of renewable energy

WEC devices have been developed and employed for power generation across several
decades, yet wave energy is still a relatively new form of renewable energy source com-
pared with wind and solar energy [726]. In most instances, the previously developed
WECs have been single devices designed to provide energy on a small scale. Histori-
cally, there have been some efforts to commercialise wave energy but, at that time, the
contemporary technology was incompatible with its commercialisation. However, in
more recent times, many of these WEC designs have been improved technologically;
thus, there has been a significant, renewed effort to commercialise the sector of late.

In contrast with the efforts to commercialise wave power, both solar and wind
energy have been exploited on an industrial scale for many years. The first commercial
solar power plant was built in Maadi, Egypt, around 1912, to power a 50 kW engine,
which was used to drive an irrigating pump supplying water to nearby cotton farms
[34]. This installation relied on parabolic reflectors to concentrate the sun’s rays onto
boilers, which generated steam to drive the pump. The first photovoltaic power station
with a rating of 1 megawatt-peak (MWp) was constructed in 1982 in California. Since
that time, there have been many thousands of utility scale solar parks constructed
around the globe, with some rated up to 1 GWp, such as the Mohammed bin Rashid
Al Maktoum Solar Park in the United Arab Emirates [26]. From the early 2000s
onwards, the growth of photovoltic power pants has seen a dramatic increase and the
rise in photovoltaic capacity has been almost exponential. In 2019, almost 3% of the
global electricity demand was met by photovoltaic solar power plants [367].

Wind power has a much older history. For millennia, sailors have been using the
power of wind to propel their ships all around the globe. Windmills and windpumps
have been in existence for more than two thousand years and have been used to
convert wind energy into mechanical energy to drive various types of machinery on
an industrialised scale. In terms of wind energy being converted to electrical energy,
we can trace its origin back to 1887, when a Scottish Professor named James Blyth
from Anderson’s College, now the University of Strathclyde, used a rudimentary
wind turbine to power the lighting in his home [642]. More recently, the global oil
crisis in the 1970s had a large influence on the rapid development and utilisation
of wind energy [797]. Many countries were determined to reduce their reliance on
fossil fuels and extensive government funded research into alternative energy sources
ensued. Wind power technology developed quickly and, by the early 1980s, grid-
connected wind farms were producing electricity in California [716]. Throughout the
1990s and 2000s, with growing knowledge of the impact on fossil fuels on global
warming, research continued into wind power and governments provided incentives
to utility providers to increase their uptake of wind power. This has led to a rapid
growth in the wind energy sector, with the United States, Europe, and China all being
major installers and proponents of wind farms. In 2019, the globally installed capacity
of wind farms was approximately 650 GW [433]; and these supplied approximately
5.3% of the world’s electricity requirements [84].

With the rapid development and widespread deployment of both wind and solar
energy, wave energy has lagged behind in its market penetration. The wide ranging
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and complex reasons for this will be presented and examined in the following sections.
Nevertheless, since about the last decade of the 20th century, society has begun to
realise that there are vast stores of energy in the world’s oceans that can be used
to generate electricity. Consequently, research into technologies that can exploit this
energy in an efficient manner has gathered pace. In the last thirty or so years since
interest in wave energy was ignited, there have been many thousands of WEC devices
invented and patented; this trend continues and shows no sign of slowing down [368].
Some have argued that this explosion in the number of devices invented has been
detrimental to the coherence of the wave energy sector as confusion abounds as
to which devices are best. Nonetheless, as the sector matures, the technology will
improve and those devices that are most appropriate to a given wave climate will be
identified. The next section explores the history of wave energy and the developments
that have brought the technology to its contemporary state.

1.2.2 Role of wave energy in the renewable energy mix

According to the Intergovernmental Panel on Climate Change (IPCC), Special Re-
port on Renewable Energy Sources and Climate Change Mitigation, published in
2012 [189], the total theoretical global wave energy potential is estimated to be 32,000
TWh/yr. The global total electricity consumption in 2018 was 22,315 TWh, according
to the International Energy Agency [366]. These consumption rates dropped signifi-
cantly in 2020 and 2021. Wave energy alone has the theoretical potential to meet the
world’s electricity requirements, although the amount that can be harvested in prac-
tice is much lower. In 2020 it was reported that 3147 TWh of the world’s electrical
power came from all the combined renewable sources [85]. In 2019 it was estimated
that the total combined capacity of all operational WEC devices around the globe
amounted to only 2.31 MW [368]. This value falls well short of the 37 MW of wave
energy capacity proposed by 2020 in the Joint Research Centre (JRC) Ocean En-
ergy Systems (OES) Report published in 2016 [482]. Clearly, the wave energy sector
has not reached maturity and requires investment and research stimulus to reach its
potential.

1.2.2.1 Temporal and spatial availability

A substantial amount of wind energy must be put into the ocean surface before waves
start to form. The same applies to the wind energy and its primary driving force,
solar radiation, where a significant heating of the earth’s surface must occur before
wind is generated. As stated in [672], this process can be considered as a time in-
tegration of the stimulus and a similar response is observed when the main driving
force is removed. For instance, when the wind ceases to blow, waves do not disap-
pear immediately but begin to decrease gradually. These differences in the dynamic
responses influence the availability of renewable sources. As a result, wave resources
suitable for electricity generation are available up to 90% of the time, while solar and
wind power plants can operate efficiently for only 20–30% of the time [616, 184].

Another advantage of wave energy is its natural seasonal variability, which coin-
cides with the changing electricity demand throughout the year in many countries
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with temperate climates. This trend is presented in Figure 1.23 [655]. In addition,
the hourly variability in wave energy is three times less than that of wind energy
[66], which is significant for the potential integration and utilisation of this source of
energy in the power system.
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Figure 1.23: Monthly variability of the mean wave power in North Atlantic [655] and
on the Australian coast [347].

The distribution of the annual mean wave energy density around the globe varies
significantly, as shown in Figure 1.24 [140]. Areas of the globe in moderate to high
latitudes, between 30◦ and 60◦ north and south, respectively, have the highest energy
densities; whilst equatorial seas have low energy densities. These higher wave energy
densities can be attributed to the consistent trade winds, which stream in a west-
erly direction in these regions. Furthermore, offshore regions generally have a higher
wave energy density than near-shore locations. This irregular distribution of mean
annual wave energy density has led some countries to invest more resources in the

Figure 1.24: Annual mean wave energy density around the globe [140].
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technology’s development that will benefit them directly. For example, some of the
countries on the western seaboard of Europe, where wave energy density is significant,
have played a leading role in pushing forward the sector [484].

The predictability of power generation from renewable sources, such as wind, wave
or solar, is an important factor for the energy sector that helps to manage the grid load
and imbalances in the electrical system. Data has shown that it is possible to achieve
an accurate wave forecast for 36 hours, while wind speed and directionality can only
be predicted accurately 12 hours in advance [66]. Other research demonstrates that
the output from WECs is up to 35% more predictable than power generated from
wind turbines [127]. In summary, wave power has been shown to be more available,
less variable and more predictable than wind or solar energy.

1.2.2.2 Environmental impact

All sources of renewable energy are considered to be “clean” due to the much lower
levels of emissions and pollution than for conventional fossil fuels. However, even clean
sources of energy have environmental impacts during some stages of their life-cycle
including raw material extraction, construction, transport, installation, operation,
maintenance, and end-of-life disposal [296]. The life-cycle assessment is a standard-
ised technique that allows for the tracking of the pollutant flows associated with a
particular energy technology. The resultant environmental impacts of selected renew-
able sources are presented in Table 1.2.

Table 1.2: Environmental impacts of renewable energy technologies. Data has been
adapted from [773, 739, 695].

Environmental effect Wind Solar
PV

Geo-
thermal Biomass Hydro-

power Wave

Greenhouse gas emission
[gCO2/kWh] 11 48 38 230 24 17

Land use [m2/MWh] 69 12 0.4 488 122 < 0.5
Air pollution, NOx
[mg/kWh] 25 110 0 550 30 0

Waste generation + +
Acoustic noise + +
Endangered species + + +

It should be noted that wave power conversion technology is at a pre-commercial
stage and the amount of information available on its environmental impacts is mini-
mal. Based on the existing data, wave energy has one of the lowest levels of life-cycle
greenhouse gas emissions and requires only a limited onshore area for power gen-
erators (chosen technologies only) and grid connection equipment. There are some
concerns that WECs produce noise and vibrations under water that may have the
potential for negative effects on marine fauna [836]. However, the published data on
acoustic environmental impacts of WECs is sparse and this requires further investi-
gation, especially when large-scale arrays of WECs are installed and operational.
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1.2.2.3 Technology readiness level

At this point, the concept of technology readiness level (TRL) is introduced. This is
a scale from 1 to 9, conceived by NASA in 1974, which can be used to classify the
developmental maturity of a new technology [749] (see Figure1.25).

Figure 1.25: Technology readiness levels

Levels 1–3 represent the research phase in the creation of the new technology,
levels 4–6 describe the development phase and levels 7–9 are used to describe the
deployment and testing phases of the device. At the bottom end of the scale, a pro-
posed new technology, whose basic principles are being observed and investigated,
is characterised by a TRL rating of 1. TRL 9 represents a technology that has un-
dergone widespread deployment and is commonly in commercial use. According to
the JRC Ocean Energy Status Report, published in 2016, the TRL for wave energy
devices ranges between 1 and 8 (see Figure 1.26) [482]; however, it can be argued that
some technologies, such as the grid-connected array of three Pelamis WECs and the
long-established OWC type Mutriku power plant, demonstrate proven operational
aptitude for wave energy harvesting. Thus, these devices could be argued to be at
TRL 9.

There are a number of different WEC concepts and within each concept category
there are a vast number of designs. These different designs range from experimen-
tal proof of concept level right through to deployed prototypes and, in some cases,
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grid-connected devices. Therefore, the TRLs for WECs exhibit a large spread across
the range. Figure 1.26 exhibits the TRL classification range for different WEC con-
cepts; the red point indicates the maximum TRL that a constructed device has
reached [482].

Figure 1.26: Wave energy device technology readiness levels (TRL) [482].

Examples of the various forms of renewable energy demonstrated in Section 1.2.1
clearly show that both wind and solar power technologies have reached TRL 9, as
presented in Table 1.3, while wave energy devices are still predominantly in the
development phase at TRLs 5, 6, and 7, with many additional conceptual designs at
lower TRLs [482].

There is a myriad of reasons why this is the situation. As wind and solar power are
already proven technologies in widespread, commercial, and grid-connected deploy-
ment, there may be a reluctance to allocate research investment into a new, competing
technology. Additionally, whilst wind energy and solar energy harvester technologies
have a limited number of basic operating principles, there have been a much greater
number of diverse designs proposed for wave energy harvester technologies. These
competing designs, all vying for market leadership in their own right, may have had
a compound, adverse impact on the development of wave power as a source of renew-
able energy. The development of a wave power plant is a multi-disciplinary project,
which unites such fields of knowledge as hydrodynamics, mechanical and structural
engineering, electrical engineering and control, materials sciences, marketing and eco-
nomics. Some of the other major barriers that are preventing wave technology from
advancing faster include:

(i) wave-specific barriers [132]:
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Table 1.3: Maturity of selected renewable energy technologies (as of 2020). Sources:
[364] updated; own analysis.

Technology Sector Demonstration

Commercialisation

Inception Take-off Consolidation

Biomass

Electricity
and heat

Transport

Geothermal

Hydro

Marine

Solar
Heat

Electricity

Wind

Thermal
gasification

Anaerobic
digestion

Modern boilers
and stoves

Advanced
biofuels

Conventional
biofuels

Enhanced
geothermal

Conventional
geothermal

Hydro

Wave Tidal and
stream

Solar cooling
CSP

troughPV – 3rd
generation

CSP
tower

Solar water heaters

PV cristalline
and thin film

Offshore
wind

Onshore
wind

(a) irregularity of sea states (amplitude and phase), which make it difficult to
control the device and achieve the maximum efficiency (see Chapter 3);

(b) high peak-to-average loading ratios on the structure, which affect the cost
of the converter and increase the cost of generated electricity;

(c) wave power plants are subject to low frequency oscillations, while effective
off-the-shelf PTO systems are designed for high-frequency motions;

(ii) barriers common to offshore industries [370]:

(a) uncertainties about environmental regulations;
(b) insufficient infrastructure: offshore grid connections, and operation and

maintenance facilities;
(c) the lack of processes for planning and licensing of marine activities.

In order to overcome these challenges to the wave energy sector, a number of
initiatives have been introduced, both nationally (e.g., via the European Union) and
globally, to assist wave developers in advancing their technologies and moving to-
wards commercialisation. These include the MaRINET2 project that offers access
to experimental facilities, Ocean Energy Systems’ projects that contribute to the
state-of-the art in wave energy modelling, assessment of environmental issues, and
development of internationally accepted metrics for measuring ocean energy technol-
ogy progress [484]. Moreover, there is growing financial support for marine renewables
at government level in Ireland, the UK (notably in Scotland), the EU, and Australia.
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Notwithstanding the challenges to the commercialisation of wave energy outlined
above, harvesting energy from ocean waves has many advantages over other forms of
renewable energy [132]. In contrast with both wind and solar power, it is a relatively
constant source of energy with comparatively little temporal variation. Solar power
plants cannot operate at night-time, and during overcast days they do not operate
efficiently. Wind power faces the same problems with regards to temporal variability
in wind speeds. Solar power-plants require large tracts of land to install photovoltaic
arrays, often up to 4 hectares per MW [811]. Onshore wind turbine arrays also re-
quire vast areas of land. Modern onshore wind turbines have an average capacity of
about 2 MW and a rotor diameter of about 100 meters. The turbines are usually
spaced at a minimum of 6 rotor diameters from each other in the streamwise direc-
tion and 4 to 5 rotor diameters in the cross-wind direction [795]. This necessitates
an extensive land area for the installation of a wind turbine array. Photovoltaic ar-
rays require the mining of rare earth minerals, which has a significant, detrimental
environmental impact. Furthermore, construction of solar power plants and onshore
wind farms are often opposed by local residents, as they can have a negative visual
(and sometimes auditory in the case of wind farms) impact on the landscape and
its ecology, a phenomenon referred to as the “not in my backyard (NIMBY)” effect
[832]. Additionally, whilst offshore wind turbines generate significantly more power
than their onshore counterparts, they are significantly more expensive to install and
maintain. Most of these listed disadvantages associated with other forms of renewable
energy are relatively minor for WEC devices.

Clearly, the deployment of WEC technologies has fallen behind other forms of
renewable energies. However, the outlook is not all bleak; in the last couple of years
there has been a resurgent interest in wave energy. There have been a number of
newly-constructed wave energy devices and research continues apace. During the
20th and the early 21st centuries, European academic institutes and enterprises were
at the forefront of the wave energy technology sector [484]. However, in 2020, China’s
State Council Information Office released a white paper titled Energy in China’s
New Era [768]. This document set out future policy for China’s energy sector. It
stated that China will accelerate its transformation towards green and low carbon
development in the economy and society. The document goes on to state that China
will also reinforce R&D and pilot demonstrations on harnessing ocean power such as
tidal and wave energy. As the world’s largest electricity consumer and producer, this
is a significant development and China has indeed accelerated its WEC development
program. Up to 2020, China has completed sea trials on more than 40 wave energy
devices [89], with their flagship device, the Zhoushan WEC, being the first of two
500 kW point absorbers to begin sea trials in 2020.

These renewed efforts to stimulate the wave energy sector are essential for bringing
the industry to maturity and advancing the technology along the TRL scale to reach
commercial viability.
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1.2.2.4 Niche market for wave energy

As the wave energy sector has not reached industrial maturity, the cost of the gen-
erated electricity from ocean waves is considerably higher than that of competing
technologies (see Figure 1.27). These higher costs are also negatively affecting invest-
ment attractiveness for the wave power sector and may be influencing the relatively
slow progress of wave energy technology through the TRL spectrum [477]. However,
as the technology improves, these costs are set to reduce.
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Figure 1.27: LCOE for chosen renewable energy sources (as of 2020) [369, 478].

While many renewable energy projects are large-scale, ocean power has the poten-
tial to provide off-grid solutions for remote island communities where diesel generators
are still in use. Moreover, there are industries and applications that rely on expensive
energy sources and require relatively small power capacities (< 100 kW) that could
become niche markets for wave energy utilisation. These include fish farms, offshore
platforms, ocean remote sensing, and coastal protection applications.

1.2.3 Performance measures

The choice of metric to be used for WEC performance assessment is largely deter-
mined by the TRL of a particular prototype. Table 1.4 demonstrates which perfor-
mance measures are usually used at different stages of the wave energy development.

1.2.3.1 Power production assessment

Absorbed, or captured power, [W], is the average mechanical power absorbed by
a WEC from a regular wave or a sea state. Depending on the PTO machinery used,
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Table 1.4: Stages of the wave energy development process (adapted from [357]) and
associated performance measures used at each stage.

Stage Description TRL Performance measures

Stage 0 Concept creation 1 CW, RCW

Stage 1 Concept development 2 CW, RCW, AEP3
Stage 2 Design optimisation 4 AEP, ηeff, DEL, LCOE, ACE, q-factor

Stage 3 Scaled demonstration 5 AEP, peak loads6

Stage 4 Commercial scale single
device demonstration

7 LCOE, NPV, PBP8

Stage 5 Commercial scale array
demonstration 9 LCOE, NPV, PBP

the calculation of the average power varies:

Absorbed power [W] = 1
T

∫ T

0
(force×velocity)dt

= 1
T

∫ T

0
(torque×angular velocity)dt

= 1
T

∫ T

0
(pressure difference×flow rate)dt. (1.1)

More commonly, the power absorption properties of a WEC are demonstrated in
terms of the power matrix, as shown in Figure 1.28, indicating the average power
capture in each sea state.

7.5 1424 1508 1457 1324 1174 1004 864 746 651 556 497
7 1264 1355 1291 1164 1017 907 756 664 580 507 440

6.5 1111 1189 1122 1014 903 779 660 587 509 443 387
6 963 1027 974 897 803 697 583 515 444 388 341

5.5 822 879 851 754 659 588 497 445 387 339 293
5 606 703 745 703 645 565 496 430 380 328 287 251

4.5 504 585 608 594 542 458 416 365 324 280 243 215
4 413 477 495 482 427 377 337 303 272 227 197 172

3.5 330 378 388 384 340 303 268 245 219 187 148 144
3 175 250 292 308 291 266 236 215 184 166 140 129 110

2.5 123 178 210 225 206 191 175 156 137 122 106 93 79
2 9 41 82 118 139 149 138 131 120 105 94 82 73 61 51

1.5 5 22 47 69 81 86 83 77 72 63 56 47 44 32 30
1 2 9 21 31 38 38 40 36 34 29 26 23 20 16 14

0.5 1 3 6 8 10 11 10 10 9 8 7 6 5 3 3
3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Peak wave period [s]

Si
gn

ifi
ca

nt
 w

av
e 

he
ig

ht
 [m

]

Figure 1.28: Example power matrix (in [kW]) of the three-tether WEC from
Chapter 5.
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Capture width (CW) [98], sometimes called capture length, is defined as the
ratio of the average power absorbed by a WEC to the average incident wave power:

CW [m] = Absorbed/captured power [W]
Available wave power [W/m] . (1.2)

In other words, the capture width of the WEC can be explained as the width of the
wave front over which the device absorbs 100% of the incident wave power. Depending
on the purpose of the analysis, the capture width can be evaluated independently for
each regular wave frequency, for each sea state, or as an average value for a particular
deployment site.

Relative capture width (RCW), or capture width ratio (CWR), represents
the hydrodynamic efficiency of a device, defined as the ratio of the capture width to
the characteristic width of the device:

RCW = Absorbed/captured power [W]
Available wave power [W/m]×Characteristic width [m] . (1.3)

The RCW is a dimensionless parameter and may be interpreted as a fraction of
the wave power absorbed by a WEC. If the relative capture width is greater than 1,
then the device absorbs more power than is contained in a wave of its width.

The annual energy production (AEP) is probably the most important power
performance metric that is widely used as an input to evaluate the techno-economic
attractiveness of the wave power projects. For a given wave climate, characterised by
the scatter diagram representing the probability of occurrence of each sea state, the
yearly mean annual energy production is estimated as:

AEP [Wh] = 8760 [h/year]
100[%] ×

∑
Hs,Tp

(Power matrix [W]×Scatter diagram [%]) .

(1.4)
The wave farm interaction factor, sometimes called the park effect [41] or

q-factor, quantifies the effect of wave interactions on power absorption in a wave
array. It is calculated as the ratio of the power absorbed by the wave farm to the
sum of the power extracted by each isolated WEC:

q = Power absorbed by the wave array [W]∑N
i=1 Power absorbed by an isolated i-th WEC [W]

. (1.5)

The values of the q-factor that are greater than 1 mean that the WECs experience
constructive hydrodynamic interaction within the wave farm.

Modified qmod-factor; Babarit [40] argued that the usual q-factor masks the real
amount of absorbed power, and a modified factor qmod was suggested for use instead.
In contrast with the usual q-factor, which characterises the wave farm performance
as a whole, qmod is evaluated for each i-th device independently, as:

qimod = Pi−Pisolated
maxTw Pisolated(Tw) . (1.6)
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where Pi is the power absorbed by i-th WEC in a farm, Pisolated is the power absorbed
by an isolated i-th WEC, and maxTw Pisolated(Tw) is the maximum absorbed power
by an isolated WEC across wave periods Tw. For this performance measurement, the
positive values of qmod indicate a constructive effect for the wave interaction on the
power production of this WEC, while negative values correspond with a destructive
effect.

The Capacity density of a wave energy farm demonstrates the amount of energy
delivered to the grid per ocean area, per year:

Capacity density [kWh/km2] = AEP of a wave farm [kWh]
Wave farm area [km2]

. (1.7)

This measure is widely used to assess and compare installed offshore wind farms.

1.2.3.2 Techno-economic analysis

The levelised cost of energy (LCOE) is the most important measure for energy
investment, and is usually used to compare the feasibility of various renewable energy
projects. The LCOE is defined as [144]:

LCOE [$/kWh] = Total costs over project lifetime
Total energy produced over project lifetime

=
CAPEX+

n∑
t=1

OPEXt

(1+ r)t
n∑
t=1

AEPt
(1+ r)t

(1.8)

where CAPEX is the capital expenditures of the project, OPEXt corresponds to the
operations and maintenance expenditures in the year t, r is the discount, and n is
the expected lifetime of the project.

As it is quite difficult to evaluate LCOE for new technologies, several alternative
measures have been proposed.

Average climate capture width per characteristic capital expenditure
(ACE) was used by the United States Department of Energy to compare the per-
formance of WECs for the Wave Energy Prize [791, 790, 163]:

ACE [m/$] = Capture width [m]
Characteristic capital expenditure [$] , (1.9)

where

Characteristic capital expenditure [$] =
Total surface area [m2]×Structural thickness [m]×
Material density [kg/m3]×Cost of material [$/kg] (1.10)
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Babarit et al., [51] proposed the use a characteristic mass of the WEC as a
proxy for the project costs. Thus, the annual energy production normalised by the
characteristic mass of the system was used as a techno-economic metric to compare
different WEC prototypes.

It has been proven [163] that both ACE and AEP per unit mass demonstrate a
clear correlation with LCOE and can be used to optimise the wave energy system:

LCOE [$/kWh] ≈ RDC×
( AEP [kWh]

Characteristic mass [kg]

)−0.5
, (1.11)

LCOE [$/kWh] ≈ RDC× (ACE)−0.5. (1.12)
The net present value (NPV) is an economic measure to evaluate the prof-

itability of a system, which is calculated as [144]:

NPV =
n∑
t=1

(Net cash flow)t
(1+ r)t . (1.13)

The NVP indicates how much value is added to the investment. It is only worth
investing in the project if the NVP is positive.

The payback period (PBP) is the time needed for the cumulative cash flow to
be positive, i.e., the period it takes for the project investment to earn itself back.

PBP = Initial investment
Net annual cash flow . (1.14)

According to the Ocean Energy Technology Development Report [478], published
in 2020, the LCOE produced from wave energy in 2015 in Europe was in the re-
gion of 0.47 EUR/kWh to 1.4 EUR/kWh, with a reference value of 0.72 EUR/kWh.
This reference value dropped to 0.56 EUR/kWh with the installation of an extra
8 MW capacity of wave energy by the year 2018. However, since then, the LCOE
of wave energy has remained unchanged. As additional devices are developed and
are grid-connected, the LCOE is predicted to drop further due to economies of scale
cost-reductions, and improvements in WEC technology efficiency. It is anticipated
that this will set in motion a chain of events whereby more investors are attracted,
thus accelerating the technological developments and further increasing the energy
harvesting efficiency. Figure 1.29 shows a projection for the LCOE produced from
wave energy arrays as the sector develops. A target value for the LCOE for wave
energy of 0.2 EUR/kWh has been set for the year 2025, according to OES.

A number of different solutions are available to decrease the LCOE of wave energy.
The CAPEX can be reduced by developing technologies that are easier and cheaper
to build and deploy, and the OPEX can be reduced by ensuring more durable struc-
tures with extended design life duration and lower maintenance costs. Additionally,
improvements can be made at the WEC design stage to develop more efficient devices
that exploit more energy from the incident waves. Sections 1.3.1 and 1.3.2 provide
some examples of methods to reduce the CAPEX and OPEX expenditures for WEC
devices. In order to extract more energy from the wave environment, it is also im-
portant to optimise both the device geometry and the power take-off (PTO) system.
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Figure 1.29: Wave energy LCOE trends in Europe [478].

At present, there is a significant amount on research on the optimisation of PTO
systems using control theory to enhance the performance of WECs [10, 461, 274, 624,
706, 308]. Some of the key considerations include balancing the peak-to-average power
ratio to ensure smoother operation of the device and maximising the average power
extracted by the PTO system. Chapter 3 discusses these topics in greater detail.

1.3 LATEST DEVELOPMENTS IN WAVE ENERGY HARVESTING
RESEARCH

The European Commission (EC) assessment of National Energy and Climate Plans
(NECPs), has stated that wave energy technologies are still in the development phase
and at TRL 6–7 [207]. Wave energy is not expected to contribute a sizable proportion
of the total renewable energy sector until at least 2030. There is still much ongoing
research into developing more durable structures, more efficient devices and reducing
the LCOE sourced from wave energy. The following subsections briefly discuss these
topics in more detail.

1.3.1 Integration with pre-existing and planned infrastructure

Until the 2020s, the main markets for wave energy harvesting installations that had
already been constructed or deployed had been small coastal communities [490]. The
Mutriku Power Plant, which is described below in more detail, is one of the best
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known examples of a breakwater-integrated WEC. Other, similar proposed plants
are in various stages of development. These wave energy installations, some of which
are in array configurations, are designed using a diverse range of devices, including
oscillating buoy type converters or offshore and onshore OWCs. It is anticipated
that these farms will not only supply the local grid requirements, but they will have
a large enough output to serve electrical requirements on a larger, regional scale.
Another approach currently under consideration is the use of wave energy devices to
support offshore ocean industries, such as providing the electrical requirements for
oil and gas drilling platforms [595], aquaculture and offshore ocean research stations.
There is also much interest in the integration of wave energy harvesting devices with
other renewable energy systems, such as offshore wind energy farms [643, 39] and
solar energy platforms [596, 656]. If proven to be mechanically complementary, such
dual function installations should be significantly more cost-effective to operate over
extended periods of time.

There have been a number of instances of WEC technology being integrated into
either pre-existing coastline infrastructures or newly-built coastal protection systems
[360, 574, 626, 320, 119, 868, 183, 102, 867]. In some cases, the WEC devices have
also been built on naturally-formed shoreline features [544]. The main benefits from
integrating WEC technology into shoreline infrastructure include the ease of installa-
tion, ease of maintenance and consequently reduced CAPEX and OPEX costs. Other
benefits include lower environmental impact and, in certain cases, the infrastructure
may act to concentrate the wave energy, thereby increasing the localised energy den-
sity. The main disadvantage of such structures is that the wave energy density in near
shore areas is almost always lower than the wave energy density in offshore regions.

One of the earliest examples of a WEC device being integrated into an artificial
breakwater wall was the Sakata wave power plant, built around 1989 [594, 487, 751,
593]. This 60 kW demonstration project consisted of a specially constructed, vertical
concrete breakwater wall that included a 20 meters long hollow caisson, which formed
the OWC chamber. The plant remained operational for a number of years, proving to
be a valuable test facility and providing a large amount of data for future installations.
The efficiency of the plant was relatively low, with a wave-to-wire efficiency of just
3.26%. Nevertheless, the project successfully demonstrated the harvesting ability of
a breakwater-integrated OWC system.

The power plant at Mutriku, on Spain’s northern coast, is one of the most widely
known such OWC-breakwater structures [779, 236, 235, 363]. Construction on the
plant commenced in 2006 and the plant was commissioned in 2011. It consists of a
rubble mound breakwater wall housing 16 individual OWC air chambers measuring
4.5 meters wide by 3.1 meters deep by 10 meters high. The plant is rated at 296 kW
and has been grid-connected, providing power to the local town of Mutriku since it
was commissioned. The wave-to-wire efficiency is again quite low at 2.56%; however,
the plant is deemed a commercial success due to the longevity of its operation. The
Mutriku power plant has been the subject of numerous studies and there is a signifi-
cant amount of data published about it. Currently, the plant provides a single OWC
chamber for testing of new wave energy harvesting technology and machinery, such
as novel turbine designs.
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Other forms of wave energy harvesting devices have also been integrated into the
shoreline environment. The TAPCHAN overtopping WEC, built in Norway in the
1980s, was a device that exploited the shoreline topology by utilising a naturally-
formed onshore reservoir to store seawater at a higher energy potential than the
surrounding sea level [258, 215]. This stored water was used to drive a low head
turbine to produce electricity. Another example of a breakwater-WEC integrated
structure is the ReWEC3 device installed at the port of Civitavecchia, Italy, in 2012
[31, 30, 498, 29]. The WEC component is a U-shaped OWC. It is estimated that the
incorporation of the OWC only added 5% CAPEX costs to the initial breakwater
installation price. It includes 136 chambers spread over a total length of 576 meters,
making it one of the largest WEC devices ever constructed. The device has an esti-
mated efficiency of 26.33%, making it significantly more efficient than the Mutriku
device, and one of the most efficient near-shore OWCs yet constructed. Other notable
WEC-breakwater systems include the OBREC overtopping device [372, 138, 607],
installed in the San Vincenzo breakwater in Napoli, Italy, in 2015 and the point ab-
sorber, wall mounted type device developed by SINN Power and undergoing full-scale
testing at the breakwater wall in Iraklino, Greece, since 2015 [424, 387, 451].

1.3.2 Prolonging the design life of the WEC technology

As shown in Figure 1.24, the annual mean average wave density is region-specific and
varies significantly around the globe [140]. One of the challenges to the wave energy
sector is to extract as much energy from waves, whilst at the same time ensuring
the survivability of the harvesting device. Certainly, it is more desirable to position
the WEC in a region with high wave energy density; however, these areas experience
some of the harshest weather conditions on earth. Thus, the conundrum is how to
maximise the energy harvest, whilst at the same time ensuring the device remains in
service for the duration of its design life. Presently, this is one of the main concerns
in the wave energy sector. Previous experience has demonstrated that this is a major
challenge to overcome [677, 403, 556, 486]. There have been a number of notable
failures of WEC devices in the past, due either to catastrophic failure during storm
events or from progressive collapse or fatigue failure due to structural deterioration
in the harsh environment. For example, the OWC power plant at Mutriku [779, 236,
235, 363] sustained damage during storms in 2007 and 2008, during its construction.
The plant also experienced severe structural damage to many of the OWC chambers
in 2009 during storms. Four of the sixteen chambers were destroyed and the front
wall was damaged in many of the other chambers.

Another notable example of a WEC device that was beset with problems is the
Pico power plant, built in the Azore Islands in 1999 [218, 222, 93, 90]. Soon after
completion, the plant experienced flooding, which rendered the turbine machinery
in-operational, thus limited testing was permitted during this time. The plant was
refurbished in 2004–2006 and became operational with limited power production in
2005. However mechanical problems persisted until 2008 when repairs allowed the
plant to run at its rated power capacity of 400 kW. In 2012, the plant commenced
fully autonomous operation but one year later electrical problems occurred and the
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plant was closed in 2016. However, it continued to supply power in an intermittent,
limited capacity to the island grid until early 2018. There was renewed interest in
renovating and restarting the project in 2017; however, the plant suffered extreme
damage and partial collapse in 2018, excluding any possibility of rendering the plant
operational again.

In 2006, an onshore oscillating buoy developed by the Guangzhou Institute of
Energy Conversion catastrophically failed after only 2 days of being operational. A
critical shaft broke and the buoy section fell into the sea and was lost in a typhoon
approximately two weeks later [855].The Toftestallen shoreline-mounted OWC power
plant built in Norway in 1985 and rated at 500 kW was destroyed three years after
its construction when a storm damaged its foundation fixings, causing the device to
sink [489].

A number of other devices have also been submerged during the deployment or
testing phase. These include the first generation OSPREY device [534], a 2 MW
OWC type device, which was lost in 1995 during the testing phase and the Trident
device, which was lost during deployment in 2009. The Oceanlinx MK3 prototype
[344], a floating OWC WEC deployed at Port Kembala in Australia, sank in 2010

during adverse weather conditions as it was being towed to calmer waters. The device
had only been deployed for three months; however, testing had been completed and
the device had been grid-connected for two of those months.

These examples of WEC device failures demonstrate the requirement to conduct
further research on the strengthening and resilience optimisation of WEC structures
to ensure that they remain serviceable for their design life duration. The Framework
for Ocean Energy Technology published by OES in 2021 [357] defines nine evaluation
areas that are key to the success of a wave energy project. Included in these evaluation
criteria are reliability, survivability, and maintainability. These are all key factors in
ensuring the WEC device remains operational for the duration of its design life.
According to the OES document, reliability is defined as the probability that an item
can perform a necessary function under given conditions for a given time interval;
survivability is a measure of the ability of a subsystem or device to experience an
event (Survival Event) outside the expected design conditions and not sustain damage
or loss of functionality beyond an acceptable level, allowing a return to an acceptable
level of operation after the event has passed; and maintainability is defined as the
ability to be retained in, or to be restored to a state to perform as required, under
given conditions of use and maintenance. Clearly all three of these evaluation areas
determine whether the WEC remains functional during its design life. In terms of
reliability [769], it is inevitable that some systems will fail during the design life of
the device. However, it is important to minimise these failures through good design
and, where these failures do occur, it is critical to ensure that they can be rectified as
quickly as possible with minimal consequences to the power generation output. Some
reliability issues may not impact the daily operation of the WEC device and may
be repaired during pre-scheduled maintenance works. With regards to survivability
[652, 651], the OES document states Activities relating to Survivability predominantly
occur during the earliest stages while significant design decisions are being made.
They focus on understanding the events which may cause damage [410, 806] or loss
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of functionality for the device and develop means to mitigate these risks. Extensive
understanding of the operational requirements at the intended commercial deployment
site and open water test sites, as well as the environmental conditions and device
behaviour are fundamental. The document goes on to list the factors upon which
survivability depends:

• Likelihood of experiencing an event which results in components, subsystems,
or devices operating beyond their expected design conditions.

• Likelihood of being able to predict or detect the survival event and take suitable
protective action.

• Likelihood of resisting the event, having taken suitable protective action.

• Likelihood of resisting the event, not having taken suitable protective action.
Clearly, the survivability of a WEC device is heavily dependent on the initial de-

sign of that device and knowledge of its operational environment. Device maintenance
is another critical consideration that influences the operational duration of the WEC
device. Indeed, some components will experience a greater amount of wear and tear
and consequently have a shorter design life than the overall installation. These com-
ponents will require servicing or replacement at regular intervals. Biofouling and the
harsh marine environment contributing to accelerated corrosive effects dictate that
device maintenance will be a periodic necessity. These maintenance works should be
considered and a plan for their implementation must be included at the WEC device
design stage. Other important considerations for maintenance include the environ-
mental conditions in which the maintenance can be conducted, for example, can the
work be carried out in bad weather?; and is it necessary to conduct the maintenance
on site or can the component be moved onshore to carry out necessary repairs?; etc.
Finally, machine down-time and the cost of maintenance must be considered. A well
maintained device will have an increased prospect of remaining in service for its design
life duration. Much research is currently ongoing to extend the design life of WEC
devices and ensure their survivability [652, 651]. Common themes of interest include
mooring line analyses [381, 336, 110, 380, 848], the provision of wave impact pressure
relief channels on the device super-structure and integration with shoreline devices
that can provide a more robust support for the WEC technology [410, 806]. Research
into improving the efficiency of WEC devices to allow them to be deployed in calmer
waters whilst still being commercially feasible is also an important topic which is
receiving much interest [118, 400]. Finally, research on wave-structure interactions
to improve our knowledge of the nonlinear and complex load transfer mechanisms
[831, 652, 321] is continuing apace and will ensure the increased durability of WEC
devices deployed in the future.

1.4 FUTURE DEVELOPMENTS IN WAVE ENERGY CONVERTER
SYSTEMS

The Low Carbon Energy Observatory report, published by the European Commission
in 2020 [477], has classified the priorities for innovation of key components of WEC
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devices. Technological developments concerning PTO optimisation and improvement,
moorings and foundations and array dynamics, interactions, and optimisation are all
classified as high priority; whilst environmental impacts and monitoring are classified
as medium priority. A workshop on the identification of future emerging technologies
in the ocean energy sector, organised by the JRC, the European Commission’s sci-
ence and knowledge service, in 2018 [480], also expanded on these innovation priority
areas. According to this document, wave energy technology can be divided into first
and second generation devices. First generation devices, including Pelamis , Wavebob,
Oceanlinx, Wave Dragon etc., are characterised by a mathematical analysis design
that attempts to extract the entirety of the energy contained in the waves. In con-
trast, second generation devices are those WECs that extract energy from waves in a
different way from the mathematically-inspired concepts followed by the first genera-
tion devices. Instead, these second generations devices rely on innovative, deformable
materials, triboelectric activated polymer materials or multiple degree of freedom os-
cillations. These second generation designs are currently at a very low TRL level and
are mostly in the research phase at TRL 1-3.

The wave energy sector as a whole is currently regarded as being at TRL 6-7.
Whilst there have been a number of successful demonstrator projects, and in some
cases WEC technology has been operational over long durations, the total electrical
output remains low. Thus, wave energy is still regarded as being at the pre-commercial
stage. It is estimated that between 2015 and 2020 alone, there were more than one
thousand wave energy device patents granted across Europe, the USA, and Asia.
With this rapid growth in the sector, more efficient devices are being developed;
however, further innovations need to be realised to elevate the wave energy sector
on the TRL scale. The following sections discuss three of the most important future
developments that are necessary to ensure the commercialisation of the wave energy
sector.

1.4.1 Efficiency augmentation

At present, there is a large amount of work being undertaken to augment the efficiency
of WECs. This work is being conducted at both academic institutions and commercial
enterprises. The workshop on identification of future emerging technologies in the
ocean energy sector has identified a number of challenges related to the operational
efficiency of WECs. These include:

• Poor efficiencies in the conversion from captured mechanical power from wave
motion to electrical power (influence by the PTO system, control, and power
electronics);

• Limitations of PTO loading during extreme events (influenced by power elec-
tronics);

• Fluctuations of power output;
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• The WECs predominantly harness energy from the vertical or surge motion in
waves while multiple degree of freedom motion modes are not yet well devel-
oped.

With regard to the first generation WECs, a number of new, innovative designs
have been developed to optimise the power capture and increase the efficiency per-
formance. WaveNet [305, 488, 715] is a multiple point absorber that allows wave
energy to be captured from 5 out of the 6 degrees of freedom, The Symphony WEC
[104, 430] design is based on the Archimedes WaveSwing device [167, 640, 792, 68]
but incorporates a newly-patented water turbine design, which is predicted to be
more efficient. HACE [374] is a company that is developing a multi-chambered OWC
with a trefoil plan footprint, which is operational in all wave directions. Seabreath
[501, 532, 681] is another OWC device that can produce a continuous, unidirectional
airflow due to its two-chambered design. This unidirectional air flow is proposed to
be more efficient than the traditional OWC designs. Hann-Ocean Energy have devel-
oped a novel twin-chambered OWC system named Drakoo [849] that directs water
through a hydro turbine connected to the chamber. The water flow is constant and
unidirectional, resulting in smooth operation of the hydro turbine.

WEC devices that can be considered as purely second generation include the
WEC S3® developed by SBM Offshore. This device consists of a floating, flexible
membrane with embedded electro-active polymers, which are capable of direct energy
conversion from wave to electricity. [481, 375, 48, 53, 136]. The electricity is generated
by the wave-induced motion of the flexible membrane. The LILYPAD WEC [136,
481] is a floating double membrane device with the upper membrane floating on
the ocean surface and the lower, weighted membrane fully submerged. The upper
and lower membranes are connected by a system of extensible hose pumps and ties.
As waves interact with the upper membrane, hydraulic pressure is built up in the
system of hose pumps, activating a turbo generator. Other notable second generation
WEC devices that are at an early stage of development as of 2021 are the Costas
Wave device [322], developed at Aalborg University, and the Anaconda, developed at
the University of Southampton in the UK [346, 112, 332]. At the subsystems level,
a number of innovations are also being made, most notably to the PTO systems.
Table 1.1 highlights some of the companies, their devices, and the WEC category in
which these innovative PTO systems are installed.

Research work on control systems [352, 835] for WEC devices is also ongoing,
with specific emphasis on passive control [814, 673, 271], reactive control [354, 241,
733, 7], phase control [96, 688], and latching control [762, 847, 770, 452]. Sandia
National Laboratory in the US, Wave Energy Scotland, and the Centre of Ocean
Research (COER) at the National University of Ireland, Maynooth, are all involved in
augmenting WEC control systems in particular. In Chapter 3 a more comprehensive
discussion of WEC control systems is presented.

1.4.2 Integration with other renewable energy harvesting systems and technologies

The synergistic integration of WEC systems with alternative marine structures can
present significant advantages. The CAPEX can be reduced by combining WECs with
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existing shoreline infrastructure. Additionally, if new coastal infrastructure projects
are planned, such as breakwater walls, port and harbour edifices, desalination plants,
causeways etc., the carefully designed integration of a WEC system can generate
longer-term construction cost-sharing benefits. Other benefits include a reduction in
the design life, maintenance costs due to ease of access to carry out ongoing works,
reduced environmental impact due to the consolidation of multiple, varied purpose
structures into a single installation, and improvement to each of the component struc-
tures’ design life duration due to complementary strengthening of each constituent
substructure.

The integration of WECs with different forms of renewable energy devices has
also received some attention since the early 2020s. There are a number of projects
considering the feasibility of constructing floating solar panel arrays [596, 656] with
WEC structures integrated into the platform. Similar ideas are being considered for
the integration of WECs into floating wind turbine platforms [643, 39]. An overview
of some of these projects, which are either at the research or testing stage, is presented
in the following paragraphs.

There are a number of examples of WEC-breakwater integrated devices either
already constructed or in the planning phase. The WEC-harbour wall built at Sakata
[594, 487, 751, 593] in Japan was one of the first such WEC-infrastructure integrated
installation constructed. Currently, there is ongoing research at the University of
Stellenbosch in South Africa to construct a breakwater-integrated multi-chambered
OWC named ShoreSWEC [386, 385, 170]. Research into the device development
builds upon studies conducted at the same university in the 1970s and 1980s; however,
the program does not seem to have advanced very much since then. The Siadar Wave
Power Station [821, 13], originally proposed to be built at Siadar Bay, close to the Isle
of Lewis in Scotland, was another WEC-breakwater integrated installation that was
not realised. Had it been built, the plant was rated to produce 4 MW of electricity.
The proposed project was cancelled in 2012. The Overtopping BReakwater for Energy
Conversion (OBREC) device is a prototype, overtopping type device that has been
integrated into a rubble mound breakwater wall at Naples Harbour in Italy, and has
been operational since 2016 [806, 557]. The ReWEC3 OWC-integrated breakwater
has also been constructed in Italy at the harbour of Civitavecchia, with construction
completed in 2015 and a total power output of 2.6 MW [31]. The Seawave Slot Cone
Generator (SSG) is another example of an overtopping-type device that is designed
to be integrated into a breakwater wall but which is still in the development phase
as of 2021 [805, 405]. Feasibility studies are also ongoing for a number of breakwater-
WEC integrated structures in the Finistère region on the north-west coast of France
[465]. KRISO, the Korean Research Institute of Ships and Ocean Engineering is also
investigating dual functioning WEC installations, including a 30 kW OWC WEC
integrated into a breakwater wall to provide energy to off-grid islands [608, 401, 402].

Design concepts to integrate WECs with other installations providing alternate
forms of renewable energy are less advanced. The proposed W2Power device [434,
109, 333, 514], patented and launched by Pelagic Power and currently owned by
EnerOcean, was originally conceived as an integrated energy harvesting platform
comprising of a pair of wind turbines and a number of point absorbers. The platform
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Figure 1.30: (a) the EnerOcean W2Power device undergoing testing at the Flowave
tank at Edinburgh University, (image courtesy of EnerOcean), [514, 333], (b) photo of
the prototype 1:6 scale EnerOcean W2Power device, (image courtesy of EnerOcean),
(c) conceptual image of the DualSub device, (image courtesy of Marine Power Sys-
tems), (d) conceptual image of the modular SINN Power wave-wind-solar platform,
[732].

is triangular in plan view with the wind turbines positioned outside of the area of the
triangle. The point absorbers are distributed along the platform’s edges. In its latest
released design (2019), the W2Power platform is rated for 12 MW of wind power
using two 6 MW-class turbines, and additionally could produce up to 3 MW of wave
power in strong wave climate conditions. Figure 1.30 (a) shows the 1:40 scale model
platform incorporating WECs undergoing testing at the Flowave tank at Edinburgh
University, and Figure 1.30 (b) is a photo of the prototype 1:6 scale device that was
successfully sea tested over a period of 4 months in 2019, at the PLOCAN test site off
the island of Gran Canaria. As of 2021, the W2Power floating wind turbine (without
WECs) is considered to be at TRL 6. An array of W2Power wind turbines is in
the planning phase which will take the technology beyond TRL 7. As an integrated
technology to capture both wind and wave energy, the device has reached TRL 5 at
the conclusion of the Flowave tank tests conducted in 2015.

Marine Power Systems (MPS), a company based in Wales, is also investigating
the possibility of combining wind energy with wave energy. Their technology, named
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DualSub (see Figure 1.30 (c)) [337], combines a platform-supported wind turbine with
a system of submersed buoys that generates electricity by displacing in an orbital
manner due to wave motion. The technology has already been subjected to some
scaled testing and is projected to be capable of producing up to 20 MW of power at
full-scale.

The Ocean Hybrid Platform (OHP) [133, 175, 639] developed by SINN Power is a
modular, integrated wave-wind-solar platform which is currently undergoing testing
at the port of Iraklio in Greece (see Figure 1.30 (d)).

The Renewable Energy Integration Demonstrator – Singapore (REIDS) is a
Singapore-based R3D (Research, Development, Demonstration, Deployment) project
that is investigating the integration of wave energy with other forms of renewable
energy to power island communities in south-east Asia. The Wavegem platform has
been undergoing testing at the marine technology SEM-REV test site off the coast
of France since 2019 [516, 133]. This platform, developed by the GEPS Techno com-
pany, consists of a hybrid wave-solar power production system with a future pro-
jected capacity of up to 1 MW of power. Another integration concept that has been
investigated and developed to prototype level is the combination of a WEC with an
aquaculture cage. In 2020, the Penghu demonstration project [576, 747], developed
by the Guangzhou Institute of Energy Conversion (GIEC), completed 18 months of
testing. The device is an integrated semi-submersible platform that combines aqua-
culture and wave energy harvesting. The device has been patented in China, the EU,
and Japan.

Currently there is a large body of research being produced on the viability of
wave-powered desalination plants. In most cases, the total wave energy produced
is consumed by the desalination plant; however, in a number of cases, the energy
produced is in excess of the plant requirements and this energy has the potential
to be fed back into the grid system. The fully submerged point absorber, CETO 5
WEC, was proposed to power a desalination plant on Garden Island off the west
coast of Australia [647]. The Danish company, Wavepiston has begun the full-scale
testing phase of their technology, also named Wavepiston, at the PLOCAN test site
[21, 654, 614]. The device is capable of harnessing wave energy whilst simultaneously
pumping water to a desalination plant. The system is projected to have a peak power
output of 200 kW and will be capable of powering up to 140 households.

Finally, there is limited research ongoing into the integration of wave power de-
vices with the offshore oil and gas industry [439, 157, 377]. Lundin Energy, in col-
laboration with the Swedish company, Ocean Harvesting Technologies, is currently
undertaking a one year study to investigate the possibility of combining wave energy
technology with oil and gas platforms to facilitate the electrification of daily run-
ning operations. Mocean Energy are also working with ocean technology companies
EC-OG, Chrysaor, Modus, OGTCV and Baker Hughes to develop a wave-powered
renewable energy system capable of operating oil and gas subsea equipment. Bombora
is another such company that are investigating the feasibility of using their devices
to supply clean energy for the operational requirements of offshore oil and gas plat-
forms. This research into efforts to decarbonise the non-renewable sector will have
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clear benefits in terms of reducing operational pollutant emissions and meeting future
climate change targets.

1.4.3 Wave energy farms

As WEC device development matures and progresses along the TRL scale, the com-
mercialisation of the technology is becoming an important consideration. Economies
of scale cost reductions dictate that WEC arrays will become more cost effective as
component device construction, deployment, maintenance, and operational costs re-
duce when more WECs are integrated into an array. At present there are a number of
small arrays in operation. Some of these, such as the array of OWCs operating at the
Mutriku power plant, are integrated into a single structure; whilst other arrays, such
as the three Pelamis devices, were deployed to operate independently, albeit in close
proximity. In this section, some of these WEC arrays that are already operational or
at the planning stage, are discussed.

Seabased, a company that develops floating buoy type WECs, has supplied a
number of their devices to WEC farms around Europe and in Africa [115, 682, 880].
The Ada Foah wave farm in Ghana was installed in 2016 and initially consisted of 6
L12 floating buoy type devices generating 400 kW of power. Following on from the
success of this project, the Ghanaian government signed a contract with Seabased in
2019 to provide enough WECs to install a wave energy farm with a capacity of 100
MW. The Sotenäs wave energy farm [535, 721] off the coast of Sweden consisted of
36 WEC buoys supplied by Seabased. The plant had a capacity of almost 3 MW.
The plant ceased operations in 2019. The Aguçadoura test facility, off the north
coast of Portugal was the location selected to install three Pelamis WECs in 2008
[156, 195, 345, 500]. The array was commissioned in 2008 but was closed down just
two months later when technical problems with the devices were identified. The array
had a total installed capacity of 2.25 MW (see Figure 1.31).

Figure 1.31: Pelamis array of 3 WECs [165].
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The Swedish wave energy company, CorPower Ocean, has secured a 10 year ma-
rine licence to install and begin testing an array of four full-scale C4 WEC devices
at the Aguçadoura site [293]. The project, HiWave-5, aims to demonstrate that the
technology has reached TRL 8. The Australian company, Bombora, intends to begin
testing on a small scale commercial array of 1.5 MW mWave™ devices at the Albany
test site in southwest Australia [107, 128]. Depending on the localised site wave cli-
mate, the testing could comprise up to six devices. The Perth Wave Energy Project at
Garden Island, Western Australia, consists of three CETO 6 type submerged buoys
developed by Carnegie Clean Energy [493, 646, 844]. The power plant, which also
works as a dual-purpose desalination facility, has a peak rated capacity of 5 MW.
The Wanshan 1 MW Wave Energy Demonstration project is currently being installed
in China and consists of two 500 kW point absorbertype WEC devices, named the
Zhoushan and the Changshan [90]. SINN power are also currently testing their break-
water fixed multi point absorber WEC array at Iraklio Port, Greece [424, 387, 451].
Eco Wave Power [598, 175, 810] have developed a similar technology to SINN Power.
Their devices are also wall-mounted floating buoys which are designed to be attached
to breakwater walls or harbour walls, etc. The company has received a permit to
install ten point absorbers to be attached to a breakwater wall at the port of Jaffa in
Israel as part of the EWP-EDF One project. The combined capacity of the installa-
tion will be 100 kW. The company has also installed a WEC array of point absorbers
at an old World War II ammunition jetty on the east coast of Gibraltar. The plant
currently provides 100 kW to the electric grid but plans to expand the plant to 5
MW are in place.

One of the greatest challenges in the development of wave energy array farms
is to understand the complex wave-structure interaction effects, especially in the
diffraction and multi-point source radiated wave field. In the wave energy array sector,
this interactive wave field response across multiple WECs is known as the park effect
[41, 303, 281]. This subject and other WEC array topics are explored in further detail
in Chapter 9.
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2.1 FLUIDS AND WAVE-STRUCTURE INTERACTIONS

To understand the energy absorption from ocean waves, it is necessary to understand
the source itself – the fluid and the ocean waves – and how it interacts with structures,
such as a wave energy converter. Here, the properties and description of ocean waves
will first be discussed based on fundamental as well as stochastic principles, after
which the hydrodynamic forces due to the waves and their interaction with bodies in
the fluid will be discussed.

2.1.1 Ocean waves

Several types of ocean waves exist. Tsunami waves are very long, fast waves caused
by an earthquake or landslide, and capillary waves are small ripples on the water
surface, generated by the wind and dominated by surface tension effects. In wave en-
ergy applications, the waves of interest are wind-generated gravity surface waves, i.e.,
waves resulting from wind blowing at the ocean surface, and dominated by gravity
and inertial forces. Wind-generated ocean waves are thus a renewable energy source,
distilled in two steps from the solar energy incident on the earth, which causes wind
and in the next step waves. As such, ocean waves contain more energy per unit
volume than wind and solar energy, and the wave energy resource roughly resem-
bles the characteristics of wind energy and is largest at high latitudes, as shown in
Figure 1.24.
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Figure 2.1: In general, ocean waves consist of waves of many frequencies, travelling
simultaneously in different directions (left). Due to the dispersive property of ocean
waves, waves propagating over long distances separate according to frequency, pro-
ducing swells (right).

As water waves, ocean waves can in their most fundamental form be described by
the Navier-Stokes equations for incompressible fluids, as will be discussed in Section
2.1.1.1. Numerical solutions of these equations form the basis for the computational
fluid dynamics methods that are discussed in detail in Section 2.3. For many appli-
cations, however, simplified theories based on neglecting viscosity, turbulence, and
non-linear effects of the fluid can be used, resulting in linear potential flow theory.
These assumptions and their limits of validity will be discussed in Section 2.1.1.2. As
we will see, the solutions describe surface waves that satisfy the dispersion relation,
meaning that the waves are dispersive and travel with speeds proportional to their
wave lengths. This gives rise to the formation of swells, which can be seen in Figure
2.1 and will be discussed in more detail in Section 2.1.1.3. From the linearity of the
problem, a sum of solutions is again a solution to the linear potential flow theory,
and ocean waves can, to a good approximation, be described as superpositions of
sinusoidal waves with different frequencies and phases. Such irregular waves can be
described by stochastical parameters and wave spectra, to be introduced in Section
2.1.1.4.

2.1.1.1 Navier-Stokes equations

The fundamental equations describing fluids are the Navier-Stokes equations together
with the continuity equation. The continuity equation stems from the physical prin-
ciple that the mass of the fluid element must be conserved, and can be expressed
as:

∂ρ

∂t
+∇· (ρu) = 0 (2.1)

where the first term represents the change in fluid density ρ and the second term the
mass flow, and u denotes the fluid velocity.

Water can (to a good approximation) be considered incompressible [242], and to
distinguish water from other fluids such as gases, an incompressibility constraint can



Fluid dynamics and wave-structure interactions ■ 63

be imposed,
∇·u = 0. (2.2)

Finally, the Navier-Stokes equation is derived from the fundamental principle of
momentum conservation. In other words, it is derived by applying Newton’s second
law

F =ma (2.3)

to a small fluid volume, and expressing on the left-hand-side all the forces acting on
the fluid element, and expressing the right-hand-side as the density of the fluid times
its acceleration, integrated over the fluid volume. The forces acting on the fluid are
external forces (usually only gravity) and internal forces acting on the surface of the
fluid element by neighbouring fluid elements. The internal force is called stress force
and can be divided into pressure p (acting perpendicular to the surface) and shear
stress (acting parallel). For incompressible fluids, the shear stress can be rewritten in
terms of viscosity ν, and the Navier-Stokes equation takes the form

∂u
∂t

+ u ·∇u = −1
ρ

∇p+ν∇2u+ 1
ρ

Fext (2.4)

where Fext is the external net force acting on the fluid, usually only the gravity force
Fext = ∇(−ρgz). For inviscid flow, the Navier-Stokes equations reduce to the Euler
equations.

An incompressible fluid is thus governed by the continuity Eq. (2.1), an incom-
pressibility constraint (2.2), and the Navier-Stokes Eq. (2.4). These form a system of
non-linear partial differential equations, and finding analytical solutions is difficult, or
impossible. In fact, to prove the existence of smooth solutions in three dimensions is
one of the most important open problems in mathematics and physics, and a reward
of 1 million USD has been offered by the Clay Mathematics Institute for a solution
or counterexample.

To find solutions, there are two main approaches. The first, which will be discussed
in detail in Section 2.3, is to discretise the problem and solve it using approximate
numerical methods, such as Reynolds-averaged Navier-Stokes (RANS) computational
fluid dynamics (CFD) methods. The second approach is to make assumptions to
simplify the equations, such that analytical or numerical solutions can be readily
found. This approach will now be discussed in detail in the remainder of this section
and in Section 2.2.2.

2.1.1.2 Linear potential flow theory

Consider a fluid which is irrotational (∇ × u = 0). This assumption is equivalent (at
least for simply connected domains) to the fluid velocity being conservative, i.e., it
is the gradient of some fluid velocity potential, u = ∇Φ. Together with the incom-
pressibility constraint in Eq. (2.2), this implies that the fluid potential satisfies the
Laplace equation,

∇2Φ = 0. (2.5)
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Figure 2.2: Notation of the fluid domain.

Furthermore, assume that the fluid is ideal (i.e., it has neglectable viscos-
ity ν = 0) and that the external force in the Navier-Stokes Eq. (2.4) is gravity
Fext = (0,0,−ρg) = ∇(−ρgz), then the Navier-Stokes equation takes the form

∂

∂t
∇Φ+ 1

2∇
(
(∇Φ)2

)
= −1

ρ
∇p+ 1

ρ
∇(−ρgz). (2.6)

By collecting the terms on one side and integrating over the spatial dimensions, the
Bernoulli equation is obtained,

∂

∂t
Φ+ 1

2(∇Φ)2 + 1
ρ
p+gz = const. (2.7)

A priori, the constant on the right hand side may be time-dependent C = C(t), but
this time dependency may be embedded in a field redefinition Φ′ = Φ −

∫ t
t0
C(τ)dτ .

When multiplied with the density, the second term can be seen to represent the kinetic
energy ρu2/2; whereas the term ρgz represents the potential energy. As we will come
back to in Section 2.1.2, when computing hydrodynamic forces, the Bernoulli equation
can be used to compute the pressure in the fluid domain.

At the free surface, the pressure equals the atmospheric pressure, p= patm. To find
the constant C on the right hand side of the Bernoulli equation, consider the static
case where there are no waves, i.e., there is no fluid velocity u = 0, ϕ is constant
and z = 0 at the free surface, see Figure 2.2. This implies that C = 1

ρpatm, which
further implies that generally, at the free surface z = η(x,y, t), the dynamic boundary
constraint holds,

∂

∂t
Φ+ 1

2(∇Φ)2 +gη = 0 at z = η(x,y, t). (2.8)

At any fixed, rigid boundary in the fluid domain, such as the sea bed, the fluid
is constrained such that it cannot penetrate the boundary. In other words, the fluid
velocity in the direction of the rigid boundary must vanish,

∂Φ
∂n

= 0, (2.9)



Fluid dynamics and wave-structure interactions ■ 65

where n is the normal of the boundary pointing in towards the fluid domain. Note
that in many applications in CFD, the non-penetration constraint (2.9) is replaced
by a more conservative no-slip condition, where the relative fluid velocity is zero in all
directions at rigid walls. In addition, the fluid particles should stay in the water, i.e.,
the kinematic constraint is imposed such that the vertical velocity of a fluid particle
at the free surface, uz = ∂Φ/∂z should equal the vertical velocity of the surface itself,
η̇(t),

∂Φ
∂z

= ∂η

∂x

∂Φ
∂x

+ ∂η

∂y

∂Φ
∂y

+ ∂η

∂t
at z = η(x,y, t), (2.10)

where it was also used that the fluid velocity components can be written in terms of
the velocity potential, ẋ(t) = ux = ∂Φ/∂x.

In total, the fluid is governed by the Laplace Eq. (2.5) together with the boundary
constraints (2.8) and (2.10) at the free surface and (2.9) at any rigid boundary. If
the rigid boundary is moving, a more general form of the boundary constraint (2.9)
is valid where the velocity of the fluid equals the velocity of the moving boundary.

Linearisation Potential flow theory relies on the assumptions of irrotational, in-
viscid, and incompressible fluid, but is still described by non-linear partial differential
equations. To simplify the non-linear boundary constraints (2.8) and (2.10) at the
free surface, a further assumption on non-steep waves is required, i.e., that the wave
height H is small in relation to the wave length λ, H ≪ λ. A small parameter

ϵ= ka≪ 1 (2.11)

is often defined, where k= 2π/λ is the wave number and a=H/2 the wave amplitude.
The fluid potential and the surface elevation can then be expanded as perturbations
around the still free surface z≈ 0 and the first-order approximation taken. In practice,
this amounts to neglecting all non-linear terms in Eqs. (2.8) and (2.10) since they are
small. The resulting linear boundary constraints at the free surface are

∂Φ
∂t

+gη = 0 at z = 0 (2.12)

∂Φ
∂z

− ∂η

∂t
= 0 at z = 0 (2.13)

which can be combined into

∂2Φ
∂t2

+g
∂Φ
∂z

= 0 at z = 0. (2.14)

Together with the fixed rigid body boundary constraint (2.9) and the Laplace Eq.
(2.5) in the full domain, they define linear potential flow theory, also known as Airy
wave theory.

As defined by Eq. (2.11), the linearisation relies on a perturbation in a small
parameter, which only remains small as long as the waves are non-steep. As the
waves become steeper, higher-order non-linear terms should be included in the ap-
proximation. This is shown in Figure 2.3, which specifies the validity of linear and
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Figure 2.3: Wave model suitability, adapted from [276].

higher-order theories at different water depths and at different wave heights. The
validity of different theories describing ocean waves as well as their corresponding
solvers will be further discussed in Section 2.5.

2.1.1.3 Dispersive waves

A solution to the Laplace Eq. (2.5) and the linear boundary constraints at the free
surface (2.12)–(2.13) and at fixed rigid boundaries (2.9) can be found by separation
of variables. Here, the derivation will be considered for a wave propagating only in the
x-direction, but the generalisation to wave propagation in both the x and y directions
follows analogously.

Consider waves propagating along the x-direction and make the ansatz for a
harmonic wave with wave number k and angular frequency ω,

Φ(x,z, t) = Z(z)sin(kx−ωt). (2.15)

Inserting the ansatz into the Laplace equation gives

0 = ∇2Φ =
[
−k2Z(z)+Z ′′(z)

]
sin(kx−ωt), (2.16)

implying that the ansatz satisfies the Laplace equation provided that the vertical
function Z(z) takes the form Z(z) =Aekz +Be−kz for some constants A and B. The
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boundary constraint at the seabed z = −h further implies that

0 = ∂Φ
∂z

∣∣∣
z=−h

=
[
Ake−kh−Bkekh

]
sin(kx−ωt) (2.17)

which implies that the two constants are related as A/B = e2kh. Finally, the potential
must satisfy the boundary constraints at the free surface, which in combined forms
take the expression

0 = ∂2Φ
∂t2

+g
∂Φ
∂z

∣∣∣
z=0

=
[
−ω2(A+B)+gk(A−B)

]
sin(kx−ωt) (2.18)

from which follows that

ω2 = gk
A−B

A+B
= gk

e2kh−1
e2kh+1 = gk tanh(kh). (2.19)

With the relationship between the constants A and B inserted, the vertical function
takes the form Z(z) =Bekz(ek(z+h) + e−k(z+h)) = C cosh(k(z+h)), where C is some
new constant. Often, the constant C is chosen such that Z(0) = gH/(2ω), which gives
the final linear solution: a fluid potential of the form

Φ(x,z, t) = gH

2ω
cosh(k(z+h))

cosh(kh) sin(kx−ωt) (2.20)

satisfies the Laplace Eq. (2.5) and the linear boundary constraints (2.12)–(2.13) at
the free surface and the sea bed (2.9), provided that the dispersion equation holds,

ω2 = gk tanh(kh). (2.21)

The dispersion equation relates the frequency of a wave with its wave length, and
implies that waves of different wave lengths in general travel with different speeds, i.e.,
that the phase speed vp =ω/k∝ λ. Waves for which this is true are denoted dispersive.
This can be compared with electromagnetic waves in vacuum that are non-dispersive.
The dispersion equation for electromagnetic waves in vacuum is ω= ck, where c is the
speed of light, implying that the phase speed is always equal to the constant speed
of light, vp = ω/k = c.

The surface elevation corresponding to the fluid potential (2.20) is given by the
free surface boundary constraint (2.12),

η(x,t) = −1
g

∂Φ
∂t

∣∣∣
z=0

= Acos(kx−ωt) (2.22)

which is a harmonic plane wave with amplitude A = H/2, propagating along the
x-direction.

The energy available in a harmonic wave is the sum of its kinetic and potential
energy. In deep water, it equals

E = 1
8ρgH

2 = ρg
〈
η2〉, (2.23)
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where ρ is the density, H the wave height, and
〈
η2〉 is the time average of the surface

elevation (2.22) squared, also called the variance.
In addition to the energy available in ocean waves per unit ocean area, the trans-

portation of energy, or energy flux , is a relevant parameter for wave energy applica-
tions. The average energy transported by the per-unit frontage of the incident wave
can be calculated as [226, 839]

J = ρg2

4ω |A|2, (2.24)

in deep water, where A is the complex wave elevation, and

J = ρg2

4ω D(kh)|A|2, (2.25)

in finite-depth water, where D(kh) is the depth function

D(kh) = tanh(kh)
[
1+ 2kh

sinh(2kh)

]
. (2.26)

which is a function of the depth h and asymptotic to 1 in deep water. Note that J
will be used in Chapters 3, 5, and 8 in the definitions of capture width, interaction
factors, etc.

2.1.1.4 Wave spectra and wave parameters

From the linearity of the Laplace equation and the boundary constraint, solutions can
be superposed into new solutions. In general, ocean waves consist of sums of many
harmonic waves of the form (2.20), travelling in many directions simultaneously.
Since ocean waves are dispersive, when they travel over long distances they will
separate according to their frequency. When reaching a distant point, the resulting
superposition will consist of waves with similar frequencies, the so-called swells, see
Figure 2.1.

Consider an irregular ocean surface composed of many harmonic waves (2.22)
of amplitudes An and angular frequency ωn = ndω. At a certain point (x,y), the
time-dependent surface elevation is given by η(t) =

∑
nAn cos(ωnt+φn), where φn

are phases. The variance of the surface elevation for the irregular waves is

〈
η2〉= 1

T

∫ T

0

[ ∞∑
n=0

An cos(ωnt+φn)
][ ∞∑

n=0
Am cos(ωmt+φm)

]
dt=

∞∑
n=0

1
2A

2
n, (2.27)

where the orthonormality of trigonometric functions was used, implying that the only
contribution from the product of the cosine functions is when m= n. By comparing
(2.23) and (2.27), the conclusion can be drawn that the energy of the nth wave
component is given in terms of the amplitude of the wave component as En = 1

2ρgA
2
n.

At this point a new function Sη(fn), called the spectral density function, can be
defined as Sη(fn)df = 1

2A
2
n with units m2s, so that

〈
η2〉=

∞∑
n=0

1
2A

2
n = 1

ρg

∞∑
n=0

En =
∞∑
n=0

Sη(fn)df, (2.28)
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where fn = ωn/2π are the frequencies. The spectral density function is proportional
to the energy density for each wave component fn. When the frequency step becomes
infinitesimally small df → 0, the sum can be written as an integral, and the variance,
and thus the energy of the irregular waves, can be expressed as

E = ρg
〈
η2〉= ρg

∫ ∞

0
Sη(ω)dω. (2.29)

A harmonic wave is characterised by its wave height, wave length, and period
(and the latter two parameters are related by the dispersion equation). Clearly, ir-
regular waves cannot be described by a single wave height and period. Instead, these
parameters must be defined statistically, which is undertaken in terms of so-called
spectral moments. The nth spectral moment is defined in terms of the spectral density
function and the wave frequency as

mn =
∫ ∞

0
fnSη(f)df. (2.30)

From comparison with Eq. (2.29), it is clear that the zeroth spectral moment is
proportional to the energy of the irregular waves,

m0 =
∫ ∞

0
Sη(f)df =

〈
η2〉= 1

ρg
E. (2.31)

The significant wave height is defined in terms of the zeroth spectral moment as

Hs = 4 √
m0, (2.32)

sometimes also denoted Hm0. Its definition has historical reasons. An older definition
of significant wave height is the average wave height of the highest 1/3rd of the waves,
denoted H1/3. This was the wave height “estimated by a well-trained observer”. The
new definition in terms of spectral moments agrees with the historical one within a
few percent, Hs ≈H1/3.

The energy period of irregular waves is defined as

Te = m−1
m0

. (2.33)

It is the period with which a single harmonic wave would have the same energy as
the irregular waves. Another useful statistical property is the average up- or down-
crossing periods. An up-crossing period is the time between when the surface elevation
passes from z < 0 to z > 0, to the next such event. The up-crossing period is defined
as the average of those periods, and can be written in terms of spectral moments as
Tz =

√
m0/m2. The average crest period Tc =

√
m2/m4 is defined as the length of

the wave record divided by the number of crests within that record, and the peak
period Tp = 1/fp is defined as the period for which the spectral density has a peak,
S′(fp) = 0.

From the definition of the significant wave height and Eq. (2.31), the energy in
irregular ocean waves beneath a unit area is given by

E = 1
16ρgH

2
s , (2.34)



70 ■ Modelling and Optimisation of Wave Energy Converters

Figure 2.4: Different wave spectra of the form in Eq. (2.35) for different values of the
constants A and B.

which can be compared with the analogous expression for harmonic waves in Eq.
(2.23).

As derived above, the irregular ocean waves can be described stochastically in
terms of their wave spectra and related wave parameters, such as significant wave
height and peak or energy period, and the energy available in ocean waves is directly
proportional to the integral of the spectra over all wave frequencies. In general, the
different wave components may travel in different directions simultaneously, and the
wave spectrum is dependent on direction, S(θ,f). For a more thorough description of
ocean waves and directional wave spectra, the reader is referred to a textbook specific
for the subject, such as [587].

From considerations of a finite valued energy and energy flux, and based on em-
pirical studies, it has been found that a typical spectrum can be written in the form

S(ω) = A

ω5 e
−B/ω4 (2.35)

where A and B are constants that can be determined in different ways, and ω = 2πf
is the angular frequency of the wave component. The typical form of such a function
can be seen in Figure 2.4. Empirical formulas have been derived from large data
sets of realistic wave measurements to find the explicit form of the spectral density
functions, and different wave spectra exist that describe waves in different ocean
basins to varying degrees of accuracy.

The Bretschneider spectrum was derived in conditions where the wind has only
a limited distance to generate the waves [88],

SBret(ω) =
5ω4

pH
2
s

16
1
ω5 exp

(
−5

4

(
ωp
ω

)4
)

(2.36)

where ωp is the peak angular frequency. Based on the assumption of a fully developed
sea, where equilibrium has been reached between the waves and the wind, the Pierson-
Moskowitz spectrum was presented on the form [635]

SPM(ω) = αg2

ω5 exp
(

−β
(
ω0
ω

)4
)

(2.37)
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where α = 0.0081, β = 0.74, ω0 = g/U19.5, and U19.5 is the wind speed measured
at a height of 19.5 m above the sea surface. Another often-used parameter is
the wind speed at 10 m above the surface, which in most situations is related to
the wind speed at 19.5 m as U19.5 ≈ 1.026U10, where a drag coefficient of 1.3 · 10−3

was assumed. The peak frequency of the Pierson-Moskowitz spectrum is the one for
which S′(ωp) = 0, which is ωp = 0.844g/U19.5 rad/s−1.

In the JOint North Sea WAve Project, sharper peaks were observed than were
predicted by the Pierson-Moskowitz spectrum, and it was found that the waves were
never fully in equilibrium, they continued to develop through non-linear wave in-
teractions, implying also that wave speed can become larger than the wind speed.
A modified spectrum with a peak enhancement factor was developed, the so-called
JONSWAP spectrum [339],

SJONSWAP(ω) = αg2

ω5 exp
(

−β
(
ωp
ω

)4
)
γr (2.38)

where the parameters were defined as α = 0.076(U2
10/gF )0.22, where U10 is the wind

speed at 10 m height, β= 1.25, γ= 3.3, and r= e−(ω−ωp)2/(2σ2ω2
p) where the parameter

σ = 0.07 for ω ≤ ωp (angular frequencies smaller than or equal to the peak angular
frequency) and σ = 0.09 for ω > ωp.

The fetch F is defined as the distance over which the wind blows with constant
velocity. As discussed above, the waves of relevance for wave energy are generated
by winds, which is reflected in the form of the empirical spectra. The stronger the
wind, the longer the duration of the wind, and the longer the distance over the ocean
surface the wind has blown (the so-called fetch), the bigger the resulting waves will
be.

2.1.2 Wave-structure interaction

Once the wave field is obtained, the wave-structure interaction and the dynamics of
a structure due to the hydrodynamic forces can be studied.

2.1.2.1 Hydrodynamic forces

Once the equations describing the ocean waves have been solved, the pressure in
the fluid can be determined. In the case of the full Navier-Stokes Eq. (2.4), the
fluid velocity and the pressure are obtained numerically using a CFD method. In
the case of (linear) potential flow theory, solutions to the Laplace Eq. (2.5) and
the boundary constraints (2.9), (2.12)–(2.13) can be solved either by analytical or
numerical methods, and the pressure can be obtained from the Bernoulli Eq. (2.7).

The force and force moment on a structure in a fluid is given by the fluid pressure
integrated along the wetted surface S of the structure as

F =
"

S
pdS (2.39)
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where for the force vector dS = ndS, n being the normal vector pointing out from
the structure into the fluid, and for the force moment vector dS = r × ndS, where r
is the moment arm pointing from the axis of rotation to the surface element dS.

From this point, the fluid will be restricted to the case of potential flow theory.
The total fluid pressure is the sum of the hydrodynamic pressure due to the waves and
the hydrostatic pressure. From Eq. (2.7), the hydrodynamic pressure can be obtained
as

pdyn = −ρ
(
∂Φ
∂t

+ 1
2(∇Φ)2

)
. (2.40)

As discussed in the previous section, in linear potential flow theory the non-linear
term can be neglected and the dynamic pressure can be described in terms of the first
term. Furthermore, due to the linearity, the fluid velocity potential can be divided
into potentials corresponding to incident, scattered and radiated waves,

Φ = ΦI +ΦS +ΦR. (2.41)

The scattered waves appear when waves are scattered off a fixed structure, and the
radiated waves are due to the structure’s own motion in the water.1

The force and force moments of Eq. (2.39) can then be separated into forces
resulting from incident and scattered waves off a fixed structure, denoted excitation
force Fe, and forces resulting from the motion of the structure in the absence of
incident waves, denoted radiation force Fr.

F = −ρ
"

S

(
∂ΦI
∂t

+ ∂ΦS
∂t

)
dS︸                                ︷︷                                ︸

Fe

+−ρ
"

S

∂ΦR
∂t

dS︸                 ︷︷                 ︸
Fr

(2.42)

and analogously for the force moment. In the frequency domain description of the
problem, the expressions simplify further, which will be discussed in Section 3.1.2.

The radiation force is usually written as a sum of a term proportional to the
acceleration of the structure, added mass, and a term proportional to its velocity,
radiation damping. (In the frequency domain, these correspond to the imaginary and
real parts of the radiation force, respectively.) The terms added mass and radiation
damping (or radiation resistance) indicate the physical interpretation of the terms:
the added mass can be understood as the added inertial force due to the mass of the
volume of water following the body’s oscillation, whereas the radiation damping can
be understood as the damping of the oscillatory motion due to the emitted energy in
terms of radiated waves.

2.1.2.2 Hydrostatic forces

The hydrostatic forces are due to the fluid loading acting on a body when placed
in still water. It originates from the static-pressure term −ρgz in Eq. (2.6), because

1Note that the term diffracted waves is sometimes used to describe the sum of incident and
scattered waves, ΦD = ΦI +ΦS , whereas sometimes the opposite meaning of diffracted and scattered
waves is used, i.e., ΦS = ΦI + ΦD.



Fluid dynamics and wave-structure interactions ■ 73

the body’s wet surface experiences a varying hydrostatic pressure as a result of its
oscillation. The hydrostatic forces can be determined using the same method for the
hydrodynamic forces, and can be expressed as

Fs = −ρg
"

S
zdS, (2.43)

and analogously for the force moment.

2.1.2.3 Hydrodynamic responses

The motion of a rigid body can be characterised by six components corresponding to
six degrees of freedom (DoF) or modes of (oscillatory) motion. For a vessel like an
elongated body (directed parallel to the x axis, as indicated in Figure 2.5), the six
modes numbered 1 to 6 are named surge, sway, heave, roll, pitch, and yaw, respec-
tively.

Figure 2.5: A vessel in still water with its wet surface marked in blue colour. A rigid
body has six modes of motion: surge, sway, heave, roll, pitch, and yaw.

A six-dimensional generalised velocity vector ẋ is introduced with components

(u1,u2,u3) = (Ux,Uy,Uz) = Ū , (2.44)

(u4,u5,u6) = (Ωx,Ωy,Ωz) = Ω̄, (2.45)

where Ū is the velocity of a reference point and Ω̄ is the angular velocity vector corre-
sponding to rotation about the reference point. Note that the components numbered
1 to 3 have SI units of m/s; whereas the remaining components numbered 4 to 6 have
SI units of rad/s.

From Newton’s second law, the dynamic equation for an oscillating body may be
written as

Mẍ = Fe+Fr +Fs+Fp+Fc+Fm+Fv, (2.46)

where M denotes the inertia of the oscillating body. Fe and Fr represent the six-
dimensional generalised vectors of the wave excitation forces/moments and wave
radiation forces/moments, respectively (see Eq. (2.42)). Fs denotes the hydrostatic
buoyancy force vector (see Eq.(2.43)).

Apart from the fluid force, including both the total wave force, Fe+Fr, and the
hydrostatic buoyancy force, Fs, some additional forces are considered as the four
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last terms in Eq. (2.46). Fp denotes a load force due to some purpose. It could be
a power take-off (PTO) system necessary for the conversion of wave energy and/or
a control force intended, for example, to reduce the oscillation of a floating body or
to enhance wave power absorption of the wave energy device. A load force induced
by interconnected constraint may also be considered as a component of this kind
of force; where Fm represents the mooring force and Fv represents an unavoidable
viscous effect.

2.2 LINEAR POTENTIAL FLOW THEORY SOLVERS

For many wave energy applications, ocean waves can, to a good approximation, be
described by linear potential flow theory, as was discussed in Section 2.1.1.2, where
the equations governing linear potential flow theory were derived. One solution rep-
resenting a harmonic wave was derived in Section 2.1.1.3 to illustrate the dispersion
equation. Here, more general solutions to the theory will be derived, using analytical
methods in Section 2.2.1 and the numerical boundary element method in Section
2.2.2.

2.2.1 Analytical solutions

To solve the equations of motion (2.46), the dynamical forces must be determined.
From Eq. (2.42), the forces can be obtained as integrals of the fluid velocity potentials.
The fluid potentials should satisfy the Laplace Eq. (2.5) and the boundary constraints
at fluid boundaries, including the free surface. Again, the problem will be restricted
to the linear potential flow theory, where the boundary constraints at the free surface
take the form (2.14).

A common strategy is to solve the potentials in the frequency domain using
separation of variables. Using Fourier transform, the fluid potential can be considered
in the frequency domain,

ϕ(x) =
∫ ∞

−∞
Φ(x, t)eiωtdt, (2.47)

where the frequency dependence in ϕ(x) is implicit. In the frequency domain, the
time derivative translates to multiplication with the frequency,

∂

∂t
Φ(x, t) =

∫ ∞

−∞
[−iωϕ(x)]e−iωtdt,

∂

∂t
↔ −iω. (2.48)

To find a potential satisfying both the Laplace equation and the linear boundary
constraints, an ansatz can be made in the form

ϕ(x,y,z) =W (x,y)Z(z). (2.49)

Inserted back into the Laplace equation and separating the horizontal and vertical
coordinates reveals that

1
W

(
∂2W

∂x2 + ∂2W

∂y2

)
= − 1

Z

∂2Z

∂z2 = α (2.50)
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where α is a constant. Thus, the vertical eigenfunctions satisfy the differential equa-
tion Z ′′(z)+αZ(z) = 0 and take the form of trigonometric functions,

Z(z) = C cos(αz+β). (2.51)

When inserting this expression into the boundary constraint at the sea bed (2.9),

0 = ∂ϕ

∂z

∣∣∣
z=−h

= −W (x,y)C sin(−αh+β), (2.52)

which is satisfied if β = αh. Furthermore, the linear boundary constraint at the free
surface (2.14) in the frequency domain takes the form

0 = −ω2ϕ+g
∂ϕ

∂z

∣∣∣
z=0

= −[ω2 +gα tan(αh)]W (x,y)Z(z) (2.53)

which is satisfied if ω2 = −gα tan(αh). To find which values of the constant α satisfy
this relationship, the case when α is a real, positive number is considered. In that
case, for each value of the angular frequency ω, there are infinitely many solutions
α = km > 0 to the equation

ω2 = −gkm tan(kmh) (2.54)

where each solution lies within the range km ∈
(
π
h

(
m− 1

2

)
, mπh

)
. Negative and real

values of α correspond to the same solutions. In the case when α is a complex valued
number, we write α = −ik, giving the expression

ω2 = gk tanh(kh) (2.55)

which was also derived in Eq. (2.21). Eqs. (2.54) and (2.55) are called the dispersion
equation. For each value of the angular frequency ω, there is a unique solution k > 0
satisfying the dispersion Eq. (2.55). The two cases of real and complex solutions
can be combined into one, Z(z) = Cm cos(km(z+h)), with k0 = −ik. Typically, the
constants Cm are chosen such that the vertical eigenfunctions are orthogonal,

Zm(z) = cos(km(z+h))
cos(kmh) , m≥ 0, k0 = −ik. (2.56)

Note that in the case of m= 0 (i.e., the complex root of the dispersion solution), the
vertical function takes the form of a hyperbolic cosine, Z0(z) ∝ cosh(k(z+h)), also
shown in Eq. (2.20).

The general solution to the horizontal part W (x,y) of the fluid potential will take
different forms depending on the geometry of the problem. In Section 2.1.1.3, it could
be seen that if the function were independent of y, a solution could be found in a
simple form of a trigonometric function, representing a plane wave propagating along
the x-direction.

Many fluid systems relevant for wave energy can be described using cylindrical
geometry; for instance, waves scattered off pillars with circular cross sections, or waves
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radiated from a stone dropped in a pond or from an oscillating cylindrical buoy. In
such cases, it is appropriate to seek the horizontal function in cylindrical coordinates,
as a product between a radial and an angular function, W (x,y) = R(r)Θ(θ). When
inserted into the Laplace Eq. (2.50) in cylindrical coordinates and separating the
radial and angular parts, the following equations are obtained,

r2

R(r)

[
R′′(r)+ 1

r
R′(r)−k2

nR(r)
]

= − 1
Θ(θ)Θ′′(θ) = n2 (2.57)

where n is a constant and kn are the solutions to the dispersion Eqs. (2.54)–(2.55)
obtained earlier. For the angular function, this is satisfied by a function of the form

Θ(θ) = Ceinθ, (2.58)

where C is a constant and n an integer to satisfy the periodicity condition Θ(θ+2π) =
Θ(θ). The radial function represents a modified Bessel equation, which is solved by
modified Bessel functions,

R(r) = AKn(kmr)+BIn(kmr). (2.59)

For the fundamental solution k0 = −ik of the dispersion equation, the modified Bessel
functions correspond to a Hankel function of the first kind, Kn(k0r) ∝H

(1)
n (kr), and

a Bessel function of the first kind, In(k0r) ∝ Jn(kr), respectively.
To summarise, the fluid velocity potential that satisfies the Laplace equation and

the linear boundary constraints in a cylindrical coordinate system takes the form

ϕ(r,θ,z) =
∞∑

m=−∞

∞∑
n=−∞

[AmnKn(kmr)+BmnIn(kmr)]einθZ(z), (2.60)

where the vertical eigenfunction takes the expression in (2.56). The case k0 = −ik
corresponds with the dispersion Eq. (2.55) to propagating modes represented by
Hankel functions and Bessel functions of the first kind, whereas the higher modes
km > 0 correspond to the dispersion Eq. (2.54) with m > 0 and evanescent modes
represented by modified Bessel functions.

In presence of one or several bodies, body boundary constraints and requirement
of continuity of the velocity potentials over fluid domains can be used to determine
the unknown coefficients Amn and Bmn in Eq. (2.60). In some cases, such as a bottom-
mounted cylinder, this can be done exactly, whereas in the case of a floating truncated
cylinder the solution can be found semi-analytically by truncating the infinite sums
in Eq. (2.60) and solving the resulting system of linear equations.

For more in-depth information and for solutions in other geometries and coordi-
nate systems, the reader is referred to the excellent textbook [450]. The analytical
solution will be extended to arrays of floating structures in Chapter 8.

2.2.2 Boundary element method

In addition to the analytical techniques, e.g., the method of separation of variables, a
more general way is to apply a standard boundary element method (BEM). Without
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being limited to regular geometries, BEM has the advantage that all the unknowns
are restricted on specified boundaries so that the preprocessing work such as mesh-
ing can be extremely straightforward. In BEM, the boundary integral equations are
derived via Green’s theorem within a confined or unconfined space. The boundary
integral equations can be numerically solved by discretising the boundaries into a
number of geometrical and physical elements. These elements can be approximated
using Lagrange interpolating polynomials, B-splines, etc., depending on the requisite
accuracy.

2.2.2.1 Boundary integral equation

The complete linear frequency-domain problem is comprised by the Laplace Eq. (2.5),
the free-surface boundary conditions (2.12) and (2.13), the rigid body boundary con-
dition (2.9), plus an appropriate wave radiation condition such as the Sommerfeld
condition (2.61) in the far-field,

lim
R→∞

[√
kR

(
∂ϕ

∂R
− ikϕ

)]
= 0, (2.61)

where R refers to the distance away from the body. Based on Green’s second theorem,
the radiated and diffracted wave velocity potentials on the immersed body surface
SB can be solved by a set of boundary integral equations. The integral equations can
be with respect to either a distribution of sources

2πσ(x)+
"

SB
σ(ξ)∂G(ξ;x)

∂nx
dSξ = Vn, (2.62)

or mixed sources and dipoles

2πϕ(x)+
"

SB
ϕ(ξ)∂G(ξ;x)

∂nξ
dSξ =

"
SB
Vn(ξ)G(ξ;x)dSξ, (2.63)

where ξ refers to the source point on the body surface and x the field point in the
fluid domain or on the body surface, and Vn denotes the respective normal velocity
on the body surface. It has been proved that the mixed source-dipole distribution
method is more accurate than the source distribution method [154]. Eq. (2.12) can
be discretised using splines or polynomials. Taking the most popular constant panel
method for example (i.e., the zeroth-order Lagrange interpolating polynomials), the
discrete form of Eq. (2.12) is

2πϕ(xi)+
N∑
j=1

Dijϕ(xj) =
N∑
j=1

SijVn (xj) ,(i= 1,2, ...,N) , (2.64)

where N is the number of panels on the immersed body surface. The integration of
sources and dipoles over each panel can be represented by

Sij =
"

SB,j

G(ξ;xi)dSξ, (2.65)
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Dij =
"

SB,j

∂G(ξ;xi)
∂nξ

dSξ, (2.66)

where SB,j denotes the jth panel surface.

2.2.2.2 Removal of irregular frequencies

Directly solving of Eq. (2.63) leads to substantial errors in the neighbourhood of
the so-called “irregular frequencies”. This phenomenon is caused by the waterplane
section of the members of floating bodies that intersects the free water surface. The
irregular frequencies actually coincide with the eigenfrequencies of the corresponding
sloshing modes of the interior tank (assuming flow filling inside the tank).

There are several approaches to prevent these numerical errors. Ref. [881] presents
the modified Green function method and the extended integral equation method (the
latter has later been applied in WAMIT). Ref. [446] gives a comprehensive compari-
son between the extended integral equation method and the overdetermined integral
equation method, and concludes that the overdetermined integral equation method
is more computationally efficient, as it only requires a few discrete points on the wa-
terplane area, in contrast with hundreds and thousands of waterplane panels in the
extended integration method.

The overdetermined integral equation method assumes that the potentials on the
interior water plane are zero. By applying Green’s theorem in the interior domain
of the floating body, an additional boundary integral equation is introduced in a
combined application with Eq. (2.63):"

SB
ϕ(x)∂G(ξ;x)

∂nξ
dSξ =

"
SB
Vn,(ξ)G(ξ;x)dSξ,(x ∈ SWP,ξ ∈ SB) , (2.67)

where SWP denotes the interior waterplane area. By choosing several discrete points
(say, M points) on SWP, a set of over-determined linear algebraic equations can be
constructed, which finally leads to the following linear algebraic system:

N∑
n=1

{
M+N∑
m=1

AmnAmp

}
ϕk (xn) =

M+N∑
m=1

AmpBk (xm) ,(p= 1,2, ...,N), (2.68)

Eq. (2.68) can regularly be solved without any problem. In addition to the advantage
of less computational cost, the overdetermined integration method avoids evaluation
of the logarithmic singularity of free-surface Green’s function occurring in the limiting
case when the panel is on the free surface. Interested readers can refer to Refs.
[429, 454, 446] for the implementation details of this method.

2.2.2.3 Calculating free-surface Green’s functions

The computational burden of BEM mainly lies in two aspects, namely the compu-
tation of free-surface Green’s functions and solution of the resultant linear algebraic
system. This holds true for both frequency-domain and time-domain BEMs. The in-
finite interval of the integral, the oscillating nature, and the singularity behaviour of
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the integrand are the three key difficulty points in calculating free-surface Green’s
functions.

There have been numerous works on developing efficient and accurate algorithms
for free-surface Green’s functions, for the deepwater condition (e.g., [572, 843]), and
for the finite-depth water condition ([572, 120, 458, 473]). In general, the calculation
strategies can be categorised into several types (in particular for finite-depth Green’s
function): (1) extracting slow-varying components from the Green function and us-
ing a Chebyshev or multi-dimensional polynomial method to approximate them (e.g.,
[572, 120, 473]); (2) applying asymptotic or power series expansions, such as eigen-
function expansions, rapid convergent series, or a combination with other numerical
acceleration algorithms in different subregions (e.g., [634, 448, 456]); (3) decomposing
the principal-value integral into two parts by subtracting a special term from the inte-
grand and applying a direct Gauss-Laguerre quadrature to the numerical integration
(e.g., [200, 455]). In order to reduce the repeated effort in implementation of these
algorithms, [761] and [447] released their open-source codes for the deepwater Green
function, and [458] released an open-source code for the finite-depth Green function.

2.2.2.4 Resolving linear algebraic system

As we may know, a direct solver such as Gauss elimination is generally robust but re-
quiresO(N3) computations (N denotes the matrix size), while some iterative methods
can reduce the effort to O(N2) operations. The linear algebraic system, constituted
by Eq. (2.63) for a submerged body or Eq. (2.63) and Eq. (2.68) for a floating body, is
a full-rank dense complex system. For a large-scale computation of three-dimensional
offshore structures, a direct inversion or inefficient iteration of such a large, dense sys-
tem of linear equations with O(N4) unknowns for a set of wave frequencies is seem-
ingly prohibitively time consuming even with modern computers. Note that no matter
which method to remove irregular frequencies is employed, the condition number of
the resultant linear algebraic system always increases. This means that an iterative
method, such as the GMRES method, is no longer appropriate to solve equations
like Eq. (2.68), because of the ill conditions. In addition, considering the usual cases
when the radiation-diffraction problem needs to be solved with multiple wave head-
ings for each single wave frequency, the computation effort of using either a direct
method or an iterative method is still not acceptable because it needs to solve the
linear equations for every wave heading in succession.

Considering all the reasons above, several improved options are recommended to
solve the problem. The first one is to apply an LU decomposition (e.g., the “ZGETRF”
subroutine of LAPACK) for the left-hand side matrix, since it needs to decompose
the matrix only once for each wave frequency. This decomposition can be applied
to calculate the wave forces for a distribution of wave headings via a forward and
backward substitution (e.g., the “ZGETRS” subroutine of LAPACK) for triangular
matrices (L and U), which can be solved directly without using the Gaussian elimina-
tion process. The second option is to use a preconditioned iterative method. However,
one needs to be especially careful in choosing an appropriate preconditioner.
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2.2.2.5 Parallelisation on multi-core machines

The problems to be solved are often of a very large size such that resolving the re-
sultant linear systems requires huge computational resources. Nowadays, with the
facility of a fast multi-core computer, it is natural to maximise the advantages of
the current hardware technology in our computations. A large portion of the pro-
grams that people write and run daily are serial programs, especially in the marine
hydrodynamic field to the best of the author’s knowledge. Applying a parallelisation
technique enables a better performance of the numerical code on multiple proces-
sors. Taking into consideration that in a typical case, the number of panels involved
in the hydrodynamic computation is usually below ten thousand to thirty thousand
and that off-the-shelf computation machines contain multiple processors, the open
multi-processing (OpenMP) technique is considered to be an appropriate option for
the BEM solver in marine hydrodynamics. Furthermore, in the case of a large-scale
computation on a cluster of machines, the message passing interface (MPI) standard
is recommended for use in programming. However, OpenMP needs much less effort
than MPI as the latter can request substantial modifications on the code architecture.

2.2.2.6 Useful references and tools

Inspired by Hess and Smith (1964) [351], many numerical solvers based on BEM arose
from the mid 1980s. In general, these solvers can be categorised as commercial, in-
house, and open-source. In Table 2.1, a comparison is given regarding the mainstream
BEM solvers that are available to users in the ocean engineering and renewable energy
community. Note that in-house codes (DIFFRACT [188], WAFDUT [763], etc.) are
not listed here as they cannot be publicly accessed. Moreover, some derived versions
of these codes are neither included, such as WADAM [180] (a descendant of WAMIT
[431]), OpenWARP [492] and Capytaine [16] (descendants of NEMOH [46]) since the
main functionalities are basically the same as their parents’.

In addition, there are also some other resources that the users can find to as-
sist their hydrodynamic analysis via BEM, such as mesh processing (BEMRosseta,
BEMIO, Gmsh), post-processing (BEMRosseta), etc.

2.3 COMPUTATIONAL FLUID DYNAMICS

2.3.1 Governing equations

The Navier-Stokes and the continuity equations, expressed in Eq. (2.4) and (2.1)
for incompressible flow, are the fundamental equations used in computational fluid
dynamics (CFD) to generate a model of the viscous fluid flow.

In addition, an energy equation can be derived using the principle that energy
must be conserved within a closed system, implying that further flow dependency
characteristics such as compressibility or thermal effects can also be modelled using
this system of equations.

Together with the energy equation, Eqs. (2.1) and (2.4) form a system of cou-
pled partial differential equations that can be used to describe the motion of a viscous
flow. Nevertheless, no general closed-form solution to this system of partial differential
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Table 2.1: Comparison of the public-available mainstream BEM solvers in the frequency-domain.

Properties WAMIT AQWA Hydrostar Nemoh HAMS

Approach Potential and
source formulation

Source
formulation

Source
formulation

Source
formulation

Potential
formulation

Discretisation Constant panel or
B-splines Constant panel Constant panel Constant panel Constant panel

Nonlinearity Full QTF Mean drift Full QTF Mean drift Linear

Forward speed Encounter
frequency

Encounter
frequency

Encounter
frequency No No

Radiation-
diffraction Yes Yes Yes Yes Yes

Removal of
irregular

frequencies
Yes Yes Yes No Yes

Body symmetry Yes Yes Yes Yes Yes
RAO calculation Yes Yes Yes Yes Yes

Free-surface
elevation Yes Yes Yes Yes Yes

Multi-body
modelling Yes Yes Yes Yes No

Parallelisation OpenMP No MPI No OpenMP
Operating System Windows/Linux Windows Windows Windows/Linux Windows/Linux

Access Commercial Commercial Commercial Open-source Open-source



82 ■ Modelling and Optimisation of Wave Energy Converters

equations has been formally proved: in fact it is considered one of the outstanding
challenges in mathematics. In Sections 2.1 and 2.2, analytical and numerical solu-
tions to a simplified version of the Navier-Stokes equations were presented, based on
approximations of inviscous and irrotational flow. Another approach, which will be
discussed in this section, is to consider the full Navier-Stokes equations, solving them
by numerical methods. In this approach, the equations are discretised on a grid that
represents the fluid domain under consideration and a set of initial conditions, and
boundary conditions are stipulated at the domain edges. In this way, a predictive
model of the flow is generated.

2.3.2 Volume of fluid method for free-surface flows

As the majority of WECs are surface-piercing devices that convert the free surface
kinetic energy to electrical energy, the method by which the free surface is modelled
is of paramount importance. The most common technique that is used to compute
the free surface motion is the volume of fluid (VOF) method. The method is a numer-
ical technique used to model complex free-surface flows. It is a particularly suitable
approach for those simulations in which the free surface boundary undergoes large
deformations. In CFD analyses, the transformation of the flow and the subsequent
evolution of the free surface is achieved by using a discretisation method to solve a
transport equation for the fluid in each cell [292, 356, 511]. The VOF method was
primarily developed to overcome the inherent low-resolution problem that occurs at a
free surface boundary interface in a multi-phase flow analysis, which arises due to con-
vective flux averaging of flow properties across cell boundaries. This may occur when
pure Eulerian or arbitrary Lagrangian-Eulerian (ALE) techniques are employed.

In the volume of fluid method, a function F (x,y, t) is introduced at each grid
cell in the domain. The value of this function is defined as unity at any cell entirely
occupied by the fluid and zero at any cell completely devoid of fluid. Thus, cells with
an intermediate value 0< F < 1 are those cells crossed by the free surface boundary.
Hence, a cell that has at least one empty neighbour cell (F = 0) is by definition a
free surface cell. This method allows for the determination of the fluid proportion in
each cell through the storage of only a single variable. Because the VOF method only
requires the value of the F function to determine the fluid spatial representation, the
computational storage requirements are minimised.

Although those cells that contain the free surface are determined from the F func-
tion, the orientation of the surface requires additional computation. By calculating
the derivatives of the F function at each cell boundary, the free surface normal can
be established [684]. The normal direction to the free surface is then the direction
in which the F function varies most rapidly (i.e., ∇F ). From the value of the F
function and the direction of the normal to the boundary, a line cutting the cell can
be drawn which represents the free surface boundary. The temporal evolution of the
F function and thus the advection of the flow in two dimensional space is governed
by the following transport equation:

∂F

∂t
+u

∂F

∂x
+v

∂F

∂y
= 0, (2.69)
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where u and v are the velocities in the component x and y directions, respectively.
Then, as the simulation proceeds in time, the value of function F moves with the
fluid. The fluxes across each cell in the fluid domain are then obtained from Eq.
(2.69). The value of F is recorded and the simulation is advanced in time by the
amount ∂t, at which stage the value of F (x,y, t) is re-computed. OpenFOAM is one
of the most commonly used CFD codes for the analysis of wave energy converters.
The code employs the VOF method to compute the free surface evolution. In the
OpenFOAM InterFOAM solver, the advection of the free surface is controlled by
the explicit multidimensional universal limiter with an explicit solution (MULES)
algorithm, which is a variation of the flux corrected transport (FCT) scheme [176].
The MULES algorithm relies in a straightforward upwind scheme to the computed
advection in the interfacial cells [172]. This scheme ensures the fluxes into or out of a
cell are limited to maintain the boundedness of the VOF method, thus ensuring the
stability of the numerical code.

The main benefit of the VOF method is that it allows for the analysis of multiple
fluid flow interactions (multi-phase flow) within a single simulation. However, it is
not a trivial process to incorporate these interactions. A frequently observed problem
is the smearing of the fluid boundary. This occurs as a result of diffusion of the
transport equation over the mesh cell in which the boundary is located. One method
by which this problem can be addressed is by specifying a localised high-resolution
mesh in the region where the fluid interface will occur. However, prior knowledge of
the evolution of the interfacial region is required for this technique.

Multiphase CFD models can be implemented using either an homogeneous or an
inhomogeneous approach. According to the Ansys CFX guide [22], for a given trans-
port process, the homogeneous model assumes that the transported quantities (with
the exception of the volume fraction or F function value) for that process are the same
for all phases. Thus, a common flow field for velocities, temperature, pressures, etc.
is applied to all fluids within the domain. This simplifies the underlying code, which
defines the interaction of the fluids at the boundary as a single mass conservation,
and a momentum conservation equation is applied to both fluids as opposed to indi-
vidual conservation equations being applied to each fluid in an inhomogeneous model
approach at the fluid interface. The conservation of mass and momentum equations is
formulated by summing the averaged fluid properties according to their constituent
proportion in the boundary cell. For a two-phase flow, density ρ in the boundary cells
is given by:

ρ=
2∑

a=1
raρa (2.70)

where ra is the volumetric fraction of each constituent fluid in the free surface bound-
ary cell. The conservation of mass equation for an incompressible fluid in tensor
notation is:

∂(p)
∂t

+ ∂(ρui)
∂xi

= 0 (2.71)
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and the conservation of momentum for an incompressible fluid is:

∂(ρui)
∂t

+ ∂(ρuiuj)
∂xj

= − ∂p

∂xi
+ ∂τi,j
∂xj

+fi (2.72)

where ρ is given in Eq. (2.70) In the domain cells where F = 1 or F = 0, these
equations reduce to the mass and momentum conservation equations for a single-
phase fluid. The homogeneous model approach is incorporated into the OpenFOAM
multiphase solvers. This limits the relative motion between individual fluids at the
boundary interface cells to zero. This is analogous to a “no-slip” boundary condition
between the individual fluids at the cells in which the fluid interface is located.

2.3.3 Computational fluid dynamics software

There is a wide variety of CFD software programs used to model wave interactions
with energy harvesting devices. Generally, these programs can be classified as propri-
etary or open-source codes. The most common proprietary packages include Ansys
Fluent, Ansys CFX, STAR-CCM+, and FLOW-3D. OpenFOAM is the most common
open-source code, with some additional “in-house” codes being developed for specific
modelling scenarios. The choice of which software package to employ depends on
a number of factors. The first consideration is whether the user has access to the
commercial software. The license fees associated with these commercial packages can
often incur significant expenses. Another disadvantage of the commercial packages is
the difficulties in modifying the underlying code. Frequently, the user has no access
to the source code and thus any modifications to the program are prohibited. How-
ever, these commercially licenced packages are often more user-friendly, for example
with simple-to-use graphical user interfaces (GUIs). In contrast with the commercial
codes, the open-source codes do not require expensive licence fees and the source code
is readily editable. These points are major advantages of open-source codes. However,
many open-source codes do not have a dedicated GUI and many of the commands
must be run from the command prompt window or from the terminal window de-
pending on which operating system the software is installed upon. The lack of a GUI
is often a disconcerting experience for new users who have little knowledge of CFD
programming and who view the experience with trepidation. Nonetheless, it should
be remembered that even whilst conducting CFD research on commercial software
with a guiding GUI, the researcher should have a deep theoretical knowledge of the
mathematics and fundamental physics underlying the simulation scenarios they recre-
ate. The most popular software for the investigation of wave energy converters is the
OpenFOAM program. This C++ based code was utilised in approximately 40% of all
the published papers on wave energy employing a CFD modelling approach in 2018,
and since that time the use of this software code has become even more prevalent.
In the following sections, the steps required to create a numerical wave tank and
generate a CFD simulation for the analysis of wave energy converters are presented
and briefly described. The open-source code OpenFOAM is used for this case study;
however, the process is similar for other software programs.
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2.3.4 Creating a computational fluid dynamics simulation

The first step in creating a CFD model for the hydrodynamic analysis of a WEC is
to generate the numerical wave tank that defines the limits of the numerical model
domain. Following on, the domain is discretised by a suitably designed mesh that is
capable of capturing the flow physics accurately, in a high-fidelity manner. Suitable
initial conditions and boundary conditions are established. The correct numerical
schemes should be specified for the solution of governing equations and the math-
ematical methods and algorithms by which these solutions are computed must be
defined.

2.3.4.1 Numerical wave tank definition

The numerical wave tank is a computational representation of a physical region,
either in the natural environment or in a controlled experimental setting where free-
surface gravity waves are manifest. The wave tank may take the form of a flume,
whereby one of the tank dimensions (length) is significantly longer than the other
two dimensions (width and depth) or a wave basin in which two of the dimensions
(length and width) are significantly longer than the third dimension (depth). The
tank has a wave generator at one end and may have a wave absorption region
at the other end to damp the incident wave energy. Usually, the free surface is open
to the atmosphere. The tank should be wide enough that the sidewalls do not in-
fluence the study. The characteristics and requirements described in the preceding
sentences relate to a physical wave tank; however, the numerical wave tank must also
satisfy this criterion. Once the extents of the numerical wave tank are established,
the next step is to discretise the domain with a mesh.

2.3.4.2 Mesh generation

The software user should first decide if they will utilise the program’s built-in mesh
generation functionality or if it is more advantageous to use a dedicated meshing
software and import the generated mesh into the CFD program. This may depend
on the complexity of the mesh and whether the WEC (that is immersed in the wave
tank domain) has a highly convoluted geometry that may not be accurately ren-
dered by the built-in meshing utility in the CFD program. Another consideration
that influences the meshing process is whether the mesh will be static or dynamic.
In most cases, WECs rely on the motion of some floating or submerged device to
generate electricity. Therefore, to model the motion of these devices, the mesh must
displace or distort in an appropriate manner to capture the device’s motion. This re-
quirement of a deformable mesh is not applicable to bottom-mounted or fixed OWCs.

Meshing software The majority of CFD software, whether commercial or open-
source, incorporates a domain meshing functionality. However, as outlined in
the previous section, there are situations in which the numerical modeller may
choose to use a dedicated mesh generating software. There are a number of mesh
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generating and mesh editing programs for this purpose, for example, Pointwise, CF-
Mesh+, SALOME etc. OpenFOAM, one of the most commonly used CFD softwares,
has a dedicated mesh generator module named SnappyHexMesh which is capable of
creating a domain mesh fitted to highly complex geometries.

SnappyHexMesh in OpenFOAM In order to ensure high fidelity results from
a numerical simulation, the solid body WEC device that is used for the energy ex-
traction must be represented accurately in the model. This can sometimes present
challenges, as many WEC devices conform to an irregular and complex geometry.
The difficulty then arises in the effort to construct a domain mesh that can capture
the intricacies of the WEC surface topology. In OpenFOAM the modeller may first
create a background mesh that encompasses the entire domain. The WEC geometry
is created in independent CAD software and the file is stored as an *.STL or *.OBJ
file. These are lightweight file formats that describe the structure’s surface geometry
in the form of vertex coordinates and surface or vertex normals which are obtained
when the surface geometry is tessellated into a number of facets during the *.STL
or *.OBJ file conversion process. The solid-body position in the CFD domain is de-
termined and the background mesh is chiselled away in order to fit the solid body
surface. A cell castellation process is performed to fit the cells to the solid surface.
This process only occurs in those cells that contain an edge (in two-dimensional sim-
ulations) or surface (in three-dimensional simulations) boundary on the solid body.
The castellation process may be iteratively performed to better capture the surface
topology. Then, those cells that lie entirely within the volume of the solid body are
removed and the cell vertices are snapped to the *.STL or *.OBJ surface geometry.
Additional layers of cells can be added along the solid surface boundary to improve
the local mesh quality at the WEC surface.

SnappyHexMesh has become a widely used tool for the generation of CFD domain
meshes around complex and irregular shaped objects.

Dynamic mesh methods With the exception of oscillating water columns and
overtopping structures, most devices used for extracting wave energy displace due to
the wave-structure interaction. When conducting numerical simulations the motion
of these devices must be captured accurately. This can sometimes pose a challenge
to the stability of simulations. There are three main methods for the implementation
of dynamic meshes in CFD simulations:

1. dynamic mesh morphing,

2. sliding interface mesh,

3. overset mesh.

Dynamic mesh morphing is a technique employed to allow for the displacement of a
solid body. This technique is usually selected for simulations in which the solid body
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displacements are small or those simulations in which a single degree of freedom dis-
placements occur. Grid connectivity is maintained as the solid body displaces. This
means that the cell edges connecting the grid nodes remain unchanged. If the dis-
placement of the solid body is excessive the grid may distort excessively resulting in a
low-quality mesh with high aspect ratio cells or highly skewed grid cells that will re-
duce the accuracy of the solution or in extreme cases cause the simulation to fail. This
method is seldom used in the simulation of WECs due to the relatively high ampli-
tude, multi-degree of freedom motions to which due to their relatively high amplitude,
multi-degree of freedom motions. In the OpenFOAM software, a sixDoFRigidBody-
Motion solver is included which can manipulate the mesh according to the dynamic
mesh morphing method. Using this technique, an inner region must be around the
solid displacement body and an outer region some distance away from the body
must be defined. These regions are usually defined by a radial distance away from
the body. The mesh in both the inner and outer regions does not distort as the solid
body displaces, but the mesh in the inner region will deform. In OpenFOAM the mesh
displacement in the intermediate region is controlled by the spherical linear interpo-
lation (SLERP) algorithm, based on the distance from the intermediate region cell
to the moving body. This algorithm allows the mesh quality to be strictly controlled.
The body displacement is diffused into the domain according to the Laplace equation:

∇· (k∇u) = 0, (2.73)

where k is the diffusivity coefficient and u is the velocity of the moving body.
The main disadvantage of the mesh morphing method is that solid body dis-

placements should be small and the modeller should have prior knowledge of the
amplitudes of displacement before simulations are conducted. Additionally, the outer
radius which defines the extent of the mesh distortion for a moving body cannot
overlap with another mesh distortion region around a second body. For this reason,
this method is not suitable for use in simulations with multiple adjacent displacing
bodies. This dynamic mesh modelling technique is especially applicable for simulating
the motion of small amplitude heaving buoys.

The sliding interface mesh is an alternative dynamic meshing method that can
be used to allow for large displacements of solid bodies in numerical simulations. In
this technique, grid connectivity is not maintained. The user defines a background
mesh that is applied throughout the domain and a local mesh that is defined in the
region of the solid body. The local mesh is allowed to slide or rotate, relative to
the background mesh. The interface between the two mesh regions can either be a
straight line to allow for a single degree of freedom motion such as heave or it may be
a curved interface to allow for rotational motion of the solid body. The solution to the
governing equations is computed separately in each of the mesh regions and the field
variable data such as pressures or velocities are transferred across the interface using
an arbitrary mesh interface (AMI) technique. As the inner mesh region slides relative
to the outer mesh region the cells become misaligned at the interfacial boundary the
AMI algorithm computes the input weights from each face of the intersecting cells
based on the fraction of the overlapping areas at the boundary. For two boundary
adjacent cells, the sum of the weights should approach unity in order to preserve
simulation stability.
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The sliding interface mesh method has some advantages over the mesh morphing
technique. The method can process large displacements especially in rotational de-
grees of freedom. Also since the dynamic mesh region is limited to the area around
the moving solid body, this method is more suitable for simulation cases with mul-
tiple moving bodies in close proximity. Since the domain meshes in both the inner
and outer do not deform, the cells preserve their shape, therefore errors arising for
deformed cells are minimised. The most conspicuous disadvantage of the sliding in-
terface mesh method is that this technique is mainly limited to a single degree of
freedom motion of the solid body.

The overset grid approach is a powerful technique in dynamic meshing methods.
In this method, two independent, disconnected meshes are defined within the domain.
The first mesh is a background mesh that is applied throughout the entire domain.
The second mesh is a body-fitted mesh that is defined around the WEC solid body
and overlays the background mesh. The two meshes are permitted to move relative
to each other and neither independent mesh deforms or distorts, keeping its original
structure. Using this technique, the shifting cells within the domain (in both the
background and overset mesh) are classified according to their characteristics and
locations within the domain at each time step. The cells are categorised as blocked
cells, fringe cells, donor cells, and acceptor cells. Blocked cells are those cells that
are within the volume of the solid body. These are inactive cells, sometimes called
hole cells as they form a hole in both the body-fitted and the background mesh. In
the background mesh, the fringe cells are those cells that are adjacent to the hole.
In the body-fitted mesh, the fringe cells are those cells that are at the outer boundary
of the grid. Donor and acceptor cells are those additional cells that are in the region
common to both the background and body-fitted meshes. An interpolation process
is used to map the boundary values to the fringe cells and interpolation of values
is performed between the donor and acceptor cells on both the body-fitted and the
background meshes. The main advantage of the overset grid method is that it allows
for large motions in multiple degrees of freedom whilst the mesh quality does not
degrade. The main disadvantage of the method is that it requires significantly more
processing time due to the computationally demanding interpolation procedure.

2.3.4.3 Boundary and initial conditions

In order to reduce the number of unknown terms in the system of governing equa-
tions, boundary conditions are specified at the edges of the fluid domain. There are
a great number of disparate boundary conditions to simulate different physical cir-
cumstances. It is beyond the scope of this text to investigate all of these boundary
conditions individually, but it is of critical importance that the CFD user is familiar
with the physical significance and the mathematical implementation of the boundary
conditions that are specified at any domain boundary. Most commonly-used bound-
ary conditions in the case of wave energy harvesting include no-slip boundaries at
solid surface boundaries or wave absorption boundary conditions at domain edges
to prevent wave reflection. Additionally, initial conditions are specified either at a
boundary edge or internally at some location within the domain. For the purpose of
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modelling wave energy harvesting systems, these initial conditions usually consist of
some form of wave generation condition at one or more boundary edges.

2.4 WAVE TANK EXPERIMENTS

Numerical solvers, as described in earlier sections, are very useful to model wave-
structure interaction problems in various conditions, in particular in the stages of
WEC development. To gain trust in the simulations and to capture physical effects
accurately, numerical solvers need to be complemented by physical experiments. With
the increase in TRL of the WECs, wave tank experiments on the scaled physical model
are required to gain confidence in the WEC’s performance in a controlled, repeatable,
and high-fidelity laboratory environment, prior to sea trials that are uncontrollable,
uncertain, and both time- and cost-consuming.

2.4.1 Objectives

The objectives of wave tank experiments vary with the TRL of the WEC. For WECs
at an early stage of development with low TRL (e.g., TRL≤4), wave tank experiments
are used to evaluate their power absorption performance, PTO control strategies,
and numerical models of wave-structure interaction in typical operational sea states.
The evaluation outcomes support further design optimisation of the WECs at the
early conceptual stage where design flexibility is high. For mature WEC technologies
with higher TRL (e.g., TRL≥5), wave tank experiments can be used to assess their
hydrodynamic responses, structural and mooring forces, and PTO efficiency, loads,
and reliability in operational and extreme sea states at particular sea sites. Such
assessments aim to further improve soundness in the engineering solutions and de-
risk the subsequent sea trials.

2.4.2 Wave generation

Making desired and repeatable waves is fundamental to wave tank experiments. There
are two main, different types of wavemakers used at the wave tank, according to the
water depth of the experiments.

Piston wavemakers are used to simulate shallow water scenarios, where the water
depth is roughly smaller than half a wavelength. Here the orbital particle motion is
compressed into an ellipse and there is significant horizontal motion on the floor of the
tank. This type of paddle is used to generate waves for modelling coastal structures,
harbours, and shore-mounted wave energy devices.

Flap paddles are used to produce deep water waves where the orbital particle
motion decays exponentially with depth and there is negligible motion at the bottom.
Typical applications are the modelling of floating structures in deep water and the
investigation of the physics of ocean waves. Often the hinge of the paddle is mounted
on a ledge some distance above the tank floor.

To generate the desired wave spectra Sηd(ω), the property function T (ω) of the
wavemaker should be confirmed, which is determined by mechanical transfer function
T1(ω), hydrodynamic transfer function T2(ω), and deformation function of the wave
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T3(ω). T1(ω) = e/R(ω) is the transfer function between the analogue voltage R(ω) and
paddle position e, T2(ω,h) =A0/e is the transfer function between the paddle position
e and wave amplitude A0, and T3(ω) is the function of the wave deformation along
the wave tank, determined by the wave conditions, water depth, and the boundary
conditions. Thus, the transfer function of the wavemaker system T (ω) (unit: m/V)
is given as follows:

T (ω) = T1(ω)T2(ω,h)T3(ω). (2.74)

For the piston type wavemaker T2(ω,h) is given by [856]:

T2(ω,h) = 4sinh2 kh

2kh+sinh2kh. (2.75)

For the flap type wavemaker T2(ω,h) is given by [856]:

T2(ω,h) = 4sinhkh
kh

(1− coshkh+khsinhkh
2kh+sinh2kh ). (2.76)

Thus, the spectral of wave maker is given by:

SV (ω) = Sηd(ω)
|T (ω)|2 . (2.77)

The voltage signal of the wave maker can be obtained from a spectral analysis of
the generated wave. In another word, the time signal of the wave can be represented
as a superposition of a series of sinusoidal waves, and thus the voltage signal of the
wave maker is [856]:

V (n∆t) =
M∑
i=1

√
2SV (ω̂i)∆ωi cos(ω̂in∆t+βi) (2.78)

where V (n∆t) has the unit volt (V), and n∆t(n = 0,1,2...) is the temporal discrete
points.

2.4.3 Wave tank dimensions

The width of the tank depends on the proposed model tests. 2D model tests are
usually carried out in a narrow straightforward wave tank, i.e., a wave flume, with
the model fully blocking the width of the flume. The wave flume wall is usually
transparent to enable good visibility of the wave-structure interaction. This type of
model is relatively easy to analyse as the waves and flow act in a plane. For 3D model
tests, a wider wave tank is needed so that the waves can pass around the model’s
sides. Generally, the most realistic mixed sea waves have to be modelled in a wide
tank with multiple, individually-controlled paddles. A full range of waves and wave
spectra can be generated by software controlling the paddles.

The wave tank is divided into three distinct zones (see Figure 2.6) and each zone
should be sufficiently long. Firstly, there is a paddle and enough space for the evanes-
cent waves to decay. Waves from a well-controlled paddle need to travel approximately
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twice the hinge depth of the paddle to become fully developed. Secondly, the model
zone depends on the size and motion of the model. Enough length is needed in this
zone to guarantee the sample time and avoid the influence of the reflected wave from
the paddle. For wide tanks, the combination of width and length determines the angle
of the waves that approach the model. Thirdly, there is the wave absorbing beach,
which has to be at least half the length of the design wavelength to achieve 90%
absorption.

The depth of the wave tank depends on the experimental water depth. Sufficient
depth in the wave tank is needed to generate the desired wave conditions and the
reflected phenomenon should also be considered to avoid the top overflow. The wave
characters depend highly on the water depth. The relationship between the water
depth and wave nonlinearity can be seen in Figure 2.3. For experiments using optical
equipment (especially for this device to be located at the side of the wave tank), the
depth of the wave tank is a very important factor to be considered since most wave
tanks have steel beams. A wave tank with proper depth and width can avoid any
beam sheltering of the model.

Figure 2.6: Schematic of wave tank

2.4.4 Scaling

Nearly all physical modelling of WECs is conducted at scale. A properly-scaled phys-
ical model is expected to behave in a manner similar to the prototype it is intended
to emulate. To relate the responses of a scaled model with the prototype, the scaling
laws or principles of similitude are considered.

2.4.4.1 Scaling law

Geometric similarity, kinematic similarity, and dynamic similarity are the three basic
principles of similarity that should be taken into account for the study of fluid-
structure interaction. After applying these three principles of similitude to a WEC
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problem, six relevant non-dimensional numbers, i.e., the Froude, Reynolds, Cauchy,
Weber, Euler, and Strouhal numbers [306], can be obtained, of which the first four
represent the ratio of the inertial forces to the gravity, viscous, elastic, and surface
tension forces, respectively; whilst the Euler number corresponds to the ratio of the
pressure forces to the inertial forces, and the Strouhal number is associated with
the ratio of the temporal inertial forces to the convective inertia forces. To achieve
complete similitude, all six of these criteria should be met, which is, however, not
possible unless the scale factor is 1.0, i.e., the model is not scaled.

When testing WECs at scale, a decision over which criterion to uphold must be
made. As inertial and gravitational forces are normally predominant for the scaling of
wave interactions with WECs, most WEC tests are scaled following Froude’s scaling
law, which can be given by:

Fr = U√
gl
, (2.79)

where U is the fluid velocity, g the gravitational acceleration, and l the characteristic
length.

Table 2.2 presents more explicitly the direct application of Froude’s scaling law
for the scaled model-related characteristics and results. The term power density refers
to the power per unit length.

2.4.4.2 Scale issues

For some special circumstances, it may be necessary to use distorted models in the
framework of Froude’s scaling law. For example, when modelling a WEC floating in
deep water, the horizontal lengths may be tens of m long, while the water depth may
be hundreds of m. To model this system in a laboratory requires a horizontal scale
large enough to avoid significant surface tension effects, and a vertical scale factor
small enough to fit the model into the available space.

For some WECs, different parts of the model could be associated with different
scaling laws. For example, the power take-off mechanism of oscillating water column
(OWC) devices relies on the aerodynamics as the air in the OWC chamber is forced
back and forth through a turbine. The hydrodynamics and aerodynamics of the OWC
model are relevant to the Froude and the Reynolds laws, respectively, and their
combination makes the scaling considerations for OWCs more complex than standard
Froude’s scaling law. More information on the topic of OWC scaling can be found in
[823].

2.5 MODELLING OF INTERACTION BETWEEN OCEAN WAVE AND WAVE
ENERGY CONVERTER

Complementary to costly model-scale experiments, numerical modelling is often used
to understand the performance of the wave energy converter. The majority of studies
on wave energy conversion have used linear potential flow theory as the basis for
modelling hydrodynamics arising from wave-body interaction [622], as discussed ear-
lier in this chapter. Although this simplifies/linearises the wave-structure interaction
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Table 2.2: Scale factors for the Froude’s scaling law.

Quantity Dimension Scale factor

Wave height/length [L] Cl

Wave period [T] C0.5
l

Wave frequency [T−1] C−0.5
l

Power density [MLT−3] C2.5
l

Power [ML2T−3] C3.5
l

Energy [ML2T−2] C4
l

Linear displacement [L] Cl

Angular displacement [-] 1
Linear velocity [LT−1] C0.5

l

Angular velocity [T−1] C−0.5
l

Linear acceleration [LT−2] 1

Angular acceleration [T−2] C−1
l

Mass [M] C3
l

Volume [L3] C3
l

Pressure [ML−1T−2] Cl

Force [MLT−2] C3
l

Torque [ML2T−2] C4
l

Linear stiffness [MT−2] C2
l

Angular stiffness [ML2T−2] C4
l

Linear damping [MT−1] C2.5
l

Angular damping [ML2T−1] C4.5
l

problem, as well as speeding up the simulation process, the utilisation of a linear
solver (which assumes that the wave steepness and body motion are both small) usu-
ally contradicts the large motion arising from the wave energy converter and thus
does not ensure the fidelity of the simulation results in medium to large wave condi-
tions. As shown in Figure 2.3, deep-water waves with a steepness less than 0.01 can
be approximated by a sinusoidal wave by applying linear wave theory [248]. However,
wave energy converters are usually located in either intermediate water or shallow
water, where waves are usually described by Stokes’s wave theory or cnoidal wave
theory. The operational conditions of WECs exceed the limits of linear wave theory
and cover Stokes waves of the 2nd and 3rd orders [620]. At the extreme opposite, the
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Navier-Stokes equation based CFD methods capture the full nonlinear hydrodynam-
ics in the wave-body interaction problem leading to high fidelity simulation results
regardless of the system’s operational conditions. However, CFD is often only used
to assess the survivability of the device, due to its high computational requirement.

A compromise between the linear method and the Navier-Stokes solver also ex-
ists [620], often termed weakly nonlinear solvers. These solvers are built based on
the potential flow theory but with weak nonlinearities augmented to consider ad-
ditional nonlinear effects. Examples for these nonlinearities are the consideration of
the instantaneous body position in the wave field, extrapolation of wave kinematics
above the mean sea level, and consideration of quadratic transfer functions for second-
order wave-excitation forces. The computational time requirements for these codes
are usually higher than for the purely linear codes, but they are often less expensive
than CFD, whilst still able to capture notable nonlinearities. A typical example of a
weakly nonlinear solver is the weak-scatterer potential flow method proposed for the
seakeeping analysis of ships with forward speed [613], which is formulated based on
the assumption that the perturbation wave field generated by the body oscillation
is small compared with the incident wave field, such as the free surface conditions
can be linearised at the incident wave elevation level. The weak-scatterer method
takes into account the unsteady and nonlinear hydrodynamic loads associated with
dynamic wave-body interactions. A further simplified version of the weak-scatterer
method is the body-exact potential method, which assumes the free surface conditions
can be linearised around the mean free surface elevation. This solver was proposed
to account for the body motion induced nonlinearities but is only valid when small
steepness waves are present. It is a compromise between the weak-scatterer method
and the linear method. Table 2.3 summarises the main differences between the lin-
ear method, body-exact solver, weak-scatterer solver, and CFD [178]. Despite the
fact that a large number of weakly nonlinear solvers have been proposed for WEC
investigations, their capabilities in capturing nonlinearities arising from wave-WEC
interactions in various wave conditions remain questionable. The WEC research and
development community lacks and urgently needs a universal high-fidelity but low-
cost model to improve confidence levels in numerical predictions of power production
and load estimates, which are important quantities for the development of reliable
and cost-efficient WECs.

To gain confidence in using numerical models and assessing the accuracy of these
codes, the International Energy Agency Ocean Energy Systems (IEA OES) Task
10 project [830] compared a large number of linear, weakly nonlinear, and highly
nonlinear codes on a simple WEC system of a heaving buoy. The main outcome of
this project demonstrated that, in steep waves, the weakly nonlinear codes are able
to capture higher-order peaks in the WEC response because of the consideration of
nonlinear hydrostatics and Froude-Krylov forcing, and therefore they predict a re-
duced mean power output of the WEC that is closer to the reality. Highly accurate
experiments were carried out on a heave decay test for a sphere [419], whose results
were compared with the linear potential flow, nonlinear potential flow, and RANS
CFD methods. For low drop heights, all methods performed very well, with devi-
ations less than 1 mm for all models, but for larger drop heights and applications
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Table 2.3: Main differences between the four wave-body interaction modelling methods. See [178] for more details.

Linear potential
flow

Body-exact
potential flow

solver

Weak-scatterer
potential solver

Navier-Stokes-
based CFD

solver

Assumption


Irrotational and
inviscid fluid,
small body motion,
ϵ ≪ 1


Irrotational and
inviscid fluid,
ϵ ≪ 1


Irrotational and
inviscid fluid,
ΦP = O(ΦI)

Isotropic fluid

Hydrodynamics
decomposition Φ = ΦI + ΦS + ΦR Φ = ΦI + ΦP N/A

Meshed free surface z = 0 z = ηI(x,y, t) z = η(x,y, t)
Meshed body surface S(0) S(t)

Hydrodynamic force
computation

Sum of excitation and
radiation forces

Integration of total pressure over
the wetted body surface

Integration of
total stress over
the wetted body

surface
Fluid vortices NO YES
Wave breaking NO YES

Drag force NO, a Morison equation (as detailed in Section 3.1)
can be added YES

Surface piercing NO YES
Computational speed Extremely fast Medium Slow Extremely slow
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with large motion amplitudes, the potential flow methods should be used with care;
whereas the RANS models, if proper convergence is reached, are capable of produc-
ing accurate results for all drop heights. In the Collaborative Computational Project
in Wave Structure Interaction (CCP-WSI), numerical results are compared without
prior access to experimental data in a blind test approach [653]. The project has been
conducted via several steps with increasing complexity, and has considered interac-
tions between focused waves and structures. It was concluded that Navier-Stokes
solvers and hybrid methods were superior to linearised methods under these extreme
wave conditions; however, heave motion was predicted reasonably well by all methods.
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3.1 MODELLING OF WAVE ENERGY CONVERTER DYNAMICS

Currently, several WECs exist with different absorption mechanisms and subsystems.
Hence, a general formulation to describe the dynamics of all possible devices is a non-
trivial task. This section provides practical, condensed information, and derivations
for the dynamics of oscillating bodies, as this category comprises most WECs, and
relevant literature is recommended for more technical information. The approaches
described here can be extended to the analysis of other WECs systems and examples
of these are given throughout the book.

3.1.1 Time domain

The dynamics of WECs are generally characterised by a set of nonlinear equations
from the hydrodynamic loads, mooring, structural behaviour, and PTO systems with
their respective control strategy. Nonlinearities are relevant in WEC dynamics be-
cause their natural frequency is usually set within the sea spectrum range, which
increases the energy transferred from waves to WECs, and leads to large displace-
ments. Based on that, the use of time-domain models is a common practice in the
wave energy field due to its capability to deal with nonlinearities. In such models, the
system dynamics are deterministically solved in time via numerical integration us-
ing a specific time series of wave elevation/forces. Strictly speaking, several of the
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aforementioned methods can be classified as time-domain models, such as lin-
ear/nonlinear potential flow models and CFD models. Hereafter, this subsection will
focus mainly on time-domain models based on the Cummins equation [146], which
relies on existing experiences from the offshore and ship industry. This type of model
has been proved to be effective after extensive application to WECs. In addition,
the foundation of the Cummins equation can be related straightforwardly to the
frequency-domain model, presented in the following subsection, which is based on
linear wave potential theory.

Let us consider general WECs dynamics, such as that shown in Eq. (2.46), in
which the main sources of loads are:

Mẍ(t) = Fe+Fr +Fs+Fv +Fadd, (3.1)

where the first four right-hand terms refer to the loads caused by wave-structure
interactions: Fe, Fr, Fs, and Fv refer to the wave excitation, wave radiation, hydro-
static, and viscous drag forces and moment terms respectively; the last term, Fadd,
denotes additional forces, such the ones from the power take-off, mooring system,
control strategy, and motion constraint forces.

For most WECs, the first-order wave excitations are sufficient to have reliable
estimations of the body displacements because the natural frequency for the power
absorption mode generally sits within the sea spectrum range. However, analysis using
higher-order excitations is usually required during further stages of development.
Assuming an irregular sea state, the wave excitation may be represented as a linear
superposition of N sinusoidal load components, as:

Fe(t) = ℜ
[
N∑
i=1

ηi(ωi)HFe,i(ωi)e(−iωit+βη,i)
]
, (3.2)

where the subscript i denotes the ith frequency component, η denotes the ampli-
tude of wave elevation, which can be obtained from the sea spectrum as ηi(ωi) =√

2Sη(ωi)∆ω, as shown in Eqs. (2.36) to (2.38); HFe,i(ωi) denotes the transfer func-
tion that relates the wave excitation loads and the wave elevation at frequency ωi;
βη,i is the wave surface phase angle, which is assumed to be uniformly distributed
within [0,2π] radians. Note that for a regular sea state, the wave is composed of a
single frequency.

The wave radiation loads may be represented by Cummins equation [146]:

Fr(t) = −A∞ẍ(t)−
∫ t

−∞
Krad(t− τ)ẋ(t)dτ, (3.3)

where A∞ = limω−→∞ Am(ω) is the added mass matrix at infinite frequency, and Krad

denotes the radiation impulse response function matrix, also known as the memory
function matrix. This term is related to the presence of the free surface, where the
body motion generates propagating waves. The radiation load effects depend on any
previous motion, which is shown in the integral limits. In practice, the contribution
of the convolution integral is negligible after a relatively short time (approximately
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20–80 s for some devices). Hence, a common practice in offshore engineering is to com-
pute the convolution integral over a limited time when calculated by direct numerical
integration. Several approximations have been proposed to circumvent the require-
ment to compute the convolution integral in Eq. (3.3), such as system identification
based on frequency-domain, time-domain, and Prony’s method [667, 629, 214]. Chap-
ter 4 gives a more in-depth information regarding the radiation loads representation
in the time domain.

The hydrostatic forces (Fs) are originated by the static-pressure (still water)
acting along the WEC’s wet surface, and their influence is important to the dynamics
and stability of the devices. As shown in Eq. (2.43), the hydrostatic force is expressed
as a function of the displacement; therefore, it is common to represent this load in
terms of hydrostatic stiffness and a constant force.

A common representation of the viscous drag loads can be formulated based on
Morison’s equation, which is characterised as a quadratic drag function. Initially,
Morison’s equation was applied to predict wave forces per unit of length, applied to
a vertical pile. Since its first derivation, several modifications have been applied to
the original formulation. In the wave energy field, the inclusion of viscous drag forces
usually considers the relative velocity between the structure and the wave (ẋrel,i =
ẋi−ui) for translational modes of motion, and structure velocity for rotational modes.
For example, the viscous drag component for the translational modes can be expressed
as:

Fv,j(t) = −1
2ρCD,jS⊥,j ẋrel,j(t)|ẋrel,j(t)|, for j = [1,2,3] (3.4)

where CD,j denotes the viscous drag coefficient in the j-th mode, and S⊥,j is the
cross-sectional area of the structure perpendicular to the j-th direction. An example
for the rotational modes can be seen in Eq. (5.15). The drag coefficient is usually
obtained via experimental results or CFD simulations; its magnitude is dependent on
the geometry, Reynolds number, roughness number, and Keulegan-Carpenter number
[309].

Additional forces act on the WEC dynamics, which are dependent on the char-
acteristics of the devices. For example, some WECs might be connected to moor-
ing systems composed of tethers connected to their PTO system, while others use
catenary lines to restrain their motion [160]. The PTO system can be composed of
hydraulic, pneumatic, mechanical, and electrical systems. Hence, different numerical
models can be employed to describe additional loads, based on the characteristics
of each device and assumptions. Although this topic is a broad field of knowledge,
some extra information regarding control and PTO systems is provided in Section
3.3 to cover the main aspects of the wave energy conversion, and some are presented
in subsequent chapters.

The main objective of a WEC and its PTO system is to extract power from ocean
waves. In this regard, the mean mechanical power absorbed from the PTO system
over a time T can be calculated as:

P pto = − 1
T

∫ T

0
Fpto(t)ẋ(t)dt, (3.5)
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where Fpto is the PTO force, which was included as an additional force in Eq. (3.1).
Assuming a mechanical PTO system, composed of a linear damper, the mean power
absorbed is given by:

P pto = 1
T

∫ T

0
Bptoẋ

2dt, (3.6)

where Bpto is the magnitude of the linear damping coefficient from the PTO system.

3.1.2 Frequency domain

Time-domain simulations are computationally expensive when compared with calcu-
lations in the frequency domain. Hence, they are generally employed after extensive
investigations in the frequency domain, once the main features of the WEC have
been defined, in order to demonstrate the validity of the device and control strat-
egy. Therefore, the WEC dynamics during the operational regime and preliminary
analysis are conducted in the frequency domain. In this regard, the wave-structure
interaction is described based on the linear potential theory. Additional forces, such
as the ones from PTO, mooring systems, and control, are linearised around an oper-
ating point by means of Taylor series up to first-order terms. Once the dynamics are
described by a linear system, the principles of superposition and linear combination
can be applied to the analysis of the WECs.

Considering harmonic excitation loads, the vector of response has also an har-
monic motion that oscillates at same frequency and can be represented as:

x(t) = ℜ{X(ω)e−iωt}, (3.7)

where X is the vector of complex amplitude of the body displacement. Based on
Eq. (3.7), the velocity and acceleration can be obtained as:

ẋ(t) = ℜ{−iωX(ω)e−iωt}, (3.8)

ẍ(t) = ℜ{−ω2X(ω)e−iωt}. (3.9)

Based on the above, the WEC linear dynamics can be expressed in the frequency
domain as: [

−ω2(M+Am(ω))− iω(B+Brad(ω))+K
]
X = Fe(ω), (3.10)

where M, B, and K are the matrices of inertia, damping and stiffness, respectively;
the hydrodynamic coefficients of added mass, Am(ω), radiation damping, Brad(ω),
and excitation force, Fe(ω), are usually obtained through BEM codes or analytically
as per Section 2.2.2. In this formulation, additional forces from the PTO, mooring
and control system are assumed to be functions of the displacements and velocities;
hence, are described as a combination of linear stiffness and dampers that compose
matrices B and K. Note that some PTO systems present relevant inertial effects,
e.g., translators, and flywheels [706], hence, inertia terms from the PTO appear in
matrix M. It is also important to highlight that some sources of nonlinearities vanish
during the linearisation, such as the viscous drag loads under zero current speed.
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Based on Eq. (3.10), the transfer function of the linear system dynamics can be
established to relate the WEC response and excitation forces:

Hx(ω) =
[
−ω2(M+Am(ω))− iω(B+Brad(ω))+K

]−1
. (3.11)

In the offshore engineering field, the response is also usually expressed based
on the response amplitude operator (RAO), which establishes a transfer function
between the body response amplitude and the wave amplitude. Once the transfer
function is derived, the dynamics can be obtained straightforwardly by solving the
system of algebraic linear equations. For irregular sea states, the stochastic response
can be expressed in terms of the power spectrum density (PSD) through the response
spectrum matrix as:

Sx(ω) = HxSf Hx
T*, (3.12)

where T* denotes the transpose conjugate of the matrix, and Sf is the force spectrum
matrix given by:

Sf (ω) = HFeSηHFe
T*, (3.13)

where Sη denotes the wave spectrum.
In Eq.(3.10), the damping matrix (B) contains contributions from several sources

of loads that can exist in the WEC’s dynamics, such as those from the PTO system
(Bpto). In this regard, the mean power absorbed by a linear PTO system in an
irregular sea state can be calculated in the frequency domain as:

Ppto = Bpto

∫
ω2Sxdω. (3.14)

3.1.3 Statistical linearisation

Frequency-domain models have been used extensively for the initial stages of devel-
opment due to their low computational cost compared with time-domain simulations.
However, the application of such models is restricted to linear systems, which may
lead to unreliable predictions of the system dynamics and the mean power absorbed.
In this regard, and under certain assumptions, the linearisation in the frequency-
domain models can be performed statistically for a more realistic prediction of the
first-order motion of WECs, where the contribution of each source of nonlinearity
is considered over the operating region. In such an approach, the wave excitation is
described by a Gaussian distribution, as it is given by a linear transformation of the
sea elevation, which is assumed Gaussian. Since the dynamics are approximated to
a linear function, the WEC response is also assumed to be Gaussian. To date, the
contributions of several nonlinear loads have been estimated using statistical lineari-
sation for a variety of WECs [152, 247], such as oscillating wave surge converters
[250, 778, 153], point absorbers [251, 147, 738, 150], and oscillating water columns
[252, 737, 151].

Consider a general WEC described in the following form:

Mẍ +Bẋ +Kx +Θ(x, ẋ, ẍ) = Fe(t)+Fr, (3.15)
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where Θ is a nonlinear vector, which is a function of the generalised coordinate
vector and its first and second time derivative. Here, Θ comprises all sources of
nonlinearities, such as those from viscous drag, PTO, and mooring systems. Based
on Eq. (3.15), an equivalent linear system can be determined as:

(M+Meq)ẍ +(B+Beq)ẋ +(K+Keq)x = Fe(t)+Fr, (3.16)

where the subscript eq denotes the equivalent linear terms, which are determined by
minimising the difference between the nonlinear and equivalent linear systems, Eqs.
(3.15) and (3.16) respectively, in a mean squared sense as:

min
〈
εdiff

Tεdiff
〉
, (3.17)

where ⟨ ⟩ denotes the mathematical expectation and the difference εdiff is given by:

εdiff = Θ(x, ẋ, ẍ)−Meqẍ −Beqẋ −Keqx. (3.18)

Under the assumption of a Gaussian response, it can be demonstrated that the min-
imisation condition is obtained systematically by setting the equivalent linear matri-
ces as [674]:

Meqi,j =
〈
∂Θi

∂ẍj

〉
, (3.19)

Beqi,j =
〈
∂Θi

∂ẋj

〉
, (3.20)

Keqi,j =
〈
∂Θi

∂xj

〉
, (3.21)

where the subscript i,j denotes the matrix index.
The equivalent random zero mean WEC steady-state response may be represented

mathematically as:
x̃(t) =

∫ ∞

−∞
hx,eq(τ)f̃e(t− τ)dτ, (3.22)

where hx,eq is the equivalent linear impulse response function matrix for the body
response, and f̃e is a zero-mean, Gaussian, random excitation, which is given by the
linear impulse response function of the incident wave elevation. Based on the above,
an equivalent transfer function of the nonlinear system dynamics can be established
to relate the WEC response and excitation forces, thus:

Hx,eq =
[
−ω2(M+Am(ω)+Meq)− iω(Brad(ω)+B+Beq)+(K+Keq)

]−1
.

(3.23)
Like Eq. (3.12), the stochastic response can be expressed in terms of PSD through

the response spectrum matrix as:

Sx = Hx,eqSf Hx,eq
T*. (3.24)
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Based on Eq. (3.6), the mean power absorbed by a linear damper can be calculated
as:

P pto =
〈
Bptoẋ

2
〉

=Bptoσ
2
ẋ, (3.25)

which is equivalent to the expression given in Eq. (3.14). Note that some PTO systems
might be described by nonlinear forces as in Eq. (3.5). In this case, the power is given
as:

P pto = ⟨Fptoẋ⟩ . (3.26)
For nonlinear PTO systems, the mean power absorbed can be estimated using the
equivalent linear terms as shown in [152]:

P pto =Beq,ptoσ
2
ẋ, (3.27)

where Beq,pto is the equivalent damping coefficient from the nonlinear PTO.

3.1.3.1 Asymmetric non-linearities and constant loads

Note that in the case of asymmetric non-linearities or/and systems under constant
loads, the response can be described in terms of mean values (µx) and random zero
mean components (x̃). For such conditions, Eq. (3.15) can be rewritten as:

M¨̃x +B˙̃x +K(µx + x̃)+Θ(µx + x̃, ˙̃x, ¨̃x) = µFe + F̃e(t)+ F̃r, (3.28)

where µF denotes the vector of mean forces and moments. The mean response can
be obtained taking the expectation of Eq. (3.28):

µx = K−1
〈
µFe −Θ(µx + x̃, ˙̃x, ¨̃x)

〉
. (3.29)

Subtracting Eq. (3.29) from Eq. (3.28), an equivalent form of Eq. (3.15) is obtained:

M¨̃x +B˙̃x +Kx̃ +G(x̃, ˙̃x, ¨̃x) = F̃e(t)+ F̃r, (3.30)

where G(x̃, ˙̃x, ¨̃x) = Θ(µx + x̃, ˙̃x, ¨̃x)−
〈
Θ(µx + x̃, ˙̃x, ¨̃x)

〉
.

3.1.3.2 Multivariate normal probability density function

The mathematical expectations used to compute Eqs. (3.19) to (3.21) can be a func-
tion of several variables and their time derivatives. In this regard, multivariate normal
probability density functions (MVNPDF) are required to estimate the equivalent lin-
ear terms. Considering the case of a nonlinearity function of the displacement, the
MVNPDF to calculate the equivalent stiffness terms would have the following form:

f(x) = 1
(2π)n/2|V|1/2 exp

(
−1

2(x̃ −µx)TV−1(x̃ −µx)
)
, (3.31)

where V denotes the covariance matrix of the coordinate x, and |V| denotes the
determinant. The symmetrical covariance matrix is given by:

V =


σ2
x1 σx1x2 . . . σx1xn

σ2
x2 . . . σx2xn

. . .
...

sym σ2
xn

 , (3.32)
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where the diagonal terms of the covariance matrix are obtained based on the auto-
spectrum as:

σ2
xk

=
∫ ∞

0
Sxkxk

(ω)dω, (3.33)

and the non-diagonal terms of the covariance matrix (j , k) are obtained based on
the cross-spectrum as:

σxjxk
=
∫ ∞

0
Sxjxk

(ω)dω. (3.34)

Some sources of nonlinearities may be written as a function of the coordinate
x and their time derivatives. Considering the cases of nonlinearities with first time
derivatives, the following relationships can be used to compute the covariance matrix
and distributions:

σ2
ẋk

=
∫ ∞

0
ω2Sxkxk

(ω)dω, (3.35)

σxj ẋk
= i
∫ ∞

0
ωSxjxk

(ω)dω, (3.36)

σxkẋj = −i
∫ ∞

0
ωSxjxk

(ω)dω, (3.37)

σxkẋk
= 0, (3.38)

σẋj ẋk
=
∫ ∞

0
ω2Sxjxk

(ω)dω. (3.39)

The same procedure can be extended for the nonlinearities functions of the coordi-
nate, and their first and second-time derivatives. For nonlinearities dependent on a
single variable, the Gaussian distribution can be used to calculate the mathematical
expectation. Depending on the source of the nonlinearity, analytical solutions are
available, as given in Table 3.1.

Table 3.1: Analytical solutions for the statistical linearisation coefficients of common
nonlinearities for WECs.

Φ(x)
〈
dΦ
dx

〉
⟨Φ(x)⟩

sgn(x)
(

2
π

) 1
2 σ−1

x 0

x|x|
(

8
π

) 1
2 σx 0

x3 3σ2
x 0

3.1.3.3 Iterative procedure

As observed in Eqs. (3.20) and (3.21), the mathematical expectations to calculate
the equivalent linear terms require prior knowledge of the response distribution. The
solution to this problem is usually not available analytically. Hence, the statistical
linearisation is performed using an iterative procedure, wherein traditional frequency-
domain models with Taylor linearisations are used as an initial guess. The iterative
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procedure runs until the error between the previous and the new steps is within an
acceptable range.

3.1.4 Alternative numerical methods

Statistical linearisation provides reasonable estimates of the mean and mean-square
responses of WECs, which are restricted to first-order dynamics. In addition, the
equivalent linear solution leads to a Gaussian distribution, while the real response
might deviate to a non-Gaussian one. As a result, equivalent linear responses might
lose salient features of the actual nonlinear dynamics. It is well known that non-
linearities may lead to vibrations outside the excitation range frequency. Although
WECs have a dominant mode that extracts energy, which is usually set to operate
close to resonant conditions, higher-order responses can be relevant for other degrees
of freedom (DoFs) and the response may be given by a non-Gaussian distribution.

The limitations of the statistical linearisation method can be circumvented by
replacing nonlinear loads with an equivalent nonlinear one in a polynomial form,
known as the statistical nonlinearisation method [182, 736, 776, 777]. This approach
can be interpreted as an extension of statistical linearisation using high order Volterra
series to describe the response of nonlinear systems [182]. Generally, polynomials up
to the second or third-order are enough to describe nonlinear behaviour, known as
the statistical quadratisation [182] and statistical cubicisation methods, respectively
[776]. Like the SL (statistical linearization), the equivalent coefficients are obtained
by minimising the difference between the nonlinear and the equivalent polynomial
one in a mean square sense, while the probability density function is built using
Gram-Charlier expansions of the Gaussian distribution [182]. Currently, the statistical
nonlinearisation method has not been applied to WECs, however, additional examples
applied to offshore systems can be found in [148, 444, 645]. Other examples of spectral
methods can be applied to WECs; such as the harmonic balance method [540, 538,
735] and multiple timescale spectral analysis [171]. For a survey of the available
methods, the reader is also encouraged to read references [674, 730, 728, 729].

3.1.5 Case study

This subsection provides a practical example of different methodologies being ap-
plied to estimate the response and power absorbed by a WEC. In this regard, a
half-submerged spherical point absorber (PA) restrained to move only in the heave
direction is chosen as a case study. The additional forces acting on the PA are from the
mooring and PTO systems, which are represented by a linear stiffness and damper.

3.1.5.1 Time domain

As described in Eqs. (3.1) to (3.4), the governing equation of the PA heaving motion
at the equilibrium position can be represented as:

(m+A∞)ẍ+Bptoẋ+Kptox= −
∫ t

−∞
krad(t− τ)ẋ(t)dτ +Fs+Fv +Fe(t), (3.40)
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where Bpto and Kpto are the damping and stiffness coefficients of the PTO system,
which consists of a linear spring and a linear damper, and m is the mass of the point
absorber.

For the following example it is important to notice that two nonlinear sources
are included: viscous drag and nonlinear hydrostatic stiffness. The first nonlinearity
is expressed as in Eq. (3.4); however, a simplification using only the body velocity is
assumed here. Hence, the viscous drag is expressed as:

Fv = −1
2ρCDπr

2ẋ|ẋ|, (3.41)

where r denotes the radius of the sphere.
The second nonlinearity occurs due to the variation of the waterplane area with

the depth, resulting in a nonlinear hydrostatic restoring force. For the spherical case,
the variations of the immersed fluid volume around the centre of the sphere can be
described as:

dV = π
(
r2 −x2

)
dx. (3.42)

Hence, the nonlinear hydrostatic restoring force can be expressed as:

Fs = −πρg
(
xr2 − x3

3

)
= −πρgr2︸   ︷︷   ︸

Ks

x+ πρg

3 x3, with − r ≤ x≤ r, (3.43)

where Ks is the linear hydrostatic stiffness of the buoy.

3.1.5.2 Frequency domain

In the frequency-domain model, the dynamics are linearised around the mean posi-
tion. Hence, only the linear stiffness part is included and the viscous drag contribution
is neglected. Based on that, the following transfer function is given to relate the buoy
displacement and the wave excitation force:

Hx(ω) =
[
−ω2(m+Am(ω))− iω(Bpto+Brad(ω))+(Kpto+Ks)

]−1
, (3.44)

which is used to calculate the stochastic response, as shown in Eq. (3.12).

3.1.5.3 Statistical linearisation

Under the hypothesis of Gaussian excitations, statistical linearisation can be em-
ployed to estimate the contributions of nonlinear terms. In the following example,
the viscous drag and nonlinear hydrostatic stiffness are included using equivalent
linear terms, and the transfer function that relates the buoy displacement and wave
excitation force is given by:

Hx,eq(ω) =
[
−ω2(m+Am(ω))− iω(Bpto+Brad(ω)+Beq)+(Kpto+Ks+Keq)

]−1
.

(3.45)
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If the PA oscillates within the range defined in Eq. (3.43), an analytical solution
for the hydrostatic stiffness can be used. As a result, the equivalent coefficients are
given by:

Beq = 1
2ρCDπr

2
( 8
π

) 1
2
σẋ, (3.46)

Keq = −πρgσ2
x. (3.47)

In the present example, no equivalent linear inertia term occurs because the nonlin-
earities are not dependent on the acceleration. However, nonlinearities as a function
of the acceleration might be present in the numerical methods of other WEC mech-
anisms such as oscillating water columns, which are characterised by a variable mass
system. Note that the relative velocity can be included in statistical linearisation of
the viscous drag equation as shown in [149].

3.1.5.4 Results

The PA is subjected to a sea state described by the JONSWAP spectrum, with a
significant wave height equal to 3 m and a wave peak period of 7 s, and a water depth
is equal to 50 m. Table 3.2 presents the parameters used in this case study. Ten time-
domain simulations were performed during 1,000 s, each using different sets of phase
angles in the excitation force. The PA was set to operate under the maximum power
configuration, which was optimised using the frequency-domain model.

Table 3.2: PA parameters used in the case study.

Property Value Unit

r 5 [m]
m 2.68×105 [kg]

Kpto –450
[

kN
m

]
Bpto 100

[
kN.s

m

]
CD 1 [−]

To compare the accuracy between methods, Figure 3.1a shows the PSD of the
heave displacement using nonlinear time-domain simulations (TD), a statistical lin-
earisation model (SL), and a frequency-domain model (FD). The SL model was able
to estimate the effects of the nonlinearities accurately, which is captured using the
nonlinear TD model. Depending on the source of nonlinearity, shifts in the peak re-
sponse can be observed due to stiffness and inertial effects, while the magnitude is
also affected by nonlinear terms described as a function of the velocities. For the
following example, the main difference occurs due to the inclusion of viscous effects
in the SL and TD approaches.
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(b)

Figure 3.1: Comparison between the numerical methods: (a) PSD of the heave motion,
(b) Probability distribution function of the heave motion.

To verify the applicability of the SL technique, Figure 3.1b shows a comparison
of the probability distribution between the models. As mentioned previously, the SL
model is built under the assumption of a Gaussian distribution, which is a valid
approximation for the conditions investigated in this example. This led to the higher
accuracy in the results predicted by the SL model, comparable to nonlinear TD
simulations.

The mean power estimations using the different models and their associated sim-
ulation clock time are presented in Table 3.3. The power estimation using statistical
linearisation obtained good agreement with nonlinear time-domain simulations, while
the frequency-domain model was overestimated due to the viscous effects not being
included. In terms of computational cost, the statistical linearisation model is one
order of magnitude slower than the traditional frequency-domain model, and around
three orders faster than the time domain, if multiple simulations with different sets
of phase angles in the excitation force are considered.

Table 3.3: Power estimation and simulation wall-clock time comparison across models.

Model Power estimated(kW) Simulation wall-clock time(s)

Time domain 132 39.55 (each run)
Statistical linearisation 133 0.108

Frequency domain 255 0.005

3.2 PRINCIPLES AND BOUNDS OF WAVE POWER ABSORPTION

Understanding the principles and limits in WEC power absorption is crucial for
efficient PTO system design. To avoid losing generality, this section treats the
PTO system (a complex and multi-functional sub-system of WEC as detailed in

(a)
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Section 3.3) as a generic feedback control system that generates a PTO control force
modifying the power absorption performance of the WEC system.

3.2.1 Impedance matching

In general, a force-to-velocity model of a WEC in a single DoF in the frequency
domain can be written as:

U(ω)
Fe(ω) = 1

Zi(ω)+Zpto(ω) , (3.48)

where U is the complex amplitude of the buoy velocity; Fe is the complex amplitude
of the excitation force; Zi(ω) is the frequency-dependent system intrinsic impedance
(associated with wave-structure interaction dynamics); and Zpto(ω) is the frequency-
dependent PTO load impedance (associated with PTO system dynamics) that is
introduced to modify the overall system behaviour via feedback control. For a half-
submerged heaving point absorber, as shown in Figure 3.2, following Eq. (3.11), these
two impedances are:

Zi(ω) =Brad(ω)− i
(
ωm+ωAm(ω)− Ks

ω

)
, (3.49)

Zpto(ω) =Bpto+i
(
Kpto

ω

)
. (3.50)

Figure 3.2: Average power flow in and out of a spring-damper controlled heaving
point absorber wave energy converter under harmonic motion.

The following complex conjugate relationship between the system intrinsic
impedance and the PTO load impedance was derived for maximising the power

Pr

PptoPspring = 0

Pe 
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absorption of a WEC [227], often termed complex conjugate control or impedance
matching in the literature:

Zpto(ω) = Z∗
i (ω), (3.51)

where ( )∗ denotes the complex conjugate. Substituting Eqs. (3.49) and (3.50) into Eq.
(3.51), the optimal PTO parameters maximising power absorption can be obtained:

Kpto = ω2 (m+Am(ω))−Ks, (3.52)

and,

Bpto =Brad(ω). (3.53)

Rearranging Eq. (3.52) specifies the WEC resonance condition, or phase optimal-
ity condition:

ωn =
√

Kpto+Ks

m+Am(ωn) . (3.54)

When the natural frequency of the controlled WEC system (as adjusted by the PTO
spring) is equal to the incident wave frequency, the controlled WEC system operates
in resonance with the wave excitation. This results in a complete cancellation of
the reactive terms (or imaginary terms) in the U(ω)

Fe(ω) relationship in Eq. (3.48), and
consequently forces the buoy velocity in phase with the excitation force. Since the
average power input for the WEC system arising from wave excitation, as shown in
Figure 3.2, is given by:

P e = 1
2Re{FeU∗} = 1

2 |Fe|.|U |cos(γ), (3.55)

zero phase difference between the buoy velocity and the excitation force (i.e. γ=0)
allows incident wave power to be input effectively into the WEC system. However,
due to the existence of the PTO spring (for the tuning of the natural frequency of
the WEC system), a bidirectional power flow occurs between the PTO spring and
the buoy, which averages to zero (i.e., P spring = 0) under harmonic wave excitation.
Therefore, the PTO control system including the function of the spring-like storage
is often called reactive control because of the required reactive power flow between
the PTO and the buoy.

Eq. (3.53) shows the optimal amplitude condition for the buoy velocity where the
PTO damping is equal to the radiation damping. This condition is set to compromise
the power outputs of the WEC system: the power returned back into the sea via
radiation damping dissipation as shown in Figure 3.2:

P r = 1
2Brad|U |2, (3.56)

and the power absorbed by the PTO system via PTO damping dissipation, as shown
in Figure 3.2:

P pto = 1
2Bpto|U |2. (3.57)
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A PTO damper, as a simplified analogy to an electricity generator, only dissipates
power and thus any PTO control system modelled as a pure damper is often called a
passive control due to the passive loading associated with the damping mechanism.

Substituting Eqs. (3.49), (3.50), and (3.51) into Eq. (3.48), the optimal buoy
velocity (without considering the viscous drag) is obtained:

Uopt(ω) = Fe(ω)
2Brad(ω) . (3.58)

Eq. (3.58) shows that the optimal buoy velocity is in phase with the excitation force
and the optimal impedance of the controlled system becomes double that of the ra-
diation damping, which indicates that half of the wave power input is radiated back
to the sea and the other half is absorbed by the PTO damper. To gain a quantita-
tive understanding on the power maximising theory under impedance matching, the
averaged input power and averaged output power of a half-submerged heaving point
absorber are plotted against the variations of the PTO spring and damper coefficients
respectively, as shown in Figure 3.3. It can be seen that PTO absorbed mean power is
given by the difference between the mean power input and the mean radiated power,
regardless of the variations in Kpto and Bpto. The PTO absorbed mean power reaches
a peak at the resonance condition by tuning Kpto in Figure 3.3a, while it reaches a
peak at the optimal amplitude condition by tuning Bpto in Figure 3.3b, i.e., at the
intersection between the P r curve and the P pto curve. It is also noticeable that with
the increase of Bpto, the mean radiated power becomes negligible compared with the
PTO absorbed mean power.

Figure 3.3: Mean power input arising from wave excitation and mean power output:
radiated power and PTO absorbed power versus variations in (a) the PTO spring
stiffness coefficient while the optimal amplitude condition is always achieved, (b) the
PTO damping coefficient while phase optimality condition is always achieved. The
wave conditions are described by a regular wave with 1 m amplitude and a period of
7 s.

(a) (b)
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3.2.2 Phi-method

Complex conjugate control or impedance matching has become a classic theory for
the design of WEC PTO control systems, however, being a solution in the frequency
domain, only linear terms were included in its derivations. For example, the nonlin-
ear viscous drag loads were not included, and the control influence of its dynamics
is not straightforwardly understood in the frequency domain, even when statistical
linearisation is used, as it is estimated using iterative procedures. In these cases, con-
trol strategies were developed in the time domain for a better understanding of the
impact of nonlinear dynamics on PTO control. The following time-domain approach
is based on an algorithmic operator Phi-method [543] that determines the optimal
PTO control force to maximise wave power absorption.

The WEC dynamics can be written as the following general expression in the
time domain:

H
(
t;x, ẋ, ẍ, . . . ,x(n)

)
= Fe(t)+Fpto(t), (3.59)

where x(n) = ∂nx

∂tn
and n is the highest order of the time derivatives. H is a sufficiently

smooth function of time derivatives describing the WEC dynamics in response to the
excitation and PTO control forces, which are not necessarily linear.

The Phi-method derives the optimal control force as a function of the WEC time
response from the analytical WEC dynamics H using the following expression [543]:

Fpto(t) = −α+
∫ t

0
ẋ
∂

∂x
Hdτ −

∞∑
k=1

(
− ∂

∂t

)k−1(
ẋ

∂

∂x(k) H
)
, (3.60)

where α is a bias force equal to the mean wave force that prevents the WEC from
drifting. Table 3.4 shows some typical dynamics terms and their corresponding opti-
mal PTO control forces derived using Eq. (3.60).

Table 3.4: Typical dynamic terms and corresponding Phi-derived optimal control
forces.

Dynamic terms Analytical expression
(H)

Phi-derived control
force (Fpto)

Spring a0x(t) a0x(t)
Damper a1ẋ(t) −a1ẋ(t)
Inertia a2ẍ(t) a2ẍ(t)

Viscous drag a3|ẋ(t)|ẋ(t) −2a3|ẋ(t)|ẋ(t)

Depth inertia m(x)ẍ m(x)ẍ+
(
ṁẋ−

∫ t
0 ṁẍdt

)
Substituting the first four dynamic expressions in Table 3.4 and their correspond-

ing Phi-derived control force into Eq. (3.59) and combining/cancelling common terms,
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the following observations can be made. The system intrinsic spring and inertia terms
are respectively cancelled by the corresponding Phi-derived feedback control force,
while the linear damper term is doubled by linear damper control. These follow
impedance matching theory for the maximum power absorption of a WEC, in which
the dynamics are assumed to be linear and under harmonic motion. On the other
hand, the viscous drag term (the quadratic damper term) is tripled by the quadratic
damper control according to the Phi-method, whose mathematical proof is shown in
[308]. Table 3.4 also shows the Phi-derived optimal control force for the depth de-
pendent inertia term, which readers can derive using the Phi-method as an exercise.
Note that if m becomes a constant, then the optimal control force reduces to mz̈;
identical to the solution for the standard inertia term.

3.2.3 Theoretical power limit

When the complex conjugate control in Eq. (3.51) is achieved by selecting a proper set
of PTO coefficients, the amplitude of the optimal buoy velocity in Eq. (3.58) could
be impractically large, especially when the wave period is relatively high and the
radiation damping approaches zero. The optimal power capture may be overestimated
and, hence, it is necessary to investigate the power limit with or without practical
constraints. According to Eq. (3.58), the maximum absorbed power in a single DoF
can be given as [227]

Pmax,j(ω) = |Fe,j(ω)|2
8Brad,j(ω) , (3.61)

where j = 1,2,3, · · ·6 represent the surge, sway, heave, roll, pitch, and yaw modes,
respectively.

As the optimal velocity in Eq. (3.58) is achieved by design or control, the maxi-
mum absorbed power only depends on the amplitude of the excitation force and the
radiation damping, as shown in Eq. (3.61). In this section, theoretical power absorp-
tion limits in two- and three-dimensional flows will be discussed, together with the
influence of motion constraints on maximum power absorption.

3.2.3.1 Power limits in two-dimensional flows

The two-dimensional flow in the X-Z plane is considered, and the fluid motion is the
same everywhere in the Y -direction. For WEC devices with a large dimension in the
Y -axis (viewed as infinite in the Y -axis), the wave-structure interaction problem can
be simplified as a two-dimensional flow problem. By assuming linear potential flow
theory and a symmetrical body about the Z-axis, the amplitudes of the excitation
forces in surge, heave or pitch modes in the two-dimensional flow, can be computed
according to their radiation damping coefficients [338, 570], given as

|Fe,j(ω)| = A

(
ρg2D(kh)

ω
Brad,j

) 1
2
, (3.62)

where D(kh) is the depth function defined in Eq. (2.26); j = 1,3, and 5, represent
the surge, heave, and pitch modes, respectively.
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Substituting Eq. (3.62) into Eq. (3.61), the maximum power absorption can be
rewritten as

Pmax,j(ω) = A2ρg2D(kh)
8ω = 1

2
ρg2D(kh)

4ω A2 = J

2 , (3.63)

where J is defined in Eq. (2.25). This equation gives the theoretical wave-power ab-
sorption limit for symmetrical oscillating bodies in two-dimensional flow, first derived
by Evans in 1976 [208].

In two-dimensional flow, the theoretical limit of the hydrodynamic efficiency for a
transverse symmetry body in a single mode is 50%. For WECs operating in multiple
modes, the theoretical limit of the hydrodynamic efficiency can reach 100% [208].
Alternatively, an asymmetric body, e.g., Salter’s Duck [686], also has the possibility
of achieving a hydrodynamic efficiency of 100%, even though it only oscillates in one
mode.

3.2.3.2 Power limits in three-dimensional flows

In three-dimensional flows, the amplitudes of the excitation forces in surge or pitch
modes, j = 1,5, can be written as [570]

|Fe,j(ω)| = A

(
4ρg2D(kh)

ωk
Brad,j

) 1
2
. (3.64)

Substituting Eq. (3.64) into Eq. (3.61), the maximum power absorption can be rewrit-
ten as

Pmax,j(ω) = 2ρg
2D(kh)A2

4ωk = 2J
k
, (3.65)

where k = λ
2π is the wave number. For a heaving axisymmetrical body, the amplitude

of the excitation force is written as

|Fe,3(ω)| = A

(
2ρg2D(kh)

ωk
Brad,3

) 1
2
. (3.66)

Similarly, the maximum wave-power absorption is given as

Pmax,3(ω) = ρg2D(kh)A2

4ωk = J

k
. (3.67)

To improve wave-power absorption, WECs can make further use of multiple
modes. For instance, the theoretical wave-power absorption limit can reach Pmax = 3Jk
for an oscillating body operating in surge-heave or surge-heave-pitch modes [571].

3.2.3.3 Power absorption with motion constraint

In practical engineering applications, the body motion cannot be infinite, but is
constrained by the body dimension or PTO specifications. Here, the motion constraint
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of an oscillating body in a single mode is represented by the displacement stroke,
defined as xj,s. One practical method to determine this displacement stroke is the
“maximum swept volume” method [99], which will be detailed in Section 5.2.2. In
addition, xj,s can also be determined by the PTO design. By assuming harmonic
wave and linear hydrodynamics, the velocity stroke can be expressed as vj,s = ωxj,s.

When motion constraint is considered, the optimal velocity in Eq. (3.58) can be
rewritten as

U(ω)opt,j,s = Fe,j(ω)
Bpto,j,s(ω)+ Brad,j(ω) . (3.68)

Substituting |U(ω)opt,j,s| = ωxj,s into Eq. (3.68), the PTO damping coefficient can
be determined as

Bpto,j,s(ω) = |Fe,j(ω)|
ωxj,s

−Brad,j(ω). (3.69)

Hence, the maximum power absorption with motion constraint is given as

Pmax,j,s(ω) = |Fe,j(ω)|ωxj,s−ω2x2
j,sBrad,j(ω). (3.70)

One notable way to determine xj,s was developed by Budal in 1980 [99], the so-
called Budal’s upper bound in [228]. For a half-submerged heaving device, Budal’s
upper bound can be written as:

PB,3(ω) = c0
V H

T
, (3.71)

where c0 = πρg/4; V , H and T represent the body volume, wave height, and period,
respectively. An extension of the Budal’s upper bound for multi-mode devices is
discussed in Chapter 5. Consider both the theoretical limit and Budal’s upper bound,
a good example is shown in Figure 3.4. On the left side (the high frequency region), the
power absorption is bounded by the theoretical limit represented by PA = c∞H

2T 3

with c∞ = (g/π)3/128, which is equivalent to Eq. (3.67). In the low frequency region
(the right side), the power absorption is banded by Budal’s upper bound in Eq. (3.71).
The cross point of these two power bounds, (Tc,3,Pc,3), is given as

Tc,3(ω) =
(

32π4V

Hg2

)1/4

, (3.72)

Pc,3(ω) = ρg3/2

8

(
V 3H5

2

)1/4

. (3.73)

In Figure 3.4, the power absorption by deploying passive control, reactive control,
and latching control is well bounded by the theoretical limit and Budal’s upper bound.
Such a graphic plot also provides a basic guideline for WEC design, e.g., determining
a proper PTO power rating or buoy volume. A good case study is given in Chapter 5,
discussing the power absorption limits of a submerged multi-mode PA devices with
or without displacement constraints.
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Figure 3.4: Power absorbed by a spherical heaving buoy in regular waves using passive,
reactive and latching control strategies. This figure is adapted from [229]. The red and
black solid curves are the radiation limit and the volume stroke limit, respectively.
In this figure, the wave height is H = 2.26 m, and the radius of the sphere is r = 5 m.

3.3 CONTROL SYSTEM AND POWER TAKE-OFF DESIGN

The PTO system is the core of a WEC, and has multiple functions: 1) most obvi-
ously, it converts the mechanical power of the WEC mechanism into electricity; 2)
it enhances the hydrodynamic efficiency of the WEC and thus maximises its power
absorption in varying sea states; and 3) it ensures safe operation of the WEC in the
harsh sea environment.

3.3.1 Power take-off control strategy classification

In practical applications, the motion of the wave energy device should be controlled to
maximise the converted power subject to constraints imposed by the equipment and
machinery, such as the maximum amplitude, velocity, load force, etc. [672]. Control
is implemented by the PTO system, which exerts a load force on the oscillating
body thereby tuning its dynamic response. The development of control strategies for
the wave energy applications depends on parameters such as (i) the power take-off
capabilities, (ii) availability and complexity of the system model, (iii) availability of
information about any incident wave field, and (iv) number of controlled variables,
etc. Based on these characteristics, control algorithms can be grouped as shown in
Figure 3.5.

3.3.1.1 Power flow

The first classification relates to the ability of the PTO to provide either unidirectional
or bi-directional power flow, as briefly introduced in Section 3.2.1:
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Figure 3.5: Classification of wave energy control strategies.

• reactive control (Fpto(t) =Bptoẋ(t)+Kptox(t)) implies that the machinery not
only receives energy from the converter but also has to put some energy back
during a part of a sinusoidal cycle (working partly as a motor) [227]. It requires a
bi-directional power flow through the PTO and can be achieved by introducing
energy storage into the system, e.g., through a series of accumulators for a
hydraulic system or mechanical springs. Reactive control was first applied to the
Edinburgh Duck (also known as Salter’s Duck) [686], where the load force was
proportional to the duck’s velocity and position, imposing a complex-conjugate
control law;

• passive control (Fpto(t) =Bptoẋ(t)) means that the machinery is only required
to extract power from the system, but not to return it [326], which is a rea-
sonable assumption for some types of machineries, e.g., an electrical generator.
Two variations of passive control exist: a phase control presented by latching
and declutching [44, 49], and a resistive control where only a load resistance,
e.g., a damper, is adjusted to the current sea state [186, 105].

In terms of the efficiency of these control strategies, it was demonstrated in [229]
that reactive loading outperforms other controllers, as shown in Figure 3.4, and uses
the full capacity of the oscillating body [229]. Both reactive and latching controls
satisfy the phase optimality condition, or what is often called the resonance condition,
while passive loading does not have this capability, which leads to a low efficiency
in WECs when this strategy is applied. For more details on latching control refer to
Section 6.4.1.2.

3.3.1.2 Causality

It is relatively easy to set the optimal phase and amplitude of the WEC oscillations
when the incoming wave is sinusoidal with uniform frequency and height. However,
real sea states have a stochastic nature and, in order to maximise the absorbed power
by applying an optimal control force to the PTO, the wave excitation forces should
be known in advance [672]. Thus, the wave energy control problem resulting from
the optimality conditions is, in general, acausal (or non-causal) [225], relying on the
future values of the wave excitation force. This future information can be gained by
installing additional equipment and sensors at some distance from a converter in the
direction of an incoming wave [225, 756] and/or using wave prediction algorithms

Control
strategies

Power input Causality
Model

availability
Linearity Number

of DoFs
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Linear

Nonlinear
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(e.g., auto-regressive models [261, 263] or augmented Kalman filters [327]). As a
result, the performance of acausal controllers is heavily dependent on real-time wave
forecasting which deteriorates with any increase in the prediction horizon [264].

Other controllers that obviate uncertainties associated with wave predictions are
called causal. For example, the works in [428, 696] suggested to include the knowledge
about the spectrum of the operating sea state in the system model, forming a basis
of the linear-quadratic-Gaussian control problem. Another method to achieve the
causality of the system has been presented in [265], where a non-causal transfer
function between the optimal velocity and the excitation force is replaced by the
frequency-dependent coefficient of proportionality. Those controllers that tune their
parameters to the peak (or energy) frequency of an incident wave [440, 20] also belong
to the class of causal controllers. For example, the coefficients of the linear spring-
damper controller can be tuned to the peak (or energy) frequency of the incident
wave spectrum.

Comparing the performance of these two classes of controllers [326], the acausal
strategy represented by model-predictive control (MPC) often demonstrates the best
power generation efficiency, provided perfect wave force estimation is available. How-
ever, it comes at the cost of the power take-off complexity, which requires high peak-
to-average power ratios, large energy storage, and high control forces [835]. As a
result, similar to the techno-economic development of the wave energy devices, any
implementation of advanced control strategies to increase power production must be
subject to economic assessment, as discussed in Section 1.2.3.

3.3.1.3 Model availability

Low-cost models established based on linear potential theory, as discussed in earlier
sections, are often necessary for WEC control implementation [672]. Optimisation-
based control strategies such as MPC, dynamic programming (DP), and linear
quadratic control (LQ) aim to maximise the performance objective (e.g., energy),
subject to constraints, and their performances are heavily dependent on the fidelity
of the WEC model used as a part of the optimisation algorithm [835]. On the other
hand, whilst not directly applying the model in calculating the control force, the
complex conjugate control (or spring-damper control) and latching control rely on
the WEC model when determining the optimal control parameters. One category of
control strategy that does not rely on the WEC model at all for maximising power
absorption is termed a non-model based control. A typical example of this category
is maximum power point tracking control (MPPT), which is widely used in maximis-
ing the energy conversion efficiency of wind turbines. However, it has been proven
that MPPT does not work efficiently in a WEC system when compared with model-
based control strategies, mainly due to the highly stochastic nature of ocean waves
[117, 334].

3.3.1.4 Linearity

Most of the WEC control strategies are linear methods that are not capable of
handling nonlinear dynamics such as viscous drag or other higher order nonlinear
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hydrodynamic effects. Therefore, these methods often require linearised models based
on linear potential theory, although WECs do not always operate in the linear wave
theory region as shown in Chapter 2. The Phi-method, as detailed in Section 3.2.2,
belongs to the category of nonlinear control that derives the nonlinear optimal control
force for the analytical nonlinear dynamics of the system. Thus, the control perfor-
mance strongly depends on the fidelity of the nonlinear models in their analytical
expressions. DP and shape-based (SB) control are also capable of handling nonlinear
dynamics, however, their computational requirements are high and thus may not be
suitable for real-time control implementation [835].

3.3.1.5 Multi-mode control

The vast majority of wave energy converters absorb power from only one hydrody-
namic mode (heave or surge), so the development of control systems has also focused
on those devices that operate at one degree of freedom, considering single-input-
single-output (SISO) plants. Moreover, when developing new control principles and
ideas, it is easier to work with systems that have relatively simple dynamics, where
no attention should be paid to the coupling between the state variables. As a result,
almost all effective controllers in the wave energy sector have been designed for single-
DoF heaving devices [326, 835]. However, the number of converters that absorb power
from several motion modes is increasing, leading to increased interest in developing
controllers for multiple-input-multiple-output (MIMO) WECs, as discussed in more
detail in Chapter 5.

3.3.2 Power take-off machinery

The objective of the PTO system machinery is to transform the mechanical power of
the WEC actuator to useful electricity. The dynamic behaviour of the PTO machin-
ery also dictates what control strategies can be applied to the WEC, which directly
governs the power absorption capability of the WEC. Furthermore, taking techno-
economic assessment into consideration, PTO machinery design is a very complex
task, which plays an important role in raising the technology readiness level (TRL)
and technological performance level of the WEC towards commercialisation. The
main types of PTO machinery are shown in Figure 3.6 and their percentage of utili-
sation and their efficiencies are shown in Figure 3.7 and Table 3.5 respectively.

Table 3.5: Indicative efficiency of different PTO systems [765]

.

PTO system Efficiency, %

Hydraulic 65
Pneumatic 55

Hydro 85
Direct mechanical drive 90
Direct electrical drive 95

Advanced electric materials < 80
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Figure 3.6: Power take-off principles utilised for the wave energy conversion, adapted
from [73, 765].

3.3.2.1 Hydraulic power take-off machinery

Hydraulic PTO machinery utilises the cyclic motion of the hydraulic cylinder, driven
by the buoy, to force pressurised fluid through a controlled manifold to the hydraulic
motor, which is connected to the rotary electric generator. As hydraulic circuits are
designed to operate with large forces at low speeds, they are well-suited for wave en-
ergy conversion purposes and make up the largest part of all PTO technologies [765],
as shown in Fig. 3.7. Whilst being the most applicable for absorbing wave energy,

Hydraulic

42%

Direct-drive

30%

Hydro

11% Pneumatic
11%

Not specified
6%

Figure 3.7: Breakdown of WECs depending on the utilised PTO principle [548].
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hydraulic PTO machinery has relatively low power conversion efficiency (refer to Ta-
ble 3.5), mainly because reactive control cannot be achieved due to the large time
constant of the hydraulic PTO machinery dynamics. Figure 3.8 shows 3 CETO 5
WEC devices equipped with hydraulic PTOs, as developed by Carnegie Clean En-
ergy prior to its patented CETO 6 technology, currently under development. The
submerged buoys are moved by the ocean swell, driving pumps that pressurise sea-
water delivered ashore by a subsea pipeline. Once onshore, the high-pressure seawater
is used to drive hydro-electric turbines, generating electricity.

Figure 3.8: CETO 5 array supplying hydraulic power onshore, (image courtesy of
Carnegie Clean Energy)

3.3.2.2 Pneumatic power take-off machinery

Pneumatic PTO machinery refers to those air-turbines that are driven by oscillat-
ing air pressure and directly coupled to a generator. This technology is utilised in
OWCs and pressure differential devices, and has the advantage that no moving parts
are under the water. Figure 3.9 shows Wave Swell’s patented fixed-structure OWC
technology, equipped with a unidirectional air-turbine that is simple, robust, and ef-
ficient. Conversely, a more complex turbine with pitching blades can be applied to
absorb energy from bidirectional air flow, with the potential of achieving soft latching
control.

3.3.2.3 Direct-drive power take-off machinery

Direct-drive PTO machinery refers to PTO systems where mechanical power from the
buoy oscillations is directly transformed into electricity. While in a direct electrical
drive system, the buoy is directly coupled to the moving part of the linear generator,
which is demonstrated in Section 4.4.3. The direct mechanical drive is equipped
with an additional mechanism to couple the buoy’s motion to a rotary generator.
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Figure 3.9: Oscillating Water Column applying pneumatic PTO machinery, (image
courtesy of Wave Swell Energy).

Whilst being the least mature technology among all the PTO types, direct-drive
PTO machinery is currently in the spot light of research and development, mainly
due to its ability to generate any desired PTO control force and thus enable the
potential to implement advanced power maximising control strategies such as MPC.
Figure 3.10 shows the CorPower PA WEC, highlighting its PTO system. A composite
buoy, interacting with wave motion, directly drives the generator via a mechanical
drive-train located inside the buoy.

3.3.3 Performance measures of power take-off machinery

The performance measures specified in Section 1.2.3.1 are usually calculated using
values of the mechanical power absorbed/captured by the WEC. As the power take-
off machinery converts mechanical power to electrical power with associated losses,
there is a need to quantify the efficiency of the entire power conversion chain, or each
separate subsystem, including the power transmission (e.g., hydraulic, or mechani-
cal drivetrain), the generator (rotary or linear), and the power converters (refer to
Figure 3.6).

3.3.3.1 Power conversion efficiency (mechanical-to-electrical)

The power conversion efficiency (mechanical-to-electrical) quantifies how much of the
mechanical power input to the PTO machinery is converted to useful electrical power
output:

ηeff,M→E = Electrical power output [W]
Mechanical power input [W] . (3.74)
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Figure 3.10: Point absorber applying a direct mechanical drive PTO, (image courtesy
of CorPower Ocean.)

Since the power conversion efficiency depends on the PTO input parameters (e.g.,
force and velocity, torque and angular speed, pressure difference and flow rate), it is
usually represented as a matrix.

To assess the WEC’s performance as a whole, particularly how much of the avail-
able wave energy is absorbed by the WEC, transferred to the generator and converted
into electricity, the alternative power conversion efficiency (wave-to-electrical) coeffi-
cient can be used:

ηeff,H→E = Electrical power output [W]
Available hydrodynamic power [W] , (3.75)

where the available hydrodynamic power is calculated as (for a regular wave, heaving
axisymmetric WEC) [228] as:

Available hydrodynamic power [W] = P
max
mech = |Fe(ω)|2

8Brad(ω) . (3.76)

3.3.3.2 Maximum values, or peak values

Maximum, or peak values of power, force, speed, and displacement are quantities
that establish requirements for the PTO design (drivetrain, hydraulic circuit, electric
generator, etc.). As the identification of the peak loads highly depends on the length
of the numerical or physical experiments as well on the phasing of the incoming wave,
it is more practical to report the “statistical peak” value that refers to a particular
confidence level, 95%, 99%, or 99.9%, see Figure 3.11.
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(a) (b)

Figure 3.11: Demonstration of a “statistical” peak power calculation from the power
time-series: (a) instantaneous power and (b) histogram.

3.3.3.3 Peak-to-average values

Peak-to-average values of power, control force, or speed are important parameters for
the electrical part of any WEC. In particular, all electric generators are characterised
by their nominal speed, torque, and current, where the generator operates at its
maximum efficiency. Also, such generators are capable of handling some overload for
a short period of time. Hence, the peak-to-average values guide whether the electrical
system should be designed according to the mean power production, or to the peak
power requirements. In addition, the peak-to-average values are highly dependent on
the hydrodynamic control strategy used as demonstrated in [134]. If the signal has a
zero mean, the peak-to-average value is calculated using its root-mean-square instead
of the average value.

Peak-to-average power = Peak power [W]
Average absorbed power [W] = P peak

P
. (3.77)

Peak-to-average force = Peak force [N]
Force RMS [N] = F peak

FRMS . (3.78)

3.3.3.4 Slew rate

The slew rate of force (or speed) is defined as the rate of change of the signal per unit
time, and usually is expressed in units of [N/s] (or [m/s2] for speed). This parameter
defines how quickly the force should be changed by the mechanical or electrical part
of the PTO machinery:

Slew rate [N/s] = max
∣∣∣∣dFpto(t)dt

∣∣∣∣ . (3.79)

3.3.3.5 Damage equivalent loading

Damage equivalent loading (DEL) is a metric widely used in offshore applications to
assess the capability of the structure to sustain the full spectrum of loads during its
life [259, 129]. Recently, the DEL has been used in the design optimisation of wave
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energy converters [130, 272, 273], in particular assessing the DEL of PTO systems
with joints (i.e., welding). The calculation of this metric spans multiple stages [130]:

• generate the PTO force time-series;
• convert force into stress;
• count the number of stress cycles;
• determine the cycles to failure according to S-N curves for a selected material

and a joint type;
• estimate the accumulated damage.

3.3.3.6 Flicker severity

Once the wave energy converter is connected to the electricity grid, it can cause rapid
fluctuations in the grid voltage, called flickers [58]. Thus, flicker evaluation determines
the electricity quality in the power grid and is defined by the flicker severity measures.
Short-term flicker severity is a measure that quantifies the visual severity of flicker
over a 10 minute period, while long-term flicker severity is the cubic average of the
short-term flicker over 2 hours.

3.3.4 Challenges in power take-off design

Various PTO mechanisms are illustrated in Section 3.3.2. These PTO mechanisms
have been widely applied in industry, and are available on the market. It is commonly
assumed that existing PTO systems can be used directly for WECs. However, the
integration of existing commercial PTO systems to WECs is not that direct, mainly
due to the harsh and time-varying deployment environment of WECs. Compared with
conventional PTO systems, the design of WEC PTO systems is still challenging. The
following problems have not been fully solved: (i) how to convert a slow motion
of huge force or torque into electrical power? (ii) how to design a PTO mechanism
operating in a wide range of varying sea states? and (iii) how to include wave-structure
interaction (WSI) and control in the design and optimisation of PTO systems?

Ocean waves are typified as low frequency with huge hydrodynamic force or torque
acting on WEC devices [184]. As a consequence, the WEC float’s motion is slow, and
the coupling force between the WEC float and the PTO system is large. Such a
motion itself is naturally challenging for PTO design. Generally, PTO systems are
optimised to operate efficiently at a high unidirectional speed, and such a slow WEC
motion may result in a large physical dimension of the PTO generator. Hydraulic
PTO systems show great advantage in WEC applications, as they can handle slow
motion and large force simultaneously. However, their application in wave energy con-
version is still constrained by some drawbacks, e.g., a relatively low efficiency [349],
regular requirements for maintenance [64], and a high pollution risk [184]. Alterna-
tively, mechanical motion rectifiers, e.g., gearboxes, are generally used to amplify
the operating velocity for generators. The mechanical motion rectifiers increase the
system complexity, and may weaken the reliability of WEC systems, e.g., including
gearbox failure. To date, it is still challenging to design a PTO system to convert
wave power into electrical power in a simple, efficient, and reliable manner.



126 ■ Modelling and Optimisation of Wave Energy Converters

Another obvious property of an ocean wave is its significant spatio-temporal vari-
ation. Even if the installation site is chosen properly, the wave power will still show
high irregularity in wave frequency, amplitude and direction, and these changes across
seconds and decades. Given that the lifespan, or design life, for a WEC is generally up
to 20 years, the WEC may experience all kinds of sea states, from light to extreme.
In general, a PTO system can only operate efficiently under its rated conditions,
e.g., its rated speed, power, load, etc. Therefore, it is technically challenging to de-
fine the rated operation conditions for a PTO system. Even for an optimised PTO
unit, its efficiency decreases dramatically when the load diverges from its rated value
[217]. In addition, short-term variability induces a high peak-to-average power ratio,
which may lead to overrated conditions. Meanwhile, extreme waves may cause se-
vere damage to WEC devices, as PTO units are prone to being damaged in extreme
waves. Therefore, PTO systems are required to operate efficiently in a wide range of
sea states, to run shortly at an overrated power, and to survive reliably in extreme
waves.

For PTO operating efficiently in a wide range of sea stages, control can play an
important role to extend the WEC’s bandwidth. Properly designed power maximis-
ing control may cause more strict requirements for PTO design specifications, e.g.,
the maximum slew rate, force/torque, power, etc. On the other hand, control always
tends to exaggerate the WEC motion and the PTO motion as a consequence. Such
an exaggeration in WEC and PTO motion may induce rich and complex nonlinear
dynamics, including mechanical friction [443, 399], hysteresis effect [349], dead-zone,
end-stop saturation, load effect [217], and so forth. To considering both the wave-
structure and structure-PTO interactions, a high-fidelity, computationally efficient
wave-to-wire (W2W) modelling method is required [623], leading to a co-design con-
cept. However, such a model is of high system complexity, and it is challenging to
optimise the system holistically.

In summary, it is technically challenging to design an efficient, reliable and cost-
effective PTO system that can operate in a wide range of sea states, run at overrated
power levels, execute various control strategies, require limited maintenance and sur-
vive in extreme waves. Although some novel PTO technologies, e.g., the dielectric
elastomer generator [550] and the triboelectric-electromagnetic hybrid nanogenera-
tor [237], show some advantages in wave energy conversion, their TRLs are low and
more sea trials are required for validation and verification.

3.3.5 Challenges in wave energy converter control

Over the past 20 years, WEC control has progressed significantly, with emerging
algorithms to tackle various technical challenges. However, it is still challenging to
develop a “perfect” control system considering PTO implementation, mainly because
of the time-varying sea states. To date, there still exist some challenges in WEC
control, including (i) non-causality in control, (ii) constraint handling, (iii) control
robustness, (iv) real-time implementation etc.

As mentioned in Section 3.3.1, WEC modelling and control problems are well
known as non-causal. Such a non-causality falls into two key parts, (i) modelling
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non-causality in the physical process from the wave elevation to the wave excitation
force and (ii) control non-causality in generating velocity reference from the excita-
tion force [265]. Modelling the non-causality problem can be tackled by upstream
wave measurement or wave prediction [312, 3, 315, 619]. For non-causality in con-
trol, future knowledge of the excitation force is required [670]. In addition, MPC
naturally requires further prediction of wave excitation force [213], which asks for an
even longer prediction window and may increase the prediction error. Although the
non-causality in WEC modelling and control can be handled well either by excitation
force prediction [619] or causal control approaches [696], the system complexity may
increase dramatically.

Another challenge is to limit WEC motion by control according to varying sea
states and WEC physical constraints. As mentioned in Section 3.2.3.3, motion con-
straints, i.e., displacement or/and velocity, can significantly influence WEC power
capture, both in regular and irregular waves. In addition, a practical PTO unit, work-
ing as an actuator for control implementation, has some physical constraints, e.g., the
maximum force/torque, maximum instantaneous power, and velocity/displacement
limit. Considering both constraints in WEC motion and PTO force, the existence of
an optimal control solution is not fully understood [57]. Given that sea states vary
all the time, from moderate to extreme conditions, a supervisory control, to switch
the WEC system between operational and survival modes according to sea sates, and
a fault tolerant control, to improve system reliability, are needed. However, these
problems are seldom investigated [319].

Since WEC hydrodynamics are governed by the Navier-Stokes equations, as dis-
cussed in Section 2.1.1.1, WEC models to represent wave-structure interactions are
not straightforward for control design. Parametrised time-domain models, e.g., trans-
fer functions or state-space models, are preferred for control. Modelling error and
uncertainty, induced by parametrisation or system identification, are inevitable. In
addition, WEC hydrodynamic properties also drift over time, given that a life cy-
cle is generally up to 20 years. Thus, control strategies are required to be robust
and insensitive to modelling errors, sensor faults, external disturbances, and estima-
tion/prediction errors of the excitation force. Model sensitivities for various WEC con-
trol architectures have been investigated both analytically and numerically in [673],
aiming to address the robustness problem in WEC control. Alternatively, model-free
control can be useful in WEC control to make WEC performance more immune to
model uncertainty, external perturbation and unmodelled dynamics. However, some
model free control methods inherently contain a large number of optimisation or
training iterations [18, 17, 94, 19], resulting in a challenge in real-time online imple-
mentation.

A PTO unit has its own dynamics, but is generally simplified as an ideal mass-
spring-damper system for theoretical study. To model WEC dynamics and evaluate
their performance in a more realistic manner, non-linear wave-WEC interactions and
a non-ideal PTO model should be considered with control in loop, to derive a high-
fidelity wave-to-wire model. However, such a wave-to-wire model is systematically
complex, and complexity reduction is crucial for real-time control implementation
[624]. For real-time implementation, another aspect is to avoid (i) excitation force
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estimation (current value), (ii) excitation force prediction (future value), and (iii)
online optimisation [670].

In general, power maximising control always trends to exaggerate the WEC’s mo-
tion, and, hence, amplifies the nonlinearity in wave-WEC interactions. Such nonlinear
hydrodynamic-control interactions should be considered both in WEC modelling and
control [287]. Meanwhile, a practical PTO unit is non-ideal and has its own lim-
its. Therefore, a co-design framework is required for WEC modelling, performance
assessment, optimisation, control, and so forth [319, 706].
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Point absorber wave energy
converters

Bingyong Guo
Northwestern Polytechnical University, China, b.guo@nwpu.edu.cn

4.1 INTRODUCTION

This chapter is dedicated to point absorber wave energy converters, which belong to
the oscillating body WECs introduced in Chapter 1. The concept of a point absorber
(PA) was first defined in 1975 [100], referring to a wave energy converter with a
relatively small dimension with respect to the prevailing wavelength. Nowadays, some
PAs’ dimensions are ever increasing; however, their working principles are the same
as for the original PA concepts, so-called quasi-PAs [698]. The PA definition in [100]
does not depict the installation environment, operating modes, and geometry design
of a PA device. Thus, PAs can be either floating or submerged, may use either single
or multiple bodies to interact with waves, and may operate in either single or multiple
modes.

As discussed in Chapter 1, the PA concept is one of the simplest and the most
promising concepts, having attracted intensive global research interest. This chapter
aims to introduce floating PA devices, while submerged PAs will be fully discussed in
Chapter 5. The rest of this chapter is organised as follows: Section 4.2 introduces the
working principles of various one- and two-body PAs; Section 4.3 depicts the design,
testing, operation, and development details of some typical PA prototypes; some
generic time-domain modelling approaches for a floating one-body PA in heave are
discussed in Section 4.4 along with detailed case studies; and Section 4.5 summarises
the research and development perspectives of floating PAs.

4.2 WORKING PRINCIPLES

The PA concept has been investigated intensively, and various PAs have been pro-
posed and tested. Even though the design of PAs varies from case to case, PAs can be
classified according to their manner of installation, geometry designs, and operating

DOI: 10.1201/9781003198956-4 131

mailto:b.guo@nwpu.edu.cn
https://doi.org/10.1201/9781003198956-4


132 ■ Modelling and Optimisation of Wave Energy Converters

Figure 4.1: Classification of point absorber wave energy converters according to the
manner of installation, operating modes, and hull geometries.

modes, as shown in Figure 4.1. With regards to the manner of installation, PAs can
be classified as floating and submerged devices. The former type is addressed in this
chapter, while the latter will be detailed in Chapter 5.

According to their operating modes, PAs can also be divided into two subgenera,
single- and multi-mode PAs. If there is no motion constraint applied, PAs generally
operate in all six modes, i.e., surge, sway, heave, pitch, roll, and yaw. However, some
dominant oscillating modes exist for some PAs, e.g., the Seabased devices mainly
operating in heave [649], which relies significantly on PAs’ geometric design. PAs can
also be classified as one- and multi-body systems, according to their geometries. As
hull geometry has a significant influence on PAs’ dynamics and performance, this
chapter introduces the working principles of some typical one- and two-body PAs.
Although some PAs consist of more than three bodies, few of them are of high TRL
and, hence, only one- and two-body PA devices are addressed in this chapter.

Three typical PA concepts are shown in figure 4.2, illustrating the working prin-
ciples of a one-body PA, a self-reacting two-body PA, and a self-containing PA, in
Figure 4.2(a)–(c), respectively. Their working principles are detailed in the following
subsections.

Figure 4.2: Working principles of (a) a heaving one-body PA, (b) a self-reacting two-
body PA, and (c) a self-containing two-body PA. The PTO mechanism is simplified
as, and represented by, a spring-damper system.

4.2.1 One-body point absorbers

A one-body PA utilises a floating or submerged body to interact with incident waves,
and the body’s motion is generally referred to an absolute reference point, e.g., the sea
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bed. As shown in Figure 4.2(a), a floating PA device usually comprises a symmetrical
structure and a PTO system (simplified as a spring-damper system). The PTO system
can be anchored on the seabed, e.g., the Seabased device [115]. A taut cable is used
to connect the floating structure to the PTO system. The PTO unit can also be
fixed to an offshore platform via a rotational arm, e.g., the WaveStar device [822]. In
engineering practice, the PTO unit can be a hydraulic, mechanical or an all-electric
system (see Section 3.3.2). Excited by incident waves, the floating structure oscillates
and drives the PTO system to generate electricity. Some typical prototypes of one-
body PAs, including the Seabased [115], the CorPower [141], the LifeSaver [722] and
the WaveStar [822] devices, are discussed in Section 4.3.1, with design details.

The dynamics of one-body PAs are typified by low-pass characteristics in the
frequency domain, and the natural frequency and RAO of a PA depend significantly
on the geometric shape of the body. One-body PAs mainly operate in the heave
mode and are largely insensitive to wave direction, due to their small dimensions and
symmetrical geometries. When resonance occurs, PAs can achieve maximum power
output; however, the resonance bandwidth is narrow. In addition, waves are highly
irregular in period, height and direction, and power maximising control strategies
can play an important role in tuning the device’s natural frequency towards wave
frequency accordingly [672, 671], especially when the device’s natural frequency is
distant from the prevailing frequency of ocean waves.

4.2.2 Two-body point absorbers

A two-body PA is characterised by its self-referenced property and the relative mo-
tion between the two bodies drives the PTO system to generate electricity. Since a
two-body PA is not attached to an absolute reference point, a mooring system is
indispensable, and it is possible to achieve deep-water installation. Two-body PAs
can be further classified as the self-reacting PAs, as shown in Figure 4.2(b), and the
self-contained PAs, as shown in Figure 4.2(c).

The self-acting PA shown in Figure 4.2(b) consists of a floater oscillating with
waves and a reacting body providing reference. A PTO mechanism couples these
two bodies and utilises their relative motion to generate electricity. Such a PTO
system can be a hydraulic, mechanical or an all-electrical unit. Some of the well-
known devices are the OPT PowerBuoy device in the USA [190] and the Wavebob
prototype in Ireland [553], which are detailed in Section 4.3.2. For these self-reacting
two-body PAs, both the floating and the reacting bodies interact with incident waves.

Although a self-contained PA is still self-reacting, only the hull structure interacts
with incident waves, as shown in Figure 4.2(c). The inner body is enclosed by the hull
and linked with it via a PTO system. When incident waves excite the hull, the inner
body oscillates accordingly, and their relative motion is used by the PTO system
to produce electricity. The operating modes can be heave, pitch or/and roll. Among
the various self-contained two-body PAs, the most notable are the vertical pendulum
SEAREV device [45] and the horizontal pendulum Penguin device [829], which are
discussed further in Section 4.3.2.
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4.3 EXISTING PROTOTYPES

This section introduces some typical prototypes of floating point absorbers, with the
one- and two-body prototypes detailed in Sections 4.3.1 and 4.3.2, respectively.

4.3.1 One-body point absorber prototypes

Among various one-body floating PAs, the notable ones are shown in Figure 4.3,
including the Seabased, the LifeSaver, the CorPower, and the WaveStar devices,
detailed below.

Figure 4.3: Typical prototypes of one-body floating point absorbers: (a) the Seabased
device [115], (b) the LifeSaver device [306], (c) the CorPower device [786], and (d)
the WaveStar device [306].

4.3.1.1 Seabased device

One of the most notable floating one-body PA is the Seabased device, as shown in
Figure 4.3(a). A floating buoy is used to interact with surface waves and its motion
is coupled with a seabed-mounted linear generator via a line or rope, in order to
move the translator of a linear generator to generate electricity [204]. Although the
Seabased device oscillates in six modes, its dynamics are dominated by the heave
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mode, and a simplified mathematical model in heave alone can give a good represen-
tation of the device’s performance [649]. The technical details are given below.

• The original design of the Seabased device uses a semi-submerged cylindri-
cal buoy to capture wave power. At full scale, the cylinder has a diameter of
3 m, a height of 0.8 m, and a draft of 0.4 m. A permanent magnate linear
generator is used as the PTO system, with a rated power of 10 kW at a nom-
inal speed of 0.67 m/s [819, 205]. A torus buoy was developed in 2009 as an
alternative to the cylindrical buoy [437].

• The design of the Seabased device dates back to 2002, at the Swedish Centre
for Renewable Electric Energy Conversion at Uppsala University. In 2006, a
full-scale prototype was tested off the Swedish west coast in the proximity of
Lysekil (also referred to as the Lysekil Project), where the water depth is about
25 m[819]. A 3 km long cable was used to connect this prototype to an onshore
measuring station. By comparing the experimental data with numerical results
based on potential wave theory, it was concluded that potential wave theory is
well-suited for modelling of the Seabased device in normal operation and for
the design of future Seabased WECs [205]. In 2009, another three prototypes
were deployed and the electricity generated by the four devices was connected
to a substation [82]. This sea trial concluded that the generator load played
a significant role in power optimisation, indicating the importance of passive
control.

• The Lysekil Project also conducted some unique research activities on the en-
vironmental impact of WEC installation and operation [435]. Even though the
corrected data were insufficient, it can be concluded that WECs have limited
negative impact on the environment. By 2017, more than 10 Seabased devices
had been deployed in Norway, and the installation experience was summarised
in [115]. According to the sea trial described in [115], the Seabased technology
has demonstrated its ability to operate using a small array in a real environ-
ment, satisfying the definition of TRL 9 in [357].

4.3.1.2 LifeSaver device

The Fred Olsen company has developed the LifeSaver device, shown in Figure 4.3(b).
The design details are given below.

• The LifeSaver device is a circular PA with an external diameter of 16 m, an
inner diameter of 10 m, a height of 1 m, and a freeboard of 0.5 m [723, 724].
The circular buoy consists of three segments, on which three PTO units are
installed. Meanwhile, the PTO units are anchored to the sea floor through
winch lines, with a total rated power of 30 kW, to form an all-electrical PTO
design [724].

• In 2007 and 2008, a small proof-of-concept prototype, named B33, was operated
outside Akland, Norway. Based on the B33 experience, the second generation
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B22 was operated outside Risor, Norway in 2008 and 2009. In 2012 and 2013,
a full-scale LifeSaver device was installed at the test site, FaBTest, located
in Falmouth Bay, just outside Cornwall [722]. In October 2018, a LifeSaver
device was deployed at the US Navy’s Wave Energy Test Site in Hawaii to
provide electricity for several sensing systems and an autonomous underwater
vehicle. At full power, the instrumentation and recharging system consumed
600 W, which was relatively high in oceanographic terms. As a first of its kind
installation, this system demonstrated the transformative potential of wave
energy to power oceanographic instrumentation and extend the endurance of
autonomous underwater vehicles [383].

• For the LifeSaver device, the mooring lines are uniquely integrated as part of
the winch and rope PTO units. Thus, the PTO units can only generate elec-
tricity during the upwards motion of the float. Such a unidirectional production
pattern had led to a very high peak-to-average power ratio (up to 60) [723].
During the 108-day sea trial in Hawaii, the winch and rope systems experienced
a couple of failures, but no downtime on power production was caused, thanks
to the redundancy design of the three PTO units [383].

4.3.1.3 CorPower device

The CorPower device uses a heaving buoy on the water surface to capture energy from
ocean waves, as shown in Figure 4.3(c). The buoy is connected to the seabed using a
tensioned mooring line. Inside the buoy, a gearbox is used to transfer reciprocating
motion to spinning motion and, thus, a conventional rotating generator is used for
producing electricity. Design details of the CorPower device are given below.

• The CorPower Ocean company developed a 1/2 scale prototype, called C3,
which has a diameter of 4.3 m, a height of 10 m, and a power rating of 25 kW.
The CorPower Ocean company is manufacturing its first full-scale commercial
device for a sea trial at EMEC. The full-scale CorPower device has a diameter
of 9 m, a height of 18 m, a weight of 60 tonnes, and a nominal power rating of
300 kW [141].

• The development of the CorPower device was initiated in 2009. In 2013, a 1/16
scaled down model was tested in a wave tank, with specific focus on its patented
WaveSpring technology [330]. In 2018, the CorPower device, C3, was tested at
EMEC with a grid connection, after an accumulated investment of 6.5 Me
[141]. In 2020, the Swedish company secured 9 Me equity funding towards its
first commercial pilot array at EMEC, which will commence between 2022 and
2023.

• The WaveSpring component was invented at NTNU (Norwegian University
of Science and Technology), which uses passive, pneumatic machinery to pro-
vide negative stiffness. As heaving PAs often have a larger hydrostatic stiffness
than required, the WaveSpring inherently reduces the total stiffness, alleviates
the phase shift between the wave excoriation force and the PA’s velocity, and
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provides phase control [330]. Tank tests revealed that the CorPower device,
integrated with the WaveSpring technology, is able to absorb three times more
power in realistic sea conditions than its counterpart without the WaveSpring
technology, and can simultaneously reduce the maximum mooring line tension.
In addition, the CorPower device was used as a case study to assess the techno-
economic performance of WEC farms at 20 MW installation capacity, aiming
to compare several techno-economic metrics for LCOE reduction [163].

4.3.1.4 WaveStar device

The WaveStar device was developed and tested in Denmark [420], as shown in
Figure 4.3(d). Two PAs are attached to a jacked-up frame or structure via hydraulic
PTO units for harvesting wave power. The details of this device are given below.

• A full scale WaveStar platform should have 40 PAs to form an WEC array.
Each PA is in the shape of a semi-sphere with a diameter of 5 m, and attached
to the jacked-up platform via a steel arm of 10 m. Incident waves excite the
semi-sphere buoy to oscillate in heave and pitch modes, and these motions feed
in to a hydraulic PTO unit, with a power rating of 55 kW, to generate electricity
[499].

• In 2004, a 1/40 rig with 40 floats was tested at Aalborg University in Den-
mark. In 2006, a 1/10 scale model with 40 floats was installed in the sea at
Nissum Bredning in Denmark. The experimental tests of the 1/40 and the 1/10
scale WaveStar prototypes showed an energy conversion efficiency up to 40–60%
[420]. In 2009, a full-scale prototype with two floats was installed at a water
depth of 6 m at Hanstholm, Denmark. The device was connected to the utility
grid and supplied electricity to the public [499].

• Sea trials have demonstrated that the WaveStar device has good survivability,
high reliability, and very limited maintenance requirements [499]. In storms,
the WaveStar device can pull the buoys up to the frame to enter survival mode,
thanks to the jacked up platform. Meanwhile, the jacked-up structure only
allows the device to be deployed in shallow water. In addition, the WaveSpring
technology has also demonstrated its effectiveness in improving the response
properties of the WaveStar device, in both numerical and laboratory testing in
2018 [766].

4.3.2 Two-body point absorber prototypes

Some typical prototypes of two-body floating PAs are shown in Figure 4.4, including
the OPT PowerBuoy, the Wavebob, the SEAREV, and the Penguin devices, which
are detailed below.

4.3.2.1 OPT PowerBuoy device

The PowerBuoy device has been developed by the company called Ocean Power
Technologies (OPT), and consists of a torus float and a spar with a heavy plate at
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Figure 4.4: Typical prototypes of two-body floating point absorbers: (a) the Power-
Buoy device [857], (b) the Wavebob device [754, 753], (c) the SEAREV device [139],
and (d) the Penguin device [306].

its bottom, as shown in Figure 4.4(a). The float and the spar are coupled via a PTO
system, and their relative motion is used by the PTO to generate electricity. The float
heaves up and down, while the spar remains stationary due to the heavy plate at the
bottom. The PTO is situated inside the spar and uses a ball-screw or rack-pinion
mechanism to transfer the bidirectional linear motion to the uni-directional rotation
for a conventional generator [191, 597]. The design details are given below.

• The first commercial model of the PowerBuoy is the PB3 device, which can act
as an uninterruptible power supply (UPS) for offshore applications. The float
has a diameter of 3 m, and the spar has a diameter of 1 m, a height of 13.3 m
with a draft of 9.28 m. The total weight of the device is about 8.3 tonnes. The
typical average power is 8.4 kWh per day [597]. The PB3 can operate in water
depth ranging from 20 m to 3,000 m, and the maintenance intervals by design
are every 3 years [597].

• The PowerBuoy concept dates back to 1997. In 2010 and 2011, the PB150
prototype, with a power rating of 150 kW, was tested at EMEC. In 2011, the
Autonomous PowerBuoy prototype was deployed off the coast of New Jersey for
a 3-month sea trial [597]. In 2015, the PowerBuoy prototype, PB-3-50-A1, was
tested off the coat of New Jersey, which produced 1.3 MWh energy during a
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108-day operation [87]. Since 2015, the OPT company pivoted to commercialis-
ing the PowerBuoy device to provide autonomous, zero-carbon power and data
solutions for the increasing electrical needs of offshore industries, scientific re-
search and territorial security, resulting in the company’s first fully commercial
product the PB3 PowerBuoy [597].

• The PowerBuoy PB150 prioritised system survivability at an early stage of its
development. Hundred-year storms and extreme wave conditions were used to
design the structure to improve its survival loads. As a consequence, the device
survived Hurricane Irene in 2011 [87, 597].

4.3.2.2 Wavebob device

The Wavebob device is an axisymmetrical, self-reacting point absorber that primarily
operates in the heave mode, as shown in Figure 4.4(b). It consists of two concentric
floating buoys, known as a torus and a float-neck-tank (FNT). The torus is essentially
a wave follower over the range of wave frequency of interest for power conversion, while
the FNT has a much lower natural frequency and acts as a reference for the torus
[475]. The torus and the FNT are coupled via a hydraulic PTO unit or a direct-drive
linear generator, using their relative motion to generate electricity. The development
details are given below.

• A full-scale torus has a diameter of 17.6 m, a draft of 4.86 m and a freeboard
of 3.0 m. The FNT has a draft of 57 m [474].

• The company, Wavebob, commenced in 1997 and had its first 1/100 scale model
tested in 1999. A 1/25 scale model was tank tested between 2001 and 2003,
and a 1/4 scale prototype was deployed at the Galway Bay Ocean Energy Test
Site twice, in 2006 and 2007, becoming the first sea-tested device in Ireland to
produce electricity from waves. During these sea trials, some technical problems
associated with PTO, end-stop, etc., were identified. As a result, more analysis
and further tests were conducted, with a 1/19 scale model tested at MARIN
in 2011 and 2012, with a direct-drive linear generator [474, 753]. In addition, a
1/17 scale model, equipped a PTO, was tested at the Ecole Centrale de Nantes
in 2010, and the nonlinear phenomenon of parametric resonance in roll and
pitch was observed and recorded [754, 753].

• Wavebob went into liquidation in 2013 due to cashflow problems. The devel-
opment trajectory of the Wavebob device strongly suggests the necessity to
keep design decisions simple to improve survivability and reliability in extreme
waves.

4.3.2.3 SEAREV device

The SEAREV concept was first proposed in 2002 at the Ecole Centrale De Nantes.
The device consists of a closed floating hull in which a heavy pendulum oscillates. The
controlled relative motion of the pendulum is used to produce electricity, as shown in
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Figure 4.4(c). The PTO system can be either a direct-drive generator with a super
capacitor as energy storage or a hydraulic PTO unit. The development trajectory of
the SEAREV device is detailed as follows.

• At full scale, the SEAREV device was designed as 26.64 m in length, 13.25 m
in width, 20.7 m in height, and 14.6 m in draft [43]. The nominal power can
range up to 400 kW [384].

• From 2002 to 2014, three key generations of the SEAREV prototype were de-
veloped. From 2002 to 2006, the SEAREV G1 prototype was developed to val-
idate the concept and mathematical modelling approach. Shape optimisation
was conducted intensively at this stage [45]. In 2006, tank testing was con-
ducted and parametric resonance was recorded [187]. From 2007 to 2009, the
second generation device, G21, was developed, with specific foci on modelling
[384], control development and further refinement of the WEC design. From
2007 to 2009, the G3 prototype was developed to optimise the shape further
and to assess the economic performance of a SEAREV farm. In 2013, a com-
pany named Oceanwing was founded to demonstrate the SEAREV technology
using sea trials. Based on the SEAREV concept, a wave farm economic model
was developed, which projected that the LCOE of the SEAREV farm is about
400 e/MWh at an installation capacity of 20 MW, which is not competitive in
the utility market.

• The development trajectory of the SEAREV project showed that shape op-
timisation can improve energy capture performance significantly. However, an
optimal shape may be difficult to manufacture, consequently resulting in a high
CAPEX, and, consequently, a high LCOE. In addition, power maximising con-
trol can play an important role in WEC applications, as it improved the average
power of the G21 prototype from 84 kW to 150 kW, while the CAPEX only
increased 300 ke for the control components.

4.3.2.4 Penguin device

The two-body Penguin PA device was developed by a Finnish company called Wello
Oy. Wello’s Penguin device is characterised by its simple structure and survivability
capacity. As shown in Figure 4.4(d), the Penguin device consists of an inner mass
rotating around a shaft like a horizontal pendulum. The hull oscillates in pitch and roll
modes under the excitation of ocean waves, and the eccentric pendulum spins. Such
a relative motion directly drives a rotational electric generator to generate electricity.
The development details are given below.

• At full scale, the size of the device ranges from 30 m to 56 m with its nominal
power rated from 0.5 MW to 1 MW. The LCOE is estimated to be around
0.06–0.32 e/kWh [829]. As the dimension is relatively large with respect to the
prevailing wavelength, the Penguin device is more like a “quasi-PA” than a PA.
These design parameters, or economic estimates, rely significantly on the wave
conditions of installation sites.
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• In 2010, the first full scale Penguin device was deployed at EMEC, and tested
from 2011 to 2014. During the sea trial, several storms occurred. The device
survived successfully in extreme waves of 18 m [829], showing high survivability.
Another Penguin prototype, with a width of 30 m, a height of 9 m, a draft of
7 m and a power rating of 1 MW, was also tested at EMEC from 2017 to 2019.
The average power ranged from 160 kW to 180 kW, and the peak power was
up to 700 kW [764]. In 2019, Wello Oy completed the construction of a 44-m
Penguin WEC.

• The Penguin device has demonstrated its high survivability and low LCOE
in real sea environment over a long period of time. The simple design is one
main reason for these favourable characteristics. In addition, an environmental
impact study of the Penguin device was conducted by measuring its acoustic
noise [65]. The mean value of ambient noise was 112 dB re 1 µPa, and the
source sound pressure level of the Penguin device was measured at 140.5 dB re
µPa. The noise frequency was lower than 300 Hz [65].

4.4 CASE STUDY – A HEAVING POINT ABSORBER

In general, the WEC modelling problem mainly focuses on wave-structure interac-
tions (WSI), for which several modelling methods have been discussed in Chapter 2,
including analytical, BEM, CFD and experimental methods. However, the hydro-
dynamic models derived from these methods cannot be used straightforwardly for
WEC control design, geometric optimisation, and performance assessment. Hence,
simple, parametrised models are preferred, which can be classified into frequency-
domain (FD), time-domain (TD), and spectral-domain (SD) models. FD and SD
modelling methods have been detailed in Chapter 3, and TD modelling approaches
are detailed in this section. Compared with FD and SD modelling methods, TD mod-
elling approaches are feasible for dealing with various nonlinearities, to depict WECs’
transient and extreme responses, and to implement real-time control algorithms.

In this section, a cylindrical one-body PA, as shown in Figure 4.5, is taken as an
example to demonstrate some basic time-domain modelling approaches for WECs. As
shown in Figure 4.5(a), the semi-submerged buoy has a diameter of 0.3 m, a height of
0.56 m, and a draft of 0.28 m. The design sea state was characterised by a significant
wave height of 4.3 m, a peak frequency of 0.6 rad/s and a prevailing wavelength of
130 m. Thus, the original buoy diameter was set as 15 m, to satisfy the PA definition.
To conduct tank testing, the scale ratio is selected as 1/50 [310], according to the
Froude scaling law described in Section 2.4.4. An experimental rig was developed and
tested in a wave tank for model validating, as shown in Figure 4.5(b). In this section,
the buoy was constrained in heave mode only.

In this case study, hybrid modelling methods, referred to as methods that augment
the linear potential flow-based Cummins’ equation with some critical nonlinear terms
to derive parametrised WEC models are demonstrated. Based on the input-output
relation, TD models can be classified as force-to-motion (F2M), wave-to-motion
(W2M), and wave-to-wire (W2W) models, suiting various application scenarios.
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Figure 4.5: A 1/50 scale heaving PA is taken as an example to demonstrate modelling
approaches for PAs. The buoy is a semi-submerged cylinder, with a schematic plot
shown in (a) and an experimental rig under tank testing shown in (b).

For simplicity, a one-body floating PA, operating in heave mode only, is investi-
gated in this section, and the modelling methods of a multi-mode PA will be discussed
in Chapter 5. A couple of time-domain modelling approaches for the heaving PA are
introduced in this section, to derive F2M, W2M, and W2W models in Sections 4.4.1–
4.4.3, respectively.

4.4.1 Force-to-motion modelling

F2M modelling focuses on the radiation problem of WECs, together with the inertial
and restoring forces. A F2M model can be derived analytically based on Cummins’
equation [676, 313, 214], or directly identified from numerical or experimental data
by externally forcing the body to oscillate in still water [159, 291]. F2M models utilise
a known excitation force as system input, and the output signal is usually the dis-
placement or/and velocity of the buoy, creating so-called F2M models. Section 4.4.1
handles the radiation force approximation problem from the BEM results, to de-
rive a state-space model to approximate the radiation convolution term in Cummins’
equation. Then, linear and nonlinear F2M models are derived in consequence.

4.4.1.1 Radiation force approximation

The dynamics of the heaving buoy in Figure 4.5 are governed by Newton’s second
law [227], given as

Mz̈(t) = Fe(t)+Fr(t)+Fs(t)+Ff (t)+Fv(t)+Fpto(t)+Fadd(t), (4.1)

where Fe(t), Fr(t), and Fs(t) are the excitation, radiation, and hydrostatic forces.
Ff (t) and Fv(t) represent mechanical friction and viscous force, respectively. Fpto(t)
is the power take-off (PTO) or control force, while Fadd(t) represents some additional
force, e.g., the mooring force. M is the buoy mass; z(t) is the PA’s displacement in
heave mode, for which the positive direction is defined as upward.
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For the vertical cylinder in Figure 4.5, the hydrostatic force is proportional to the
heaving displacement, given as

Fs(t) = −ρgπr2z(t) = −Ksz(t), (4.2)

where ρ, g are the water density and gravity constant, respectively. r and Ks = ρgπr2

represent the buoy radius and hydrostatic stiffness, respectively. The excitation force
Fe(t) is viewed as a known system input here, and its modelling is discussed in
Section 4.4.2.

According to Cummins’ equation [146], the radiation force in the time domain is
written as

Fr(t) = −A∞z̈(t)−krad(t)∗ ż(t), (4.3)

where A∞ is the added mass at infinite frequency and krad(t) is the impulse re-
sponse function (IRF) also called the kernel function. The symbol ∗ represents the
convolution operation.

Alternatively, the radiation force can be expressed in the frequency domain, as

Fr(iω) = [ω2Am(ω)− jωBrad(ω)]Z(iω), (4.4)

where ω is the angular frequency. Fr(iω),Am(ω), Brad(ω), and Z(iω) are the
frequency-domain representations of the radiation force, the added mass, the ra-
diation damping and the heaving displacement, respectively. Thus, the radiation fre-
quency response function (FRF) can be written as

Kr(iω) =
∫ ∞

0
krad(τ)e−iωτdτ. (4.5)

The relationship between the time- and frequency-domain coefficients is derived
by Ogilvie [590], so referred to as the Ogilvie relation, given as

Am(ω) = A∞ − 1
ω

∫ ∞

0
krad(t)sin(ωt) dt, (4.6)

Brad(ω) =
∫ ∞

0
krad(t)cos(ωt) dt. (4.7)

The hydrodynamic coefficients are computed by solving a boundary value prob-
lem in the BEM code NEMOH, as shown in Figure 4.6. NEMOH is an open-source
BEM package for WEC modelling, which provides a useful alternative to commercial
software packages, like WAMIT and Ansys AQWA [621]. A variety of BEM packages
for WEC modelling are compared in Table 2.1.

The convolution operation in Eq. (4.3) is not convenient and straightforward for
buoy hydrodynamic analysis and control design. Hence, it is important to approx-
imate the convolution term with a model of a finite order number. The causality
of the radiation process is proved in [826]. Thus the radiation force can be ap-
proximated by a finite order system with constant parameters via frequency- or
time-domain system identification approaches. These approaches are investigated in
[752, 675, 794, 158, 422]. Thus these radiation force approximation approaches are
mature, and this section gives a brief description below.
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Figure 4.6: Comparison of the radiation IRF, added mass and damping coefficient
between NEMOH results (solid curves) and approximated results (dahsed curves)
in (a)–(c), respectively. For the approximated results, the identified system order
numerbers are 2, 3, and 4, respectively. The goodness of fit is defined in Eq. (4.11).

As a brief introduction to the convolution approximation procedure, the radiation
force convolution term is defined as a subsystem f

′
r(t), written as:

F
′
r(t) = krad(t)∗ ż(t) =

∫ t

0
krad(t− τ)ż(τ)dτ. (4.8)

The IRF krad(t) in Eq. (4.8) is gained from NEMOH simulation. The realisation
theory is applied on the IRF to get a linear state-space model directly, using the
MATLAB function imp2ss [426] from the Robust Control Toolbox. Thus, the convo-
lution term can be approximated as

ẋr(t) = Arxr(t)+Bradż(t), (4.9)
F

′
r(t) = Crxr(t), (4.10)

where xr(t) ∈ Rnr×1 is the state vector for the identified system and nr is the system
order. Ar ∈ Rnr×nr , Brad ∈ Rnr×1, Cr ∈ R1×nr are the system matrices.

The order of the initially identified system is quite high and determined by the IRF
data. Model reduction is required and can be achieved by the square-root balanced
model reduction method with the MATLAB function balmer [685]. The appropriate
order is determined by the goodness of fit function Gf , defined by the normalised
mean square error, given as

Gf = 1−
∥∥∥∥X− X̃

X−X

∥∥∥∥2

2
, (4.11)

where X is the original data (it can be the added mass, radiation damping or the
IRF) and X̃ represents the approximation of X. ∥X∥2 is the two-norm operation of
X and X is the mean value of X. The goodness of fit tends to 1 for perfect fitting
and tends to −∞ for the worst fitting. In Figure 4.6, the identified results for nr = 2,
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nr = 3, and nr = 4 are compared with the NEMOH results. For nr = 3, the values of
the goodness of fit are 0.9991, 0.9334, and 0.9956 for the radiation IRF, added mass
and radiation damping, respectively. Thus, nr = 3 is selected for this case study.

Finite order approximations of the radiation force in the time-domain are pro-
posed and applied for offshore structure motion prediction by [752, 628, 858, 422, 158,
675, 278]. Alternatively, the radiation convolution term can also be approximated by
a transfer function or a state-space model using system identification technology in
the frequency domain. In the frequency domain, the MATLAB functions invfreqs and
tf2ss can be applied to the FRF Krad(iω) in Eq. (4.5) to obtain a transfer function
or a state-space model with a finite order number. In addition, there are plenty of
FD system identification techniques to approximate the convolution term. These are
investigated in [794, 675, 752, 629, 630]. It is worth noting that the moment-matching
algorithm in [214] can exactly match the frequency response of the original system
at chosen frequencies and retain specific physical properties, e.g., passivity.

4.4.1.2 Linear force-to-motion modelling

To derive a linear F2M model, the nonlinear forces Ff , Fv, and Fadd are neglected. As
the wave excitation force is viewed as a known system input, and buoy displacement
is set as the system output, a linear F2M model can be written as

xf2m = [z ż xr]T , (4.12)
ẋf2m = Af2mxf2m+Bf2mFe+Bf2mFpto, (4.13)
yf2m = Cf2mxf2m, (4.14)

with

Af2m =

 0 1 0
−Ks
Mt

0 −Cr
Mt

0 Br Ar

 , (4.15)

Bf2m =
[

0 − 1
Mt

0
]T
, (4.16)

Cf2m =
[

1 0 0
]
, (4.17)

where Mt = M +A∞ represents the total mass. xf2m ∈ R(nr+2)×1 is the F2M state
vector. Af2m ∈ R(nr+2)×(nr+2), Bf2m ∈ R(nr+2)×1, and Cf2m ∈ R1×(nr+2) are the
system matrices. This linear F2M model is convenient and straightforward for nu-
merical analysis of PA hydrodynamics and for the development of a control system.
If the initial condition x(0), the PTO/control force fpto and the excitation force fe
are applied to excite the linear model at time t= 0 s, the response can be written as

z = Cf2me
Af2mtxf2m(0)+

∫ t

0
Cf2me

Af2m(t−τ)Bf2m[Fe(τ)+Fpto(τ)]dτ.

(4.18)
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The linear system response can be separated into three parts, as

• Free-decay test: if Fe = 0, Fpto = 0, and xf2m(0) , 0, the system response is
defined as the free-decay test, written as

z = Cf2me
Af2mtxf2m(0). (4.19)

• Forced-motion test: if Fe = 0, xf2m(0) = 0, and Fpto , 0, the system response is
identified as the forced-motion test, written as

z =
∫ t

0
Cf2me

Af2m(t−τ)Bf2mFpto(τ)dτ. (4.20)

• Free-motion test: if Fpto = 0, xf2m(0) = 0, and Fe , 0, the system response is
identified as the free-motion test, written as

z =
∫ t

0
Cf2me

Af2m(t−τ)Bf2mFe(τ)dτ. (4.21)

The free-decay test and forced-motion test are conducted both in numerical and
physical tank testing, for identifying or validating linear F2M models. One main
drawback of this linear F2M model is that the omission of nonlinear effects leads
to overestimation of buoy motion, especially when the incoming wave frequency is
close to the PA natural frequency. This work places special emphasis on the nonlinear
viscous and friction phenomena; these nonlinear effects are discussed in further detail,
below.

4.4.1.3 Nonlinear force-to-motion modelling

In practice, the viscous force due to fluid viscosity and the mechanical friction due
to relative motion cannot be neglected for the buoy in Figure 4.5. In this section, the
viscous force is modelled as the drag term in the Morison equation [551], while the
friction is modelled as a combination of the Stribeck, the Coulomb, and the damping
terms [784]. The summation of the viscous and the friction forces is defined as a
lumped nonlinear force, and is the focus of this section, leading to a more practical
nonlinear model for the 1/50 buoy in Figure 4.5.

As suggested by [192, 672], the viscous force fv follows the drag force in the
Morison equation [551], given as

Fv = −0.5ρCDπr2(ż−u)|ż−u|, (4.22)

where CD is the viscous coefficient; u(t) is the vertical velocity of water particles
around the buoy. When the wave height is small and the buoy motion is exaggerated
by power maximising control, u(t) = 0 can be used. CD is a function of the Reynolds
number, the Keulegan-Carpenter number (Kc), and the roughness number [309]. As
suggested in [309], the empirical value of CD varies from 0.6 to 1.2. For a small Kc

value (Kc ≈ 3.67 for the 1/50 scale PA rig in Figure 4.5), the appropriate range of



Point absorber wave energy converters ■ 147

CD from 0.8 to 1 is commonly acceptable [692] and CD = 0.93 is selected in this case
study on a semi-empirical basis.

Several mechanical friction models are reviewed in [33], from which the Tustin
friction model is selected in this case study, as it fits the experimental results well.
The Tustin model is expressed as a combination of the Stribeck, the Coulomb, and
the damping friction terms in [33, 784] (see Figure 4.7), and the components are given
as

fc = −svFc, (4.23)
fs = −svFse−Cs|ż|, (4.24)
fd = −svCf ż, (4.25)

where sv = sgn(ż) is the sign of the buoy velocity; fc is the Coulomb friction with its
coefficient Fc; fs is the Stribeck friction with its coefficient Fs and shape factor Cs;
fd is the damping friction with its coefficient Cf . The negative symbol means that
the friction force always impedes the PA velocity.

Figure 4.7: The Tustin friction model and its components.

Therefore, the Tustin model can be expressed as

Ff = −sv(Fc+Fse
−Cs|ż| +Cf |ż|). (4.26)

The Stribeck shape factor can be determined by the intersection point of the Stribeck
friction curve and the damping friction line, given as

Cs = 1
Vmin

ln CfVmin
Fs

, (4.27)
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where Vmin is the velocity related to the intersection point (also the point associated
with the minimal friction in Eq. (4.26)).

A key characteristic of this model is that the friction is discontinuous at the zero-
velocity point. The discontinuity may cause difficulties for numerical modelling. In
addition, the mechanical friction can be estimated from the velocity measurement
made during wave tank tests. Measurement noise is unavoidable and has a significant
influence on the friction modelling, especially when the velocity is close to zero.
Therefore, a velocity threshold Vth is applied to the Tustin model in this work to
improve its continuity within the zero-velocity region. The continuous formulation of
the Tustin model can be rewritten as

Ff =
{

−sv(Fc+Fse
−Cs|ż| +Cf |ż|), |ż| ≥ Vth;

−sv(Fc+Fse
−CsVth +CfVth) |ż|

Vth
, |ż|< Vth.

(4.28)

Vth is always set with a very small value. For the continuous form, the Stribeck shape
factor can be rewritten as

Cs = 1
Vmin−Vth

ln
Cf (Vmin− VthFc

Fs+Fc
)

Fs
. (4.29)

In the friction model in Eq. (4.28), there are five unknown parameters (Fs, Fc,
Cf , Vth, and Vmin) to be determined experimentally. The method to determine these
parameters is detailed in [313, 310, 378], and the experimentally estimated values are
listed in Table 4.1.

Table 4.1: Parameters of the viscous and friction models in Eqs. (4.22) and (4.28),
respectively.

Parameter Unit Value Parameter Unit Value

Fs N 5.0065 fd N · s ·m−1 2.7200
Fc N 3.1160 vth m · s−1 0.038
Cd / 0.9300 vmin m · s−1 0.1056

During wave tank tests, the viscous, and friction forces were lumped together and
could not be decoupled from each other. Therefore, a lumped nonlinear force Fln is
defined as a summation of the viscous force Fv and the friction Ff , given as

Fln = Fv +Ff . (4.30)
If the lumped nonlinear force is considered, Eq. (4.1) is rewritten as:

Mz̈ = Fe+Fr +Fs+Fpto+Fln. (4.31)
Therefore, the 1/50 scale PA hydrodynamics can be expressed as a nonlinear F2M
model in the state-space formulation, as

ẋf2m = Af2mxf2m+Bf2mFe+Bf2mFpto+Bf2mFln (4.32)
yf2m = Cf2mxf2m. (4.33)

The system matrices are given in Eqs. (4.15)–(4.17).
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4.4.1.4 Results and discussion

In this case study, the linear and nonlinear F2M models are validated against tank
tests, and the setups for the tank tests are shown in Figure 4.8. The wave tank was
13 m in length, 6 m in width, 2 m in height, and 0.9 m in water depth. On the left side,
there were 8 pistons, which acted as a wave-maker and were capable of generating
both regular and irregular waves. The 1/50 scaled down buoy was installed at the
centre of the wave tank. Five wave gauges (WGs) were mounted to measure the
water elevation in real-time, and five pressure sensors (marked PS1 to PS5) were
installed at the buoy bottom to measure the dynamic pressure acting on the hull.
To investigate the buoy motion, a linear variable displacement transducer (LVDT)
was used to record the buoy displacement and a three-axis accelerometer (Acc) was
mounted at the top of the buoy to measure its heaving acceleration. All the sensing
signals were collected via a 16-bit data acquisition system (USB-6210) and the data
were collected by a self-assembled graphic user interface in LABVIEW. The sampling
frequency was set at 100 Hz.

Figure 4.8: Setup for tank testing.

Intensive free-decay tests described in Eq. (4.19) were conducted, by pushing the
buoy down to a non-zero initial position. The buoy was held stable for a short term
and then released. The data from the LVDT, Acc and PS1–PS5 were recorded. The
free-decay test with an initial position of −0.2 m was selected as a typical example
to validate the linear and nonlinear F2M models, and the experimental data were
compared with the numerical results in Figure 4.9(a). All data were normalised to
the initial position of −0.2 m. The natural periods (frequencies) for the experimental
rig, the linear and nonlinear F2M models were 1.233 s (5.0959 rad/s), 1.215 s (5.1713
rad/s), and 1.230 s (5.1083 rad/s), respectively. In terms of the normalised displace-
ment in Figure 4.9(a), the nonlinear model results only slightly differed from their
experimental counterparts. For the numerical results of the nonlinear F2M model, its
goodness of fit, Gf , defined in Eq. (4.11), was as high as 0.9794. Thus, the proposed
nonlinear F2M modelling approach can provide a more accurate model than its linear
counterparts.



150 ■ Modelling and Optimisation of Wave Energy Converters

Figure 4.9: Comparison of normalised displacement between experimental and nu-
merical free-decay tests in (a), and comparison of power dissipating effects between
various nonlinear factors in (b). Pc, Ps, Pd, and Pv represent the power dissipated
by the Coulomb friction, the Stribeck friction, the damping friction, and the viscous
force, respectively.

Within the first period in figure 4.9(a), the buoy velocity was high. Thus, the
viscous force predominated the decay process, dissipated a large amount of power,
and consequently damped the displacement quickly. During the second and third
periods, the Coulomb and the damping friction components became the major factors
to consume power and impede the buoy. When the velocity became small in the
fourth period, the Coulomb and the Stribeck friction components drove the buoy back
to its equilibrium point. However, the power dissipating effects of these nonlinear
factors depended significantly on the buoy’s velocity range (changed in tank tests
by adjusting the initial position). For the free-decay tests with initial positions of
–0.03 m, –0.08 m, and –0.18 m, the dissipated power by the aforementioned nonlinear
factors is compared in Figure 4.9(b), within which Pc, Ps, Pd, and Pv represent
the power dissipated by the Coulomb friction, the Stribeck friction, the damping
friction, and the viscous force, respectively. It can be seen from Figure 4.9(b) that:
(i) for the free-decay test with an initial position of –0.03 m, the Coulomb friction
force dissipated most of power; (ii) for the free-decay test with an initial position of
–0.08 m, the Coulomb and the fluid viscous forces consumed the main part of power;
and (iii) for the free-decay test with an initial position of –0.18 m, the fluid viscous
force used most of power.

Intensive free-decay tests were conducted with initial displacements ranging from
–0.02 m to –0.2 m. The simulation results of the nonlinear F2M model were compared
with the experimental data and shown in Table 4.2. The simulation results of the
nonlinear model fitted well with the experimental data, with a goodness of fit higher
than 0.95. Therefore, it can be concluded that the nonlinear model can represent the
1/50 scale PA hydrodynamics for a wide range of the free-decay tests.
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Table 4.2: Goodness of fit of the nonlinear F2M model results with respect to the
experimental data.

Initial position Goodness of fit Initial position Goodness of fit

−0.02 m 0.9582 −0.12 m 0.9576
−0.04 m 0.9536 −0.14 m 0.9755
−0.06 m 0.9578 −0.16 m 0.9810
−0.08 m 0.9808 −0.18 m 0.9875
−0.10 m 0.9808 −0.20 m 0.9724

4.4.2 Wave-to-motion modelling

For W2M modelling, not only is the radiation problem included, but also the excita-
tion process, dealing with the incident and diffraction problems, is considered. The
physical process from wave elevation to excitation force is well known as non-causal
[227]. In practical WEC implementation, the excitation force cannot be measured
directly [575], since it cannot be decoupled from the other hydrodynamic forces.
However, knowledge of the excitation force is required for generating optimal ve-
locity reference signals for some power maximising control strategies. Consequently,
there are some papers dedicated to modelling the excitation force from incident waves
[312, 3, 315], which is one of the foci in this section. Alternatively, the non-causal
problem can be handled implicitly by estimating the excitation force via unknown
input observers [6, 315, 618, 619], or by identifying W2M models directly from CFD
or experimental data [290, 159, 291].

Section 4.4.2.1 deals with the excitation force approximation problem from BEM
results, to derive a state-space model to approximate the excitation force from in-
cident waves. Then, the wave-to-excitation-force (W2EF) model is integrated with
the linear and nonlinear F2M models, to form linear and nonlinear W2M models, de-
tailed in Section 4.4.2.2. The numerical and experimental results are compared and
discussed in Section 4.4.2.3.

4.4.2.1 Excitation force approximation

Based on linear potential flow theory, the amplitude of the excitation force is related
to the radiation damping, given by the Haskind’s relation [570]. For a regular wave
of a given angular frequency, the excitation force Fe(t) can be analytically given as

Fe(t) = H

2

(
2ρg3Brad(ω)

ω3

)1/2

cos(ωt). (4.34)

Although Eq. (4.34) is derived based on regular waves, it can be modified
for irregular waves. Based on the superposition principle, the analytical form in
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Eq. (4.34) can be extended to a spectral form [51], given as

Fe(t) = ℜ

∑
j

√
2Sη̂(ωj)∆ωHfe(iωj)ei(ωjt+ϕj)

 , (4.35)

where ℜ is the real operator. Sη̂(ω) and Hfe(iω) represent the wave spectrum and
the excitation force FRF, respectively. ωj is a set of the angular frequencies with the
subscript j with an interval of ∆ω, and ϕj is a set of random phases. These analytical
representations in Eqs. (4.34) and (4.35) are widely applied to assess the performance
of various WECs. However, the modelled excitation force according to Eqs. (4.34)–
(4.35) fails to reflect the varying real-time sea waves, making it inapplicable for
real-time reference generating.

As the excitation force is physically induced by the incident wave, it is possible to
approximate the excitation force direct from wave elevation. The FRF of the W2EF
process can be obtained by BEM packages, and the excitation force FRF Hfe(iω) for
the 1/50 PA rig is obtained for NEMOH and shown in Figure 4.10(a), in terms of the
amplitude response |Hfe(iω)| and the phase responses ∠Hfe(iω). In the frequency
domain, the relationship between the wave elevation and the excitation force can be
written as

Fe(iω) =Hfe(iω)Aη̂(iω), (4.36)

where Aη̂(iω) is the frequency-domain representation of the wave elevation η(t). The
excitation force IRF and FRF are a Fourier transform pair. Thus, the excitation force
IRF ke(t) can be computed from its FRF, given as

ke(t) = 1
2π

∫ ∞

−∞
He(iω)eiωtdω. (4.37)

For the 1/50 scale PA rig in Figure 4.5, the excitation force IRF is shown in
Figure 4.10(b). Therefore, the excitation force in the time domain can be written
as

Fe(t) = ke(t)∗η(t) =
∫ t

−∞
ke(t− τ)η(τ)dτ. (4.38)

Figure 4.10: Frequency response function of the wave-to-excitation-force process in
(a) and its impulse response functions in (b).
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Figure 4.11: Methodology for excitation force approximation.

Although the convolution operation can be numerically solved directly (with wave
prediction), a parametrised model is preferred for real-time control realisation and
performance assessment. Similar to the radiation approximation method in Sec-
tion 4.4.1.1, the convolution term in Eq. (4.38) can also be approximated by a state-
space model, which is the focus of this section.

It is clear that the W2EF process is non-causal since ke(t), 0 N/m/s for t < 0 s, to
see the blue curve in Figure 4.10(b). Physically, such a system is unimplementable.
In addition, the t < 0 s part is as large as the t > 0 s part. Therefore, neglecting
the non-causality of ke(t) will in general lead to significant errors in the excitation
force modelling. Therefore, IRF causalisation is required before implementing system
identification techniques.

A time-shift technique is applied to causalise the non-causal IRF ke(t) to a causal
form ke,c(t) with the causalisation time tc. As shown in Figure 4.11, the causalised
system with wave prediction can provide the same approximation of the non-causal
system, since

Fe(t) = ke(t)∗η(t) (4.39)
= ke,c(t)∗ηp(t), (4.40)

where

ke,c(t) = ke(t− tc), (4.41)
ηp(t) = η(t+ tc). (4.42)

ηp(t) represents the predicted wave with a time window of tc, which is indispensable
for the implementation of Eq. (4.40). It is noteworthy that direct solving the convo-
lution operation in Eq. (4.38) also requires such a wave prediction. The expression in
Eq. (4.40) can be realised in practice and gives the same output of the non-causal sys-
tem, assisted by wave prediction. The causalised system in Eq. (4.40) is achieved with
a time-shifted IRF ke,c(t) and wave prediction ηp(t). The wave prediction horizon is
the same as the causalisation time tc. The W2EF modelling procedure is summarised
as follows.

• Obtain the excitation force FRF via BEM packages, e.g., WAMIT, AQWA, and
NEMOH.
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• Compute the excitation force IRF from its FRF according to Eq. (4.37).

• Causalise the excitation force IRF by selecting an appropriate causalisation
time tc.

• Identify the causalised W2EF process in Eq. (4.40), for which the method is
the same as the radiation approximation problem in Section 4.4.1.1.

• Use auto-regressive (AR), auto-regressive-moving-average (ARMA), or fast
Fourier transform (FFT) approaches [262] to predict the wave elevation ηp(t)
as the system input signal .

For the causalised system in Eq. (4.40), the convolution operation can be ap-
proximated by a finite order system, and the method is the same as the radiation
approximation in Section 4.4.1.1. The MATLAB functions imp2ss and balmr can be
applied to deduce a state-space model of the W2EF process in Eq. (4.40), given as

ẋe(t) = Aexe(t)+Beηp(t), (4.43)
Fe(t) = Cexe(t), (4.44)

where xe(t) ∈ Rne is the state vector for the identified system. Ae ∈ Rne×ne , Be ∈
Rne×1 and Ce ∈ R1×ne are the system matrices.

The causalisation time tc and system order number ne are selected by trial and
error via evaluating the truncation error and the goodness of fit defined in [315]. In
this study, tc = 1 s and ne = 6 are used, and the identified excitation IRF is compared
with its counterpart in Figure 4.10(b), with a truncation error less than 0.0104 and
a goodness of fit of 0.9993. In addition, the W2EF model in Eqs. (4.43)–(4.44) is
validated by tank testing, detailed in Section 4.4.2.3.

4.4.2.2 Wave-to-motion modelling

By integrating the W2EF model in Eqs. (4.43)–(4.44) into the nonlinear F2M model
in Eqs. (4.32)–(4.33), a nonlinear W2M model is derived, written as

xw2m = [xf2m xe]T , (4.45)
ẋw2m = Aw2mxw2m+Bw2mηp+Dw2m(Fln+Fpto), (4.46)
yw2m = Cw2mxw2m, (4.47)

with

Aw2m =
[
Af2m Bf2mCe

0 Ae

]
, (4.48)

Bw2m =
[

0 Be
]T
, (4.49)

Dw2m =
[
Bf2m 0

]T
, (4.50)

Cw2m =
[
Cf2m 0

]
. (4.51)
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where xw2m ∈ R(ne+nr+2)×1 is the state vector of the W2M system. Aw2m ∈
R(ne+nr+2)×(ne+nr+2), Bw2m ∈ R(ne+nr+2)×1, Dw2m ∈ R(ne+nr+2)×1, and Cw2m ∈
R1×(ne+nr+2) are the system matrices.

For some application scenarios, the nonlinear friction and viscous effects can be
neglected. For example, the WaveStar device utilises a rounded base to minimise the
viscous effect, and its mechanical friction is relatively small with respect to the hy-
drodynamic forces. Under these conditions, the nonlinear W2M model in Eqs. (4.46)–
(4.47) degenerates to a linear W2M model, expressed as

ẋw2m = Aw2mxw2m+Bw2mηp+Dw2mFpto, (4.52)
yw2m = Cw2mxw2m. (4.53)

These linear and nonlinear W2M models can be directly used for WEC modelling,
control design, shape optimisation and performance assessment, especially when wave
elevation is measured or known.

4.4.2.3 Results and discussion

The setup for tank testing is the same as the radiation problem, which has been de-
tailed in Section 4.4.1.4. To validate the W2EF modelling methods in Section 4.4.2.1,
nine excitation tests were conducted by fixing the buoy to the tank gantry. Even
though the buoy was excited by the incident waves, it could not oscillate and radiate
waves outwards. At the bottom of the buoy, five pressure sensors were mounted to
measure the dynamic pressure acting on the hull. Thus, the measured wave excitation
force in heave can be approximated by

Fe,m =
∫∫

pdS = πr2p̄, (4.54)

where p̄(t) represents the average measured pressure of the five pressure sensors.
The wave conditions were configured as wave height H = 0.08 m (4 m for the

full scale case) and wave frequencies ω = 2.512 : 0.628 : 7.536 rad/s (0.0355 : 0.0888 :
1.0658 rad/s for the full scale case). For harmonic waves, precise wave prediction with
tc = 1 s is easy to achieve. Therefore, the W2EF modelling approach always provides
accurate approximations of the excitation force, both in terms of the amplitude re-
sponse and the phase response, as shown in Figure 4.12(a)–(b), respectively.

For the harmonic wave with frequency ω = 4.396 rad/s (0.6217 rad/s for the full
scale case), the typical time series of the measured and modelled excitation forces are
compared and shown in Figure 4.12(c). The modelled excitation force, according to
the W2EF model in Eqs. (4.43)–(4.44), shows a high agreement with the experimental
data, which validates the W2EF modelling method under regular wave conditions.
In addition, irregular waves, described by the Bretschneider spectrum, and defined in
Eq. (2.36), were also applied as test wave conditions to validate the W2EF model, and
one typical example is shown in Figure 4.12(d). In Figure 4.12(d), the Bretschneider
spectrum is characterised by a peak frequency of ωp = 3.768 rad/s (0.5329 rad/s
for the full scale case) and a significant wave height of Hs = 0.11 m (5.5 m for the
full scale case). The modelled excitation force via the W2EF modelling approach
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Figure 4.12: Comparison of the excitation force FRFs between BEM, numerical and
experimental results in terms of the amplitude response in (a) and the phase response
in (b). Typical time traces of measured and identified excitation forces are compared
under regular and irregular waves and shown in (c) and (d), respectively.

shows a good accordance with the experimental data most of the time. It only differs
slightly from the measured excitation force when the wave elevation is small. Thus,
the W2EF modelling method demonstrates its capability and validity in estimating
the excitation force from regular or irregular incident waves.

Releasing the buoy to move freely, the free-motion test defined in Eq. (4.21)
was also conducted to verify the linear W2M model in Eqs. (4.52)–(4.53), and the
nonlinear W2M models in Eqs. (4.46)–(4.47). During free-motion tests, the PTO force
was configured as zero. As the buoy oscillated freely, Eq. (4.54) cannot be used to
represent the measured excitation force for this set of tests, as the radiated pressure
cannot be decoupled from the incident pressure. A series of free-motion tests were
conducted for validating the linear and nonlinear W2M models. The numerical results
of the linear and nonlinear W2M models were compared with the experimental data
in Figure 4.13.

In Fig. 4.13(a), the incident wave conditions were configured with a wave height
of H = 0.08 m (4 m for the full scale case) and wave frequencies ranging across
in ω ∈ [2.1991,7.2257] rad/s ([0.3110, 1.0219] rad/s for the full scale case). For the
free-motion tests with a low wave frequency (2.5133–4.3782 rad/s) or a high wave
frequency (above 5.6549 rad/s), both linear and nonlinear W2M models fitted the
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Figure 4.13: Comparison of the RAOs between the linear and nonlinear W2M models,
and the free-motion tests in (a), and comparison of the buoy displacements between
the linear and nonlinear W2M models, and a free-motion test in irregular waves in
(b).

experimental RAO well. However, within the resonance frequency region (4.3782–
5.6549 rad/s), only the nonlinear W2M model worked. At resonance frequency, the
linear M2M model gave an unrealistic RAO peak value of 11.77, where the RAOs for
the nonlinear W2M model and the free-motion tests were 2.13 and 2.10, respectively.

In Figure 4.13(b), the irregular wave, characterised by the Bretschneider spectrum
wave with a peak frequency of ωp = 3.7699 rad/s (0.5331 rad/s for the full scale case)
and a significant height of Hs = 0.11 m (5.5 m for the full scale case), was used to
excite the buoy to oscillate freely. The displacements of the linear and nonlinear W2M
models are compared with their experimental counterpart. The linear W2M model
significantly overestimated the buoy displacement, whereas the nonlinear W2M model
gave a relatively close approximation of the displacement response with respect to
the experimental data.

By comparing the numerical results of the linear and nonlinear W2M models with
the experimental data in Figure 4.13, it can be concluded that the nonlinear W2M
modelling approach, considering radiation approximation, excitation approximation,
nonlinear friction, and viscous forces, is capable of depicting the WSI process of the
1/50 scaled buoy under a wide range of wave conditions. This comparison further
addresses the importance of nonlinear friction and viscous force in the modelling of
the 1/50 buoy, especially when the body motion is exaggerated by resonance.

4.4.3 Wave-to-wire modelling

W2W modelling includes both the wave-structure and the structure-PTO interac-
tions, and can depict all the power conversion trains from wave power to mechanical
power, and then to electrical power. Thus, W2W models are capable of including
more realistic nonlinear W2M and non-ideal PTO models. In the literature, a num-
ber of W2W models for various WEC devices are summarised in [622, 815]. Some
W2W models are of high complexity and can be simplified according to the modelling
purpose [624].
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Section 4.4.3.1 aims to derive a mathematical model for a permanent magnate
linear generator (PMLG) as a direct-drive PTO unit for the 1/50 scaled down PA
rig. Then, the derived PMLG model is integrated into the linear and nonlinear W2M
models to form nonlinear W2W models, detailed in Section 4.4.3.2. Based on the
derived W2W models, a tracking control approach is demonstrated in Section 4.4.3.3,
with some results and discussion in Section 4.4.3.4.

4.4.3.1 Modelling of a permanent magnet linear generator

A variety of PTO systems, including hydraulic, pneumatic, and direct-drive mecha-
nisms, are discussed and compared in Section 3.2.4. Among these PTO mechanisms,
the direct-drive PMLG is selected here as the PTO unit to convert the buoy motion
into electricity, as permanent magnets can provide a low cost solution to achieve
high force/power density. However, WEC motion is typically slow, leading to a large
generator size. Thus, it is still challenging to reduce the PMLG size.

The PMLG is a special topological structure of a conventional permanent magnet
synchronous machine (PMSM). As shown in Figure 4.14, a PMSM can be modified
into a PMLG within two steps. The first step is to cut the PMSM through its radial
direction and lie it on a horizontal plane. In this case, the PMSM is transformed to a
flat linear generator. The second step is to rotate the flat linear generator around the
longitudinal direction of the iron core. What emerges from this is a tubular PMLG.
From this viewpoint, most design and optimisation techniques developed for PMSMs
are portable in terms of the PMLG design.

As described in Figure 4.14, the PMLG is a special topological structure of con-
ventional PMSMs. Hence, the PMLG mathematical model is the same as conventional
PMSMs, given in the dq-axis, as

Ud = −RsId−Ldİd+ωeIqLq, (4.55)
Uq = −RsIq −Lq İq −ωe(IdLd−ϕpm), (4.56)

where Ud, Uq, and Id, Iq are the voltages and currents for the d-axis and q-axis,
respectively. ϕpm is the flux linkage constant and ωe is the electrical angular velocity.
Rs, Ld, and Lq are the synchronous resistance, and the armature inductance in the
d-axis and q-axis, respectively. The model described by Eqs. (4.55)–(4.56) is for a
generator rather than a motor. The difference lies in the definition of the directions
of the dq-axis currents.

The PMLG’s translator is directly and rigidly coupled with the heaving buoy,
while the stator is mounted to an absolute reference point. Thus, the vertical buoy
motion can directly drive the PMLG to produce electricity. In turn, the PMLG feeds
a PTO force back to the mechanical system. Therefore, the electrical angular velocity
and PTO force [135, 169] can be expressed as

ωe = π

τp
ż, (4.57)

Fpto = 3π
2τp

[Iq(IdLd−ϕpm)− IdIqLq]. (4.58)
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Figure 4.14: Comparison of the topological structures between a permanent magnet
synchronous machine and a permanent magnet linear generator.

In general, the d-axis current of a PMLG is controlled to achieve Id,ref = 0 A, to
maximise the force-to-current ratio. Thus, the PTO force can be rewritten as

Fpto = − 3π
2τp

ϕpmIq. (4.59)

The instantaneous power captured by the generator can be written as

Pg = −Fptoż = − 3π
2τp

ϕpmIq ż. (4.60)

It is worth noting that the copper loss by Rs is not excluded in Eq. (4.60). Thus, to
exclude the copper loss, the useful power generated by the PMLG can be defined as

Pg,u = UdId+UqIq. (4.61)

For convenience, the following constants, i.e., the back-electromotive-force (back-
EMF) constant Ke, the thrust force coefficient Kf and the permanent magnet ‘wave
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number’ Kpm, are defined, respectively, as

Ke = π

τp
ϕpm, (4.62)

Kf = 3π
2τp

ϕpm, (4.63)

Kpm = π

τp
. (4.64)

To represent the PMLG model by ordinary difference equations, Eqs. (4.55)–(4.56)
can be rewritten as

İd = −Rs
Ld
Id− 1

Ld
Ud+ πLq

τLd
żIq, (4.65)

İq = +πϕpm
τLq

v− Rs
Lq
Iq − 1

Lq
Uq − πLd

τLq
żId. (4.66)

Substituting Eqs. (4.62) and (4.64) into Eqs. (4.65)–(4.66) gives

İd = −Rs
Ld
Id− 1

Ld
Ud+ Lq

Ld
KpmżIq, (4.67)

İq = + 1
Lq
Kev− Rs

Lq
Iq − 1

Lq
Uq − Ld

Lq
KpmżId. (4.68)

For the 1/50 scaled down PA in Figure 4.5, a specific PMLG, with a power rating
of 9 W at a rated speed of 0.24 m/s, was designed and optimised in MAXWELL [310].
The PMLG parameters associated with the model in Eqs (4.67)–(4.68) are given in
Table 4.3.

Table 4.3: The PMLG electromagnetic parameters.

Contents Units Values

Force Constant (Kf ) N ·A 54.4019

Back EMF Constant (Ke) V · s · m −1 36.2679

Pole Pitch (τ) mm 18

Flux Linkage Constant (ϕpm) Wb · m 0.2078

d-axis Inductance (Ld) mH 32.78

q-axis Inductance (Lq) mH 35.47

Synchronous Resistance (Rs) Ω 1.04
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4.4.3.2 Wave-to-wire modelling

To couple the PMLG model in Eqs. (4.67)–(4.68) with the nonlinear W2M model in
Eqs. (4.46)–(4.47), a nonlinear W2W model is derived, written as

xw2w = [Id Iq xw2m]T , (4.69)
ẋw2w = Aw2wxw2w +Bw2w,cU +Bw2w,ucηp+Fnl(t,xw2w), (4.70)
yw2w = Cw2wxw2w, (4.71)

with

u =
[
Ud Uq

]T
, (4.72)

Aw2w =

 −Rs
Ld

0 0
0 −Rs

Lq
Av,w2w

0 KfDw2m Aw2m

 , (4.73)

Bw2w,c =

 − 1
Ld

0
0 − 1

Lq

0 0

 , (4.74)

Bw2w,uc =
[

0 0 Bw2m
]T
, (4.75)

Fnl(t,xw2w) =


Lq

Ld
KpmżIq

−Ld
Lq
KpmżId

Dw2mFln+ 3
2Kpm(Ld−Lq)Dw2mIdIq

 , (4.76)

Cw2w =
[
I4 04×(nr+ne)

]
, (4.77)

Av,w2w =
[

0 Ke
Lq

04×(nr+ne)
]
. (4.78)

It is worth noting that the nonlinearities in Eq. (4.76) have two origins, including the
WSI nonlinearity represented by the lumped nonlinear force Fln, and the structure-
PTO interaction nonlinearity represented by the quadratic terms żIq, żId, and IdIq.
Thus, neglecting the lumped nonlinear force, i.e., Fln = 0, can result in a linear F2M
or W2M model, but it cannot lead to a linear W2W model. This nonlinear W2W
model looks very complex; however, its concept is simple. It is a combination of the
nonlinear F2M model in Eqs. (4.32)–(4.33) derived in Section 4.4.1, the W2EF model
in Eqs. (4.43)–(4.44) derived in Section 4.4.2, and the PMLG model in Eqs (4.67)–
(4.68) derived in this section. Thus, this nonlinear W2W model is capable of investi-
gating the influence of hydrodynamic, mechanic, and electric nonlinearities in WEC
dynamics, control design, and performance assessment.

4.4.3.3 Tracking control based on a wave-to-wire model

This section exemplifies a reference tracking control strategy based on the derived
nonlinear W2W model, with the control structure given in Fig. 4.15. In this figure,
a three-level hierarchical control strategy is used for power maximising of the 1/50
scaled down PA rig in Figure 4.5.
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Figure 4.15: A hierarchical control structure based on the wave-to-wire model.

In Figure 4.15, there are three main parts, i.e., WEC modelling, reference gen-
eration, and control. For the WEC modelling part, the nonlinear W2W model in
Eqs. (4.70)–(4.71) can be used directly. For the reference generation, the F2M mod-
els, rather than the W2W model, should be used, as the optimal velocity depends on
the excitation force and system’s damping coefficient, as shown in Eq. (3.58). The
PTO unit works as an actuator to track the optimal velocity for power maximising.
However, the displacement tracking is set as the first tracking level in Figure 4.15, in
order to constrain the buoy’s displacement.

For the control part in Figure 4.15, a three-level hierarchical control structure is
applied. This displacement reference feeds into the first level controller, which deals
with the displacement tracking and hence generates the velocity reference for the
second level controller. The second level controller forces the buoy velocity to track
its reference for power maximisation and generates the dq-axis current references
for the third level controller. The third level controller only deals with the voltage
regulation in the dq-axis. One potential implementation of Ud and Uq regulation can
be achieved by controlling the AC/DC/AC converters/inverters. However, this part of
the work is beyond the scope of this chapter, and readers are referred to [193, 436, 81].

Assuming a properly designed control system can ensure resonance, the optimal
velocity is proportional to the excitation force, as shown in Eq. (3.49). Therefore, a
real parameter is defined as the force-to-velocity ratio (FVR) [311], given as

Rfv = Fe
ż
. (4.79)

For the linear F2M model, the radiation damping is the only dissipating factor.
According to Eq. (3.49), the optimal FVR should be

Rfv = 2Brad. (4.80)
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In extreme waves, the buoy displacement may exceed its physical constraints. By
limiting the buoy displacement within ±Lz, this FVR should satisfy

Rfv ≥ |Fe|
|ż|

≥ |Fe|
ωLz

. (4.81)

Summarising, the FVR for linear F2M can be expressed as

Rfv,l = max

( |Fe|
ωLz

,2Brad
)
. (4.82)

Thus, the displacement reference can be written as

zref,l = Fe
ωRfv,l

e−j π
2 . (4.83)

For the nonlinear F2M model, radiation, friction and viscosity phenomena dissi-
pate energy and thus the FVR is modified as

Rfv,nl = max

( |Fe|
ωLz

,2Bnl
)
, (4.84)

where Bnl =Brad+Bf +Bv represents the total linearised damping of the radiation,
friction (Bf ), and viscosity (Bv) factors. Thus, the displacement reference can be
rewritten as

zref,nl = Fe
ωRfv,nl

e−j π
2 . (4.85)

As illustrated in Figure 4.15, signal processing is required to estimate the incoming
wave excitation characteristic parameters. These estimates are used to: (i) update
the radiation damping coefficient, (ii) compute the optimal FVR, and (iii) generate
reference signals. Instantaneous frequency and amplitude estimates can be obtained
by using Teager’s energy operation (TEO) [494]. Compared with estimation via either
the fast Fourier transform or the Hilbert transform approaches, the TEO method
offers a good accuracy with rapid computation.

For the current tracking loop, the reference of the d-axis current is set to Id,ref =
0 A, (i) to maximise the force-to-current ratio, and (ii) to compensate the nonlinear
terms IqId in Eqs. (4.58) and (4.76). As illustrated in Eqs. (4.65)–(4.68), the nonlinear
terms Lq

Ld
KpmżIq and Ld

Lq
KpmżId can significantly influence the W2W modelling.

These nonlinear terms can be compensated via dq-axis decoupling technology, as
shown in Figure 4.16, as has been widely used in wind turbine control [617, 694].

The dq-axis PMLG model in Eqs. (4.67)–(4.68) can be rewritten as their Laplace
transform, as

Id = −Ud+ωeIqLq
Rs+Lds

, (4.86)

Iq = −Uq −ωeIdLd+ωeϕpm
Rs+Lds

. (4.87)

Thus, the Id and Iq decoupling can be achieved as illustrated in Figure 4.16. Such
a dq-axis coupling method requires real-time measurements of the ωe, Id, and Iq. In
addition, ωe can also be derived from the buoy’s velocity, as ωe = Kpmż holds for
rigid structure-PTO connections.
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Figure 4.16: Decoupling of dq-axis currents.

4.4.3.4 Results and discussion

Based on the derived nonlinear W2W model in Section 4.4.3.2 and the proposed
tracking control structure in Section 4.4.3.3, this section aims to demonstrate the
utility of the W2W model for control development by numerical simulation. Fig-
ure 4.17 shows the performance of W2W-based tracking control under irregular wave
conditions.

For an irregular wave characterised by the Bretschneider spectrum of Hs = 0.06 m
(3 m for the full scale case) and ωp = 5.0265 rad/s (0.7109 rad/s for the full scale
case), the simulation results of the 1/50 PA displacement and accumulated energy
conversion are given in Figure 4.17(a). It is clear that the linear model (neglecting
the lumped nonlinear force Fln = 0) overestimates the buoy motion as well as the
converted energy under this wave condition. The wave is small and, hence, the wave
excitation force is also small. In this case, the nonlinear friction impedes the buoy
motion and thus the overall efficiency is low for the nonlinear model. This shows a
good correspondence with the power dissipation results of the −0.03 m free-decay
test in Figure 4.9(b).

For the irregular wave Hs = 0.25 m (7.5 m for the full scale case) and ωp =
2.5133 rad/s (0.3554 rad/s for the full scale case), the simulation results of the PA
displacement and captured energy are given in Figure 4.17(b). This wave condition
is more severe than for the design modal spectrum and, hence, the overall efficien-
cies cannot reach very high values. Under this wave condition, the nonlinear viscous
force dissipates more energy than the friction force. From the viewpoint of PA dis-
placement, end protection is required for the linear model. However, the simulated
displacement response of the nonlinear model seldom reaches its displacement con-
straints. For regular waves, similar conclusions have been drawn in [314].

It is worth noting that the legends Linear and NLM in Figure 4.17 indicate
Fln = 0 and Fln , 0, respectively, for reference generation and W2W modelling. The
W2W model is always nonlinear, as the structure-PTO interaction has the quadratic
terms IdIq, żId, and żIq. The dq-axis coupling in Figure 4.16 can only be used for
control design, rather than W2W modelling.

PI

PI
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Figure 4.17: W2W tracking control performance based on linear/nonlinear W2W
models under irregular wave conditions of Hs = 0.06 m and ωp = 5.0265 rad/s in (a),
and Hs = 0.25 m, and ωp = 2.5133 rad/s in (b). The legends Linear and NLM indicate
Fln = 0 and Fln , 0, respectively, for reference generation and W2W modelling.

The simulation conditions for Figure 4.17 are given below: (i) For the linear F2M
model, the damping coefficient is optimised at the natural frequency 5.1522 rad/s.
Thus, Brad = 4.55 Ns/m is selected, according to Figure 4.13(a). (ii) For the nonlinear
F2M model, Bnl = 21.32 Ns/m is optimised at the frequency 4.9009 rad/s according
to Figure 4.13(a). (iii) Three proportional integral (PI) controllers are applied here to
achieve the position, velocity, and current tracking with parameters Pz = 128, Iz = 20
for position tracking, Pv = 220, Iv = 42 for velocity tracking, and Pi = 300, Ii = 75
for dq-axis current tracking. These parameters are selected by trial and error. (iv)
The irregular wave data were obtained from tank testing.
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4.5 SUMMARY

This chapter aims to give an overview of floating point absorber wave energy convert-
ers, with specific foci on the working principles and typical prototypes of one- and
two-body PAs. One-body PAs are characterised by low-pass characteristics, while
two-body PAs perform as band-pass filters. Most PAs are oscillatory and, hence,
end-stop protection is required. Some two-body PAs, e.g., the SEAREV and Penguin
devices introduced in Section 4.3.2, utilise rotational pitch or/and roll modes for en-
ergy harvesting, and the need for end-stop protection is avoided. For both one-body
and two-body PAs, their energy capture efficiencies have a narrow bandwidth and
hence power maximisation control is essential to achieve a high energy conversion
efficiency under varying sea states.

A cylindrical one-body PA is selected as a typical case study in this chapter
to demonstrate some basic and generic time-domain modelling approaches. The ap-
proach to approximate the radiation convolution term is detailed in Sections 4.4.1.1.
Then, linear and nonlinear F2M models are derived, and validated by tank testing,
as detailed in Sections 4.4.1. Both numerical and experimental results emphasise
the importance of considering some critical nonlinear factors in WEC modelling.
However, the critical nonlinear factors should be considered on a case-by-case basis
[620]. In this case study, only the nonlinear friction and viscous forces are consid-
ered. As the cylindrical buoy has a sharp edge at the bottom, viscous effect is severe
and can be minimised by shape optimisation, e.g., using a rounded base [379]. In
addition, the scale number of the rig is as small as 1/50. For such a small scale de-
vice, the mechanical friction is relatively large, with respect to the hydrodynamic
forces. In general, other nonlinearities, e.g., the nonlinear hydrostatic force [539],
nonlinear radiation force [539], nonlinear Froude-Krylov force [287], nonlinear end-
stop force [316, 318, 317] etc., may have significant influence on WEC dynamics and
performance, mainly depending on WECs’ geometries, control algorithms, and wave
conditions.

The approach to approximate the excitation force from wave elevation is exem-
plified in Section 4.4.2.1. Integrating the W2EF model into the derived linear and
nonlinear F2M models results in linear and nonlinear W2M models, which are also
validated by tank testing in Section 4.4.2. Both the numerical and experimental
results of the free-motion tests, once again, emphasise the importance of the nonlin-
ear friction and viscous forces. The W2EF modelling approach can be directly and
straightforwardly applied for WEC modelling and control design. However, this ap-
proach requires wave measurement, which may be not applicable for some offshore
applications. In this case, one promising approach is to estimate the excitation force
by designing unknown input observers [6, 315, 618, 352].

A PMLG model is also derived in this chapter, and integrated into the derived
W2M models to form W2W models. As the PMLG is rigidly and directly connected
with the buoy, the structure-PTO interaction is always nonlinear, as the nonlinear
terms of żIq, żId, and IdIq never vanish in the W2W models. For W2W-based con-
trol design, these nonlinearities can be mitigated by Id = 0 control and dq− axis
decoupling. However, the numerical simulation results still suggest inclusion of the
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nonlinear friction and viscous nonlinearities in W2W modelling and reference gen-
eration. In this chapter, the most classic PI control strategy is applied for position,
velocity, and current tracking, to demonstrate the utility of the derived W2W model.
However, more advanced control strategies should be applied for WEC power max-
imising.
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C H A P T E R 5

Multi-mode wave energy
converters

Nataliia Y. Sergiienko, Boyin Ding
University of Adelaide, nataliia.sergiienko@adelaide.edu.au

5.1 INTRODUCTION

This chapter is dedicated to multi-mode wave energy converters, a sub-class of
oscillating-type WECs. The term mode, in the context of this chapter, refers to the
hydrodynamic mode involved in the power absorption process, i.e., surge, heave, and
pitch. It is necessary to distinguish clearly between multi-mode converters and con-
verters with multiple degrees of freedom, as these terms can be used interchangeably
in the literature. Some wave energy converters, consisting of several oscillating bod-
ies, have more than one degree of freedom, or rigid body mode, but the wave power
is predominantly absorbed from only one hydrodynamic mode, for example, heave
(refer to Chapters 4 and 6).

The concept of multi-mode WECs came about when it was proved that the max-
imum amount of absorbed wave power is not solely related to the geometry of the
converter, but mainly to its oscillation mode. Theoretically, it is possible to triple the
power absorption potential of a heaving axisymmetric body if other modes of oscil-
lation (surge or pitch) are involved in power generation. The number of multi-mode
prototypes is relatively low compared with single-mode WEC types, and the most
interesting concepts amongst them are demonstrated in this chapter.

5.2 WORKING PRINCIPLE

The power absorption mechanism and power absorption limits of multi-mode WECs
are explained in this section.
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5.2.1 Power absorption by a body oscillating in several modes of motion

Any kind of body placed in water, whether it is a ship, offshore platform, or wave
energy converter, interacts with incident waves: some parts of the wave field are
reflected from the structure, while other parts continue propagating forward. If the
body is not stationary and experiences an oscillatory motion, it generates (radiates)
waves that spread out from the body along the water surface. It is interesting to note
that the radiated wave does not depend on the size of the oscillating body, but is
a function of the oscillation mode and amplitude of the oscillations that determine
how large a generated wave is [227]. Destructive interference between incident and
radiated waves leads to the wave energy absorption phenomenon: in order to absorb
a wave (power), a “counter-wave” should be generated by the wave energy device
to interfere with and cancel an incident wave [227, 329]. This principle is clearly
demonstrated in Figure 5.1, which shows 100% power absorption by an infinite array
(perpendicular to the figure) of evenly-spaced, small floating bodies or an elongated
body that can oscillate both vertically and horizontally. As a result, almost all the
energy contained in a wave can be absorbed by an oscillating terminator-type device.

Figure 5.1: Principle of wave power absorption in a two-dimensional case, adapted
from [227].

As shown in Figure 5.1, the pattern of the radiated wave depends on the degree
of freedom of the oscillating system (for the definition of motion modes adopted in
the marine industry, refer to Figure 2.5 in Chapter 2). Thus, heave is considered
as a symmetric, or source-type, mode, as an axisymmetric body oscillating in heave
radiates circular waves (Figure 5.2a), while motion in surge or pitch generates dipole
waves (Figure 5.2b) [227]. This difference in the radiated wave patterns is a key
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factor that defines the power absorption limits of oscillating wave energy converters
[227, 329].

(a) Monopole or circular waves
(heave).

(b) Dipole waves (surge or pitch).

Figure 5.2: Types of waves radiated by an axisymmetric body in different modes,
adapted from [329].

As stated in Chapter 3, an infinitely long oscillating terminator-type device (or
an array of point absorbers) can harvest 100% of the incident wave power, when
it oscillates in heave and surge simultaneously [227]. However, for an axisymmetric
body, the amount of energy that can be removed from a sinusoidal wave is limited
by the radiation properties of the system [98, 208, 571]:

Pmax = α
J

k
= α

λ

2πJ, (5.1)

where α= 1 for oscillations in heave and α= 2 for surge or pitch, J is the wave energy
transport per unit frontage of the incident wave (defined in Eqs. (2.24) and (2.25)),
λ is the wavelength, and k is the wavenumber.

As a result, the efficiency of an oscillating WEC is maximised when surge, heave,
and pitch modes are involved in power production, reaching the level of P = (3λ/2π)J .
In this case, 1/3 of the total power will be absorbed from oscillations in heave, while
the remaining 2/3 will be captured from surge and/or pitch. As both surge and pitch
are dipole-type modes that radiate waves of the same pattern, only one of the two
can be considered for power absorption purposes, as it is not possible to improve the
efficiency of the system, including the second dipole mode [227].

5.2.2 Practical limits to the power absorption per mode

5.2.2.1 Heaving mode

The limit presented in Eq. (5.1) shows how much energy can be removed from the
ocean wave, regardless of the WEC size or motion amplitude. However, any converter
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is designed to operate within a constrained working envelope that imposes an addi-
tional upper bound on the amount of absorbed power [98, 229]. As a result, the power
absorption of a floating heaving buoy has two boundaries:

(i) a high-frequency limit PA defined by the body’s ability to radiate waves (from
Eq. (3.67) assuming deep water conditions ω2 = kg) [98, 571, 227]:

PA = J

k
= ρg2A2

4ωk =
ρg3

(
H
2

)2

4ω3 = c∞T
3H2, (5.2)

where c∞ = ρ(g/π)3/128, H = 2A is the wave height, and T = 2π/ω is the wave
period;

(ii) a low-frequency limit PB defined by the maximum swept volume of the body,
which applies when the velocity of the converter is smaller than the optimal
value due to physical constraints [99, 229]:

PB,f = 1
2 |F̂e,3û3| = ρgωV A

4 = c0V H

T
, (5.3)

where c0 = (π/4)ρg and the subscript f corresponds to the floating case.

These boundaries have been derived for floating bodies that move in heave only
regardless of shape. In general, the PA-limit depends only on the mode of motion and
has the same expression for submerged and floating bodies. In terms of the PB curve,
the power absorption limit of a fully submerged converter is strongly dependent on
shape and should be derived for each case under consideration independently. Thus,
for a spherical body with its centre placed ds below the water surface, the PB-limit
can be expressed as [700]:

PB,s = 4π3ρe−kdss3,max
V H

T 3 , (5.4)

where the subscript s corresponds to the submerged case and s3,max is the maximum
displacement of the sphere in heave.

A comparison between power limits for floating and submerged spherical heav-
ing bodies with different submergence depths (see Figure 5.3) is demonstrated in
Figure 5.4. All the spheres have the same physical volume of 524 m3 (radius
is a = 5 m) and the motion amplitudes are constrained by s3,max = 0.67a = 3.3
m. Regular waves of height H = 2m are considered. The most important difference
between the power absorption of floating and submerged heaving systems is that the
latter has a faster decay rate at a low frequency or long wave period range. Com-
paring Eqs. (5.3) and (5.4), it is obvious that PB,f = O(T−1), while PB,s = O(T−3),
which leads to a decrease in power absorption at longer wavelengths. Moreover, due
to the fact that the hydrodynamic pressure on the body surface decays exponentially
with depth, the presence of exp(−kds) in Eq. (5.4) shows a reduction in power for
deeper submergences. Consequently, a sphere submerged to 2a = 10 m extracts less
power than that submerged to 1.2a= 6 m.



Multi-mode wave energy converters ■ 173

Figure 5.3: Schematic representation of the floating and submerged spheres of radius
a= 5 m: (a) ds = 0, (b) ds = 1.2a= 6 m and (c) ds = 2a= 10 m.

Figure 5.4: Power absorbed by the floating and submerged spheres in regular waves
vs. wave period. Sphere radius is a = 5 m, displacement in heave is constrained to
0.6a, wave height is H = 2 m.

5.2.2.2 Surging and pitching modes

According to Eq. (5.1) the PA-bound of the surging body is twice as high as that of
a converter that moves in heave only [227]. The low frequency limits, PB , are also
different for these motion modes where Eq. (5.4) describes heave oscillation, while an
expression for the surging floating sphere takes the form [700]:

P surgeB,f = 2π3ρs1,max
V H

T 3 . (5.5)

Analysing Eqs. (5.3) and (5.5), it is clear, that the PB-bound for the surging body
is O(T−3), while for the heaving body this bound has a smaller decay rate and is
O(T−1). These results are very similar to the comparison of floating and submerged
heaving bodies, meaning that a surging floating sphere is a poorer power absorber at
long wavelengths (low frequency range) than the same body that oscillates in heave.
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Figure 5.5: The power absorbed by the surging and heaving spherical WECs of 5 m
radius with different submergence depth: (a) floating ds = 0 and submerged (b) ds =
6 m, (c) ds = 10 m. Motion amplitudes in heave and surge are constrained by s1,max =
s3,max = 0.67a= 3.3 m. Wave height is set to H = 2 m.

Comparing motion modes of the floating sphere, the following features should be
outlined:

– P surgeA = 2P heaveA ;

– P surgeB,f = O(T−3), while P heaveB,f = O(T−1).

Unlike floating converters, fully submerged buoys have almost the same power
efficiency from oscillations in heave or surge. Thus, the PB-bounds for the surging
and heaving submerged spheres have the same expressions described by Eqs. (5.4)
and (5.5), as shown in [328, 700]. Hence, for the fully submerged, spherical WEC:

– P surgeA = 2P heaveA ,

– P surgeB,s = P heaveB,s = O(T−3).



Multi-mode wave energy converters ■ 175

The difference in power efficiency between surging and heaving spheres is
demonstrated in Figure 5.5. The sphere radius is a = 5 m: the motion in surge
(mode 1) and heave (mode 3) is constrained by s1,max = s3,max = 0.67a = 3.3 m;
the submergence depths are ds = 0 m, 1.2a = 6 m and 2a = 10 m, and the
wave height is taken as H = 2 m. It can be seen that at longer wave periods
the heave motion is dominant for floating converters, showing that the power con-
tribution from the surge mode may be marginal for floating systems. In contrast, a
submerged sphere that oscillates in surge is more efficient across the entire frequency
range. Therefore, the power efficiency of the submerged system may increase two to
three times due to the additional controllable degree of freedom. Also, the ratio be-
tween the power levels from surge and heave does not change with the submergence
depth, as shown in Figures. 5.5b and 5.5c. It should be noted that the surging floating
sphere utilises only half of its volume to couple with the fluid (at nominal depth),
while for a submerged sphere the total volume is involved in power absorption. This
explains why the power level of a surging floating sphere is lower than that of a fully
submerged sphere.

5.3 EXISTING PROTOTYPES

Based on the analysis presented in Section 5.2.2, it could be concluded that employ-
ment of several motion modes in power generation could be more advantageous for
fully submerged converters, while any benefit for their floating counterparts would be
marginal. This might explain the design solutions of some of the multi-mode wave
energy converters presented in this chapter and shown in Figure 5.6.

5.3.1 Bristol cylinder, UK

One of the first developments of multi-mode wave energy converters relates to the
Bristol cylinder invented by Evans et al., [212] from the University of Bristol, UK. This
is a fully submerged long circular cylinder with its main axis parallel to the incident
wave (refer to Figure 5.6a), which uses the principle described in [789, 589] to achieve
a 100% power absorption. When the cylinder axis moves in a circle, undergoing heave
and surge oscillations with a phase difference of π/2 radians, radiated waves generated
above the cylinder on the water surface propagate away from the oscillating body in
only one direction. This combination of surge and heave motion is used to cancel the
transmitted wave behind the cylinder, achieving full absorption of the incoming wave.
The designed size of the cylinder is 75–100 m in length and 12–15 m in diameter,
and the power is captured by means of six hydraulic pistons located along the device,
three on each side as shown in Figure 5.6a. Although the efficiency of this WEC can
reach 65% in irregular waves, the initial design had a high estimated cost for the
produced power due to the high cost of installation and power take-off [658]. As a
result, it has not been tested at full scale and has not been commercialised. In order
to offer a more affordable solution for the power take-off, an alternative version of
the Bristol cylinder was developed in [145], where the power is captured from surge
motion alone (similar to OWSCs) and the PTO system is placed inside the cylinder
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Figure 5.6: Examples of wave energy converters that capture power in several modes
of motion.
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itself. Despite the difficulties associated with practical implementation of the Bristol
cylinder, its initial design served as a striking example of a very efficient terminator
device (similar to the Edinburgh Duck [686]).

5.3.2 Multi-tether spherical buoy

In contrast with the Bristol cylinder, Srokosz [741] suggested applying the concept
of multi-mode motion to the point absorbing device. The wave energy converter
consists of a spherical fully submerged buoy which is connected to three inclined
tethers enabling power to be captured from all translational degrees of freedom (see
Figure 5.6b). It is assumed that each tether is connected to the spring-loaded cable
drum attached to the power generator that converts the tether motion into electricity,
similar to a direct mechanical drive mechanism. The power output of the system has
been analysed for three different arrangements of tethers: (i) one tether (tether angle
from the vertical is 0◦), (ii) three tethers (inclined by 45◦), and (iii) a tether angle
of 60◦. As a result, the three-tether configuration of the power take-off provides an
increase in power absorption of two to three times in regular waves when compared
with a single-tether mooring. Even though the analysis is dimensionless and purely
theoretical, it demonstrates that this system could be an effective absorber of wave
power, as its capture width in regular waves can be greater than the diameter of the
sphere, leading to a hydrodynamic efficiency higher than 100% [741].

5.3.3 WaveSub by Marine Power Systems, UK

The concept of a spherical device with a multi-mooring system has been utilised
by Marine Power Systems, UK, in collaboration with the University of Bath, UK,
[833, 113] to develop the first prototype of their WaveSub WEC. The device consists
of two main parts: a submerged inertia platform (reaction barge) and a subsurface
spherical buoy (see Figure 5.6c). The buoy is connected to the hydraulic power take-off
system located on the platform through the four flexible tethers. The inertia platform
is kept in place by means of four taut mooring lines attached to the seabed. The main
power absorption principle of the WaveSub is to follow the circular orbit of the water
particles while capturing energy from the combination of heave and surge motion
modes. The system adapts the concept of varying geometry WECs as the submergence
depth of the buoy and of the barge can either be tuned to maximise power production,
or detuned to avoid high wave loads under storm conditions. In 2019, the device
undertook 1/4 scale testing at the marine test site FaBTest in Cornwall, UK [497].

The next generation of the WaveSub, shown in Figure 5.6d, has a cylindrical
buoy instead of the originally-proposed spherical buoy, resembling the Bristol cylinder
concept. The WEC developer claims that one such float can capture over 1.5 MW
of power, and it is intended to have three operating floats on a platform. Moreover,
Marine Power Systems plan to combine their WEC technology with a floating offshore
wind turbine to achieve a higher rated power of 15 MW [497].



178 ■ Modelling and Optimisation of Wave Energy Converters

5.3.4 Triton WEC by Oscilla Power™, US

A similar approach to the two-body system with multiple mooring lines has been
adapted to design the Triton WEC by Oscilla Power™, US [555]. In contrast with
the WaveSub, the Triton WEC employs an asymmetric buoy floating on the water’s
surface and a ring-shaped submerged reaction plate with a U-shaped (elliptical ogive)
cross-section (see Figure 5.6e). The power is captured from the heave, surge, sway,
pitch, and roll motion of the floating body that reacts against a relatively stable
submerged platform by means of three flexible tether lines [678]. The power take-off
is placed inside the float and designed as a direct mechanical drive system for each
tether separately. The Triton WEC took four place (out of 92 initial submissions) in
the Wave Energy Prize [790] competition arranged by the US Department of Energy
in 2015/2016. Based on the results from the 1/20 scale testing [791], this WEC has
an efficiency of 23.5% in irregular sea states, which is slightly higher than the average
efficiency of just heaving devices.

5.3.5 The NEMOS wave energy converter by NEMOS GmbH, Germany

Another commercial prototype of the multi-mode system is the NEMOS wave energy
converter developed by NEMOS GmbH, Germany [562]. The elongated floating body
(8 × 2 m) is attached to a 16 m long substructure located at the sea bottom by
two tethers as shown in Figure 5.6f. Wave-induced motion of the buoy transmits
mechanical energy to a generator by a spring-loaded belt drive. One of the tethers
can behave as an actuator to control the motion of the buoy and achieve the maximum
power output. The orientation of this terminator device can be adjusted according
to the direction of the wave propagation. Moreover, this WEC has the ability to
submerge the floater in order to protect the system in heavy storms. According to
the 1/5 scale testing [615], the hydrodynamic efficiency of NEMOS can reach up
to 60% in natural sea conditions.

5.3.6 The CETO system by Carnegie Clean Energy, Australia

The CETO system, shown in Figure 5.6g, utilises an idea originally proposed by
Srokosz [741], where a fully submerged buoy is connected to three tethers/mooring
lines to absorb power from surge, heave, and pitch modes. The CETO 6 multi-moored
unit evolved from a heaving CETO 5 prototype that could only absorb power from
the vertical motion in waves. The CETO 5 system had a hydraulic power take-off
unit, while, in the CETO 6 unit, each individual mooring line is connected to the
direct mechanical drive PTO located inside the buoy hull. The shape of the buoy
has been optimised such that the majority of the power is absorbed from the heave
mode, minimising the LCOE value [633].

5.3.7 Wave energy converter based on a Stewart-Gough platform, Mexico

Several research groups [467, 801, 267, 268] have adapted the Stewart-Gough platform
for wave energy conversion purposes. This parallel mechanism with six actuators
allows full spatial control (6-DoF) of the system. The WEC depicted in Figure 5.6h
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[801, 267, 266] consists of three rigidly interconnected floating buoys that are attached
to the lower submerged platform by means of six cables (legs). Each leg is equipped
with an electric generator to control the motion of the floats and generate electricity.
The lower submerged platform works as a reaction plate and is connected to the
seabed via a system of slack mooring lines. The project shown in Figure 5.6h is under
development by the Mexican Centre for Research and Innovation on Marine Energy,
and the scaled physical model (1:20) has already been laboratory tested in a wave
tank.

5.3.8 Overview of existing multi-mode prototypes

It is worth noting that all designs of the multi-mode WECs presented in this section
employ inclined degrees of freedom to provide the required controllability of the
converter in both heave and surge modes. The only difference is in the number of
tethers utilised to control the buoy and extract the wave power:

(i) two tethers inclined at 45◦ are usually used to demonstrate a possible mooring
configuration of the 2D-system, such the Bristol cylinder, where the actual
number of required PTO units is strongly correlated with the length to diameter
ratio of the terminator device;

(ii) three is the minimum number of tethers that allows full controllability of the
3D-WEC in all translational degrees of freedom (Srokosz’ sphere or NEMOS)
or, in planar case, control of heave, surge, and pitch;

(iii) the four-tether solution used in the WaveSub WEC introduces an over-
constrained control problem if 3-DoF control is the target, or an under-
constrained control problem if 6-DoF control is required;

(iv) the six-tether solution is the only mechanism which provides controllability for
all 6 rigid-body DoFs. However, such control comes at significantly increased
capital cost and, therefore, is unlikely to be commercialised.

The number of tethers, and consequently the number of power take-off machiner-
ies, is directly related to the capital and operational expenditures of the wave energy
converter. Therefore, according to the law of diminishing returns, there should be
an optimal configuration, after which an additional tether and the costs associated
with it are no longer justified by the increased power production of the multi-mode
converter.

5.4 CASE STUDY – SUBMERGED THREE-TETHER SYSTEM

A generic three-tether WEC has been chosen as a case study to demonstrate the
modelling approach, power absorption potential, and design of control systems that
can be applied to any multi-mode wave energy converter. Also, the difference in
performance measures between multi-mode and just heaving WEC (Figure 5.7) is
shown throughout this section. The geometric parameters of the system are specified
in Table 5.1.
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Figure 5.7: Power take-off configurations for the submerged WECs: (a) a generic
heaving buoy connected to one tether and (b) a three-tether system.

Table 5.1: Parameters of the WEC.

Parameter Value

Shape vertical cylinder
Radius of the cylinder, a 5.5 m
Height of the cylinder, hc 5.5 m
Water depth 50 m
Submersion (top of the buoy)∗ 3.75 m
Submergence depth, ds (centre of the buoy) 6.50 m
Volume∗, V 524 m3

Surface area∗ 380 m2

Mass of the buoy, mb 268 t
Displaced mass of fluid∗, mw 537 t
Stroke length, ∆ℓmax − ∆ℓmin 6 (±3) m
Tether inclination angle from the vertical, αt 44◦

Initial tether length∗, ℓ0 56.6 m
Pretension force in each tether∗ 1.2MN

* not independent parameters.

5.4.1 Dynamic modelling

The wave-to-wire model employed in this study is based on linear wave theory, as-
suming small motion amplitudes of the buoy, as compared with the length of the
mooring lines (tethers). The only second-order hydrodynamic effect included in the
model is a viscous drag force which is proportional to the square of the body velocity
relative to the fluid.

5.4.1.1 Kinematics

A schematic of a three-tether WEC is shown on Figure 5.8. The spatial arrangement
of all tethers is defined by si:

si = r+Rni−di, i= 1 . . .3, (5.6)
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Figure 5.8: Schematic of the three-tether wave energy converter. The wave propagates
along the x-axis parallel to the first tether.

where r is the position vector of a buoy in the reference coordinate frame Oxyz, R is
the rotation matrix of the buoy with respect to the reference frame, ni denotes the
position vector of the anchor point of the i-th tether on the hull relative to the buoy
centre of mass G, and di is the position vector of the anchor point of the i-th tether
on the sea floor in the Oxyz coordinate frame. The instantaneous tether length is:

ℓi = ∥si∥ =
√

s⊺i si, i= 1 . . .3, (5.7)

and the change in length of the i-th tether is ∆ℓi = ℓi− ℓ0.
Mapping from the buoy velocities in a Cartesian coordinate frame to the rate of

change of the tether length is provided by the inverse kinematic Jacobian:

q̇ = J−1ẋ, (5.8)

where x = [r θ]⊺ is the buoy location (pose) vector with three translational and
three rotational motions, q = [∆ℓ1 ∆ℓ2 ∆ℓ3]⊺ is a vector of three tether length
variables and the inverse kinematic Jacobian J−1 can be obtained as:

J−1 =

e⊺s1 (Rn1 ×es1)⊺
e⊺s2 (Rn2 ×es2)⊺
e⊺s3 (Rn3 ×es3)⊺

 , (5.9)

where esi is a unit-vector along the tether i, so esi = si
∥si∥

.
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5.4.1.2 Forces

The generalised forces that act on the body are expressed in the Cartesian coordinate
frame Oxyz as vectors of six elements including horizontal and vertical forces and
rotational moments.

Hydrostatic force. As the buoy is fully submerged, the generalised hydrostatic
force is Fbuoy = [0 0 (mw −mb)g 0 0 0]⊺, where mw = ρV is the mass of the
displaced water, ρ is the water density, V is the displaced volume of the buoy, and
mb is the mass of the WEC.

Power take-off forces. The behaviour of the linear PTO system is modelled as
[50]:

Fpto,i = (Cpto−Bpto∆ℓ̇i−Kpto∆ℓi), i= 1 . . .3, (5.10)

where Kpto and Bpto are the PTO stiffness and damping coefficients (control param-
eters) respectively, and

Cpto = −(mw −mb)g
3cosαt

(5.11)

is the force that counteracts the hydrostatic force in an undisturbed position, and αt
is the tether angle relative to the vertical. It is assumed that all PTO machineries
have the same stiffness and damping coefficients.

End stop forces. As each PTO system has a limited stroke, an additional force
from the hard stop mechanism is exerted on the body to constrain its motion. As a
result, the hard stop system is modelled by the repulsive energy potential [50]:

Fes,i =−Kes,min(∆ℓi−∆ℓmin)u(∆ℓmin −∆ℓi)
−Kes,max(∆ℓi−∆ℓmax)u(∆ℓi−∆ℓmax), (5.12)

i = 1 . . .3, u(·) is the Heaviside step function, Kes,min, and Kes,max are the end stop
spring coefficients, ∆ℓmin and ∆ℓmax are the stroke limits relative to the nominal
position.

Tension in tether. A linear superposition of the PTO and hard stop forces
governs the tension in each tether. In addition, the tethers should always be under
tension in order to transmit forces to the machinery:

Ft,i = min(0,Fpto,i+Fes,i), i= 1 . . .3. (5.13)

Noting that Fpto,i, Fes,i, and Ft,i are the forces that act along the mooring line
i, the generalised tether force in the Cartesian coordinate frame is:

Ftens = J−⊺Ft, (5.14)

where Ft = [Ft,1 Ft,2 Ft,3]⊺ and J−⊺ is the transposed inverse kinematic Jacobian.
Viscous damping forces. The viscous damping force is modelled according to

the Morison equation [551, 50]:

Fv =
(

−1
2ρCdAd∥Vb−Vf∥

(
Vb−Vf

)
−1

2ρbQD
4D∥θ̇∥θ̇

)
, (5.15)
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where Vb = ṙ is the buoy velocity, Vf is the fluid particle velocity at the position of
the centre of mass of the buoy, and

Cd =

Cx 0 0
0 Cy 0
0 0 Cz

 , Ad =

Ax 0 0
0 Ay 0
0 0 Az

 (5.16)

are matrices of drag coefficients and the cross-section areas of the buoy perpendicular
to the direction of motion, respectively,

bQ =

byz 0 0
0 bxz 0
0 0 bxy

 (5.17)

is the matrix of quadratic angular damping coefficients, D is the buoy diameter, and
θ̇ is the vector of angular velocities of the buoy.

5.4.1.3 Time-domain model

The buoy motion in the time domain can be described using the Cummins equation
[146], including the wave excitation and radiation forces and other forces specified in
Section 5.4.1.2:

(M+A∞)ẍ = Fe−
∫ t

−∞
Krad(t− τ)ẋ(τ)dτ +Fbuoy +Fv +Ftens, (5.18)

where M is the mass matrix, A∞ is the matrix with infinite-frequency added mass
coefficients, Fe is the generalised wave excitation force, and Krad(t) is a retardation
function.

Note that the wave drift forces and ocean current effects are not considered in
the model.

5.4.1.4 Frequency domain

Equation (5.18) can be linearised, assuming small angular motions of the system
and mapping the change in the tether length to the Cartesian coordinates of the
body. Thus, the linearised frequency domain model of a generic point absorber can
be written as [50], where only the surge, heave, and pitch modes are considered:[

−ω2 (M+Am(ω))− iω (Bpto +Brad(ω))+Kpto
]
x(ω) = Fe(ω), (5.19)

where

M =

mb 0 0
0 mb 0
0 0 Iy

 , Am(ω) =

A11 0 A15
0 A33 0
A51 0 A55

 , (5.20)

Brad(ω) =

B11 0 B15
0 B33 0
B51 0 B55

 , (5.21)
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Bpto =


3
2Bpto sin2αt 0 0

0 3Bpto cos2αt 0
0 0 0

 , (5.22)

Kpto =

Kpto,11 0 Kpto,15
0 Kpto,33 0

Kpto,51 0 Kpto,55

 , (5.23)

Kpto,11 = 3sin2αt
2

(
Kpto+ Cpto

ℓ0

)
− 3Cpto

ℓ0
,

Kpto,15 =Kpto,51 = 3Cptohc
2ℓ0

,

Kpto,33 = 3cos2αt

(
Kpto+ Cpto

ℓ0

)
− 3Cpto

ℓ0
,

Kpto,55 = −3Cptohc(hc+2ℓ0 cosαt)(cos2αt+1)
8ℓ0 cos2αt

,

where ℓ0 denotes the initial tether length.

5.4.1.5 Power absorption

Energy can be generated by the PTO machinery only when the tether, attached to
it, is under tension. As a result, the total instantaneous mechanical power absorbed
by the WEC is calculated as:

PΣ(t) =
3∑
i=1

Pi(t) =
3∑
i=1

Ft,i(t)∆ℓ̇i(t) if Ft,i < 0. (5.24)

5.4.2 Modal analysis

Modal analysis is a tool commonly employed for determining, improving and optimis-
ing dynamic characteristics of complex vibration systems. Therefore, it is a suitable
approach for the conceptual design of multi-mode WECs that harvest energy from
several oscillation modes of the body.

5.4.2.1 Matrix eigenvalue problem for an undamped multiple DoF system

The eigenvalue problem is a problem commonly encountered in engineering and is
the basis of modal analysis. The general motion equation for the free vibration of an
undamped multiple DoF system is given by:

Mẍ(t)+Kx(t) = 0, (5.25)

where M and K are the mass and stiffness matrices respectively. Defining an eigen-
vector v denoting the mode shape of the system under harmonic sinusoidal motion,
the eigenequation can be obtained:

(K−ω2M)v = 0. (5.26)
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The non-trivial solution of Eq. (5.26) is given by:

det(K−ω2M) = 0, (5.27)

where det(·) is the determinant of the matrix, which can be expanded, forming an nth
order polynomial for ω2. The roots of this polynomial are the eigenvalues of K−1M,
whose square roots are the system natural frequencies. Substituting each eigenvalue
into Eq. (5.26), a corresponding eigenvector v can be derived. Therefore, the system
has n eigenvectors, denoting the mode shapes of the system, also referred to as normal
modes.

An oscillating body WEC operating at optimal conditions is lightly damped and
thus can be approximated as an undamped system for modal analysis. The matrix
eigenvalue problem can be used to solve the natural frequencies and mode shapes of
the multi-mode WEC analytically, which are fundamental to understanding of the
modal behaviour of a multi-mode WEC for design optimisation and control analysis.

5.4.2.2 Natural frequencies and mode shapes

Substituting the mass and stiffness matrices M, Am(ω), and Kpto, as defined in
Section 5.4.1.4, into Eqs. (5.26), and (5.27), the eigenvalue problem for the three-
tether WEC can be solved for varying tether inclination angles, αt, and varying PTO
stiffnesses, Kpto. The resulting natural frequencies and mode shapes of the 3-DoF
system are displayed in Figure 5.9, as functions of the tether inclination angle and
the PTO stiffness. Figure 5.9a shows two convex surfaces, denoting the natural fre-
quencies of Mode 1 and Mode 3, respectively. Mode 1 is surge dominant as can be
seen from its mode shapes shown in Figure 5.9b. Mode 2 is pitch dominant as evi-
dent in Figure 5.9c. Mode 3 is heave dominant as evident in Figure 5.9d. A graphical
representation of Modes 1, 2, and 3 is shown in Figure 5.16, marked as modes 1, 4,
and 3, respectively for a 6-DoF system. The line of intersection of the natural fre-
quency surfaces of Modes 1 and 3 in Figure 5.9a indicates that at a tether inclination
angle of 45◦, both modes can be tuned simultaneously to resonance (e.g. the optimal
phase condition) across a wave frequency range between 0.3 and 1.5 rad/s by vary-
ing the PTO stiffness. Figure 5.9e shows the contribution of Mode 1 and Mode 3 to
the elongations of the three tethers, mapped from the system mode shapes by the
inverse kinematic Jacobian matrix defined by Eq. (5.9). When the tether inclination
angle increases from 0 to 90◦, the contribution gradually shifts from Mode 3 (heave)
dominant to Mode 1 (surge) dominant. At a tether inclination angle of 45◦, Mode 1
and Mode 3 contribute to approximately equal tether elongations, thus both modes
are able to cause considerable PTO power generation.
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(e)

(a) (b)

(c) (d)

Figure 5.9: Eigenanalysis of the three-tether WEC: (a) natural frequencies of normal
modes, (b) mode shape of Mode 1, (c) mode shape of Mode 2, (d) mode shape
of Mode 3, (e) contribution of Modes 1 and 3 to tether elongation, vs. the tether
inclination angle αt and PTO stiffness Kpto (normalised by ρπa2). In subplots (b)–
(e), the yellow colour indicates values close to 1, green colour indicates values close
to 0, and purple colour indicates values close to −1.
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5.4.3 Power absorption potential

The power performance of the three-tether WEC is demonstrated in comparison
with the single-tether system, which is able to absorb power from the heaving mode
only. The power output of both converters has been analysed in terms of the peak-
to-average ratio, the contribution of individual PTO systems and different motion
modes to the averaged absorbed power.

5.4.3.1 Power matrix

The averaged absorbed power and the statistical peak power for single-tether and
three-tether WECs are shown in Figure 5.10, where control parameters have been
optimised for each sea state. The power output of the WEC attached to three tethers
is approximately two times higher than that of the single-tether device across all sea
states. For example, at a wave climate with Hs = 2 m and Tp = 9 s, the power output
of a converter with multiple mooring lines reaches 82 kW, while the same buoy with
a single tether shows 41 kW of absorbed power. However, this factor of 2 is a feature
of the particular buoy geometry considered in this study. For other shapes and aspect

Figure 5.10: Power matrices for the single-tether and three-tether WECs: top plots
correspond to the mean absorbed power, while plots on the bottom show the statis-
tical peak values. The PTO parameters have been optimised for each sea state using
grid search.
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ratios, the increase in power production can be in the range of 1.6–2.5 times [703].
The level of instantaneous power for both converters is approximately 6–10 times
higher than the mean power value, meaning that the designed capacity of the PTO
should be an order of magnitude higher than the expected average energy output.

5.4.3.2 Power per power take-off system

As stated, the power take-off for a three-tether WEC can be implemented in several
ways. For cases where there are individual PTO units for each mooring line, it can
be observed that they make different contributions to the total power output. The
tether arrangement shown in Figure 5.8 demonstrates only one extreme case where
tether 1 is aligned with the direction of wave propagation. For this configuration, the
PTO attached to tether 1 generates approximately 45% of the total mean power for
most sea states, as shown in Figure 5.11a. The other two PTOs convert the rest of the
energy with an equal share due to the symmetrical arrangement of the tethers with

Figure 5.11: (a) Contribution of each power take-off system (P pto) to the total power
absorption (P a) of the three-tether WEC for the selection of sea states and (b)
q-factor as an efficiency improvement ratio between power absorption from the three-
tether and the single-tether WECs.
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(b)

(a)

Figure 5.12: Comparison of power absorption between a single-tether and three-tether
WECs in regular waves of 1 m amplitude assuming optimal control: (a) power levels
and (b) q-factor as a ratio between power absorption from the three-tether and the
single-tether WECs.

respect to the y-axis. Thus, depending on the wave direction statistics, the first PTO
system may be designed to be larger than the other two. Another extreme situation
is when one of the tethers operates perpendicular to the wave front with almost zero
power output. However, according to the preliminary results in the frequency domain
[702], the total power output of the WEC is largely unaffected by the wave direction
relative to the arrangement of the mooring lines.

Comparison of the power absorption between both converters is demonstrated in
Figure 5.11b, showing that the three-tether WEC can generate approximately 1.8–
2.2 times more power than its single-tether counterpart. To explain the main reason
why the improvement is only twofold and not three times as derived in [571], the
Budal diagram (as cited in [229]) for single- and three-tether WECs is shown in
Figure 5.12a, assuming optimal control at each wave period. The blue area on the
plot corresponds to the radiation limit where buoy displacements are not constrained
and power production is only governed by the mode of oscillation. As a result, the
maximum increase in WEC efficiency can be up to three times if both heave and surge
contribute to the power take-off. The red area in Figure 5.12a shows the range of wave
periods where the buoy displacements reach constraint and power absorption limits,
depending on the buoy shape and maximum allowed displacements. The q-factor in
Figure 5.12b corresponds to the increase in power production for a three-tether case
when compared with its single tether counterpart. Thus, its values vary between 1.85
and 2.7, depending on the wave period. As the irregular waves are composed from a
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number of waves with different frequencies, the overall effect of having three tethers
(the quality factor) is averaged to the level of 2–2.2, as shown in Figure 5.11.

5.4.3.3 Power per mode

Since the main idea of the application of three mooring lines is to capture power
from the buoy motion in surge, it is important to show how much energy is converted
from each motion mode. The power contribution from one mode is calculated as the
difference between excitation power, radiated power and viscous losses:

Pmode = P e−P r −P v, (5.28)

where P denotes the time average power.
The relative contribution from surge, heave, and pitch modes is shown in

Figure 5.13 for the range of sea states. As expected for the single-tether WEC, the
heave motion provides around 90–95% of the total power, while the remaining 5%

4 6 8 10 12 14 16
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(a) (b)

Figure 5.13: Contribution of modes of oscillation to the total power absorption of the
(a) single-tether and (b) three-tether WECs. Numbers on bars indicate the absolute
value of absorbed power by heave only.
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are produced by surge. Interestingly, the buoy oscillations in pitch have a negative
impact on the power production, which is indicated by the bars placed above 1 on
the plot. This loss is presumably due to extremely poor coupling between the pitch
motion of the buoy and the PTO, so useful work is minimal; whereas losses due to
radiation and drag remain high. In contrast, in the three-tether configuration, pitch
has a negligible effect on the WEC’s performance in terms of the absorbed power.
In general, slightly more than half of the energy (50–55%) is generated from heave
while the remaining 45–50% is produced from surge. The contribution from surge
decreases by several percents with an increasing wave height. Interestingly, the three-
tether WEC demonstrates slightly higher (by 5%) efficiency in heave mode than the
single-tether device, as indicated by the numbers on the bars.

5.4.4 Design optimisation

The preliminary analysis in Section 5.4.3 and the economic assessment presented in
[701] demonstrated that a multi-mode WEC can produce up to two times more power
and generate cheaper electricity than the same buoy with a single-tether configura-
tion. The concept of the three-tether WEC has been adapted by Carnegie Clean
Energy, Australia, to build their CETO-6 multi-moored system. This WEC will be
installed at the so-called Albany test site in Western Australia, which has a wave cli-
mate specified in Figure 5.14. This section demonstrates the procedure for the design
optimisation of a multi-mode wave energy converter, using the CETO-6 multi-moored
system as an example. Two different objective functions are considered: maximisation
of mechanical power production, and minimisation of the levelised cost of energy. In
order to reduce the number of sea states used to assess the WEC performance, a
sub-set of 34 sea states with a total probability of 99% are chosen to represent the
deployment climate (outlined by a black line).

Figure 5.14: The wave climate at the Albany deployment site located in Western
Australia (117.7547◦E, 35.1081◦S, 33.9 kW/m mean annual wave power resource)
[348].
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5.4.4.1 Approximation of levelised costs of electricity value

Due to the lack of commercial wave power plants, the calculations of the actual LCOE
value are based on many uncertainties associated with power production and related
costs. Using Eq. (1.11) in Chapter 1 [163], the LCOE can be approximated as:

LCoE
(
e

kWh

)
= RDC×

(Energy (MWh)
Mass (kg)

)−0.5
, (5.29)

where the mass corresponds to a significant mass of the WEC including the mass
of the buoy and the anchoring system, and RDC is a site-dependent coefficient that
will be omitted in calculations (RDC = 1) because optimisation is done for the same
deployment site.

In this study, the calculation of the significant mass of the WEC is based on the
following assumptions:

- the buoy mass is mb = 0.5ρwπa2hc;

- the required mass of the anchoring system (three piles) depends on the tether
tension associated with buoyancy and the wave force. Therefore, it can be
approximated by:

mas = mref
as

(F peakt )ref
F peakt , (5.30)

where a three-tether WEC with a a = 5.5 m radius and hc = 5.5 m height is
taken as a reference case from [698] (the mass of three piles is estimated as
mref
as = 225 × 103 kg, and the statistical peak force is (F peakt )ref = 1.94 MN).

Therefore, in order to estimate mas for any given cylinder dimensions, it is
required to calculate the tether peak force (99% = 2.57σFt) using the spectral
domain model.

As a result, the LCOE model used in this study is:

LCOE =
(8760PAAP
mb+mas

)−0.5
. (5.31)

5.4.4.2 Optimisation routine

The parameters of the WEC that are considered for optimisation are: the buoy
radius a, the buoy aspect ratio defined as the ratio of the buoy height to its
radius (hc/a), the tether inclination angle αt, the tether attachment angle αap,
the vector of PTO stiffness coefficients for each of the N = 34 sea state consid-
ered kpto = [K(1)

pto, K
(2)
pto, . . . ,K

(N)
pto ]T, the vector of PTO damping coefficients bpto =

[B(1)
pto, B

(2)
pto, . . . ,B

(N)
pto ]T. In total, there are 72 parameters that should be optimised:

z = [a, (hc/a), αt, αap, kpto ∈ RN×1, bpto ∈ RN×1]. (5.32)

The two objective functions considered in this study are to:
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(i) maximise the average annual power output calculated using Eq. (1.4):
fO1 = argmax

z
PAAP (z), subject to: z ∈ [zmin,zmax] (5.33)

(ii) minimise the LCOE value specified in Eq. (5.31):
fO2 = argmin

z
LCOE(z), subject to: z ∈ [zmin,zmax] (5.34)

The range of the design and PTO parameters used in the optimisation is specified
in Table 5.2.

Table 5.2: Constraints on the design parameters.

Parameter Unit Min Max
Buoy radius, a m 5 20
Buoy aspect ratio, (hc/a) 0.4 1.5
Tether inclination angle, αt deg 10 80
Tether attachment angle, αap deg 10 80
PTO stiffness, Kpto N/m 103 108

PTO damping, Bpto N/(m/s) 103 108

5.4.4.3 Optimisation results

The optimised design parameters of the three-tether WEC obtained using two differ-
ent objective functions are demonstrated in Table 5.3. The results demonstrate that
to maximise the power production, the three-tether WEC should be designed with
a relatively large radius (20 m) and height (30 m). With such geometry, the WEC
effectively utilises all of the hydrodynamic modes: surge, heave, and pitch. However,
this design is not cost effective, and in order to minimise the energy cost, the buoy
radius should be of 11–14 m, with a height of 4.8–6 m.

Table 5.3: Optimised WEC design parameters.

Parameter fO1 fO2

a [m] 19 13
hc/a 1.5 0.4

αt [deg] 26 18
αap [deg] 53 10

LCOE×103 – 18
Power [MW] 1.8 0.68

Also, the sensitivity of the power output and LCOE to the buoy radius and height
is demonstrated in Figure 5.15. As expected, the power increases with increasing
radius and height. However, a change in radius has a much stronger effect on the
power output than a change in height. Also, the energy cost increases with buoy
height, while the minimum LCOE can be achieved with a buoy of 11–14 m radius
regardless of its height. Other studies dedicated to the geometry optimisation of the
three-tether WEC for different deployment sites can be found in [707, 568, 569].
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Figure 5.15: (a) Average annual power and (b) LCOE as a function of the buoy radius
and aspect ratio.

5.4.5 Control system design

The fundamental theory for WEC control design, outlined in Section 3.2.1, has been
developed for WECs that absorb power from one hydrodynamic mode. However,
the hydrodynamic control of multi-mode WECs has two distinctive features from
this theory. Firstly, the majority of multi-mode WECs do not have independent
control of all hydrodynamic modes due to the use of inclined tethers, or mooring
lines. Such power take-off configurations introduce additional coupling between rigid
body modes, while making some degrees of freedom more controllable than others.
Secondly, the hydrodynamic coupling between surge and pitch modes may introduce a
destructive interference in the system, negatively affecting the total power production
of a WEC [782, 781].

5.4.5.1 Controllability

The converter shown in Figure 5.7 belongs to the class of underactuated mechanisms
as it has six DoFs but only three independent control inputs (i.e., is a non-square
plant). In order to identify which DoFs can be controlled and quantify interactions
in this MIMO system, it is necessary to linearise the nonlinear plant model from
Eq. (5.18) and represent it in terms of the transfer function G(s) (for more details
refer to [704]). Then, the transfer function of the WEC G(jω) ∈ R6×3 should be
decomposed using singular value decomposition (SVD):

G(jω) = UΣVH , (5.35)

where U ∈R6×6 and V ∈R3×3 are the singular vectors that form orthonormal bases
for the output and input spaces, correspondingly, and Σ ∈ R6×3 is a matrix with
three non-negative singular values σ̄ ≜ σ1 ≥ σ2 ≥ σ3 ≜ σ.

Singular vectors correspond to the six rigid body modes of vibration (not to be
confused with the hydrodynamic modes) each of which has its own natural frequency
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and mode shape [260]. The graphical representation of the mode shapes that corre-
spond to Ui (i= 1 . . .6) are shown in Figure 5.16. Since the system has three control
inputs, only the first three modes out of the six, namely U1, U2, and U3 can be ac-
tively controlled by the power take-off machinery. It can be seen that both output
modes U1 and U4 involve buoy motion in surge and pitch, but: (i) these DoFs are
included in U1 and U4 with different phases and amplitudes; (ii) U1 and U4 have
different resonant frequencies, so the modes primarily responsible for buoy motion
depend on the period of the incoming wave; and (iii) U1 is controllable while U4 is
not.

Figure 5.16: Graphical representation of the rigid body modes of the three-tether
WEC.

In control theory, singular values show the output directions in which the system
inputs are most effective [725]. The frequency-dependent singular values of the WEC
that correspond to the controllable modes Ui (i = 1 . . .3) are demonstrated in Fig-
ure 5.17a. It is clear from the plot that in the frequency range 0.5–0.75 rad/s (wave
period 8–12 s) the coupled surge/pitch U1 and sway/roll U2 modes have singular
values an order of magnitude higher than those for heaving mode U3. This implies
that less effort is required to control the buoy in surge and sway than in heave at
this range of frequencies. Moreover, if the ratio between the maximum and minimum
singular values (condition number) is larger than 10, inverse-based controllers may
be sensitive to ‘unstructured’ input uncertainty, which is undesirable for practical
applications [725].

Another measure that is widely used to identify the control properties of the
plant is the relative gain array RGA(G) = Λ(G) ≜ G◦ (G−1)T, where ◦ denotes the
Hadamard product (element-by-element multiplication). For non-square plants, small
elements (≪ 1) in a row of RGA correspond to the output which cannot be controlled.
The frequency dependent sum of each row of RGA for the three-tether WEC shown in
Figure 5.17b indicates that the PTO system has a strong control authority in surge,
sway and heave, but poor controllability over pitch and roll. However, it should be
noted that this analysis has been performed for the nominal position of the buoy
x = 06×1 and the control property of this WEC is subject to the buoy orientation.
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(a) (b)

Figure 5.17: Controllability measures of the three-tether WEC: (a) singular values,
and (b) Relative Gain Array.

5.4.5.2 Surge-pitch compromise

According to linear potential theory, the optimal velocity of a WEC that is able to
absorb power from several degrees-of-freedom should satisfy the following equation
[227]:

Brad(ω)ûopt(ω) = 1
2 F̂e(ω), (5.36)

where the ‘hat’ symbol, ‘ˆ ’, denotes the complex amplitude, Brad(ω) ∈ R6×6 is the
matrix of radiation damping coefficients, ûopt(ω) ∈R6×1 is the vector of optimal ve-
locity, and F̂e(ω) ∈R6×1 is the excitation force vector. If Brad(ω) is non-singular, then
Eq. (5.36) has a unique solution ûopt(ω) = 1

2Brad
−1(ω)F̂e(ω). However, Brad

−1(ω)
does not exist for an axisymmetric body if surge and pitch are involved in power
absorption, and Eq. (5.36) cannot be solved simultaneously for û1,opt and û5,opt.
Therefore, if one of the velocities is known, the other one can be found from the
following equation: [

B11 B15
B51 B55

][
û1
û5

]
= 1

2

[
F̂e,1
F̂e,5

]
. (5.37)

For instance, for the known value of the pitch velocity û5, the optimal buoy velocity
in surge can be calculated as [227]:

û1,opt = F̂e,5 −2B55û5
2B51

= F̂e,1 −2B15û5
2B11

, (5.38)

and vice versa. So according to Eq. (5.38), the requirement that the buoy velocity
should be in phase with the excitation force does not apply if both surge and pitch
modes are involved in power generation. However, if F̂e,1 ≫ 2B15û5, the coupling
between surge and pitch can be neglected in the design of the controller. In addition,
due to the presence of the viscous damping force, the formulation of the optimal buoy
velocity is modified as [265]:

û1,opt = F̂e,1
2(B11 +Bv,1) , û3,opt = F̂e,3

2(B33 +Bv,3) , (5.39)
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where Bv,1 and Bv,3 are linearised damping coefficients in surge and heave modes,
respectively.

5.4.5.3 Review of advanced control strategies applied to multi-mode wave energy con-
verters

The majority of control strategies developed for heaving WECs have been extended
for the multi-mode prototypes. One of the first MIMO controllers for wave energy
applications was developed in [428, 696], based on linear quadratic Gaussian optimal
control theory. The controller has been tested on a three-tether cylindrical buoy,
where each tether is connected to an individual electric generator. This study revealed
that in such multi-mode WECs with inclined tethers, some generators deliver power
to the electrical system while other generators act as motors actuating the WEC.
Whether the generator will deliver or consume energy directly depends on the tether
arrangement (e.g., inclination angles, number of tethers) and the applied control
strategy, as shown in [699].

Several studies [4, 883, 5, 882, 416] developed MIMO controllers for WECs assum-
ing full control authority over each hydrodynamic mode. Such studies enable analysis
of the significance of individual degrees-of-freedom on overall power generation, but
do not take into account any additional geometric coupling that exists in real multi-
mode prototypes. Ref. [4] developed an approximate complex-conjugate control for a
three-DoF WEC and demonstrated how to shift energy production from one dipole
mode (surge or pitch) to another by changing their natural frequencies. Also, the re-
sults showed that power generation from both dipole modes can be detrimental to the
power production of the entire WEC (as already explained in Section 5.2.2). Two of
the most widely used hydrodynamic controllers are discussed in more details below.

Velocity tracking control. Fusco and Ringwood [265] have developed a “simple
but effective” velocity tracking controller, sometimes called an approximate complex
conjugate control [326], for a heaving WEC. The main idea of this controller is to
measure an instantaneous excitation force acting on the WEC, estimate its amplitude
and dominant frequency, and set the reference buoy velocity following the optimality
conditions specified in Eq. (3.58). This controller has been extended to the three-
tether system in [704, 699]. The control structure has two major loops (refer to
Figure 5.18): (i) a high level loop sets the reference (desired) velocity of the buoy and
(ii) a low level loop provides the required machinery (power take-off) force to achieve
this velocity.

The differences between SISO and MIMO velocity tracking controllers lie within
both control loops. In [699], the main focus of the controller was given to the surge
and heave modes acknowledging the fact that the three-tether configuration provides
poor control authority over pitch. As a result, the reference buoy velocities were set
according to Eq. (5.39) while completely ignoring the surge-pitch hydrodynamic cou-
pling. The velocity tracking control loop in [265] was implemented using an internal
model controller (IMC). It is possible to use a decoupled version of the IMC strat-
egy for a multi-mode WEC but only if the natural frequency of the pitch mode is
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Figure 5.18: The block-diagram of the velocity tracking control designed for the three-
tether WEC. The “tilde” symbol, ‘˜’, denotes an estimated value of the variable.

higher than that of the other modes, as shown in [704]. However, for some buoy
geometries, the inverse-based controllers cannot be implemented and it is recom-
mended to use other control structures for the inner control loop. For example, [699]
used an SVD-based controller to decouple the control problem of a multi-variable
system accompanied by a simple PI controller for the velocity tracking purposes.

The results demonstrate that a velocity tracking controller can significantly im-
prove the power output of a multi-mode WEC (up to 40%) over a spring-damper
controller. However, the elimination of the pitch mode from the control problem may
lead to a significant power loss due to uncontrolled oscillations in pitch, as shown
in Figure 5.19a. Moreover, the findings documented in [696] for the LQG controller
have been confirmed for this type of the controller as well stating that some genera-
tors should operate as actuators while power to the grid is delivered by other power
take-off units (refer to Figure 5.19b)

(a) (b)

Figure 5.19: The contribution of (a) each hydrodynamic mode and (b) each PTO
unit to the total power output of the three-tether WEC using the velocity tracking
control strategy.

Alternative ways to implement the MIMO velocity tracking controller have been
demonstrated in [353] for the WaveSub WEC. The reference velocities have been set
to all six degrees of freedom. The singularity problem explained in Section 5.4.5.2
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has been avoided by introducing a matrix of linearised viscous damping coefficients.
The tracking control loop has been achieved using a linear quadratic regulator.

Model predictive control. Another popular control strategy that found its appli-
cation in the wave energy industry is a mode predictive control (MPC). It has been
studied extensively for a single-DoF WECs [327], and only recently has been extended
to the multi-mode systems. The controller’s formulation and its modification from
SISO to MIMO systems are straightforward and do not require any special consider-
ations. The only challenge with the MIMO version of the MPC is that the number
of states increases proportionally to the number of degrees-of-freedom, therefore re-
quiring higher computational resources for online optimisation. So MPC applied to
multi-mode WECs might not be feasible for practical applications.

MPC has been applied to the multi-mode WaveBot which is able to absorb power
from all the individually controlled hydrodynamic modes in [134]. Later, Ref. [882]
developed MPC for the same WEC geometry while considering the nonlinear dy-
namics and parametric resonance due to coupling between pitch and heave modes.
[355] tested the MPC on the WaveSub device, and [705] used the CETO WEC to
identify how the MPC tuning affects the design of the power take-off unit. All these
studies confirm that the MPC outperforms other control strategies in terms of power
production. However, this model-based controller is very sensitive to model uncer-
tainties and excitation force prediction errors [673, 355]. Moreover, the modelling
errors accumulate with increasing numbers of degrees-of-freedom.

5.4.6 Parametric instability

As demonstrated in Section 5.3, the prevailing majority of multi-mode WECs utilises
inclined tethers, or mooring lines, to absorb power from multiple hydrodynamic
modes. As a result, all modes become geometrically coupled and the motion in
one degree-of-freedom may excite oscillations in another. Thus, any weakly damped
modes that do not have strong coupling with the power take-off (e.g. pitch or yaw)
could be prone to dynamic instability [599]. Thus, analytical and experimental inves-
tigation [600] of a multi-moored CETO system demonstrated that the large motion
amplitudes in heave parametrically excite parasitic yaw motion due to the nonlinear
tether geometry. This parametric instability may occur when the natural frequency
of the weakly coupled mode (yaw) is half or equal to the natural frequency of the
dominant mode (heave). Therefore, all modes of motion need to be considered in the
design process of multi-mode prototypes, not just those that are power-producing.
During the design process, it is necessary to ensure that the natural frequencies of the
susceptible modes are outside the range of the parametric forcing, or wave excitation,
frequencies.

5.5 SUMMARY

This chapter focuses on multi-mode wave energy converters, a class of oscillating
WECs that absorb power from multiple hydrodynamic modes. It is generally assumed
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that oscillating bodies controlled in surge, heave, and pitch modes are able to absorb
three times more power than just heaving devices. However, the analysis in this
chapter demonstrates that this assertion is true for both submerged and floating
converters but only for relatively short wave periods. In ocean waves with longer
wavelengths, the contribution of the surge mode to the power absorption of floating
systems is marginal, while its effect is still significant for fully submerged WECs.

A review of the existing multi-mode prototypes reveals that they all employ in-
clined mooring lines/legs to control all of the hydrodynamic modes simultaneously,
leading to higher power production. However, the type and shape of the oscillating
body, their operating position within the water column, and targeted installation
position from the shore differ between prototypes. Thus, some multi-mode WECs
operate on the water surface, while others operate under the water surface being
fully submerged; some prototypes are designed as point-absorbers, while others em-
ploy a terminator-type oscillating body; some target near-shore deployment, being
tied to the seafloor, while others are designed for deep-water installation utilising an
additional submerged support structure.

Numerical analysis of multi-mode WECs is demonstrated using the example of
a fully submerged three-tether WEC. The performance and behaviour of this WEC
are analysed using frequency and time-domain models based on linear wave theory
with included second-order effects due to the viscous drag force. Each power take-off
unit is modelled as a linear spring-damper system with tunable control parameters.
To demonstrate the potential benefits of multi-mode WECs, a comparison is made
between the single-tether and three-tether technologies showing that the power pro-
duction of the latter is up to 2.2 times higher. The contribution of surge and heave
motion modes to the power output is approximately equal, while pitch has a negligible
effect on power for a three-tether WEC.

Investigating the effect of the design parameters on the performance of the three-
tether WEC, it is demonstrated that a cylindrical buoy with a relatively small (¡0.4)
height to radius ratio has the best economic measures, as compared with other shapes
and aspect ratios. A discussion of the design of a control system for multi-mode WECs
is provided, demonstrating how to extend the control approach developed for a single-
degree-of-freedom system to a three-tether converter. Moreover, it is demonstrated
that special caution should be taken when designing individual PTO units for each
tether. Advanced control strategies (velocity-tracking, MPC, etc.) require one out of
three PTO units to operate as an actuator while not generating any power and using
energy from the local storage or electrical network.
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6.1 INTRODUCTION

This chapter is dedicated to attenuator devices. Attenuator WECs lie parallel to the
wave direction (i.e., have their principal axis perpendicular to the wavefront) and
effectively “ride” the waves. Attenuator devices have the advantage of high-power
capture capability, which is conducive to large-scale power generation. The offshore
device closest to commercial operation, Pelamis [853], is an attenuator WEC. As
one of the most promising WECs, attenuator type devices have been extensively
investigated and implemented.

As mentioned in the previous chapters (e.g., Chapter 2), the hydrodynamics of
WECs are one of the most fundamental problems affecting the performance of the
devices. Compared with the other WECs, the hydrodynamics of attenuator devices
are more complicated. Attenuator devices are mostly composed of several bodies,
therefore the hydrodynamic interactions between multi-bodies should be considered.
Moreover, those bodies are connected by joints, i.e., there are constraints between
the adjacent bodies, rather than free-floating, making their dynamic motion more
complex and difficult for analysis.

This chapter gives an introduction to attenuator WECs. The remainder of this
chapter is structured as follows: the working principles of attenuator WECs are pre-
sented in Section 6.2. An overview of existing attenuator WECs is given in Section
6.3. The modelling methods and the case studies of a two-hinged-float device are
given in Section 6.4 to demonstrate the hydrodynamic characteristics of attenuator
WECs. Some selected conclusions are drawn in Section 6.5.
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6.2 WORKING PRINCIPLE

Attenuator WECs lie parallel to the wave direction (i.e., have their principal axis
perpendicular to the wavefront) and effectively “ride” the waves [185]. From the
perspective of the power capture type, attenuator WECs can be classified into two
types: hinged-float-based devices and flexible-tube-based devices (see Figure 6.1).

Figure 6.1: Working principles of attenuator devices: (a) hinged-float-based and (b)
flexible-tube-based.

6.2.1 Hinged-float-based devices

Most of the attenuator WECs that have been proposed so far are hinged-float-based
devices (also called the “raft”-type WECs by many writers, e.g., [875, 181]), a sub-
class of oscillating type WECs, which are generally composed of a series of semi-
submerged articulated floaters (Figure 6.1a). The hinged floaters use relative rotations
around connection joints to drive a power take-off (PTO) system, such that the ocean
wave energy can be converted into useful energy. The PTO system of a hinged-float-
based device generally consists of hydraulic cylinders and some other components.
As ocean waves pass through the device, the movement around each hinge is excited,
which in turn drives the hydraulic cylinders. The pressurised hydraulic fluid can be
further used to drive a motor to generate electricity or pressurise water for sea-water
desalinisation.

6.2.2 Flexible-tube-based devices

The flexible-tube-based attenuator WEC, which is also called a “bulge wave” device,
is mainly composed of a fully submerged flexible tube. The tube is closed at both
ends and filled completely with water (Figure 6.1b). A “bulge wave” can be formed
inside the tube under wave action. The bulge wave then drives a standard low-head
turbine located at the far end of the device to generate electricity. An alternative PTO
system is the distributed PTO system deployed all along the tube. The distributed
PTO system is expected to be able to capture more wave power and provide benefits
to survivability.
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6.3 EXISTING PROTOTYPES

An overview of existing attenuator WECs is given in this section.

6.3.1 Cockerell raft

The Cockerell raft (Figure 6.2a), proposed by Cockerell in 1974, could be the earliest
attenuator device [840]. It is comprised of a series of floating rafts connected via
hinges. The wave-induced relative rotation of interconnected rafts drives the hydraulic
motor installed at the joint to generate electricity. To evaluate the performance of
the Cockerell raft, Haren and Mei [335] developed a two-dimensional (assuming that
the raft width is larger than the wavelength) hydrodynamic model based on shallow
water linear wave theory. They revealed that, for a device with fixed total length,
the three-raft device performed almost as well as four or five rafts, and most of the
energy was captured at the leading hinge. Thus, a two or three-raft device was found
adequate and further addition of rafts did not help materially.

Figure 6.2: Several selected hinged-float-based attenuator devices: (a) Cockerell raft
[517, 870]; (b) MWP [518, 809]; (c) Pelamis [853]; (d) DEXA [502]; (e) Seapower
Platform [256] (image courtesy of Sea Power Ltd.); (f) M4 (image courtesy of Prof.
Peter Stansby); (g) Mocean Energy device [547] (image courtesy of Mocean Energy
Ltd.).
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6.3.2 McCabe Wave Pump

The McCabe Wave Pump (MWP) mainly comprises three-hinged pontoons
(Figure 6.2b). The fore and aft pontoons are symmetrically connected to the cen-
tral small one, which is attached to a submerged damper plate. Hydraulic pumps are
attached at each hinge. As ocean waves pass through MWP, the movement around
each hinge is excited, which in turn drives the hydraulic pumps. The pressurised hy-
draulic fluid can be further used to pressurise water for seawater desalinisation or to
drive a motor to generate electricity. An experimental study demonstrated that the
pitching motions of the pontoons were enhanced by the submerged damper plate at
all of the wave periods studied, which would lead to higher volume rates of pumped
water in the operational system [418]. The power output of MWP was shown to
increase significantly by modifying the length of the device to be compatible with
the wavelength. Very recently, Wang and Ringwood [816] optimised the geometry of
MWP to maximise the energy extraction in given sea states and in site-specific wave
climates. It was reported that there was no obvious performance benefit in three
pontoons, over a two-pontoon system, indicating the potential for significant capital
cost savings.

6.3.3 Pelamis

The most advanced of attenuator devices, across all kinds of WECs, is probably
Pelamis (Figure 6.2c), which has already reached TRL7 (i.e., Technology Readiness
Level 7, which corresponds to “full-scale prototype tested at sea”). The Pelamis com-
prises several tube sections connected by universal joints, allowing the adjacent two
tube sections to rotate around one another in both pitch and yaw modes. The move-
ments around the two axes at each joint are resisted by four hydraulic cylinders,
pumping high-pressure oil through hydraulic motors to drive electrical generators.
To provide energy storage and to maintain constant flow to the hydraulic motor,
accumulators are equipped in the circuit. In 2004, the first full-scale prototype of
Pelamis, the P1 (750 kW), was demonstrated at EMEC’s wave test site at Billia
Croo and connected to the UK grid. The device was 120 m long, 3.5 m in diameter,
700 t in displacement, and consisted of four tube sections. In 2009, three Pelamis P1
machines (2.25 MW) were tested in Portugal. After the testing at EMEC, a second-
generation device, the P2, was proposed. The P2 was 180 m long, 4.0 m in diameter,
1350 t in total displacement, and was composed of five tube sections. Apart from
the changes in dimension, the PTO system was improved, and the joint connection
was simplified to enhance wave power absorption and reduce risks at the same time.
From 2010 to 2014, two Pelamis P2 machines were tested off Orkney, accumulating
over 15,000 h of operation [377]. Dalton et al., [155] investigated the performance
and economic viability of the Pelamis WEC by using 2007 wave energy data from
various global locations: Ireland, Portugal, USA, and Canada. The results, as given in
Figure 6.3a, show that the annual wave energy output (AEO) and capacity of the
Pelamis were highest from the Irish location, followed by the USAWC, Canada EC,
Portugal, Canada WC, and finally USA WC. Figure 6.3b presents the LCOE for
Pelamis device developments [201], in which the LCOE has been estimated for these
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Figure 6.3: Performance and economic viability of the Pelamis WEC: (a) the annual
wave energy output (AEO) and capacity [155] and (b) LCOE [201] (image courtesy
of Energy Technologies Institute).

scenario conditions: “base” and “high” energy sites; no, or moderate learning; and
new design deployment in the mid-2020s. Unfortunately, the Pelamis wave power
company went into administration in November 2014 after failing to find further
funding to develop its technology. Wave Energy Scotland now owns their assets and
IP. A closer analysis revealed that a range of root causes underlay the failed devel-
opment of Pelamis [206]. Technological development was characterised by too high
ambitions and a race through technology readiness levels (TRLs), rather than ac-
tual technological performance. The development of the P1 machine went through a
procedure of scaled development (e.g., testing of scale models followed by full-scale
testing of hinges and other components before, finally, testing of a full-scale device),
whereas the P2 did not repeat this process and went straight to full scale instead.
Due to pressure on the hinges, the reliability of the device was also an issue. This
issue gets more challenging with the device consisting of more floats and hinges. The
lack of trust between the funders and the developer might have been more impor-
tant than the technological challenges. The failure of Pelamis serves as an example,
where a mix of technological and non-technological barriers put a strong brake on the
project’s advancement. Although there can still be concerns about the technological
performance and LCOE potential, this type of failure does not prove that the concept
has failed.

6.3.4 The DEXA

The DEXA (Figure 6.2d) developed in Denmark is another attenuator device. It
consists of two rigid pontoons with a hinge in between, which allows each pontoon to
pivot in relation to the other, driving a PTO system placed close to the centre of the
device with a rated power of 250 kW. To evaluate the influence of DEXA on wave
attenuation, Zanuttigh et al., [862] introduced the concept of a floating breakwater
wave transmission coefficient and examined the protective effect of DEXA devices
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on the shoreline numerically and experimentally. Within a specified range of wave
conditions, both the power output and wave transmission coefficient were found to
increase, whereas the wave power absorption efficiency decreased with the increase
in wavelength.

6.3.5 Seapower Platform

The Seapower Platform (Figure 6.2e), fundamentally a hinged attenuator device,
is composed of hollow pontoons making up two separate bodies. The simple hull
structures are believed to result in low cost and long lifetime, leading to the cost-
effectiveness of the device. A PTO system can be mounted either on the deck of
the main body or onto the main hinge of the unit. Two separate PTO streams are
being developed [697]: (a) a Hydraulic Seawater to Freshwater PTO System and (b) a
Mechanical Direct Drive PTO module – a 1 MW rated PTO with a 25% Capacity Fac-
tor, depending on the requirements for desalination and electricity generation. After
carefully sizing the pontoon’s properties and their spacing, the optimised Seapower
Platform can maximise the average wave power capture for a site.

6.3.6 M4

In recent years, M4 has become one of the most developed attenuator devices. The
M4 device extends the concept of the Seapower Platform further by using cylindrical
(vertical axis) floats to avoid losses due to external sloshing, and the floats have hemi-
spherical or rounded bases to give minimal drag losses [106]. The three cylindrical
vertically axisymmetric floats have different sizes, with the smallest float for the
bow and the largest for the stern. It is expected that different sizes of float give a
range of natural periods, which in turn enables power capture across a range of wave
frequencies for a sea site. A series of numerical and experimental studies were carried
out to study the performance of M4 in both regular and irregular waves [743, 745]. It
was revealed that the energy loss caused by drag force could be reduced by adopting
rounded base floats. The maximum wave energy capture width with rounded base
floats was nearly 60% larger than that with flat based floats. Wave power absorption
of the M4 could be improved by increasing the bow to mid float spacing to be more
than 50% greater than the mid to stern float spacing. To further increase wave power
absorption and potentially reduce electricity generation costs, Stansby et al. [744]
extended the three-float M4 concept into the four and even more-float M4 concept,
with the number of mid and stern floats increased, while maintaining a single bow
float for mooring connection (Figure 6.2f). The six-float configuration with one bow
float, three mid floats and two stern floats was found to be marginally the most cost-
effective version. Some specific studies on the performance of the six-float M4 device
in terms of wave power absorption, dynamic response, energy yield, mooring forces,
etc. can be found in [742, 106].

There are also some other hinged-float-based attenuator devices, e.g., the Crest
Wing WEC [408] and the Mocean Energy WEC (Figure 6.2g). The unique geometry
of the WECs developed by Mocean Energy was indicated to significantly improve
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Figure 6.4: Two selected flexible-tube-based attenuator devices: (a) Anaconda [131]
(image courtesy of Checkmate Seaenergy Ltd) and (b) WEC S3 [693] (image courtesy
of SBM Offshore).

performance over traditional articulated WECs, and increase the survivability by
diving through the largest waves [377].

6.3.7 Anaconda

The most well-known flexible-tube-based attenuator device is the Anaconda device
(Figure 6.4a), which essentially consists of a rubber-made flexible tube filled with
water and is placed under the water surface in the sea. The rubber tube can range
from 50 m in length with a 3 m diameter to 150 m length with a diameter of
5 m, depending on the wave climate and the power required [788, 116]. Both ends of
the rubber tube are sealed and it is anchored with its head to the waves. As waves
propagate through the device, a running “bulge wave” is generated by squeezing the
water-filled rubber tube, causing pressure variations along its length. Anaconda is
designed to satisfy a resonance condition, i.e., its bulge wave speed is close to the
speed of the external water waves above, hence the bulges grow as they travel along
the tube, gathering wave energy. Ultimately, the series of bulge waves inside the tube
feeds a power-generating turbine at Anaconda’s far end to generate electricity. The
average output of a full-scale Anaconda 7 m diameter and 150 m long was predicted
at 1 MW in typical Atlantic conditions [233]. Fabriconda, an adaptation of the Ana-
conda WEC, is also a flexible-tube-based device, but consists of a tube, which is
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made from a series of smaller fabric tubes, called cells, joined together longitudinally
to form a larger central tube [331].

6.3.8 WEC S3

The WEC S3 (Figure 6.4b) developed by SBM Offshore is a flexible-tube-based device
similar to the Anaconda, which consists of a submerged flexible tube filled with
seawater, and the wave action causes a bulge wave in the same way. Instead of a
mechanical PTO, the WEC S3 contains a series of rings of electroactive polymers
(EAPs) distributed along the tube, working as a distributed PTO system. Energy
generation is achieved by stretching and relaxing of the EAP system without any
need for external or internal moving parts. A numerical study predicted that the
annual mean power of a 100 m WEC S3 could be 100-200 kW [54]. A 60 m long,
1.2 m in diameter prototype of WEC S3 device, submerged at approximately 4 m, is
to be tested in the sea, offshore near Monaco [693].

6.4 CASE STUDY – TWO HINGED FLOATS

Many attenuator devices, as reviewed in the previous section, including DEXA,
Seapower Platform, three-float M4, and Mocean Energy WEC, are mainly composed
of two hinged floats. As reported by [335] and [816], an attenuator device, which con-
sists of two hinged floats, is adequate for wave power absorption and further addition
of floats does not help materially. Instead a greater number of hinges decreases sur-
vivability. The remainder of this chapter is focused on the modelling of an attenuator
device consisting of two hinged floats. However, some of the derivations presented in
this chapter can be extended for the case with multiple hinged floats.

6.4.1 Modelling methods of two hinged floats

6.4.1.1 Frequency domain

At least two methods can be employed to predict the dynamics of two hinged floats:
one is treating the two hinged floats as two individual free floating structures with a
displacement constraint matrix and a vector of constraint forces at the joint consid-
ered in the motion matrix equation (e.g., see [750, 875]), which is called the Lagrange
multiplier technique; the other is by treating the two hinged floats as a whole struc-
ture and introducing a generalised mode to represent the relative rotation between
the two floats (e.g., see [573]), which is called the generalised mode technique.

In the numerical simulation, all amplitudes are assumed to be small enough that
linear theory applies, and the fluid is assumed to be inviscid, incompressible, and
irrotational. It is further assumed that all motion is time-harmonic, with angular
frequency ω.

An attenuator device consisting of two-hinged barges (see Figure 6.5) is taken as
an example to demonstrate how both of these techniques work. The dimensions of
the device are as follows: a= 10 m; b= 10 m; L= 40 m; lg = 10 m; the device floats
in the water at infinite water depth and is subjected to regular waves propagating
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Figure 6.5: Schematic diagram of two hinged floats.

along its length. There is a hinge at the middle of the gap between the two floats
connecting them together. The effect induced by a linear PTO system at the hinge is
represented by a rotary damping coefficient cpto, a rotary stiffness kpto, and a rotary
inertia Ipto. For the sake of simplification, the rotary stiffness and inertia effect can
be represented by a new parameter zpto = kpto−ω2Ipto. It is assumed that the PTO
associated mass is negligible compared with the hinged floats.
Generalised mode technique
The two hinged floats can be treated as a whole structure. Figure 6.6 presents a
schematic diagram of the definition of the modes for the generalised mode technique.
In this case the six rigid-body modes are defined as if the hinge were rigid, and the
new “tent”-shaped mode (j = 7), which is employed to denote the relative rotation
between the two hinged floats, is specified by the vectors:u7 = − z−z0

x1−x0
, x ∈ [x0,x1]

w7 = x−x0
x1−x0

, x ∈ [x0,x1]
(6.1)

and u7 = z−z0
x2−x1

, x ∈ [x1,x2]
w7 = x2−x

x2−x1
, x ∈ [x1,x2]

(6.2)

where (u7,v7,w7) represents the displacement vector of the generalised mode, in which
v7 vanishes for the present case; x0 and x2 denote the positions of the very left and
very right of the hinged floats in the x-axis, respectively; and x1 denotes the position
of the hinge in the x-axis.

When incident waves propagate along the Ox–axis, only the motion in surge,
heave, pitch, and tent modes are excited. Oyz is a plane of symmetry for both the
geometries and the physical properties of the device. The numerical simulation is
focused on the responses in the heave and tent modes. These two modes are coupled
with one another. The surge and pitch motions are not considered because they are
decoupled with the heave and tent modes.

The motion response matrix equation of the hinged floats may be expressed as:

[−ω2(M+Am)− iω(Brad+Bpto)+Ks+Zpto]X(ω) = Fe(ω), (6.3)
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Figure 6.6: Schematic diagram of the definition of the modes for the generalised mode
technique.

in which M and Ks are the device mass and hydrostatic stiffness matrices, respec-
tively, of (2×2); Am and Brad represent the added-mass and wave radiation damping
matrices, respectively, of (2 × 2); X(ω) = [X3,X7]T and Fe(ω) = [f3,f7]T represent
the vector of the complex amplitude of the displacements of the device and the vec-
tor of the wave excitation forces acting on the device in heave mode and tent mode,
respectively. Bpto and Zpto represent the PTO associated damping matrix and the
matrix of the PTO stiffness/inertia, respectively. Am, Brad, and Fe can be obtained
by using a BEM-based code, e.g., WAMIT. The specific expressions of the matrices
at the left-hand side of Eq. (6.3) are given as follows:

M =
[
m

(0)
3,3 m

(0)
3,7

m
(0)
7,3 m

(0)
7,7

]
, Ks =

[
k3,3 k3,7
k7,3 k7,7

]
, (6.4)

Am =
[
m3,3 m3,7
m7,3 m7,7

]
, Brad =

[
c3,3 c3,7
c7,3 c7,7

]
, (6.5)

Bpto =
[
0 0
0 4cpto/l20

]
, Zpto =

[
0 0
0 4zpto/l20

]
, (6.6)

where l0 = L+ lg/2.
Modes 3 and 7 are not only coupled in terms of hydrodynamic coefficient matrices

Am and Brad, but also with regard to the matrices of the device mass and hydrostatic
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stiffness, i.e., M and Ks. k3,3 = 2ρgLa, k3,7 = k7,3 = ρgaL2/l0, k7,7 = 2ρgaL(L2/3 −
b2/8)/l20. m(0)

3,3 = 2m0, m(0)
7,3 = m

(0)
3,7 = m0L/l0, m(0)

7,7 = 2(I0 +m0L
2/4)/l20, where I0 =

m0(L2 + b2)/12 represents the rotary inertia of the barge around its mass centre.
The power absorbed in the PTO damper (in time average) is:

P pto = 1
2cptoω

2
∣∣∣∣2X7
l0

∣∣∣∣2 = 2cptoω2|X7|2

l20
, (6.7)

in which 2X7/l0 denotes the relative rotation between the hinged floats.
The generalised mode technique can also be applied to the case of flexible-tube-

based attenuator devices, for which the shape of the generalised modes would be
more complicated (e.g., see [54]).

Lagrange multiplier technique
The Lagrange multiplier technique is convenient for the analysis of multiple rigid
bodies joined by rigid or flexible connections. Once the conventional diffraction and
radiation analyses of free-floating rigid bodies have been performed, the responses of
the bodies under a variety of constraints, e.g., rigid or flexible connections, may be
very simply obtained [750, 875]. For an attenuator device consisting of two-hinged
floats, the motion matrix equation in the frequency domain can be written as:[

−ω2(M+Am)− iω(Brad+Bpto)+Ks+Zpto AT
J

AJ 0

]{
X(ω)

FJ

}
=
{

Fe(ω)
0

}
,

(6.8)
where M is the rigid body mass matrix for the two bodies of (6 × 6); X(ω) =
[X(1)

1 ,X
(1)
3 ,X

(1)
5 ,X

(2)
1 ,X

(2)
3 ,X

(2)
5 ]T and Fe(ω) = [f (1)

1 ,f
(1)
3 ,f

(1)
5 ,f

(2)
1 ,f

(2)
3 ,f

(2)
5 ]T de-

note the vectors of the displacement of the floats and the wave excitation forces
acting on the floats, respectively, in which X

(i)
j and f

(i)
j are associated with the ith

float in the jth mode (i = 1,2 corresponds to the fore and aft floats; j = 1,3,5 cor-
responds to the surge, heave, and pitch modes, respectively). Am and Brad are the
added mass and wave radiation damping matrices, which can be obtained by solving
six radiation problems (i.e., the surge, heave, and pitch motions of each float). Bpto

is a matrix of (6 × 6) representing the effect of the PTO damping, and Zpto is a
matrix of (6×6) denoting the effect of PTO stiffness/inertia. AJ is the displacement
constraint matrix of (N × 6), in which N represents the number of constraints. For
the present “hinge” constraint, N = 2; FJ is the joint force vector of (N × 1). The
expressions of AJ and Bpto may read:

AJ =
[

1 0 0 −1 0 0
0 1 −l0 0 −1 −l0

]
, (6.9)
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and

Bpto =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 cpto 0 0 −cpto
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −cpto 0 0 cpto

 , (6.10)

respectively. If cpto is replaced by zpto, Bpto becomes Zpto.
The (time-average) power absorbed by the two hinged floats can be written as:

P pto = 1
2cptoω

2|X(1)
5 −X

(2)
5 |2 (6.11)

Results comparison
The average wave energy capture width ratio (or capture factor) ηeff in a three di-
mensional problem can be expressed as:

ηeff = kP pto
J

, (6.12)

where J denotes the incoming wave power per unit width of the wave front [875].
Figure 6.7 presents the comparison of the results of the vertical motion at the

hinge, the relative rotation of the barges, and the wave power capture width ratio by
using the generalised mode method and the Lagrange multiplier method. As expected,
an excellent agreement between the results by using different methods is obtained.

Figure 6.7: Comparison of the results by using the generalised mode method and
the Lagrange multiplier method for the two-hinged barge case with cpto = 107

Nm/(rad/s), zpto = 0: (a) dimensionless vertical motion at the hinge, Dz/A, where
Dz represents the vertical displacement amplitude of the hinge; (b) dimensionless
relative rotation of the barges, θy/(2kA), where θy is the amplitude of the relative
rotary displacement of the barges; and (c) wave power capture width ratio, ηeff .

6.4.1.2 Time domain

To study the effect of a nonlinear PTO system, such as a Coulomb damping or
a control strategy, a time domain analysis is required. The matrix equation of an
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attenuator device consisting of two-hinged floats in the time domain may be written
as [875]:

(M+A∞)ẍ(t)+
∫ t

−∞
Krad(t− τ)ẋ(t)dτ +Ksx(t)+Fjoint+Fpto(t) = Fe(t), (6.13)

where A∞ is the hydrodynamic added mass matrix for ω → ∞; x, ẋ and ẍ are
the generalised displacement, velocity and acceleration vectors in the time domain,
respectively; Krad is the retardation function matrix, which can be obtained from the
convolution integrals of the frequency-dependent damping matrix Brad, presented by
[146]; Fjoint is the resistant force/moment vector due to the joint connection and
control strategy in the time domain; Fpto is the resistant force/moment vector due
to the PTO system in real time.

The displacement hinged constraint equations in time domain can be expressed
as:

AJx(t) = 0, (6.14)

and
AT
J fJ (t) = Fjoint(t), (6.15)

where AJ is the same as that employed in the frequency domain; and fJ is the joint
force vector in the time domain.

When the two floats are forced to rotate as a whole, i.e., the hinge becomes a rigid
connection between the floats, the number of constraints increases from 2 to 3 with
a pitch moment Mcheck added to fJ to restrict the relative pitch motion between the
two floats. This additional constraint is necessary to calculate for some PTO/control
moment, such as the Coulomb damping associated PTO moment and the additional
moment required for the latching control, which will be discussed later. The rigid
constraint matrix can be written as:

AJ =

 1 0 0 −1 0 0
0 1 −l0 0 −1 −l0
0 0 1 0 0 −1

 . (6.16)

The wave power captured by the device in real time, Ppto(t), may be expressed
as:

Ppto(t) =Mpto(t)(ẋ(2)
5 (t)− ẋ

(1)
5 (t)), (6.17)

where Mpto(t) represents the instantaneous PTO resist moment at the hinge due to
PTO damping; and ẋ

(1)
5 (t) and ẋ

(2)
5 (t) denote the pitch velocities of the fore and aft

floats, respectively.
The time-average power absorbed by the device, P pto, can be written as:

P pto =
∫ t0+T
t0

Ppto(t)dt
T

, (6.18)

where t0 is a moment when the device has already entered the steady state of motion.
The corresponding time-average wave power capture factor in the time domain can
be calculated with Eq. (6.12).
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Coulomb damping
The effect of a hydraulic PTO system can be modelled as Coulomb damping. A
challenge for the numerical implementation of the Coulomb damping force is that
the derivative is infinite at the vanishing relative rotary velocity, leading to non-
physical oscillations of the relative velocity around 0 and erroneous values for wave
power absorption [52]. To solve this issue, a criterion condition |ẋ(2)

5 − ẋ
(1)
5 | < 0.001

can be introduced, hence the corresponding PTO moment at the hinge due to the
Coulomb damping is expressed as:

Mpto =

ccoulomb · sign[ẋ(2)
5 (t)− ẋ

(1)
5 (t)], |ẋ(2)

5 (t)− ẋ
(1)
5 (t)| ≥ 0.001

min{ccoulomb, |Mcheck(t)|} · sign[Mcheck(t)], |ẋ(2)
5 (t)− ẋ

(1)
5 (t)|< 0.001

(6.19)
in which ccoulomb denotes the Coulomb damping; Mcheck represents the moment re-
quired at the hinge to make the floats rotate as a whole without any effect from the
PTO system. When Mpto =Mcheck, the hinge between the two floats is seen as a rigid
connection.

It is believed that the relative rotary velocity |ẋ(2)
5 (t) − ẋ

(1)
5 (t)| < 0.001 is too

small for a PTO system to generate electricity, hence the wave power captured by
the Coulomb damping may be calculated by:

Ppto =

ccoulomb · [ẋ(2)
5 (t)− ẋ

(1)
5 (t)], |ẋ(2)

5 (t)− ẋ
(1)
5 (t)| ≥ 0.001

0, |ẋ(2)
5 (t)− ẋ

(1)
5 (t)|< 0.001

. (6.20)

Latching control
Latching control is a control strategy suitable for a device whose natural period is
smaller than the exciting wave period (and hence the attenuator device may have a
smaller rotary inertia). The objective behind latching control is to latch the relative
rotation of the two floats at the extremes of their relative movement (when the relative
rotary velocity is zero), and release them when the wave excitation forces/moments
are in a good phase to maximise energy extraction. This may be equivalent to ex-
tending the natural period of the device and making it closer to the wave excitation
period. When latching control is applied, an additional moment Mcontrol = Mcheck

must be introduced into the dynamics of the device to cancel the relative acceleration
of the controlled motion.

Latching time, tlatched, which is defined as the latching time duration after the
relative rotary velocity of the two floats reaches zero, could be the most important
factor for latching control affecting the performance of the device. When tlatched is
too small, the effect of latching control would be rather limited; whilst if tlatched is
too large, the natural period of the device would be extended so much that it could
be even larger than the wave period, going against the optimisation of wave power
extraction. There is an optimised value of tlatched for maximising the wave power
absorption of the device.
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6.4.2 Theoretical model for evaluating the maximum wave power absorption

The maximum wave power absorption by an attenuator consisting of two hinged
floats subjected to regular waves can be evaluated by using a trial-and-error method,
which is rather time consuming for obtaining accurate results and, hence, goes against
the rapid multi parameter optimisation analysis of the device required at the R&D
stage. In this section, an analytical model is proposed to evaluate the maximum
power absorption and the corresponding optimised PTO system for a two-hinged
floats [874, 872].

Following Eq. (6.3), the vector of the displacement of the two floats, together with
the vector of the force at the hinge, can be written as:{

X
FJ

}
= S−1

{
Fe
0

}
, (6.21)

in which S represents the coefficient matrix of Eq. (6.3). Hence, the relative pitch
motion between the two hinged floats and the time-average wave power absorption
can be expressed as:

∆X = HT
0 S−1

{
Fe
0

}
, (6.22)

and

P pto = 1
2ω

2cpto

[
S−1

{
Fe
0

}]∗

H0HT
0 S−1

{
Fe
0

}
, (6.23)

respectively, where H0 = [ 0 0 1 0 0 −1 0 0 ]T.
By means of a unitary transformation, the symmetric real matrix H0HT

0 can be
further rewritten as:

H0HT
0 = QΠ∗ΠQ∗, (6.24)

where

Q =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 −2−0.5 0 0 −2−0.5

0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 −2−0.5 0 0 2−0.5

0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0


(6.25)

and Π = [ 0 0 0 0 0 0 0
√

2 ], for which the time-average power absorbed
by the device can be written as:

P pto = 1
2ω

2cpto

∣∣∣∣∣Π(SQ)−1
{

Fe
0

}∣∣∣∣∣
2

. (6.26)
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It is worth noting that the element at the bottom right corner of the complex
matrix SQ vanishes. With the employment of the formulas for the block matrix
inversion, the inverse of SQ may be written as:

(SQ)−1 =
[

A0 B
C0 0

]−1
=
[

A−1
0 −A−1

0 B(C0A−1
0 B)−1C0A−1

0 A−1
0 B(C0A−1

0 B)−1

(C0A−1
0 B)−1C0A−1

0 −(C0A−1
0 B)−1

]
,

(6.27)
where

B = B0 +
√

2(zpto− iωcpto)[ 0 0 −1 0 0 1 0 ]T, (6.28)

A0, B0, and C0 are associated with the PTO system independent partitioned matri-
ces.

Only the last element of Π is non-vanishing, hence the last row of the matrix
SQ)−1 is of interest, and can be expressed as:

[ (C0A−1
0 B)−1C0A−1

0 −(C0A−1
0 B)−1 ] = (C0A−1

0 B)−1[ C0A−1
0 −1 ], (6.29)

where

C0A−1
0 B = C0A−1

0 (B0 +
√

2(zpto− iωcpto)[ 0 0 −1 0 0 1 0 ]T)
= a0(zpto− iωcpto)+ b0,

(6.30)

in which a0 and b0 are independent of the PTO system.
Using Eqs. (6.26)–(6.30), the time-average power absorbed by the device can be

ultimately expressed as:

P pto =

∣∣∣∣∣C0A−1
0

{
Fe
0

}∣∣∣∣∣
2

ω2cpto

|a0(zpto− iωcpto)+ b0|2
, (6.31)

in which the PTO associated parameters, i.e., cpto and zpto, are separated from the
complicated hydrodynamic coefficients and structure mass/stiffness properties. Ex-
pressions of the maximum wave power absorption and the corresponding optimised
PTO parameters easily can be derived, based on Eq. (6.31).

6.4.2.1 Maximum wave power absorption without any constraints

For any certain value of zpto, when ∂P pto/∂cpto = 0 is satisfied, which occurs if:

cpto = |a0zpto+ b0|
|a0|ω

≡ copt, (6.32)

the maximum of absorbed power:

Pmax = 1
2

∣∣∣∣∣C0A−1
0

{
Fe
0

}∣∣∣∣∣
2

ω

|a0||a0zpto+ b0|+Im(a0b∗0) (6.33)
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can be achieved. The amplitude of the corresponding relative rotation displacements
between the two floats for this optimisation is:

|∆Xopt| =

√
2
∣∣∣∣∣C0A−1

0

{
Fe
0

}∣∣∣∣∣∣∣∣(a0zpto+ b0)− ia0
|a0| |a0zpto+ b0|

∣∣∣ . (6.34)

The wave power absorption can be further enhanced should zpto can be arbitrarily
selected. Ideally, if ∂P pto/∂cpto = 0 and ∂P pto/∂zpto = 0 can be satisfied simultane-
ously, for which:

zpto = −Re(a0b
∗
0)

|a0|2
≡ zOPT , cpto = |Im(a0b

∗
0)|

|a0|2ω
≡ cOPT , (6.35)

then the maximum absorbed power and the amplitude of the corresponding relative
rotation displacement between the floats are given by:

PMAX = 1
4

∣∣∣∣∣C0A−1
0

{
Fe
0

}∣∣∣∣∣
2

ω

Im(a0b∗0) , (6.36)

and

|∆XOPT | =

∣∣∣∣∣C0A−1
0

{
Fe
0

}∣∣∣∣∣ |a0|
√

2Im(a0b∗0)
, (6.37)

respectively.

6.4.2.2 Maximum wave power absorption with constraints

The power absorptions derived above are all obtained without any consideration
of displacement limitations. In practice, there are physical limitations between two
hinged floats to restrict the amplitude of their relative rotation and protect the floats
from striking each other. Moreover, the theoretical maximum wave power absorption
for a small device oscillating in long waves may be unobtainable [211]. In long waves,
a relatively small device requires large response amplitudes for optimum power ab-
sorption. Too large response makes the assumptions of linear potential flow theory
invalid.

To consider the effect of physical limitations between two hinged floats, a con-
straint can be imposed as:

|∆X|2 = ∆X∗∆X ≤ δ2, (6.38)

in which δ is the upper limit amplitude of the relative rotation displacement of the
hinged floats.

The maximum wave power absorption with optimised cpto under the relative
rotation constraint is denoted by Pmax,c. If the relative rotation amplitude predicted
by Eq. (6.34) satisfies Eq. (6.38), then ∆X = ∆Xopt gives the maximum wave power
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absorption Pmax,c = Pmax. If |∆Xopt|> δ, then the wave power absorption should be
maximised, subject to |∆X| = δ. This may be achieved by introducing a Lagrange
multiplier, µ, and a scalar, Q, expressed as:

Q= P pto− 1
2µ(∆X∗∆X− δ2) = 1

2ω
2cpto∆X∗∆X− 1

2µ(∆X∗∆X− δ2)

=

∣∣∣∣∣C0A−1
0

{
Fe
0

}∣∣∣∣∣
2

(ω2cpto−µ)

|a0(zpto− iωcpto)+ b0|2
+ 1

2µδ
2.

(6.39)

The maximum power absorbed with optimised cpto under the relative rotation
constraint can be achieved when:

∂Q

∂cpto
= 0, ∂Q

∂µ
= 0 (6.40)

are satisfied, which occurs if:

cpto = 1
|a0|2ω

√2
∣∣∣∣C0A−1

0

{
Fe

0

}∣∣∣∣2 |a0|2
δ2 − [|a0|2zpto +Re(a0b∗

0)]2 − Im(a0b
∗
0)

≡ copt,c,

(6.41)
for which

Pmax,c = 1
2ω

2copt,c|∆X|2

= 1
2
δ2ω

|a0|2


√√√√2

∣∣∣∣∣C0A−1
0

{
Fe
0

}∣∣∣∣∣
2 |a0|2
δ2 − [|a0|2zpto+Re(a0b∗0)]2 − Im(a0b

∗
0)

 .
(6.42)

The maximum wave power absorption with cpto and zpto optimised simultaneously
under the relative rotation constraint, denoted as PMAX,c, can be predicted in a
similar manner. If |∆XOPT | ≤ δ, then ∆X = ∆XOPT gives PMAX,c = PMAX . If
|∆XOPT |> δ, the wave power absorption should be maximised subject to |∆X| = δ,
for which the condition becomes:

∂Q

∂cpto
= 0, ∂Q

∂zpto
= 0, ∂Q

∂µ
= 0, (6.43)

resulting in:
zpto = −Re(a0b∗0)

|a0|2 ≡ zOPT,c

cpto = 1
|a0|2ω

[
√

2
∣∣∣∣∣C0A−1

0

{
Fe

0

}∣∣∣∣∣ |a0|
δ − Im(a0b

∗
0)
]

≡ cOPT,c
, (6.44)

and

PMAX,c = 1
2ω

2cOPT,c|∆x|2

= 1
2
δω

|a0|

[
√

2
∣∣∣∣∣C0A−1

0

{
Fe
0

}∣∣∣∣∣− δ

|a0|
Im(a0b

∗
0)
]
.

(6.45)
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It is interesting to note that the conditions to maximise the power in terms of
zOPT,c are the same regardless of the constraints (see Eq. (6.44)); while the PTO
damping must account for the upper limit δ.

In this section, an attenuator device, consisting of two hinged floats with an
elliptical section floating in the sea with water depth h = 20 m, is considered (see
Figure 6.8). The detailed geometric and physical properties are as follows: the length
of each float is L = 20 m; the major and minor axes of the elliptical section of each
float are a= 5 m and b= 2.5 m, respectively, unless otherwise specified; the spacing
between the floats is ls = 1 m; and the density of water and acceleration of gravity
are ρ= 1025 kg/m3 and g = 9.81 m/s2, respectively. The density of each float is half
as large as that of the water, hence the device is semi-submerged in the water. The
mass is uniformly distributed all over the floats unless otherwise specified. A train of
regular waves with an amplitude A = 1.0 m and period T = 5.0 s (unless otherwise
specified) passing along the length of the hinged floats is considered.

Figure 6.8: Schematic of the attenuator device, consisting of two hinged floats.

6.4.3 Frequency-domain analysis

For the device subjected to regular waves, the effects of a linear PTO, float rotary
inertia, and axis ratio of the cross section on wave power absorption of the device
can be studied in the frequency domain.

6.4.3.1 Float length and linear power take-off damping

To examine the effect of PTO damping and float length on wave power absorption, a
wide range of the dimensionless linear PTO damping coefficient cpto

√
gh/(ρgaL4) =

0 ∼ 0.05 and float length L/h= 0.25 ∼ 2.0 are examined.
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Figure 6.9: Variation of wave power capture factor ηeff with the dimensionless PTO
damping coefficient and float length for b/a= 0.5 and T = 5 s: (a) 3D power capture
factor and (b) power capture factor contour.

Figure 6.9 illustrates the variation in the wave power capture factor with the di-
mensionless PTO damping coefficient and dimensionless float length for b/a = 0.5
and T = 5 s. The wave power capture factor ηeff is found to increase first with
both the dimensionless PTO damping coefficient or float length, and then mono-
tonically decreases after reaching a maximum value, i.e., there is an optimal float
length and an optimal PTO damping coefficient to maximise the wave power absorp-
tion of the device. The maximum wave power capture width factor reaches ηeff = 1.07
at cpto

√
gh/(ρgaL4) = 0.01 and L/h = 1.0. Figure 6.10 presents the corresponding

pitch excitation moments acting on each float as well as the pitch velocities of each
float for this optimised circumstance. In spite of the optimal combination of float
length and PTO damping coefficient, there still exist obvious phase lags between
the pitch excitation moments and the pitch velocities, indicating that at some time
the pitch excitation moments resist the float motions rather than drive them. There
is still room for maximising the wave power absorption should more parameters be
optimised, e.g., via float rotary inertia, the effect of which will be discussed next.

6.4.3.2 Float rotary inertia

The mass moment of inertia around the centre of the float mass, which is generally
expressed in terms of the float radius of gyration r, is one of the vital parameters
affecting the performance of the device.

Figure 6.11 shows the variation of ηeff with the dimensionless PTO damping
coefficient for various dimensionless float radii of gyration r/L at T = 4 s, 5 s, and 6 s.
For any specified wave condition, there is an optimal radius of gyration to significantly
improve wave power absorption of the device all over the examined range of PTO
damping coefficients. For a smaller wave period, the optimal radius of gyration for
maximising wave power absorption is smaller, and vice versa. Too large or too small
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Figure 6.10: Variation of pitch velocities of the floats and pitch excitation mo-
ments acting on the floats over time for the optimised case L/h = 1.0, T = 5 s,
and cpto

√
gh/(ρgaL4) = 0.01.

Figure 6.11: Variation of wave power capture factor ηeff with a dimensionless PTO
damping coefficient for various radii of gyration L/h= 1.0, b/a= 0.5: (a) T = 4 s; (b)
T = 5 s; and (c) T = 6 s.

a radius of gyration is not conducive to wave power absorption, resulting in a smaller
ηmax.

Figure 6.12 demonstrates a contour of the wave power capture factor ηeff versus
the dimensionless PTO damping coefficient and radius of gyration for T = 5 s. It indi-
cates that there is an optimal PTO damping coefficient, cpto

√
gh/(ρgaL4) = 0.0039,

and an optimal radius of gyration, r/L= 0.55, to maximise the power capture factor to
1.93, much larger than the maximum capture factor, 1.07, for cpto

√
gh/(ρgaL4) = 0.01

and r/L= 0.29 (Figure 6.9) under the mass uniformly distributed assumption. Figure
6.13 shows the variation of the pitch velocities of the floats and the pitch excitation
moments acting on the rafts with time for cpto

√
gh/(ρgaL4) = 0.0039 and r/L= 0.55.

Only slight phase lags between F (1)
exc,5 and ẋ(1)

5 as well as F (2)
exc,5 and ẋ(2)

5 are observed,
which are rather different from the ones shown in Figure 6.10. It means that the
pitch excitation moments nearly drive the float motions all over each wave period,
providing benefits to wave power absorption.
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Figure 6.12: Variation of wave power capture factor ηeff with dimensionless PTO
damping coefficient and radius of gyration for L/h= 1.0, b/a= 0.5, and T = 5 s: (a)
3D power capture factor and (b) power capture factor contour.

Figure 6.13: Variation of pitch velocities of the floats and pitch excitation moments
acting on the floats with time for L/h= 1.0, T = 5 s, cpto

√
gh/(ρgaL4) = 0.0039, and

r/L= 0.55.

6.4.3.3 Axis ratio of cross section

Performance of the devices with a/b = 0.4,0.5,0.6,0.8 and 1.0 is examined to in-
vestigate the effect of the axis ratio of cross section on wave power absorption.
Figure 6.14 shows that a larger axis ratio results in a larger wave power capture
factor for a small PTO damping coefficient. Nevertheless, for large PTO damping
coefficients, increasing the axis ratio weakens wave power absorption. As indicated in
Figure 6.14b, the larger the axis ratio b/a, the larger the maximum wave power cap-
ture factor ηmax and the smaller the optional dimensionless PTO damping coefficient
required.
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Figure 6.14: Effect of the axis ratio of cross-section b/a on the wave power capture
factor for T = 5 s: (a) variation of ηeff with the dimensionless PTO damping coefficient
for different b/a; (b) variation of the maximum wave power capture factor ηmax and
the corresponding optimal PTO damping coefficient with b/a.

Figure 6.15: Frequency response of the maximum wave power capture factor ηmax for
L/h = 1.0, b/a = 0.4, 0.5, 0.6, 0.8, and 1.0.

Figure 6.15 shows the frequency response of the maximum wave power capture factor
ηmax for L/h = 1.0, b/a = 0.4, 0.5, 0.6, 0.8, and 1.0. For kL= 2.5 ∼ 5.0, a larger b/a
is found to give more advantage in the probability to increase power capture factor.

It should be pointed out that the results as plotted in Figures 6.14 and 6.15 are
all based on the assumption that the mass is uniformly distributed over each float.

Figure 6.16 shows a comparison between the performance of the devices with cross
section aspect ratios b/a = 0.5 and 1.0 for dimensionless optimal radii of gyration r/L
= 0.55 and 0.4, and optimal dimensionless damping coefficients 0.0039 and 0.0031,
respectively, which are associated with the optimisation for T = 5 s (corresponding
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Figure 6.16: Frequency response of ηeff of the devices for b/a= 0.5 and 1.0 with PTO
damping and the radius of gyration optimised at T = 5 s (corresponding to kL =
3.2).

to kL = 3.2). The difference in ηeff between these two curves for b/a= 0.5 and 1.0 at
the same kL is found to be rather small and can be neglected.

6.4.4 Time-domain analysis

The effect of Coulomb damping and latching control on wave power absorption of
the device is studied in the time domain. The device is subjected to regular waves
with T = 5 s and A= 0.5 m.

6.4.4.1 Coulomb damping

In the case where a hydraulic PTO system is applied to the device, the PTO effect
can be approximated as Coulomb damping. Figure 6.17 shows how the displacement
and velocity of the floats in pitch, together with the PTO moment at the hinge and
the pitch wave excitation moments varies with time for ccoulomb/(ρgAaL2) = 0.06
and T = 5 s. As expected, at some moments, there is no relative angular rotation
displacement, and the two floats rotate at the same velocity like a unified whole
moving in the waves. As shown in Figure 6.17b, there are obvious phase lags between
the pitch excitation moments and the pitch velocities of each float, especially those
of the aft float.

Variation of the time-average wave power capture factor, ηeff , with a dimensionless
Coulomb damping coefficient for r/L = 0.1, 0.3, 0.5, 0.7, 0.9, and T = 5.0 s is shown
in Figure 6.18. ηeff is found to increase with increasing ccoulomb, and then decrease
after reaching a maximum value, i.e., there is a proper value of ccoulomb to maximise
the wave power capture factor. The time-average capture factor of the device with
r/L = 0.5 and Coulomb damping ccoulomb/(ρgAaL2) = 0.045 is found to be much
larger than those for the other cases examined. For ccoulomb/(ρgAaL2) > 0.08, the
floats with a smaller radius of gyration tend to capture more power from the waves.
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Figure 6.17: Response of the two floats in the time domain for T = 5 s, L/h= 1.0, and
ccoulomb/(ρgAaL2) = 0.06: (a) pitch displacement of the floats and the PTO moment
at the hinge and (b) pitch velocity of the floats and the pitch wave excitation moments
acting on the floats.

Figure 6.18: Variation of the time-average wave power capture factor with
ccoulomb/(ρgAaL2) for T = 5 s, L/h= 1.0, and different r/L.
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Figure 6.19: Variation of the maximum wave power capture factors with the float
radius of gyration for devices using linear damping and Coulomb damping, T = 5 s.

To identify the difference in behaviour exhibited between linear and nonlinear
(Coulomb) damping, a comparison of the peak wave power capture factors obtained
by using linear damping and Coulomb damping is plotted in Figure 6.19. The peak
maximum wave power capture factors obtained by using Coulomb damping, 1.91, is
almost the same as that (1.93) obtained by using linear PTO damping. For r/L <
0.4, the maximum wave power capture factor obtained by using optimised Coulomb
damping is obviously larger than that found by using optimised linear damping; while
for r/L> 0.7, the maximum wave power capture factor obtained by using linear PTO
damping is slightly larger than that found by using Coulomb damping.

6.4.4.2 Latching control

In the study of the latching control, linear damping is adopted in the PTO system.
Figure 6.20 shows the variation of the relative rotary displacement/velocity and the
pitch wave excitation moments for cpto

√
gh/(ρgaL4) = 0.01, T = 5 s, and tlatched =

0.75 s. There is an obvious relative stall when the relative rotary displacement reaches
the maximum. With the employment of the latching control with tlatched = 0.75 s, the
pitch velocities of the floats are highly in phase with the pitch excitation moments,
compared with those shown in Figure 6.10.

Figure 6.21 shows the variation of the average power capture factor with tlatched
for various dimensionless PTO damping coefficients and T = 5 s. As tlatched increases
from 0 to 2.5 s, the wave power capture factor first increases and then decreases
after reaching a maximum value. For tlatched < 1.2, the larger the PTO damping
coefficient is, the more slowly the wave power capture factor varies with tlatched. For
cpto

√
gh/(ρgaL4) = 0.0025, the wave power capture factor reaches 1.59, which occurs

at tlatched = 0.88 s, almost three times as large (0.54) as that without any latching
control. Nevertheless, as expected, when the latch time is too long, e.g., tlatched> 1.3 s,
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Figure 6.20: Response of the two hinged floats in the time domain for
cpto

√
gh/(ρgaL4) = 0.01, T = 5 s, and tlatched = 0.75 s: (a) pitch displacements of

the floats and the PTO moment at the hinge and (b) pitch velocities of the floats
and the pitch wave excitation moments.

Figure 6.21: Variation of the time-average wave power capture factor with tlatched for
various cpto with T = 5 s.
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Figure 6.22: Frequency response of the maximum wave power capture factor, the
corresponding optimised PTO damping, and the amplitude of the relative rotation
between the hinged floats with zpto = 0: (a) ηmax,c; (b) copt,c

√
gh/(ρgaL4); and (c)

|Xopt,c|.

it is observed that the wave power capture factors are all smaller than those without
any latching control.

6.4.5 Maximum wave power absorption

In this subsection, the maximum wave power absorption of the same device is in-
vestigated with the model, as introduced in Section 6.4. The device is subjected to
regular waves of amplitude A = 1.0 m.

6.4.5.1 Maximum power absorption with optimised power take-off damping

Figure 6.22 presents the frequency response of maximum wave power capture factor,
ηmax,c, the corresponding optimised PTO damping, copt,c

√
gh/(ρgaL4), and the am-

plitude of the relative rotation displacement between the hinged floats, |Xopt,c|. Four
values of the upper limit amplitude of the relative rotation displacement are consid-
ered, i.e., δ= π/12,π/6,π/4, and ∞. For the case with δ= ∞, the constraint of the rel-
ative rotation is released and hence ηmax,c = ηmax, copt,c = copt, and |Xopt,c| = |Xopt|.
Figure 6.22a indicates that in the four upper limits examined, the larger the value
of δ, the lager the peak value of ηmax,c, and the smaller the kL where the peak of
ηmax,c occurs. Meanwhile, the peak of ηmax,c associated copt,c is smaller for a larger
δ (Figure 6.22b). As expected, when ηmax,c < ηmax, |Xopt,c| = δ (Figure 6.22c).

6.4.5.2 Maximum power absorption with optimised power take-off damping and stiff-
ness/inertia

For simplicity, it is assumed that either kpto or Ipto vanishes. Since zpto = kpto−ω2Ipto,
if zpto > 0, there is no inertia needed in the PTO system, Ipto = 0, and kpto = zpto;
else if zpto < 0, it means that there is no stiffness needed in the PTO system, kpto = 0,
and Ipto = −zpto/ω2.

Figure 6.23 presents the maximum wave power capture factor when PTO damping
and PTO stiffness/inertia are optimised simultaneously, the corresponding optimised
PTO parameters, and the amplitude of the relative rotation displacement between
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Figure 6.23: Frequency response of the maximum wave power capture factor, the
corresponding optimised PTO damping, the corresponding optimised PTO stiff-
ness/inertia, and the amplitude of the relative rotation between the hinged floats:
(a) ηMAX ; (b) cOPT

√
gh/(ρgaL4); (c) kOPT ; (d) IOPT ; and (e) |XOPT |.

the hinged floats. Different curves represent the device with different values of the
float rotary inertia radius, r/L= 0.29 (where the float mass is uniformly distributed),
0.55 and 0.70.

The float rotary inertia radius r/L is found to have no influence (or rather limited
influence) on ηMAX , cOPT and |XOPT | (see Figure 6.23a, b, and e). As kL decreases
from 5.0 to 0.5, the maximum wave power capture factor of the device with a totally
optimised PTO system (Figure 6.23a) shows a slow increase; whereas the relative
rotation response (Figure 6.23e) shows a rapid growth.

For kL < 2.0, ηMAX can be larger than 2.3 and the corresponding |XOPT | is
larger than 1.5 rad. As kL increases from 0.5 to 6.5, cOPT

√
gh/(ρgaL4) first in-

creases and then decreases after reaching a peak around kL= 5.5. The optimal PTO
stiffness and PTO inertia are found to be dependent on the float rotary inertia radius
(Figure 6.23c and d). For a smaller float rotary inertia, e.g., r/L= 0.29, a PTO system
with no stiffness, a proper PTO damper and an optimised PTO inertia dependent
on wave frequency is available to maximise the wave power capture factor for all the
examined wave conditions. Nevertheless, for a larger float rotary inertia radius, e.g.,
r/L= 0.70, a proper PTO stiffness is needed instead of a PTO inertia for large wave
frequencies, e.g., kL > 2.5.

A |XOPT | larger than 1.5 rad is required for kL < 2.0, as illustrated in
Figure 6.23e, but this is obviously unattainable in practice. Figure 6.24 shows the
frequency response of ηMAX,c, cOPT,c

√
gh/(ρgaL4), and |XOPT,c| with consideration

of the impact of the upper limit of the relative rotation displacement amplitude. The
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Figure 6.24: Frequency response of the maximum wave power capture factor with
consideration of the upper limit impact, the corresponding optimised PTO damping
and the amplitude of the relative rotation between the hinged floats with r/L= 0.70:
(a) ηMAX,c; (b) cOPT,c

√
gh/(ρgaL4); and (c) |XOPT,c|.

optimised PTO stiffness/inertia are independent of δ, as proved in Section 6.4.2.2
(see Eq. (6.44)), meaning that they are the same as those illustrated in Figure 6.23c
and d with r/L= 0.70.

As shown in Figure 6.24a, there are peak values of the maximum wave power
capture factor if the motion constraints are considered. The more rigid the mo-
tion constraint, the larger the optimal non-dimensional PTO damping coefficient
cOPT,c

√
gh/(ρgaL4) for the peak of ηMAX,c (Figure 6.24b). When the curves of

ηMAX,c-kL for any certain upper limit δ disjoint from that without any constraints,
|XOPT,c| holds the value of δ (Figure 6.24c).

6.4.5.3 Wave power extraction with different optimisation principles

The performance of the device is significantly influenced by the PTO optimisation
principles. Figure 6.25 presents a comparison of the maximum wave power capture
width of the device using different optimisation principles, especially for a certain
wave condition kL= 3.2 (i.e., T = 5 s) and A= 1.0 m. If the PTO system is allowed
to adjust itself to have cpto and zpto optimised simultaneously and to adapt to different
wave conditions, then ηMAX,c and ηMAX could be achieved for all kL, respectively,
depending on whether the motion constraints are considered or not. If zpto is fixed and
only cpto is free to change for various wave conditions, then ηmax could be achieved
for all kL. r/L = 0.29 is associated with the case where the float mass is uniformly
distributed all over the float. r/L = 0.55 denotes the optimal rotary inertia radius
that gives the maximum wave power absorption of the device at kL= 3.2 (i.e., T = 5
s). Although the wave power capture factor is optimised at kL = 3.2 for the case of
kpto = Ipto = 0 and r/L= 0.55, the peak of the ηmax-kL curve occurs at kL= 2.95.

6.4.5.4 Performance of a device with a fixed optimised power take-off system

It is not practical to design an optimised cpto and/or optimised zpto for various wave
conditions and the respective frequency dependent properties of the device as it would
significantly increase the system complexity and costs. For simplicity, choosing proper
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Figure 6.25: Frequency response of the maximum wave power capture factor for
different optimisation principles.

Figure 6.26: Comparison of ηmax with optimised cpto and ηeff with fixed cpto for
kpto = Ipto = 0.

wave frequency independent cpto and zpto to improve the power capture ability of the
device may also be welcomed. Figure 6.26 shows the frequency response of ηmax and
ηeff for different r/L and (r/L,cpto), respectively. The specified cpto is selected in
the same value of copt at kL = 3.2. The ηeff −kL curves are found to own narrower
bandwidths compared with those of ηmax−kL. Compared with the case of r/L= 0.29,
the difference between ηeff and ηmax for r/L= 0.55 is more obvious.

6.5 SUMMARY

This chapter is focused on attenuator WECs, which are mainly composed of a series of
hinged floats or a submerged flexible tube lying parallel to the wave direction. After
delivering an overview of attenuator WECs, the modelling methods of two hinged
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floats in both the frequency and the time domain are introduced. The numerical
models are based on linear potential flow theory and the three-dimensional wave
radiation-diffraction theory. A mathematical model is also developed to evaluate the
maximum wave power absorption of a device with an optimal PTO damper and
a certain or an optimal PTO stiffness/inertia. The effect of the relative rotation
constraints is also considered.

Numerical models are employed to examine the effect of multiple parameters,
e.g., float length, float rotary inertia, Coulomb damping, and latching control. The
maximum wave power absorption of the two hinged floats for different optimisation
principles is also evaluated and compared. The following conclusions may be drawn:

• For certain wave conditions, when both the float length and the linear PTO
damping coefficient are optimised simultaneously to maximise energy absorp-
tion, there still exist obvious phase lags between pitch excitation moments and
pitch velocities. The phase lags can be reduced by using a non-uniform distribu-
tion of the mass along the floats, leading to a much larger wave power capture
factor.

• The latching control can make the floats rotate in phase with the wave excita-
tion moments without changing the radius of the float gyration. For a specified
damping, there is a proper latching time to maximise the wave power absorp-
tion.

• For long incident waves, the maximum wave power capture factor ηMAX of
a device with an optimised PTO system under constraints is much smaller
than that without any motion constraints. Nevertheless, whatever the upper
limit amplitude of the relative rotation displacement of the hinged floats, the
corresponding optimal PTO stiffness/inertia is the same as that without any
motion constraints.

Although the numerical models presented in this chapter are mainly about devices
consisting of two-hinged floats, they can be extended to study the hydrodynamic
characteristics of hinged-float-based attenuator WECs with three or even more floats.
The models can be further applied to the cases of flexible-tube-based attenuator
devices should generalised modes be included to represent structural deflections and
tube deformation.

The numerical models are proposed in the framework of linear potential flow
theory, which does not capture viscous effects. Hence the models may not be suitable
for extreme wave–structure interactions.
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7.1 INTRODUCTION

This chapter presents the current state of the art design method for the oscillating
water column (OWC) type of wave energy converters. As one of the most promising
types of wave energy device, the OWC WEC has been extensively studied and a
number power of plants have been constructed due to its mechanical and structural
simplicity [168, 842] and reliability. Furthermore, several full sized OWC prototypes
have been installed and tested around the world. However, at present, OWC technol-
ogy has not been fully commercialised [371]. The main reason is that the hydrody-
namic behaviour at the OWC devices has not been fully understood. Thus, further
hydrodynamic investigations into OWC devices still need to be carried out through
theoretical, numerical, and experimental approaches.

According to the previous research, it is recommended that OWC devices operate
at near-resonance conditions to achieve high-efficiency performance [166]. As a result,
the effective frequency bandwidth of the device is usually narrow. To improve its hy-
drodynamic performance, the concept of a dual-chamber OWC device was proposed.
Along with the efficiency, the survivability of the OWC is another important factor
that needs to be considered at the design stage. Hydrodynamic loads have remarkable
effects on the subsurface structure of marine renewable energy converters [458] and
determine the device’s survivability. Thus, in the present study, the hydrodynamic
performance of both single and dual-chamber OWC devices are investigated experi-
mentally and numerically. The main foci of the study are the hydrodynamic efficiency
of the device and the effect of wave loads on the OWC structure. The effects of wave
conditions, front wall draughts, chamber widths and the opening ratios of the duct
on hydrodynamic performance are discussed.
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7.2 WORKING PRINCIPLE

There are various types of OWC device, yet the main working principle is similar,
i.e., the trapped air inside the chamber is cyclically compressed and decompressed
by wave action. The air is consequently expelled from the chamber and drawn into
the chamber through an orifice. A turbine is located at this orifice and the dynamic
action of the air through the turbine transfers the wave energy into pneumatic energy
and finally into electrical energy. In terms of the standard classification of WECs, the
OWC device could be categorised as a fixed or a floating device [42].

7.2.1 Fixed oscillating water column

Conventional OWCs. The most common OWC device structure is shown in
Figure 7.1a. Under the action of the incident wave, the oscillating vertical motion
of the water column inside the chamber forces the trapped air to flow in and out of
the duct periodically, thus driving a turbine which is coupled to a generator to gen-
erate electricity. Therefore, the energy conversion of the OWC device is composed of
three stages: at the primary conversion stage, wave energy is converted to pneumatic
energy, at the secondary conversion stage, the pneumatic energy is transformed in
to mechanical energy, and at the third conversion stage, the mechanical energy is
transformed to electric energy.

U-OWCs. The vertical duct significantly changes the excitation form of the
U-OWC device (see Figure 7.1b) with respect to conventional OWC devices. The
incident wave trains cannot propagate into the inner chamber, but the hydrodynamic
force exerted at the upper opening of the vertical duct induces an up and down motion
of the water column and then a reciprocating air-flow through the orifice. Compared
with the conventional OWC devices, the Eigen period of a U-OWC device and the
air pressure inside the U-OWC chamber are larger [77].

Figure 7.1: Schematic of a (a) conventional OWC and (b) U-OWC.

7.2.2 Floating oscillating water column

Backward bent duct buoys (BBDB). The concept of a Backward Bent Duct Buoy
(BBDB) OWC was first proposed by Masuda in 1986 [841]. The device consists of an
L-shaped duct, a buoyancy module, an air chamber, an air turbine, and a generator
(see Figure 7.2a). The L-shaped duct has its opening facing the leeward side of the
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device. The oscillating water in the duct creates an air flow in the air chamber, which
drives the air turbine coupled to the generator to generate electricity. The draught of
the BBDB device is usually small and thus it can be deployed into relatively shallow
water, which may be an important advantage in some coastal regions.

U-Gen OWCs. A U-Gen OWC consists of an asymmetric floater with an interior
U shaped tank partially filled with water and two lateral air chambers connected by
a duct (see Figure 7.2b). The oscillating water column is enclosed in the floating
structure and is not connected to the outer sea water. The pitching motion of the
device causes a periodic rise and fall of the water column inside the U-tank. This
leads to a bi-directional air flow through the duct, where a self-rectifying air turbine
is installed to convert the energy.

Spar-buoy OWCs. The spar-buoy OWC (see Figure 7.2C) is an axisymmetric
device (and hence insensitive to wave direction) basically consisting of a submerged
vertical tail tube open at both ends, fixed to a floater that moves essentially in heave.
The length of the tube determines the resonance frequency of the inner water column.
The air-flow displaced by the motion of the OWC’s inner free surface, relative to the
buoy, drives an air turbine [221].

Figure 7.2: Schematic of (a) Backward Bent Duct Buoy (BBDB) , (b) U-Gen, and
(c) spar-buoy OWCs.

7.3 EXISTING PROTOTYPES

This section introduces some typical prototypes of OWC devices, with the fixed and
floating prototypes detailed in Sections 7.3.1 and 7.3.2, respectively.

7.3.1 Fixed oscillating water column prototypes

The fixed OWC devices are mainly constructed in onshore locations, or in nearshore
conditions. The notable ones are shown in Figure 7.3, including the Pico power plant
(see Figure 7.3a), the Shanwei power plant (see Figure 7.3b), the Yongsoo power
plant (see Figure 7.3c), and the Oceanlinx bottom-standing OWC (see Figure 7.3d),
which are detailed below.

Pico power plant. The plant is on the island of Pico, Azores, Portugal. Con-
struction began in 1996 and was completed in 1999. The plant was rated 400 kW.
The concrete structure of the chamber (square planform with inside dimensions of
12 m × 12 m at the mean water level) was built in-situ on a rocky bottom (about
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8 m water depth), spanning a small natural harbour [222]. The submerged structure
of the plant was significantly damaged by waves [549] and the structural foundation
of the plant eventually collapsed due to a strong storm in 2018 [222].

Shanwei power plant. The plant is at Zhelang Town, Shanwei City, Guang-
dong Province, China. The construction of the station started in June 1998 and was
completed in February 2001. This device converts wave power into pneumatic power
using a bidirectional air flow and a special unidirectional turbine. An asynchronous
generator is used to convert the pneumatic power into electricity. The power system
is designed to deliver a peak power of 100 kW at significant wave height of 1.5 m
[864].

Yongsoo power plant. The plant was completed in 2015, about 1 km away
from the south coast of Jeju Island, South Korea. Two horizontal-axis impulse tur-
bines connect to a synchronous generator (250 kW, 150–400 rpm) and an induction
generator (250 kW, 450 rpm), respectively. The total nominal rated power of Yongsoo
plant is 500 kW. The plant is 37 m long and 31.2 m wide [108].

Oceanlinx bottom-standing OWC plant. The plant was developed by Ocean-
linx, an Australian company. The plant was tested at Port Kembla, Australia in 2005.
The structure of the plant was made of steel [223].

Figure 7.3: Typical prototypes of fixed OWC devices, with (a) the Pico power plant
[222], (b) the Shanwei power plant [864], (c) the Yongsoo power plant [108], and (d)
the Oceanlinx bottom-standing OWC [463].

Breakwater-integrated OWCs. The integration of the OWC chamber struc-
ture into a breakwater for dual functionality coastal or harbour protection coupled
with energy generation has several advantages, for example, the construction costs
are shared, ease of construction, and operational and maintenance tasks for the wave



Oscillating water column wave energy converters ■ 237

energy plant are improved. The breakwater-integrated OWC concept was achieved
successfully for the first time in the harbour of Sakata, Japan, in 1990, rated 60 kW
(see Figure 7.4a). One of the caissons making up the breakwater had a purpose de-
signed shape to accommodate the OWC and the ancillary mechanical and electrical
equipment. Boccotti [76] proposed a U-shaped OWC embedded into a breakwater,
with the device’s outer opening facing upwards. This design allows the total length
of the water column to be increased without placing the opening too far below the
sea’s surface. This type of OWC breakwater was constructed at the harbor of Civ-
itavecchia (near Rome), Italy, in 2014 (see Figure 7.4b). The structure is composed
of a total of 17 caissons and 136 OWCs [223].

Figure 7.4: Breakwater-integrated OWCs: (a) OWC plant integrated into a break-
water (Sakata Harbour, Japan) [223] and (b) U-OWCs integrated into a breakwater
(Civitavecchia Harbour, Italy) [220].

7.3.2 Floating oscillating water column prototypes

The floating type OWCs can be located either onshore or in deeper waters offshore.
As one example of a floating type OWC, the BBDB concept was model tested in
Japan in the mid-1980s. Between 2008 and 2011, a 1:4 scale BBDB OWC (the OE
Buoy) (see Figure 7.5a) was tested in Galway Bay, Ireland. In 2010, the 1:3 scale
Oceanlinx Mk3 multi-chamber floating OWC device (see Figure 7.5b) was deployed
by the Australian company, Oceanlinx. The Mk3 is a floating platform proposed
with 8 OWC chambers, with each chamber having its own dedicated air turbine.
However, during the testing phase only two turbines (of different types) were in-
stalled. In 2012, a 1:16 scale spar-buoy OWC was tested at NAREC, in teh UK (see
Figure 7.5c). From a report prepared for the British Department of Trade and In-
dustry in 2005, the OWC spar-buoy was considered to be the lowest risk and most
economic option for further development after being compared with several types of
floating OWCs for electricity generation in an Atlantic environment [223].
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Figure 7.5: Prototypes of fixed OWC devices, with (a) the Backward Bent Duct Buoy
(BBDB) (image courtesy of Ocean Energy), (b) the Oceanlinx Mk3 [223], and (c) the
Spar-buoy OWC [223].

7.4 CASE STUDY – OWC WEC

In this section, a conventional OWC WEC, as shown in Figure 7.1a, is taken as an
example to demonstrate some basic time-domain modelling and experimental ap-
proaches for OWC WECs. By considering the effects of wave conditions and geomet-
ric parameters, the hydrodynamic performance of two different types of OWC device
(i.e., single chamber and dual-chamber OWC device) are considered. The focus of the
case study is on the optimisation of the devices’ hydrodynamic efficiency and wave
loads on the devices.

7.4.1 Modelling

7.4.1.1 Boundary Integral Equation

Based on potential flow theory and the time-domain higher-order boundary elemental
method (HOBEM), a two-dimensional fully nonlinear numerical model was built to
simulate the hydrodynamic performance of an OWC device. A schematic diagram of
the numerical wave flume with a fixed OWC located at its right-hand end is shown
in Figure 7.6. A Cartesian coordinate system is defined with the origin on the plane
of the undisturbed free surface z = 0, with the z-axis positive upwards. As shown in
Figure 7.6, h denotes the calm water depth, Bc the chamber width, C the thickness
of the front wall, dw the width of the duct, d the immergence of the front wall, and
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hc the height of the air chamber (i.e., the distance between the still water surface
and the chamber ceiling), and L the length of the damping zone.

Figure 7.6: Sketch of the numerical wave flume.

It is assumed that the water is incompressible, inviscid, and the fluid flow is ir-
rotational. The fluid motion can therefore be described by a velocity potential ϕ.
Generally, the velocity potential satisfies the Laplace equation. However, the inci-
dent waves are generated using the inner sources in the computational domain, the
governing equation is then described with the Poisson equation:

∇2ϕ= q∗(xs, z, t), (7.1)

where ∇2 = ∂2
∂x2 + ∂2

∂z2 is the 2D Laplacian operator, and q∗(xs, z, t) is the pulsating
volume flux density of the internal source distribution described below. Following
Brorsen and Larsen [92], the incident wave is specified by writing the flux density as
follows:

q∗(x,z, t) = 2vδ(x−xs), (7.2)
where v is the horizontal fluid speed corresponding to the wave to be generated;
xs is the horizontal position of the vertical source, and δ(x−xs) is the Dirac delta
function. In the present study, the horizontal velocity v is given by the second-order
Stokes analytical solution.

On the instantaneous free surface, both the fully nonlinear kinematic and dynamic
boundary conditions are satisfied. In the present work, the mixed Eulerian-Lagrangian
method is used to describe the time-dependent free surface with moving nodes in both
the horizontal and the vertical directions. A damping layer with coefficient µ1(x) at
the left end of the numerical flume is implemented to absorb the reflected wave
from the OWC device. To incorporate the viscous effect due to water viscosity and
flow separation at the chamber skirt, a constant damping layer with coefficient µ2
is implemented on the free surface in the chamber. Then, the free surface boundary
conditions can be written as follows:

dX(x,z)
dt = ∇ϕ−µ1(x)(X−X0),

dϕ
dt = −gη+ 1

2 |∇ϕ|2 − pair
ρ −µ1(x)ϕ−µ2

∂ϕ
∂n ,

(7.3)
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where X0 = (x0,0) denotes the initial static position of the fluid particle, η the vertical
elevation of the free surface, pair the air pressure inside the chamber, g the gravity
acceleration, ρ the water density and t the time. The damping coefficient µ1(x) is
defined by:

µ1(x) =


ω
(
x−x1
L

)2
, x1 −L < x < x1,

0 , x > x1,

(7.4)

where x1 is the starting position of the damping zone, L is the length of the damping
zone at the left flume-end, given to be 1.5 times the incident wavelength in the
present study. The artificial viscous damping coefficient µ2 is determined by trial and
error and only implemented inside the chamber [584]. ω is the angular frequency and
satisfies the following dispersion relation in Eq. (2.21).

The boundaries at the bottom, back wall and front wall are considered imperme-
able. Therefore, the zero normal velocity condition (Eq. (2.9)) is satisfied.

To solve the above boundary value problem in the time domain, the initial con-
ditions are required as follows:

ϕ|t=0 = η|t=0 = 0. (7.5)

By applying Green’s second identity to the fluid domain Ω, the above boundary
value problem can be converted in the usual manner into the following boundary
integral equation:

α(p0)ϕ(p0) =
∫

Γ

[
ϕ(q0)∂G(p0, q0)

∂n
−G(p0, q0)∂ϕ(q0)

∂n

]
dΓ+

∫
Ω
q∗G(p0, q0)dΩ, (7.6)

where Γ represents the entire computational boundary, p0 = (x0, z0) and q0 = (x,z) are
the source and the field points, respectively; and α is the solid angle coefficient deter-
mined by the surface geometry of a source point position. G is a simple Green function
and can be written as G(p0, q0) = lnr/2π, where r =

[
(x−x0)2 +(z− z0)2]1/2. The

above boundary integral equation is solved by the boundary element method using
a set of collocation nodes on the boundary and higher-order elements. More details
regarding the numerical model can be found in [581].

7.4.1.2 Pneumatic Model

Inside the chamber, the air and water are strongly coupled. By assuming a quadratic
relationship between the chamber pressure and the air duct velocity, the air pressure
in the chamber can be expressed as follows [415]:

pair(t) = CdmUd(t)+Ddm|Ud(t)|Ud(t), (7.7)
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where Cdm and Ddm are the linear and quadratic pneumatic damping coefficients,
respectively; and Ud(t) is the air flow velocity through the duct. Based on the as-
sumption of a negligible spring-like effect of air compressibility inside the chamber,
the air flow velocity Ud(t) can be expressed as follows:

Ud(t) = ∆V
S0∆t , (7.8)

where ∆V = Vt+∆t +Vt represents the change of air volume in the chamber within
each time step ∆t, which can be calculated with the variation of the free surface. S0
is the cross-sectional area of the air duct.

7.4.1.3 Hydrodynamic Efficiency

In this study, the hydrodynamic efficiency of the OWC device is calculated using
the relationship between the pneumatic power and the power of the corresponding
incident wave. The average pneumatic power, i.e., the power absorbed from the waves
by the OWC, during a wave period T , can be expressed as the time-averaged flow
rate multiplied by the air pressure variation:

P pto = 1
T

∫ t+T

t
Q(t)p(t)dt, (7.9)

where Q(t) = S0Ud(t) is the flow rate.
The average energy transported by the per-unit frontage of the incident wave J

can be calculated from Eqs. (2.24), (2.25), and (2.26).
Thus, the hydrodynamic efficiency is given by:

ηeff = P pto
J

. (7.10)

The hydrodynamic efficiency ηeff is in the range of (0,1). ηeff = 1 denotes that,
effectively, all the incident wave energy is captured by the OWC device. However, this
is not feasible due to the radiated waves generated by the oscillatory motion of the
water column and the scattered waves by the device and various sources of viscous
damping.

7.4.1.4 Wave loads

The velocity potential on the OWC structure surface is obtained once Eq. (7.6)
is solved. Then, based on the Bernoulli equation, the wave-induced pressure on the
OWC device can be obtained. Finally, the wave-induced force F and bending moment
M can be calculated by integrating the wave pressure over the instantaneous wetted
OWC device surface Γb as:

F =
∫

Γb

pdynndΓ = −ρ
∫

Γb

[
∂ϕ

∂t
+gη+ 1

2(∇ϕ ·∇ϕ)+ pair
ρ

−µ2
∂ϕ

∂t

]
ndΓ, (7.11)
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M =
∫

Γb

pdyn(r×n)dΓ = −ρ
∫

Γb

[
∂ϕ

∂t
+gη+ 1

2(∇ϕ ·∇ϕ)+ pair
ρ

−µ2
∂ϕ

∂t

]
(r×n)dΓ,

(7.12)
in which pdyn denotes the wave induced pressure on the OWC surface; r denotes the
distance vector and r×n is the length of the moment arm. The pressure term pair/ρ
represents the pneumatic pressure in the chamber. The linearised Bernoulli equation
p= ∂ϕ/∂t is used here to account for the pressure drop due to turbulence phenomena.
Therefore, the last term µ2

∂ϕ
∂t in Eqs. (7.11) and (7.12) is introduced to account for

these turbulence effects on the wave force. The acceleration-potential method is used
here to calculate the time derivative of the velocity potential ∂ϕ/∂t [817].

7.4.2 Experimental investigation

The experimental tests described in this case study were carried out in the wave-
current flume at the State Key Laboratory of Coastal and Offshore Engineering,
Dalian University of Technology, China. A piston-type unidirectional wave-maker
and a wave-absorbing beach are located at the two ends of a flume to generate the
desired incident waves and absorb the outgoing waves, respectively. The wave maker
is able to generate regular and irregular waves with periods ranging from 0.5 s to
5.0 s. The glass-walled wave flume is 69 m long, 2 m wide and 1.8 m deep. The test
section of the flume was divided into two parts along the longitudinal direction, which
were measured as 1.2 m and 0.8 m in width, respectively (see Figure 7.7). The OWC
model was installed in the 0.8 m wide part, 50 m away from the wave maker. To avoid
wave energy transfer through the device, the model was designed to span across the
width and depth of the flume. To have a clear view of the water free-surface within
the OWC chamber, the main body of the model was made of transparent Perspex
sheets.

It is well known that the power take-off (PTO) system plays an important role in
power absorption [584, 343]. However, it is not practical to simulate the PTO system
in the present scaled model tests [666]. Instead, the PTO effects are usually simulated
by the incorporation of a duct located on the air chamber. In the present study, one
circular duct is positioned on the roof of each sub-chamber.

Here we investigate the hydrodynamic performance of both a single chamber
and a dual-chamber OWC device. The schematics of the experimental setup are
shown in Figure 7.7 (single chamber) and Figure 7.9 (dual-chamber). In each of these
figures, D denotes the diameter of the duct, and the other symbols in the figures
are identical to those in Figure 7.6. In the experiments, resistance-type wave gauges
with a resolution of 0.01 cm were used to measure the instantaneous free surface
elevations at various locations along the flume length, pressure sensors were used to
measure the air pressure inside the chamber and the hydrodynamic pressure on the
OWC chamber structure’s surface. As shown in Figure 7.8, six pressure sensors were
fixed symmetrically on both sides of the front wall of the single chamber OWC device
to record the wave pressure. One pair of sensors (SO1 and SI1) was situated at 1.5
cm above the bottom edge of the wall, one pair (SO3 and SI2) was fixed at the mid
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Figure 7.7: Schematic of the single chamber OWC experimental setup.

Figure 7.8: Locations of the pressure sensors on the front wall.

depth of the submerged part of the front wall and the third pair of sensors (SO3 and
SI3) was fixed at the height of the still water surface.

7.4.3 Comparisons between measured and simulated results

To validate the numerical model, the simulation results are compared with the experi-
mentally-generated measured data. The OWC device equipped with a single chamber
is taken as an example test case.
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Figure 7.9: Schematic of the dual-chamber OWC experimental setup.

The geometric parameters of the single chamber OWC device are chosen as fol-
lows: chamber width Bc = 0.55 m, front wall thickness C = 0.04 m, and front wall
draught d = 0.14 m. In the experiment setup, the duct diameter D = 0.06 m, and
in the numerical model, an air duct width dw = 0.0036 m, provides the the same
opening area as the circular air duct in the experiment.

The water depth is h = 0.8 m and the incident wave amplitude is set to Ai = 0.03
m. The viscous coefficient and the pneumatic damping coefficient in Eqs. (7.3) and
(7.7) are set as µ2 = 0.2 and Cdm = 9.5, and Ddm = 0, respectively. The length of
the numerical flume is set to 5λ, in which 1.5λ at the left side is used as the damping
layer. After the convergence check, the size of the boundary elements ∆x is set to
λ/30, and time step ∆t is set to T/80.

Figures 7.10 and 7.11 show the time series of the surface elevation at the cham-
ber centre and the air pressure inside the chamber for T=1.366 s and T=1.610 s,
respectively. Figure 7.12 shows the time series of the hydrodynamic pressure on the
front wall of the single chamber OWC device. Overall, the experiment measurements
and numerical simulation surface elevations, chamber internal air pressures, and the
hydrodynamic pressures on the front wall match well with each other as shown in
Figures 7.10, 7.11, and 7.12. Figure 7.13 illustrates the variation of the hydrodynamic
efficiency with the dimensionless wave number kh. It can be seen that the present po-
tential model results with a specified damping term agree well with the experimental
data.
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(a) T = 1.366 s (b) T = 1.610 s

Figure 7.10: Time series of the simulated and measured surface elevation at the
chamber centre at T = 1.366 s and 1.610 s.

(a) T = 1.366 s (b) T = 1.610 s

Figure 7.11: Time series of the simulated and measured air pressure inside the cham-
ber at T = 1.366 s and 1.610 s.

The aforementioned comparisons indicate that the present numerical model is
capable of simulating the processes of wave interactions with the OWC device accu-
rately. The wave-induced dynamic pressure on the front wall is also well captured by
taking the air pressure inside the chambers and the turbulence effects into account.

7.4.4 Single chamber oscillating water column device

In this sub-section the hydrodynamic performance of a single chamber OWC device
will be discussed. The effect of the wave conditions and chamber geometry on the
hydrodynamic efficiency and wave loads are investigated.

7.4.4.1 Hydrodynamic Efficiency

Effect of chamber width. By keeping front wall thickness C = 0.04 m, front wall
draught d = 0.14 m, duct diameter D = 0.06 m, water depth h = 0.8 m and incident
wave amplitude Ai = 0.03 m constant, Figure 7.14 shows the hydrodynamic efficiency
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(a) Outer side of the wall (T = 1.366 s) (b) Inner side of the wall(T = 1.366 s)

(c) outer side of the wall(T = 1.610 s) (d) Inner side of the wall(T = 1.610 s)

Figure 7.12: Comparisons of the simulated and measured wave pressures at different
measuring points.

Figure 7.13: Variation of the simulated and measured hydrodynamic efficiency with
kh.
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Figure 7.14: Hydrodynamic efficiency versus dimensionless wave number for different
chamber widths.

of the OWC device for three different chamber widths: Bc = 0.55 m, 0.70 m and
0.85 m. The hydrodynamic efficiency increases with the increase of chamber width
Bc in the low-frequency region (about kh < 1.5), but follows a completely opposite
trend in the high-frequency region, as shown in Figure 7.14. Furthermore, the resonant
frequency decreases with the increase of Bc due to the increasing inertia of the OWC
water column. The optimal points are around kh = 1.58 (Bc = 0.55 m), kh = 1.50 (Bc
= 0.70 m) and kh = 1.36 (Bc = 0.85 m) resulting in a hydrodynamic efficiency of ap-
proximately 0.83 for each of the three cases. The dependence of the natural frequency
on the width of the chamber can be clearly seen in ωn = (g/(d+0.41BcBt)

1
2 ))

1
2 (where

BcBt is the horizontal cross sectional area of the air chamber, and Bt the transverse
width of the chamber), which is used to predict the natural piston frequency of a
water mass oscillating in a moonpool [796]. It should be noted that the coefficient
0.41 in the above formula is empirical and hence does not necessarily provide accu-
rate results in the case of all OWC devices. However, the dependence of the natural
frequency on the width of the chamber can be seen clearly.

It should be noted that the hydrodynamic efficiency is near to zero for kh =
3.57, Bc = 0.70 m. In this case, the incident wave period T is 0.950 s with a
corresponding wavelength λ = 1.406 m. This wavelength is approximately twice
the chamber width Bc, i.e., λ/Bc = 2.01. Figure 7.15 shows the snapshots of
the surface elevations profiles in the chamber for this case. The water surface in
the chamber is rising at one wall and falling at the other wall and the intersection
node of the two lines lies at the chamber centre. This is the so-called seiching phe-
nomenon, which is a characteristic that occurs in typical standing wave conditions.
Furthermore, the total mass of water inside the chamber has not changed and the air
pressure also remains constant at close to the external atmospheric pressure. In this
condition no energy is extracted from the incident waves. Therefore, such seiching
phenomena should be avoided in the OWC design.
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Figure 7.15: Snapshots of surface elevations profiles in the chamber for kh = 3.57 (T
= 0.95 s and Bc = 0.70 m).

Figure 7.16: Hydrodynamic efficiency versus dimensionless wave number kh for dif-
ferent draughts d/h.

Effect of front wall draught. Figure 7.16 illustrates the hydrodynamic effi-
ciency of the OWC device for different front wall draughts, d = 0.14 m (d/h =
0.175), 0.17 m (d/h = 0.2125), and 0.20 m (d/h = 0.25) with the other dimensional
parameters remaining the same as those in the previous study investigating the effect
of chamber width. It can be observed that both the resonant frequency and the peak
efficiency decrease with the increase of the submerged depth d/h due to the increased
mass of the water column in the chamber. The resonant frequency occurs at kh =
1.59 (d/h = 0.175), 1.50 (d/h = 0.2125), and 1.41 (d/h = 0.25) with corresponding
hydrodynamic efficiencies of 0.83, 0.77 and 0.76, respectively. Additionally, as shown
in Figure 7.14, the hydrodynamic efficiency is not particularly sensitive to the change
of draught d/h in the low-frequency zone (in the region kh < 1.0) due to the small
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Figure 7.17: Variations of hydrodynamic efficiency for different duct opening ratios.

relative length of the draught to wavelength in the low-frequency, long wave region.
However, in the high-frequency short wave region, the draught of the front wall is
not insignificant relative to the wavelength and the reflected wave energy increases
with the front wall draught. As a result, the hydrodynamic efficiency decreases with
an increase in the front wall draught.

Effect of the duct scale. The effect of the duct scale on the hydrodynamic ef-
ficiency is usually described by the opening area ratio κ = S0/S, where S0 and S are
the cross-sectional areas of the duct and the air chamber respectively. In this study,
three duct diameters ranging from D = 0.04 m, 0.06 m, and 0.08 m, corresponding to
opening ratios of 0.29%, 0.66%, and 1.17%, respectively, are experimentally tested,
whilst the other parameters were kept the same as those in the previous study in-
vestigating the effect of chamber width. The optimal hydrodynamic efficiency ηeff is
highly sensitive to the opening ratio, with a maximum ηeff = 0.63 (κ = 0.29%), 0.83
(κ = 0.66%) and 0.74 (κ = 1.17%) as shown in Figure 7.17. Moreover, κ = 0.66% ex-
hibits the largest the hydrodynamic efficiency ηeff amongst the three opening ratios,
except κ = 0.29% in the high-frequency zone (about kh > 2.6). To further investi-
gate this behaviour, Figures 7.18a and 7.18b present the maximum air pressure in
the chamber and the maximum water surface elevation at the chamber centre for
different opening ratios. It can be seen that the internal air pressure decreases with
the increase in opening ratio, whilst the maximum surface elevations vary with an
opposite trend. For the largest opening ratio κ = 1.17%, the air pressure variation
in the chamber is minimal; however, this opening ratio produces the largest surface
elevation. Considering the smallest opening ratio κ = 0.29%, it is shown that the
largest pressure fluctuation in the chamber leads to the smallest oscillation ampli-
tude of the water column. According to Eq. (7.9), the wave energy extracted by an
OWC is attributed to the product of air pressure and air volume variations in the
chamber. In the opening ratio cases considered here, the optimal opening ratio κ is
0.66% from Figures 7.17 and 7.18. The present analysis may help to determine the
turbine damping by the OWC device to achieve optimal wave energy extraction.
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(a) Air pressure in the chamber (b) Surface elevations at the chamber
centre

Figure 7.18: Variations of the (a) air pressure in the chamber and (b) surface elevation
at the chamber centre for different opening ratios.

Figure 7.19: Maximum horizontal wave forces versus kh for Ai = 0.03 m.

7.4.4.2 Wave Loads

The chamber geometrical parameters are chosen to be the same as those in
Section 7.4.3. Figure 7.19 shows the variations in the dimensionless maximum hori-
zontal wave forces on the front wall with respect to variations in kh. Fhm denotes the
maximum total horizontal wave force, Fom and Fim denote the maximum horizontal
wave forces on the outer side and inner side of the front wall respectively, where the
subscript “m” stands for the maximum force. It can be seen that Fhm increases with
an increase in kh. In addition, an opposite trend is observed for Fim. Fom initially
decreases to its minimum and then increases with the increase in kh. The variation
of the wave forces with kh can be explained using the relationship between the wave
transmission ability and wavelength as follows.
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(a) T = 0.950 s

(b) T = 1.610 s

(c) T = 2.350 s

Figure 7.20: Snapshot of wave elevations along the wave flume at t = t0 and t =
t0 +T/2 Ai = 0.03 m.

Figures 7.20a, 7.20b, and 7.20c present snapshots of wave elevation along the wave
flume for different wave periods, T = 1.037 s, 1.610 s, and 2.350 s respectively. From
Figure 7.20a it can be seen that the free surface fluctuation on the inner surface of
the front wall is very small. However, the amplitude of the wave elevation outside the
chamber is nearly twice the incident wave amplitude. Almost full wave reflection at
the external face of the front wall occurs because of the weak transmission ability of
the short wave. Thus, the maximum wave force on the outer side of the wall Fom is
large and the maximum wave force on the inner side of the wall Fim is small.
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As the wave period increases to T = 1.610 s, the transmission ability of the wave
is enhanced as its wavelength increases. Then, from Figure 7.20b, it can be seen that
the fluctuation of the inner surface is much greater than that of the T = 1.037 s wave
and the outside wave elevation amplitude is reduced. Consequently, the wave force
on the outer surface of the front wall Fom decreases and the wave force on the inner
surface of the front wall Fim is increased.

With the wave period further increased to T = 2.350 s, the transmission ability
of the wave is further enhanced. From Figure 7.20b and 7.20c it can be seen that
the surface elevation in the wave flume is greater than that for T = 1.610 s. This is
because most of the wave energy is transmitted into the chamber through the front
wall due to the wave’s strong transmission ability. Then the wave energy is totally
reflected by the rear wall of the chamber. The reflected waves from the rear wall also
pass through the front wall with very little reflection. Furthermore, it can be noticed
that the wave surface motions on the inner and the outer surfaces of the front wall
are almost in phase with each other and have similar motion amplitudes. As a result,
both Fim and Fom increase and there is a T/2 phase difference between them. The
crest of Fim and the trough of Fom exhibit similar values, and the opposite is observed
with the trough of Fim and the crest of Fom. Therefore, the value of Fhm is relatively
small in the low frequency region, as shown on Figure 7.19.

7.4.5 Dual-chamber oscillating water column device

In this sub-section the hydrodynamic performance of a dual-chamber OWC device
will be discussed. The effects of the wave conditions and chamber geometry on hy-
drodynamic efficiency and wave loads are presented. The water depth is set to h =
1.0 m, and the incident wave amplitude is Ai = 0.03 m. The draughts of the two
barrier walls are always maintained with identical values in the present study.

7.4.5.1 Hydrodynamic Efficiency

Comparison with a typical single-chamber device. First, the hydrodynamic
performance of a dual-chamber OWC is compared with that of a typical single-
chamber OWC device in terms of the overall energy conversion efficiency. The overall
power absorbed/energy efficiency of the dual-chamber is the sum of the two sub-
chambers, due to the fact that efficiency is a nondimensional, scalar parameter, i.e.,
P pto = P pto1 +P pto2, ηeff = ηeff1 + ηeff2. The width of the single-chamber is 0.7 m,
equivalent to the overall width of the two chambers in the dual-chamber OWC device,
i.e., Bc1 +Bc2 +C = 0.7 m. The width ratio of the two sub-chambers is set to be
Bc1 :Bc2 = 1: 1.

Figure 7.21 shows the comparison of the instantaneous power absorbed by the
dual-chamber and single-chamber OWC devices for kh = 1.40. It can be seen from
Figure 7.22 that the overall power extracted from the dual-chamber OWC device is
larger than that of the single-chamber OWC device. It can also be seen from Figure
7.22 that the overall hydrodynamic efficiency is increased by ∼10% by adopting the
dual-chamber design.
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Figure 7.21: The instantaneous wave power absorbed by the dual-chamber and single-
chamber OWC devices for kh = 1.40.

Figure 7.22: Variations of the hydrodynamic efficiency of both the dual-chamber and
single-chamber OWC devices with kh.

Additionally, it can be observed that the effective frequency bandwidth, i.e., the
frequency range of surrounding sea-states resulting in a larger wave energy conver-
sion efficiency, is greater for the dual-chamber OWC device than that of a typical
equivalent single-chamber OWC. The associated hydrodynamic efficiency curve for
the dual-chamber OWC is less sensitive to variations in kh (when kh is in the range
of 1∼2). This may be due to the fact that the dual-chamber OWC system has more
than one resonant frequency. It is worth mentioning that a similar phenomenon was
presented by Rezanejad et al., [662], in which this increase in the frequency band-
width was attributed to three resonant modes of the system. The basic resonance
frequency of the whole dual-chamber OWC system is expected to be close to the
resonance frequency of the equivalent single chamber OWC device, and the existence
of the internal barrier wall would introduce two additional resonance frequencies for
the two water columns trapped inside the two sub-chambers. The three resonant fre-
quencies are close to each other and together they result in the higher performance
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(a) Chamber 1 (b) Chamber 2

Figure 7.23: Variations of the hydrodynamic efficiency for (a) chamber 1 and (b)
chamber 2 with kh for all three chamber width ratios.

and larger effective frequency bandwidth of the dual-chamber OWC device. It should
also be noted that the frequency bandwidth at maximum efficiency is significantly
wider than the bandwidth of maximum efficiency in the single chamber device.

Effect of chamber width. Three chamber width ratios (i.e., Bc1 : Bc2 = 3:1,
1:1 and 1:3) are considered with the overall chamber width kept constant, i.e.,
Bc1 +Bc2 +C = 0.7 m. The barrier wall draught d is also kept constant at 0.2 m. The
variations in the hydrodynamic efficiency for chamber 1 and chamber 2 with respect
to kh are shown in Figure 7.23a and 7.23b. It can be seen that the efficiency increases
with the increase of kh until it reaches its maximum value, and then it decreases
with a further increase of kh, for both chambers, in all three chamber width ratio
cases. The hydrodynamic efficiency of each chamber increases with the increase of
chamber width for a certain wave condition (kh). This is not surprising because the
energy that can be extracted via the system is proportional to the cross-sectional
area of the trapped water surface, thus, the chamber width, as indicated in Eq.
(7.9), is a significant factor in determining the hydrodynamic efficiency. The overall
conversion efficiency of the system is observed to be insensitive to the sub-chamber
width variation when the overall chamber width and the barrier walls draughts are
maintained constant [582]. This can be explained as being due to the fact that
the length and the overall mass of the trapped water column in the system do
not change with the variation of the sub-chamber widths when the two barrier wall
draughts are kept constant.

It is notable that there are double peaks in the efficiency curves for both chambers
(1 and 2). These double peaks most obvious for chamber 1, with a width ratio of 1:3
(blue dashed line in Figure 7.23a). This phenomenon may result from the interaction
between the two water columns in the two sub-chambers and the aforementioned
diverse resonant modes of the system. For convenience, we refer to the larger peak as
the main peak, and the slightly smaller peak as the sub-peak. More detailed discussion
on this can be found in the following sub-section.

Effect of barrier wall draught. Three sets of barrier wall draughts (i.e., d =
0.125, 0.2 and 0.25 m) are considered. The chamber breadth ratio is kept constant at
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Figure 7.24: Variations of the overall hydrodynamic efficiency of the dual-chamber
system with kh for all three barrier wall draughts.

Bc1 :Bc2 = 1:1 in this analysis. Figure 7.24 shows the variation in the overall efficiency
of the dual-chamber OWC system for the three sets of barrier wall draughts (i.e., d/h
= 0.125, 0.2 and 0.25). It can be observed that the dual-chamber device performs
consistently better for the relative barrier wall draught of 0.125 over the majority
of the frequency range considered in this study. This observation is in line with the
single-chamber OWC device, which also exhibits better performance with a smaller
front wall draught [584, 343, 552, 760]. Other effects, such as wave transformations
and tides near the installation site should also be considered. It is emphasised that
the maximum efficiency of a dual-chamber OWC system (which is notably close to
1) is much larger than that of a typical single-chamber OWC device.

7.4.5.2 Wave Loads

Diagrams of the wave force, bending moment and 4 rotation centres for the dual-
chamber OWC device are illustrated in Figure 7.25. The dual-chamber OWC device
can be divided into three cantilever structures; therefore, the inflection points 1, 2,
3 and 4 shown in Figure 7.25 are the positions on the device that are subjected to
local maximum loads. These four points are taken as the rotational centres of wave
bending moments. The wave force and bending moment can be obtained from Eqs.
7.11 and 7.12. FiH and FiV (i = 1, 2) denote the horizontal and vertical component
of the wave force respectively, on i# barrier wall.

The total wave loading vector on the i# barrier wall Fi (i = 1, 2) consists of the
total horizontal and vertical components:

Fi = FiH · i +FiV ·k (i= 1,2) (7.13)

in which i and k represent the unit normal vector in the x and z direction, respectively.
Wave force vectors F1 and F2 denote the total wave forces on the 1# and 2#

barrier wall respectively. F4 denotes the total wave force on the back wall of the
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Figure 7.25: Schematic of wave force and bending moment and 4 rotation centres on
the dual-chamber OWC device.

Figure 7.26: Maximum horizontal and vertical wave forces on the two barrier walls
versus kh.

dual-chamber OWC device, which is equal to the horizontal component of the wave
force because there is zero vertical component on the back wall. The moment com-
ponent Mqj represents the moment about rotation centre q (q = 1, 2, 3, 4) by the
wave force Fj (j = 1, 2, 4). For example, M42 represents the moment component
about rotation centre 4 due to the wave force F2 on 2# barrier wall. Mq denotes the
total moment about rotation centre q and is the sum of all moment components at
the rotation centres q. For example, M4= M41 + M42 + M44.

Wave force. The peak horizontal and vertical wave forces on 1# and 2# barrier
walls are shown in Figure 7.26. The peak wave forces F are normalised by ρgdAi.
It can be seen that F1H increases with the increase in dimensionless wave frequency
kh, while F2H increases very gradually to a peak value and then decreases with the
increase in kh. Furthermore, as shown in Fig. 7.26, F1H is much larger than F2H. This
indicates that the incident wave side barrier wall, i.e., 1# barrier wall, was subjected
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Figure 7.27: Wave moments about the four rotation centres versus kh.

to the majority of the horizontal wave load. Thus, the strength of 1# barrier wall
needs to be reinforced to ensure the structural durability of the device. The strength
requirements for 2# barrier wall do not need to be as large as 1# barrier wall and
less expensive material could be used to reduce construction costs. Additionally, as
illustrated in Figure 7.26, the vertical components of the wave forces are much smaller
than the horizontal components, i.e., F1V < F1H and F2V < F2H. This is due to the
fact that the force components of the vertical forces are much smaller than those of
the corresponding horizontal forces. Thus, for simplicity, only the horizontal wave
forces are examined in detail in the present study, and the vertical wave forces are
only considered in the wave moment calculations.

Wave moment. Figure 7.27 shows the wave moments about the four rotation
centres, indicated in Figure 7.25, as a function of kh. It is evident that the moment
about rotation centre 4, M4, is much larger than the moment loading about the other
three rotation centres. This suggests that the junction of back wall and seabed is the
most vulnerable part of OWC system to moment loading failure. Thus, the connection
between the back wall and seabed should be strengthened to prevent overturning of
the device. The largest moment occurs at rotation centre 4 due to the fact that this
position has the greatest lever arm distance for all the applied wave loads, as can
be seen from Figure 7.25. Additionally, it can be seen that M4 firstly decreases with
increasing kh to its minimum and then increases with kh. This indicates that the
rotation centre 4 experiences a relatively larger moment at both low-frequency, long
waves and also at high-frequency, short waves. More details regarding the moment
loading can be found in Wang et al. [817]

7.5 SUMMARY

In this chapter, the hydrodynamic performance of the OWC device was experimen-
tally and numerically investigated. The numerical model is based on potential flow
theory and the time-domain higher order boundary elemental method (HOBEM).
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Wave forces and bending moments were calculated based on the Bernoulli equation,
which was modified by taking the air pressure inside the chamber and turbulence
effects into account. This equation was then solved with an acceleration-potential
method. Overall good agreements in the surface elevation, air pressure in the chamber
and the hydrodynamic pressure on the barrier wall between simulations and exper-
iments are observed. This suggests that the hydrodynamic performance of the fixed
OWC device can be simulated successfully by the time-domain HOBEM model with
a properly calibrated pneumatic damping coefficient and artificial viscous damping
coefficient.

It is found that the opening ratio κ has a significant influence on the maximum
hydrodynamic efficiency of the OWC device. Optimal efficiency occurs with an open-
ing ratio of κ = 0.66%. The water surface motion in the chamber is highly dependent
on the relative wavelength λ/Bc. The Seiching phenomenon, which can lead to an
absence of energy extracted from the waves, can be instigated when the relative wave-
length is λ/Bc = 2. This phenomenon should be avoided in the design of an OWC
device.

The total horizontal wave force on the front wall of the OWC device increases with
the increase of kh. For a given chamber geometry, under the action of short waves,
the total horizontal force on the front wall is mainly due to the large amplitude water
surface oscillation on the outer surface of the front wall, while the very small force
amplitude on the inner surface makes little contribution to the total force.

To enhance the hydrodynamic performance of the OWC device, the land-based,
dual-chamber type OWC is designed and investigated. By conducting a comparison
analysis with the single chamber OWC device, it is shown that both the maximum
efficiency and the range of wave frequency that leads to a higher rate of wave energy
absorption, i.e., the effective frequency bandwidth, are significantly augmented in the
dual-chamber OWC system. It can be seen that the width ratios of the individual
chambers play a negligible effect on the overall extraction efficiency when the given
total chamber width is kept constant. It can also be seen that a smaller barrier wall
draught is favourable in terms of the overall extraction efficiency.

The horizontal components of the wave forces on the two barrier walls of a dual-
chamber OWC are much larger than the corresponding vertical components for a
small thickness of the barrier wall. Due to the sheltering effect by the wave-side
barrier wall (i.e., 1# barrier wall), the horizontal wave force on the inner barrier
wall (i.e., 2# barrier wall) is much smaller than that on the former, i.e., F1H > F2H.
The joint between the device and seabed was subjected the largest wave moment M4
loading. Furthermore, this position experienced a relatively larger moment at both
low-frequency long waves and high-frequency short waves. It should be noted that
this bending moment may cause an overturning of the device, and thus, should be
one of the major concerns for structural design and construction of the device.
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Large-scale computation of
wave energy converter
arrays

Yingyi Liu
Kyushu University, liuyingyi@riam.kyushu-u.ac.jp

8.1 INTRODUCTION

This chapter is dedicated to the numerical modelling of wave energy converter (WEC)
arrays. Deployment of WEC devices into arrays becomes a trend when the technology
moves into the large-scale commercial exploitation stages, creating so-called “WEC
farms”. The arrays can be deployed in nearshore zones or those further offshore, de-
pending on the type of the devices. One big advantage of “WEC farms” is that the
devices can share some common infrastructures such as power substations, mooring
systems and cables, which can significantly reduce the cost of construction and main-
tenance, as shown in Figure 8.1. In addition, the electricity generated by arrays of
WECs can be far more stable than that generated by a single individual device. Wave
farms of this nature are thereby beneficial to reduce the overall cost. The objective
of optimising wave farm performance will be discussed extensively in Chapter 9.

Due to the fact that a WEC device in an array is not only subject to ambient
incident waves, but also to those that have been reflected and radiated from the other
WECs [124], an important issue that must be taken into account is the hydrodynamic
interactions between the devices. In this chapter, we will first introduce the existing
knowledge of the WEC array modelling methods in Section 8.2, and then present
a hybrid methodology combining interaction theory (IT) and the boundary element
method (BEM) in Sections 8.3–8.5. Evaluation of array properties are illustrated in
Section 8.6 where a case study is given. The method described in this chapter is
expected to be promising for a WEC farm of generic device geometries.
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Figure 8.1: Artist’s impression of a wave energy farm: (a) an array of point absorbers
(artwork credit and copyright, 2018: Lu Wang, Ph.D.). This picture is taken from
Ref. [876], under the Creative Commons Attribution 4.0 International License (http:
//creativecommons.org/licenses/by/4.0/); (b) the conceptual design of a wave
farm. Illustration by Alfred Hicks, NREL.

8.2 REVIEW OF EXISTING ARRAY MODELLING METHODS

The theory for evaluating the power absorption of WEC arrays traces back to Refs.
[97, 209, 224]. D. V. Evans [209] and J. Falnes [224] independently derived a gen-
eral power absorption theory for arrays of oscillating bodies around 1979–1980. In the

http://creativecommons.org/licenses/by/4.0
http://creativecommons.org/licenses/by/4.0
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earliest works, simplified theories were proposed to reduce the complexity of array in-
teractions due to the limitations of computational technologies. Two of the representa-
tive simplified theories are: point-absorber approximation [97, 208, 209, 210, 224, 524],
assuming that the device’s characteristic length are small enough in comparison with
the incident wave length, and plane-wave approximation [718, 523, 525, 525], assum-
ing that the devices are widely spaced relative to the wave length. Refs. [524, 510]
performed comparative studies on these approximations.

Beside quick approximations, exact theories were also developed, such as the
multiple scattering method [591, 507, 508, 717] and the direct matrix method [389,
295, 393, 124, 530, 245]. The limitation of the first approach is that only expansions
with explicit analytical expressions can be applicable; while in the latter approach,
the advantages of the multiple scattering method and the numerical BEM can be
combined to account for devices with complex geometries.

Kagemoto and Yue (1986) [389] developed an exact interaction theory based on
multiple-scattering interaction theory [591] with the direct matrix method [740, 718,
527, 523], and applied it to axisymmetric bodies using a hybrid element method
[859]. Goo and Yoshida (1990) [295] extended this method to bodies of complex
shape by using the source panel method and the Green function in polar coordinates
[71, 239, 362]. Further extensions were made to interaction theory in infinite-depth
water by Peter and Meylan (2004) [632], and to hierarchical interaction theory with
multiple layers by Kashiwagi (2000) [393]. Child and Venugopal (2010) [124] applied
semi-analytical techniques to study optimal configurations of WEC arrays. McNatt
et al. (2015) [530] developed a simplified method that can derive the diffraction
transfer matrix (DTM) and the radiation characteristics (RC) from the standard
output of wave potentials of a BEM solver. However, their method considers only
the progressive mode and ignores the evanescent modes. Later, Flavia et al. (2018)
[245] implemented the method of [295] on the open-source BEM code Nemoh [46]
and derived general identities to water-wave multiple-scattering problems [246]. Liu
et al. (2021) [457] derived the formulations for evaluating the DTM and RC using the
hybrid source and dipole method, increasing accuracy over the methods described in
Refs. [295] and [245].

Exact theories on multiple bodies have been applied to various fields, such as
the interconnected multi-moduled floating offshore structure [111], ice-floes in the
marginal ice zone [632, 69], very-large floating structures [394], and, recently, arrays
of wave energy converters [298, 877, 873], in which analytical approaches or semi-
analytical approaches applying multiple-scattering interaction theory have been used
extensively.

8.3 INTERACTION THEORY

8.3.1 The concept of partial waves

Prior to presenting the interaction theory of multiple floating bodies, for convenience,
the concept of “partial waves” needs to be introduced. In a finite-sized array of
floating bodies, the wave velocity potential can be expressed as a scalar product
between a vector of complex coefficients and a vector of partial cylindrical wave
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components [529, 245]. As discussed in Section 2.2.1, the incident wave potential to
body j involves the incoming wave solutions to the Laplace equation, subjecting it
to a set of boundary conditions in polar coordinates

ϕIj (rj , θj , zj) =
∞∑

q=−∞

[(
AIj

)
0q

coshk (zj +d)
coshk0d

Jq (krj)

+
∞∑
l=1

(
AIj

)
lq

coskl (zj +d)Iq (klrj)
]
eiqθj ,

(8.1)

where Jq is the Bessel function of the first kind of order q, and Iq is the modified
Bessel function of the first kind of order q. The scattered and the radiated wave
potentials involve the outgoing wave solutions

ϕSj (rj , θj , zj) =
∞∑

m=−∞

[(
ASj

)
0m

coshk (zj +d)
coshk0d

H(1)
m (krj)

+
∞∑
n=1

(
ASj

)
nm

coskn (zj +d)Km (knrj)
]
eimθj ,

(8.2)

ϕR,pj (rj , θj , zj) =
∞∑

m=−∞

[(
Rpj

)
0m

coshk (zj +d)
coshk0d

H(1)
m (krj)

+
∞∑
n=1

(
Rpj

)
nm

coskn (zj +d)Km (knrj)
]
eimθj .

(8.3)

where xj = (rj , θj , zj) represents the polar coordinates of the field point xj in the
fluid domain; H(1)

m is the Hankel function of the first kind of order m; Km is the
modified Bessel function of the second kind of order m; and p stands for the pth
body rigid mode. Note that the wavenumber k is the positive root of the water wave
dispersion equation Eq. (2.54); kn (n= 1,2, ...) satisfies Eq. (2.55), characterising the
evanescent modes of the eigenfunction expansion. Eqs. (8.1), (8.2), and (8.3) can be
written in a compact vector form

ϕIj = {AIj}T {ψIj }; ϕSj = {ASj }T {ψSj }; ϕR,pj = {AR,pj }T {ψSj }, (8.4)
where the superscript T represents the transpose operator for a matrix or vector, the
curly bracket stands for a vector; and AIj , ASj and AR,pj are the complex incident,
scattered and radiated vectors of partial wave coefficients. Herein, indexes (l, q) are
associated with incident waves and (n,m) with outgoing waves. The vectors of the
incident and scattered cylindrical functions are respectively

{
ψIj

}
lq

=
{

coshk(zj+h)
coshkh Jq (krj)eiqθj , l = 0

coskl (zj +h)Iq (klrj)eiqθj , l ≥ 1
, (8.5)

{
ψSj

}
nm

=
{

coshk(zj+h)
coshkh H

(1)
m (krj)eimθj , n= 0

coskn (zj +h)Km (knrj)eimθj , n≥ 1
. (8.6)

It is noted that the first terms of the incident and scattered cylindrical functions
represent the propagating mode, while the rest of the terms are associated with
evanescent modes.
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8.3.2 Ambient incident plane waves

Let us consider a long-crested incident wave propagating to the positive x-direction,
transmitting with a small amplitude A, a heading angle β measured from the positive
x-axis, and a wave number k, in water with a finite depth of h. The ambient wave
potential incident to body j can be written as

ϕAj (xj ,yj , zj) = − igA
ω

coshk(zj +h)
coshkh eik(xj cosβ+yj sinβ). (8.7)

By means of the polar coordinates, Eq. (8.7) can be expressed relative to body j

ϕAj (rj , θj , zj) = − igA
ω

coshk(z+h)
coshkh Ijeikrj cos(θj−β). (8.8)

where Ij = eik(xj cosβ+yj sinβ) is a phase factor dependent on body j, and rj is the
radial coordinate of the point xj = (rj , θj , zj) in the local coordinate system of body
j. Using an identity [8], Eq. (8.8) can be further expanded as a summation of partial
cylindrical waves incident on the body j

ϕAj (rj , θj , zj) = − igA
ω

coshk(z+h)
coshkh Ij

∞∑
q=−∞

Jq(krj)eiq(π/2+θj−β). (8.9)

In comparison with Eq. (8.1), Eq. (8.9) reduces to

ϕIj (xj ,yj , zj) = {aIj}T {ψIj }, (8.10)

where the expansion coefficients are

{
alj

}
lq

=
{

−igAω eik0(xj cosβ+yj sinβ)eiq(π/2−β), l = 0
0 l ≥ 1

. (8.11)

8.3.3 Solution of the partial wave coefficients

The complex expansion coefficients AIj , ASj , and AR,pj are the only unknowns to
be solved for an array of bodies. The primary task in this subsection is to find a
relationship between these unknown coefficients and the existing information. We
deal with the diffraction and radiation problems separately, as in Refs. [530, 245],
rather than treating them simultaneously as a whole (e.g., [124]).

In Eq. (8.4), the scattered wave potential of body j amongst an array of bodies
is expressed as the scalar product of scattered coefficients and outgoing partial wave
components. Using Graf’s addition theorem [8], it is straightforward to obtain

Hm (k0ri)eimθi =
∞∑

q=−∞
Hm+q (k0Lij)Jq (k0rj)ei[αij(m+q)+q(π−θj)], (8.12)

Km (knri)eimθi =
∞∑

q=−∞
Km+q (knLij)Iq (knrj)ei[αij(m+q)+q(π−θj)]. (8.13)



266 ■ Modelling and Optimisation of Wave Energy Converters

Figure 8.2: Schematic of the local and global coordinate systems.

where Lij is the distance between the centres (origins of the local coordinate systems)
of body i and j; αij is the angle at body i between the positive x-direction and the
line joining the centre of i to that of j in an anti-clockwise direction (see Figure 8.2)
[121]. In order to apply Graf’s addition theorem, it is necessary to assume here that
the circumscribing cylinder of each body does not overlap vertically with the other’s.
Eqs. (8.12) and (8.13) hold true for any integer m, and any non-negative integer n,
when rj ≤ Lij . The two formulae are the basis to derive a coordinate transformation
matrix [Tij ], for every pair of i, j except i= j:

[Tij ]mqnn =
{
Hm−q(k0Lij)eiαij(m−q), n= 0
Km−q(knLij)eiαij(m−q)(−1)q, n≥ 1 . (8.14)

Note that the square bracket in this chapter indicates a matrix. Eq. (8.14) can be
used to express the scattered partial wave components in terms of the incident partial
wave components:

{ψSi } = [Tij ]{ψIj }. (8.15)
According to Eq. (8.4), the scattered waves from body i can be expressed as the
incident waves to body j:

ϕSi (ri, θi, zi) = {ASi }T [Tij ]{ψIj }. (8.16)
In this way, the total wave potentials incident to body j can be written as a summa-
tion of the ambient incident wave and all scattered waves from the other bodies
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ϕIj (rj , θj , zj) = ϕAj (rj , θj , zj)+
NB∑
i=1
i,j

{ASi }T [Tij ]{ψIj }

= ({aIj}T +
NB∑
i=1
i,j

{ASi }T [Tij ]) · {ψIj }, (j = 1,2, ...,NB),

(8.17)

where NB stands for the number of bodies in the array.
The incident and scattered partial waves can be related by a linear opera-

tor, termed DTM [Dj ]. It transfers the incident partial waves to the correspond-
ing scattered partial waves. The element [Dj ]mqnl is defined as the amplitude of the
[n(2M +1)+m+1]th scattered partial wave potential due to a single unit-amplitude
incidence of the [l(2Q+1) + q+1]th mode on body j, where M and Q represent the
number of truncation terms in m and q, respectively. Therefore, it is straightforward
to write the scattered wave potential from body j as

ϕSj (rj , θj , zj) = ({aIj}T +
NB∑
i=1
i,j

{ASi }T [Tij ]) · [Dj ]T {ψSj }, (j = 1,2, ...,NB). (8.18)

The combination of Eqs. (8.4) and (8.18) yields a new equation. Cancelling the com-
mon vector of scattered partial waves and transposing both of the left- and right-hand
sides of the equation results in

{ASj } = [Dj ] · ({aIj}+
NB∑
i=1
i,j

[Tij ]T {ASi }), (j = 1,2, ...,NB). (8.19)

Following a similar method, the equation for the radiation problem is

{AR,i,pj } = [Dj ] · ({aR,i,pj }+
NB∑
t=1
t,j

[Ttj ]T {AR,i,pt }), (j = 1,2, ...,NB), (8.20)

where {aR,i,pj } are the expansion coefficients of the radiated wave incident on body
j, generated by the unitary motion of body i in its pth degree of freedom:{

aR,i,pj

}
=
{

0, i= j

[Tij ]T ·
{
Rpi
}
, i , j

, (8.21)

where {Rpi } is termed as RC. Note that Eqs. (8.19) and (8.20) are expressed for each
body. It is thereby possible to assemble a large linear algebraic system involving all
the bodies in the array to solve the scattered partial wave coefficients.

8.3.4 Wave excitation forces and hydrodynamic quantities

Wave forces can be calculated using matrix manipulation after the scattered partial
wave coefficients are obtained. Based on Eqs. (8.17) and (8.18), the wave excitation
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force can be calculated by integrating the hydrodynamic pressure over the immersed
body surface:

FEj,p =iωρ
"

S
j
B

(
ϕIj +ϕSj

)
nj,pdS = iωρ

{aIj}T +
NB∑
i=1
i,j

{
ASi

}T
[Tij ]


×

"
S

j
B

({
ψIj

}
+[Dj ]T

{
ψSj

})
nj,pdS, (p= 1,2, ...,6, j = 1,2, ...,NB)

. (8.22)

where FEj,p is interpreted as the excitation force in the pth DoF of body j, and nj,p is
the pth component of the normal vector on the immersed body surface. By defining
a new linear operator-force transfer matrix as{

GEj,p

}
= iωρ

"
S

j
B

({
ψIj

}
+[Dj ]T

{
ψSj

})
nj,pdS, (8.23)

and the overall expansion coefficients of the total waves incident to body j, which
consists of the ambient incident wave and all the scattered waves from neighbouring
bodies as {

ηEj

}
=
{
aIj

}T
+
NB∑
i=1
i,j

{
ASi

}T
[Tij ] , (8.24)

calculation of the wave excitation force on body j can be simplified in the following
matrix form:

FEj,p =
{
ηEj

}{
GEj,p

}
. (8.25)

Following a similar method, the wave radiation force on body j can be evaluated as

FR,i,pj,t =


{
ηR,i,pj

}{
GEj,t

}
, i , j

iρ(aj,p+ωbj,p)+
{
ηR,i,tj

}{
GEj,t

}
, i= j

(8.26)

where aj,p and bj,p are the added mass and the radiation damping of body j in the pth

DoF due to its own unitary motion in the same mode when the body is in isolation;
the overall expansion coefficient in association with the force transfer matrix is

{
ηR,i,pj

}
=
{
aR,i,pj

}T
+
NB∑
t=1
t,j

{
AR,i,pt

}T
[Ttj ] . (8.27)

Note that FR,i,pj,t is interpreted as the radiation force of body j in the tth DoF due to
the pth DoF motion of body i. Correspondingly, the added mass and the radiation
damping of a body can then be obtained by decomposition of the complex radiation
force into real and imaginary parts.

Figure 8.3 gives a comparison between different methods in calculating the wave
forces on arrays of bodies, which shows a high-degree match between them. This nu-
merical case consists of an array of 4 truncated cylinders and the details of the layout
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Figure 8.3: Variations of the heave excitation force on Cylinder 1 of an array of 4
truncated vertical cylinders with radius a, draught T = 2a, in a water depth of h= 4a
with each cylinder placed at the vertex of a square of side length 4a for an incident
wave heading angle of β = π/4.

are given in Ref. [717]. The “Direct BEM” denotes the complete BEM method based
on mixed sources and dipoles as described in Section 2.2.2 of Chapter 2. “Theoretical”
denotes the result calculated by Ref. [717]. Although “Direct BEM” is not limited to
regular geometries, the computational cost is much more expensive than the “Theo-
retical” method. In contrast with the other two methods, the present method, based
on interaction theory, provides a compromise option for arrays of complex geometries.

8.3.5 Motion responses

Given the body specifications, the power-take-off (PTO) characteristics, the moor-
ing system properties and the wave loads, the motion equation of body j can be
constructed as{

−ω2 ([M ]+ [Am])− iω ([Brad]+ [Bpto])+ ([Ks]+ [Kpto]+ [Kmoor])
}

{X} = {FE},
(8.28)
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where [M ] is the device mass matrix, [Am] and [Brad] the device added mass and
the radiation damping matrices, [Bpto] and [Kpto] the mechanical damping and the
stiffness matrices related to the PTO system, [Ks] the hydrostatic restoring matrix,
[Kmoor] the mooring stiffness matrix, {X} the displacement vector, and {FE} the
wave excitation force vector. Note that all the above matrices or vectors are of body
j. For brevity, the subscript j is omitted in Eq. (8.28).

8.4 LINEAR OPERATOR MATRICES

A linear operator matrix refers to a matrix that relates two different physical vari-
ables in interaction theory within the framework of the linear water wave (see Section
2.1.1.2 of Chapter 2). To simulate the wave interactions between an array of bod-
ies, an essential characteristic is that the linear operators are only determined by
a single body in isolation. The existence of linear operators facilitates multi-body
computations via the matrix form based on the direct matrix method.

8.4.1 Diffraction transfer matrix

A diffraction transfer matrix (DTM) represents the scattering properties of a body
and is solved from the boundary value problem (Eq. 8.43 or Eq. 8.45) for the body
in isolation. Technically speaking, DTM transforms a vector of incident, cylindrical,
partial-wave coefficients into a vector of outgoing, partial-wave coefficients represent-
ing waves scattered by the body [389, 530].

8.4.1.1 Alternative method I

The 1st linear operator, the DTM of a specific floating body, as mentioned in Eq.
(8.18), can be constructed by considering the wave diffraction when it is in isolation.
The scattered potential of a single floating body in a partial incident wave of mode
(l, q) without the presence of other bodies can be expressed as

{
φSj (rj , θj , zj)

}
l,q

= coshk (zj +h)
coshkh

∞∑
m=−∞

[Dj ]l,q0,mH
(1)
m (krj)eimθj

+
∞∑
n=1

coskn (zj+ h)
∞∑

m=−∞
[Dj ]l,qn,mKm (knrj)eimθj

(8.29)

where Dj,lq
0m and Dj,lq

nm are scattered complex coefficients as well as the DTM elements.
The scattered potential at a field point in the fluid domain (other than the body
surface) can be determined by the following equation:

{
φSj (xj)

}
l,q

= − 1
4π

{"
S

j
B

{
φSj (ξj)

}
l,q

∂G(xj ;ξj)
∂n(ξj)

dSξj

+
"

S
j
B

G(xj ;ξj)
∂
{
ψIj (ξj)

}
l,q

∂nξ
dSξj

 . (8.30)
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Substituting Eq. (8.46) into Eq. (8.30) and comparing Eq. (8.29) with Eq. (8.30)
yields

[Dj ]l,q0,m = − i

2C0 coshkh
"

S
j
B

[
{φS

j }l,q
∂

∂n
+
∂{ψI

j }l,q

∂n

][
Jm(kRj)coshk(ζj +h)e−imΘj

]
dSξj

,

(8.31)

[Dj ]l,qn,m=− 1
π
Cn

"
S

j
B

[
{φSj }l,q

∂

∂n
+
∂{ψIj }l,q
∂n

][
Im(knRj)coskn(ζj +h)e−imΘj

]
dSξj

.

(8.32)
The unknown wave scattering potential φSj lq in Eq. (8.15) and Eq. (8.16) on the body
surface can be solved from the following boundary integral equation:

2π{φS
j (xj)}l,q +

"
S

j
B

{φS
j (ξj)}l,q

∂G(xj ;ξj)
∂n(ξj) dSξj

= −
"

S
j
B

∂{ψI
j (ξj)}l,q

∂nξ
G(xj ;ξj)dSξj

.

(8.33)

8.4.1.2 Alternative method II

Refs. [395, 393] employed a different boundary integral equation to solve the total
wave diffraction potential φDj , i.e.,

2π{φDj (xj)}l,q +
"

S
j
B

{φDj (ξj)}l,q
∂G(xj ;ξj)
∂n(ξj)

dSξj
= 4π{ψIj (xj)}l,q, (8.34)

from which the wave scattering potential φSj at a field point in the fluid domain can
easily be obtained by subtracting the incident partial wave component

{φSj (xj)}l,q = {φDj (xj)}l,q −{ψIj (xj)}l,q = − 1
4π

"
S

j
B

{φDj (ξj)}l,q
∂G(xj ;ξj)
∂n(ξj)

dSξj
.

(8.35)
Given the unknown wave scattering potential, the DTM elements can be found from
Eqs. (8.29), (8.35) and (8.46):

[Dj ]l,q0,m = − i
2C0 coshkh

"
S

j
B

[{φSj }l,q+{φIj}l,q]
∂

∂n
[Jm(kRj)coshk(ζj +h)e−imΘj ]dS,

(8.36)
[Dj ]l,q0,m = − 1

π
Cn

"
S

j
B

[{φSj }l,q +{φIj}l,q]
∂

∂n
[Im(knRj)coshkn(ζj +h)e−imΘj ]dS.

(8.37)

8.4.1.3 Comparison of accuracy and efficiency

In general, the accuracy of the two alternative methods is similar. However, there
are cases (e.g., geometries with sharp corners) when Method II performs better than
Method I. This is because at the right-hand side of the boundary integral equations,
the integration of the normal derivative of the incident wave potential over the body
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surface in Method I might have a larger cumulative numerical error than simple eval-
uation of the incident partial wave potential at a single field point in Method II.
In addition, Method II is also superior to its counterpart in terms of computational
efficiency as the right-hand side is faster to evaluate. This advantage may not be
noticeable in single-body computations, but when it comes to a multi-body prob-
lem, the difference is remarkable. Ref. [457] compares the computational time for
per-frequency DTM computation, showing that Method II is far more efficient than
Method I when the truncation number of modes increases.

As an example, Figure 8.4 shows a comparison between the two alternative meth-
ods in calculating the DTM terms. McNatt et al. (2015) denotes the results given in
Ref. [530]. Generally, there is a good level of agreement between the two methods in
calculating both the real and the imaginary parts. However, it can be noticed that
Method II performs slightly better than Method I in approaching the results of Mc-
Natt et al. (2015). Furthermore, the computation time of Method I in this numerical
case is more than ten times that of Method II.

Figure 8.4: DTM progressive terms for a circular cylinder of 3 m radius, 6 m draft in
a 10 m water depth, a comparison between Method I and Method II: (a) real part;
(b) imaginary part. This figure is adapted from Ref. [457].

8.4.2 Radiation characteristics

Let us derive the expressions for the 2nd linear operator, the RC, as mentioned in Eq.
(8.21). Physically, RC characterises the way in which a floating body radiates waves.
The wave radiation potential {φR,kj } away from a single floating body of mode (n,m)
without the influence of other bodies can be constructed as

φR,pj (rj , θj , zj) =coshk (zj +h)
coshkh

∞∑
m=−∞

{Rpj}0,mH
(1)
m (krj)eimθj

+
∞∑
n=1

coskn (zj +h)
∞∑

m=−∞
{Rpj}n,mKm (knrj)eimθj ,

(8.38)
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The radiation potential at a field point in the fluid domain (other than the body
surface) can be determined by the following equation:

φR,pj (xj) = − 1
4π

{"
S

j
B

φR,pj (ξj)
∂G(xj ;ξj)
∂n(ξj)

dSξj

−
"

S
j
B

nj,pG(xj ;ξj)dSξj

}
. (8.39)

combining Eqs. (8.38), (8.39) and (8.46) leads to the following expressions of the RC
elements:

{Rpj}0,m = − i
2C0 coshkh

"
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j
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(φR,pj

∂

∂n
−nj,p)[Jm(kRj)coshk(ζj +h)e−imΘj ]dS,

(8.40)
{Rpj}n,m = − 1
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(φR,pj

∂

∂n
−nj,p)[Im(knRj)coshkn(ζj +h)e−imΘj ]dS. (8.41)

In Eq. (8.22) and Eq. (8.23), the unknown wave radiation potential φR,kj is solved
from the following boundary integral equation:

2πφR,pj (xj)+
"

S
j
B

φR,pj (ξj)
∂G(xj ;ξj)

∂nξ
dS =

"
S

j
B

nj,pG(xj ;ξj)dS. (8.42)

Figure 8.5 verifies the present method for calculating the RC progressive terms, by
comparing the results given respectively in Refs. [245] and [530]. Good agreement is
found between the three methods in all the RC terms shown. Furthermore, the values
of RC terms of two additive inverse modes (e.g., m= −1 and m= 1) are exactly the
opposite; whereas the values of DTM terms of two such modes are exactly the same
(see Figure 8.4).

Figure 8.5: RC progressive terms for a cube box of 6 m side, 6 m draft moving in
surge in a 10 m water depth: (a) real part and (b) imaginary part. This figure is taken
from Ref. [457], under the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/).

https://creativecommons.org/licenses/by/4.0
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8.4.3 Force transfer matrix

The 3rd linear operator, the force transfer matrix (FTM) {GEj,p}, given in Eq. (8.23),
transforms a vector of incident partial cylindrical wave coefficients into forces (either
diffraction or radiation) on a floating body. The idea of FTM was first introduced
by McNatt et al. (2015) [530]. The elements of an FTM can be determined using
the BEM (as introduced in Section 8.5) by integrating the hydrodynamic pressure
(indeed, the diffraction or radiation potential) due to a partial wave.

8.5 BOUNDARY INTEGRAL EQUATIONS FOR PARTIAL WAVES

Wave radiation and diffraction of multiple floating bodies can be solved within the
limits of potential flow theory, as discussed extensively in Section 2.2.2 of Chapter
2. Based on the assumption that the fluid is inviscid, incompressible, and with an
irrotational motion, the fluid flow can be described by an ideal velocity potential
satisfying the Laplace equation. However, the difference with Chapter 2 is that, in
this section, partial wave potentials are considered instead of the incident plane wave.

8.5.1 Indirect approach

The indirect approach is based on the source formulation, which means that only
sources are distributed on the immersed body surface. An isolated floating body
is considered by adopting the polar coordinate system, the partial scattered wave
potential should satisfy the following boundary integral equation:

2π{σSj (xj)}l,q +
"

S
j
B

{σSj (ξj)}l,q
∂G(xj ;ξj)
∂n(xj)

dSξj
= Vn(xj), (8.43)

where σSj is the source strength and G(xj ;ξj) is the free-surface Green’s function.
At the right-hand side of Eq. (8.43), the Neumann boundary condition prescribes the
normal velocity of the fluid on the immersed and impermeable body surface:

Vn (xj) =

 nj,p (xj) , p= 1,2, ...,6

−
∂{ψI

j (xj)}
∂n(xj) , p= 7 (8.44)

in which nj,p is defined in Eq. (8.22). Note that in Eq. (8.43) and Eq. (8.44), the
body boundary condition and the normal derivative are applied at the field point
xj = (rj , θj , zj) rather than at the source point ξj = (Rj ,Θj , ζj).

8.5.2 Direct approach

The direct approach is based on the potential formulation, involving both the sources
and dipoles. Unlike the indirect approach, the wave potential can be directly solved
from the boundary integral equation. Applying Green’s second identity, a Fredholm
integral equation of the second kind can be constructed as the follows:



Large-scale computation of wave energy converter arrays ■ 275
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(8.45)
Following Refs. [71, 239, 362], by applying Graf’s addition theorem [820], it is straight-
forward to expand the free-surface Green function in the eigenfunction expansion and
express it in polar coordinates in the form of

G(xj ;ξj) =

2πiC0 coshk (zj +h)coshk (ζj +h)
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(8.46)
where the expansion coefficients are

C0 == k2 −K2

(k2 −K2)h+K
= 2k

2kh+sinh2kh, (8.47)

Cn == k2
n+K2

(k2
n+K2)h−K

= 2kn
2knh+sin2knh

, (8.48)

where K = ω2/g, and kn(n= 0,1,2. . . ) are the roots of the wave dispersion equation
in finite-depth water. In Eq. (8.46), the upper terms in the brackets are used when
rj ≥ Rj (the region outside of a circular cylinder that circumscribes the body or
bodies) and the lower terms when rj <Rj . The Green function in Eq. (8.46) was also
named as the “ring source” by Ref. [362].

8.5.3 Removal of irregular frequencies

Similar to the wave interaction with a single floating body, directly solving Eq. (8.43)
or Eq. (8.45) can lead to some unphysical numerical distortions in the computation
results around the eigen-frequencies of the sloshing modes inside the floating body,
which is normally termed the “irregular frequencies” phenomenon. For the source
formulation, the “extended integral equation method” is recommended to remove the
irregular frequencies, by adding a “rigid lid” at the interior waterplane section of
the floating body. The boundary integral equations that need to be solved together
are as below:
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(8.49)
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In Eq. (8.49) and Eq. (8.50), σWj is the source strength on the waterplane area. The
proper condition of the function V ′

n has been discussed in Ref. [432]. Note that using
this method, the logarithmic singularity should be subtracted from the Green function
and then integrated analytically. For the potential formulation, it is recommended to
use the “overdetermined integral equation method”, as described in Refs. [592, 429,
454, 446], as it is not necessary to integrate the logarithmic singularity and sufficient
accuracy can be achieved with only a few discrete points on the waterplane [446].
Using this method, the following additional equation needs to be solved together
with Eq. (8.43):"
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j
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{
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l,q
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∂n(ξj)

dSξj
=
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j
B

Vn(ξj)G(xj ;ξj)dSξj
. (8.51)

It should be noted in Eq. (8.51) that, the field point is taken from the discrete points
on the interior waterplane area rather than those on the immersed body surface.
Since the field point and the source point can never be coincident with each other,
the diagonal terms with the solid angle coefficient diminish in Eq. (8.51), and the
“irregular frequencies” can be effectively removed.

8.6 EVALUATION OF THE ARRAY PROPERTIES

8.6.1 Interaction factor and directionality

The interaction factor is a key metric to assess the performance of wave energy arrays.
It is defined as

q(β) = P array,max
NBP isolated,max

, (8.52)

where P array,max represents the maximum power absorbed by an array of NB identical
devices, P isolated,max represents the maximum power absorbed by a single such device
in isolation, and β is the incident wave direction [839]. Eq. (8.52) means that if q < 1,
the average power per WEC in the array is less than the power of an isolated WEC
[41]. Hence, wave interactions have a destructive effect on the power absorption of
the wave farm. Conversely, if q > 1, the park effect is constructive. Evans [209] and
Falnes [224] independently derived the time-averaged power that can be absorbed by
an array of oscillators in response to a regular wave train

P array = 1
4
(
{U}∗{FE}+{FE}∗{U}

)
− 1

2{U}∗ [Brad]{U}}, (8.53)

where {U} and {FE} are the NB ×1 vectors of complex amplitudes of the body ve-
locities and the wave excitation forces respectively; the asterisk ∗ denotes the complex
conjugate transpose; and [Brad] represents the NB ×NB radiation damping matrix.
The first term in Eq. (8.53) represents the total absorbed power from the incident
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waves; whereas the second term is the power radiated back to the sea due to the
motion of the bodies [508]. Provided [Brad] is positive definite, the maximum total
absorbed power of the array can be derived as [209, 224]

P array,max = 1
8{FE}∗ [Brad]−1 {FE}, (8.54)

which occurs at the optimum condition

{U}opt = 1
2 [Brad]−1 {FE}. (8.55)

Under the assumption of point absorber theory, Ref. [243] proved the following vari-
ation relationship of q with respect to β for a fixed wave frequency:

1
2π

∫ 2π

0
q(β)dβ = 1. (8.56)

When neither point absorber theory nor optimised individual power take-off charac-
teristics is used, Ref. [124] proposed an analogous consistency constant c:

c= 1
2π

∫ 2π

0
q(β)dβ. (8.57)

Eq. (8.57) shows that when c= 1, the q-factor obeys the consistency condition.
By using the reciprocity relationship between the wave radiation damping and

the wave excitation force [571], Ref. [839] proved that Eq. (8.56) holds for not only
arrays of heaving axisymmetric devices but also for arrays of axisymmetric devices
moving in uncoupled heave and surge or pitch degrees of freedom. For bodies with
a vertical axis of symmetry, this leads to a result relating the capture width to the
interaction factor [637, 243]:

ηarray,max = λ

2πNBq(β). (8.58)

Equations (3.65) and (3.67) in Section 3.2.3.2, and Eq. (8.58) determine that the
following relationship exists for an array of heaving point absorbers

q(β) = 1
NB

ηarray,max
ηisolated,max

. (8.59)

where ηisolated,max is the maximum capture width of an isolated WEC. Eq. (8.59)
illustrates that the interaction factor of an array of heave point absorbers can be
evaluated as the ratio of the averaged capture width of the array to that of an
individual device. Furthermore, it can be shown that a symmetry in the interaction
factor with respect to the incident wave angle exists and is [522]

q(β) = q(β+π). (8.60)
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8.6.2 Overall energy production of the WEC array

Eq. (8.54) gives the maximum power of a WEC array at the optimum condition,
i.e., Eq. (8.55). However, in many cases such an optimum condition is not satisfied.
Assuming sinusoidal waves, the mean absorbed power of a generic WEC device over
a wave period can be calculated as

P isolated = 1
T

∫ T

0
BptoU

2dt= 1
2ω

2Bpto|U |2, (8.61)

The formulation can be extended to an array of multi-DoF WECs using the following
matrix manipulation:

P array = 1
2ω

2
N∑
j=1

{Uj}T [Bpto,j ]{Uj}∗, (8.62)

where j represents the jth WEC converter; {Uj} is an M×1 vector and [Bpto,j ] is an
M×M matrix; and M is the number of the total modes of each individual device. In
many cases, when there is no coupling between the PTO systems of different DoFs in
each individual WEC device, it is possible to formulate Eq. (8.62) as a summation of
the non-zero terms given the majority of the elements in the PTO damping matrix
are zeros, except for the diagonal terms. In such cases, Eq. (8.62) can be simplified
as

P array = 1
2ω

2
N∑
j=1

M∑
i=1

Bj,ipto|Uj,i|2. (8.63)

where i stands for the ith mode in each individual device.

8.6.3 Case study

An idealised example is given here to illustrate how to evaluate the interaction factor
q(β) for a WEC array and verify the accuracy using the numerical method presented
in this chapter. As shown in Figure 8.6, three heaving hemispherical point absorbers

Figure 8.6: Plan-view layout of the three-device array configuration [839].
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are displayed in an isosceles-triangle layout (Configuration B in Ref. [839]). The
radius of each individual device is a and the water depth is 10a. Half of each device
is meshed by 2058 panels on its immersed hull and 331 panels on its waterplane area
(taking advantage of the xoz symmetry plane). For heaving point absorbers, it is
straightforward to derive the following expression from Eq. (8.59)

q(β) = 2π
λNB

P array,max(β)
J

, (8.64)

where P array,max(β) can be evaluated by Eq. (8.54), and the average energy flux J
can be evaluated by Eqs. (2.24) and Eq. (2.25) in Section 2.1.1.3, respectively.

The relationship between the interaction factor and the wave incident angle is
plotted in Figure 8.7. The results are obtained using sufficient truncation numbers
for the angular modes, as well as the wave number modes (see Eqs. 8.1–8.3, herein
10 terms are used for all the modes). It is found that, given a high wave number
ka, this relationship varies dramatically with respect to the wave heading. The max-
imum value of q in the figure reaches 1.5, while the minimum approaches 0.6: both
are at the extremes of the range. The results evaluated by the present method, based
on interaction theory, exhibit good agreement with the results of Ref. [839]), which
was evaluated by a complete boundary element method (quadratic polynomial ap-
proximation) for multiple-body interactions. Note that although a simple small array

Figure 8.7: Plot of the interaction factor q(β) against the wave incident angle β for
an array of heaving hemispherical point absorbers in an isosceles-triangle layout (as
indicated in Figure 8.6).
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of three hemispherical point absorber WECs is shown for the case study here, the
method itself can, in principle, be applied to large arrays of various WEC types with
generic geometries.

8.7 SUMMARY

This chapter presents a sophisticated hybrid methodology combining the interaction
theory of Kagemoto and Yue (1986) and the boundary element method. This new
methodology successfully avoids evaluating the interactions between different bod-
ies numerically, hence it is superior to the conventional boundary element method
for wave interactions between multiple bodies in terms of computational efficiency.
The general process of implementing the present methodology can be summarised
as below. The diffraction transfer matrix, the radiation characteristics and the force
transfer matrix are calculated by the BEM in advance for a single device in isolation.
The total wave potential incident on each body is expressed as the summation of the
ambient incident plane wave and all the scattered waves from other bodies. The wave
potentials can be expanded as a Fourier series, in which the expansion coefficients
are solved from the resultant linear algebraic system. Wave excitation forces, as well
as added masses and radiation dampings, are then obtained by the product of the
wave elevation and the force transfer matrix. Given the values of these quantities,
the averaged capture width and the interaction factor of an array of WEC devices
can finally be evaluated in a very straightforward manner. The case study of a simple
array of hemispherical point absorbers provided at the end of the chapter illustrates
the application in detail, and verifies the accuracy of the present methodology.
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Optimisation of wave farms
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9.1 INTRODUCTION

For wave energy to reach commercial viability, most concepts will require that the
WECs are deployed in arrays, or parks, or farms, as in Figures 9.1–9.3. This will re-
duce the cost of the requisite infrastructure for electrical subsystems (e.g. cables and
substations with transformers and other power electronics), moorings and founda-
tions, wave measurement instrumentation, maintenance and repair (vessels, cranes,
and replacement components), and access to personnel with the required expertise.
The costs per WEC will be reduced when they are constructed as part of a larger
installation and the produced energy per ocean area will increase when devices are
installed in a farm. In addition, a few WECs can be under maintenance while the
majority are still operational, and this redundancy increases the reliability of the
produced electricity.

Depending on the WEC technology, a farm can consists of anything between a
few devices, up to several hundred components. Each WEC will modify the wave
field within and outside the farm, and the resulting wave field will be a complex
superposition of all scattered and radiated waves from all the devices, which again
affects the dynamics of each WEC. As the waves are scattered and propagate in all
horizontal directions, the WECs in the back of a farm (in the direction of incident
waves) can affect WECs in the leeward region, making the interactions in wave farms
more complex than the analogous situation for wind farms. Thus, to understand the
dynamics and performance of a wave farm, and the resulting wave conditions outside
the farm, the hydrodynamic interactions must be well understood. As these will
depend on many parameters such as the layout of the farm, the separation distance
between WECs, the mooring and PTO configurations, the WEC dimensions and
properties, the wave conditions and directions, the bathymetry, etc, the complexity
of the problem is significant and grows with the number of interacting devices.

Since the far-field effects of wave farms may affect wave height and sediment
transports, with positive or negative implications for the local environment at the
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Figure 9.1: Illustration of a wave power farm consisting of point-absorbing wave
energy converters with linear generators installed at the seabed. Illustration by Dan
Hambe, Hambe Illustration AB. Copyright: Malin Göteman.

coast as well as for commercial and recreational activities, the coastal impact of
wave farms has been studied by many authors [683, 2, 1, 536, 294, 602, 588, 746,
668]. Another application for wave energy farms is in conjunction with wind farms,
either co-located or integrated, using the same structural foundations. Such hybrid
systems have been shown to increase energy extraction per square km (capacity
density), reduce power fluctuations, improve power system reliability, and reduce
costs due to shared infrastructure. In addition, an efficient layout of the wave farm
can provide a sheltered environment for the wind farm, reducing harmful wave loads
on the structures. Hybrid systems have been studied in a number of works, using
numerical models [631, 37, 861, 361], and experiments [542, 391].

However, despite multiple applications for wave farms, such as protection for
coasts or other offshore structures, the main focus and purpose of wave farms is
electricity production, and the vast majority of research on wave farms has been

Figure 9.2: (a) An Eco Wave Power array, installed at a former World War II Ammu-
nition Jetty in Gibraltar and providing 100 kW to the electric grid. (b) A birds-eye
view of the Mutriku wave power plant, consisting of 16 oscillating water column
chambers installed at a breakwater structure [108]. Pictures republished under the
Creative Commons CC-BY-SA-4.0 license.
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Figure 9.3: Two of the very few examples of wave farms deployed offshore. (a) Three
buoys of full-scale point-absorber WECs, as well as one dummy buoy [649]. (b) The
WaveStar prototype in 1:2 scale with two floats [241].

dedicated to modelling and optimising the energy uptake or a related performance
measure, such as the levelised cost of energy. This chapter aims to review these works
and identify some directions for future research. The interested reader is directed to
other review papers on modelling and optimisation of wave farms, including [249,
126, 303, 293].

In Section 9.2, the analytical and numerical methods used to model wave farms
will be reviewed. Most of the work on wave farm analysis is based on numerical mod-
elling, although a few wave tank experiments and even fewer offshore experiments
for wave farms have been presented, as will be discussed in Section 9.2.3. The differ-
ent approaches to modelling full wave energy systems including mooring and PTO
dynamics will also be discussed.

Optimisation is the procedure for identifying the best solution from a solution
space, under given constraints. In the simplest case, an optimisation problem con-
sists of maximising or minimising a real function by systematically choosing input
values from an allowed set and computing the value of the function. In a more complex
situation, optimisation includes finding the best available values for some objective
functions given a defined parameter space. Many research groups have approached
wave farm optimisation, and an overview of different optimisation methods will be
given in Section 9.3, including both simple parameter sweeps and more advanced
heuristic optimisation algorithms. A particular focus will be put on different opti-
misation objectives, relating to Section 1.2.3 on performance measures. In section
9.4, examples of wave farm optimisation results will be discussed and compared, and
some general conclusions will be drawn.

9.2 MODELLING METHODS OF WAVE FARMS

As discussed in Chapter 2, ocean waves and fluid-structure interactions can be mod-
elled using different analytical and numerical methods, and to different levels of
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complexity, ranging from low-fidelity methods based on linear potential theory, to
high-fidelity CFD methods.

For the study of wave farms, most modelling and optimisation works have been
based on linear potential flow theory, sometimes with additional approximations.
Some of these methods were discussed in detail in Chapter 8. Even if there are some
advances in modelling the hydrodynamic interactions between WECs using CFD
methods, the computational cost involved is too high to model even one configura-
tion of a large wave farm, let alone carry out an optimisation study across many
configurations. The analytical and numerical methods used to model the hydrody-
namic interactions in wave farms are reviewed in Section 9.2.1. In addition, there
are many methods of varying complexity available for modelling the dynamics and
performance of the wave farms, including power take-off systems, mooring dynamics,
and electrical subsystems, as will be discussed in Section 9.2.2. As for hydrodynam-
ics, the complexity and computational cost will increase with the number of units
in the park, which often implies that approximations must be made. To validate the
simplified numerical and analytical models, physical experiments should be carried
out, as reviewed in section 9.2.3.

9.2.1 Modelling of hydrodynamic interactions

The first step in analysing wave farm performance is to model the hydrodynamic
interactions between the wave energy converters. Here, the different analytical and
numerical methods to model the hydrodynamic interactions as well as the incident
waves will be reviewed.

9.2.1.1 Analytical modelling

The early works on wave farm performance mainly relied on analytical methods based
on linear potential flow theory. Several approximations were used to facilitate models
of large farms, and their validity and limits were investigated. As was discussed in
Chapter 8, the point-absorber approximation relies on the assumption that the floats
are small enough that the interaction due to scattered waves can be neglected; whereas
the plane-wave approximation assumes that the floats are sufficiently far apart that
they interact only by plane waves, and the evanescent modes can be neglected. The
point-absorber approximation has been found to perform well at low frequencies and
for large separating distances, whereas the plane-wave approximation works better
at high frequencies. However, the approximation error is expected to grow with an
increasing number of interacting units [524, 510]. Simplifications such as the point-
absorber approximation are still used to reduce computational costs in wave farm
optimisation works [301, 522].

As reviewed in Section 8.2, the iterative multiple scattering method was devel-
oped in [591] to study offshore platforms. This was achieved by applying an acoustic
multi-body diffraction theory to water waves, which was later extended for wave
farm systems [509, 507]. To obtain the full wave field within a system of structures,
diffraction and radiation properties of isolated bodies are used and the reflected waves
within an array are added iteratively until convergence is achieved.
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This iterative method was combined with the direct matrix method of [718] by
[389] to obtain a non-iterative multiple scattering method (also denoted as the direct
matrix method as in Section 8.2). In the non-iterative multiple scattering method, the
wave amplitude around each body is computed simultaneously, by solving a diffrac-
tion equation with a large number of unknowns, involving all hydrodynamic interac-
tion terms for the array. The resulting potentials are exact within the assumptions
of linear potential flow theory. The infinite matrices in the solution must be trun-
cated for floating bodies, and the method is semi-exact. The method was extended
to include the single-body diffraction solution of [275] by [854], and later to include
independent radiation by [717].

Several other analytical methods have been developed and used for wave farm
studies, including matched asymptotic expansions [526], multipole expansions [449],
and Bragg scattering [445].

These analytical methods have been used to study wave farms in many works
[376, 659, 660, 586, 414, 298, 680, 283, 231, 873, 871, 453], along with being extended
in various directions. For instance, the analytical multiple scattering method was
coupled to a numerical method to allow for arbitrary body geometry [530], and was
further used to study wave farm interactions and the existence of trapped wave modes
[245]. To reduce the computational cost and allow for the optimisation of large wave
farms, methods using interaction distance cut-offs [300], nearest neighbor approaches
[689], resonant modes [164, 837], Haskind’s relation [244], and multiple cluster scat-
tering [299] have been introduced, connecting the iterative and non-iterative versions
of multiple scattering.

9.2.1.2 Numerical modelling

The majority of wave farm studies are based on numerical modelling using boundary
element methods (BEM). As reviewed in Section 2.2.2 and extended to arrays in
Chapter 8, in BEM the boundaries of the fluid domain are discretised and the integral
representation of the fluid velocity potential is used. The boundary conditions on the
body and free surface are applied and the fluid potential can then be determined
using Green’s functions anywhere in the fluid domain. Several commercial and open-
source BEM software are available, such as WAMIT [431], Ansys AQWA [23] and
NEMOH [46]. In recent works by [800, 798, 799] and [62], wave propagation models
have been coupled to BEM software, in the latter case to study the wave-structure
interaction in a wave farm consisting of two clusters, or subgroups. Examples of wave
farm studies based on BEM for resolving hydrodynamic interactions can be found in
[559, 719, 755, 680, 62, 80, 470].

Other numerical methods to study wave farm hydrodynamics exist. In [559], a
finite element model based on linear potential flow theory was developed to study
scattered waves around both single OWCs and arrays of OWCs, and it was found that
the performance of the array could be enhanced by up to 30% by optimal positioning
of the devices. Interaction between a few WECs has been studied using high-fidelity
CFD methods [173, 174], but the computational cost is still too high to allow for
larger wave farm optimisations.
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As will be seen in Section 9.2.3, there are only a few experimental works on wave
farms, that can be used to validate the numerical simulations. Many analytical and
numerical codes have also been compared with each other, such as in [392] where
the numerical code ITU-WAVE was validated against analytical results and used to
model the wave-structure interactions in arrays of truncated cylinders.

9.2.1.3 Incident waves

The hydrodynamic forces can be obtained by different methods, as discussed above.
As the excitation force is attributed to the incident waves, the waves incident on
the wave farm must be modelled and used as input. Many works have studied the
performance of wave farms as a function of incident wave conditions, such as wave
direction and wave climate.

Even if a single point-absorber WEC absorbs wave energy independently of wave
direction, the performance of an array of WECs is strongly dependent on the direction
of the incident waves. Array layouts with rotational symmetry are often less affected
by the wave direction, than corresponding parks with rectangular or linear layouts
[162, 300], and the array layout can be more easily optimised if they are installed
at sites with a narrow wave direction range [522]. According to [563, 564, 565], an
optimal wave farm layout would align perpendicular to the predominant incident
wave direction at sites with a narrow wave direction range. In contrast, similar layout
configurations were not obtained at sites with more diverse wave directionality.

As irregular waves are composed of many regular waves, the waves may travel in
many directions simultaneously, i.e., they are short-crested. Whilst most wave farm
optimisation studies have covered only long-crested waves, some works have also
considered short-crested waves. In [748], an experimental wave tank investigation on
a large wave farm was presented, and it was concluded that the wave height reduction
due to the farm occurred earlier in short-crested than in long-crested waves. In [376],
a numerical and experimental study was conducted on an array of bottom-mounted
cylinders, and it was observed that unidirectional wave modelling would overpredict
the normal force and underpredict the transversal force during wave run-up on the
cylinders. Wave farms in short-crested waves were studied numerically in [755] and
their performance was found to be slightly lower than that in long-crested waves. A
somewhat conflicting conclusion was reached in [304], where short- and long-crested
waves resulted in a similar energy absorption, although the power fluctuations were
considerably lower in the short-crested waves.

An alternative approach to solving the hydrodynamics and dynamics of the WECs
explicitly as a response to the incident waves, is to use spectral wave models. In these
models, the effect of the WEC on the wave field is obtained by modelling the WEC as
an energy sink. Spectral models are often used to model the far-field effect on the wave
field by wave farms. Several codes are available for spectral wave modelling, perhaps
the best known being the open-source third-generation wave model SWAN developed
by Delft University of Technology [78]. In [528], the wave field obtained by the spectral
model SNL-SWAN (an extension of SWAN by Sandia National Laboratories, USA
[679]) was compared with the wave field obtained by an explicit BEM computation
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using WAMIT. Farms of different WEC types were compared, and as expected, the
two methods produced very different wave fields within the farm, but agreed well in
the far-field area, away from the farm.

9.2.2 Modelling full farms and power absorption

Wave energy converters are complex systems, as has been discussed in earlier chapters.
As shown in Eq. (2.46), the system is subjected to hydrodynamic forces, power take-
off and control forces, mooring forces, and mechanical forces, which may all be non-
linear. When extending the analysis from single devices to wave farms, the complexity
of the problem increases. As for the hydrodynamic wave-structure interaction, most
wave farm models rely on simplifying assumptions to enable feasible simulations.

9.2.2.1 Power take-off and control in wave farms

The purpose of a PTO is to extract energy from the system, which will affect the
device’s motion and the hydrodynamics. As shown in Figure 3.6, the PTO can be
a hydraulic system or an air turbine driving a rotating generator, or a direct-driven
linear generator. Many different PTO systems and methods of modelling them exist
in the literature (see [249, 255, 161], and [622]). Nevertheless, as was discussed in
Section 3.3, it is common when studying WECs to model the PTO as a spring-damper
system, Fpto = −Bpto(t)ẋ(t) +Kptox(t), even though this is a gross simplification of
a complex PTO system. The damping, Bpto(t), can be a pressure differential of a
hydraulic system or the generator damping of a direct-driven generator, and is often
modelled as a constant. This simplification is even more common in optimisation
studies of wave farms. The dynamic part of the PTO, x(t) can be restricted to some
degrees of freedom, e.g. for linear generators where the moving part of the generator
is restricted to one degree of freedom.

To gain confidence in the accuracy of simplified PTO models, validation with non-
linear models for single WECs and with experimental data has been carried out. A
reasonable agreement between linear and non-linear PTO models for the Wavepiston
WEC was obtained in [654], both with and without viscosity effects, and in the time
and frequency domains. Similarly, numerical simulations based on both frequency and
time domain models were compared with experiments for multi-body WEC systems
with eddy current brake PTOs in [427] and [286]. In both works, the time domain
model was able to predict non-linear dynamics that the frequency model could not
capture.

In the wave tank model tests, simplified physical models are used to replicate
generators. Very few validations of PTO models in wave farms have been carried
out with data from realistic electrical generators, although a few exceptions exist. In
[205], experimental data from a full-scale WEC deployed offshore was used to validate
a PTO circuit time-domain model. The generator damping in the model was time-
dependent and accorded an excellent agreement with the actual generator. Onshore
experiments on a similar WEC were carried out in [787], and it was concluded that
the generator damping coefficient was approximately constant when the translator
was entirely within the stator, and reduced with a decreasing active area.
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With the expanding field of control algorithms to steer the WEC dynamics, the
complexity of PTO modelling is growing with advanced time-domain models and
wave-to-wire models, as discussed in Section 3.3.

9.2.2.2 Mooring systems

For most wave energy concepts, the primary purpose of the mooring system is station-
keeping. For several WECs, however, the mooring system is integrated into the PTO.
In both cases, for single WECs, it is well established that mooring dynamics may
be highly non-linear and may significantly affect the dynamics, energy absorption,
and survivability of the system [70, 606]. Due to the high computational demand
required for non-linear mooring simulations, moorings in wave farm simulations are
often approximated as linear springs, or simply neglected.

Some exceptions exist.The mooring dynamics of nine WECs were modelled in
the time domain by [269], and it was demonstrated that considerable mooring line
tension could occur in certain situations. Similarly, in [803] and [804], it was found
that the mooring system could significantly alter the performance of an array. In
[423], the mooring system of an OWC array was investigated experimentally, and
it was found that mooring peak loads may be considerably higher in an array than
for a single device configuration. A system of three floating OWC was studied by
[413], and it was concluded that the power absorption was higher when mooring was
considered, than for freely floating OWCs. Mooring in WEC arrays was studied using
a finite element model in [59]. In [851], the mooring cables of a WaveEL WEC system
were modelled for arrays of 2 and 10 WECs, and it was seen that the hydrodynamic
interaction might affect the fatigue in the mooring lines up to tenfold.

9.2.2.3 Solving the equations of motion

After the forces affecting the wave farm have been established, the system of equations
must be solved for each WEC to obtain the dynamics and performance of the wave
farm. As explained in Section 3.1, time-varying forces and control methods require
solving of the equations in the time domain. However, with the approximations ap-
plied to PTO systems, mooring dynamics and hydrodynamic interactions discussed
above, the standard approach when optimising wave energy parks is to solve the
equations of motion in the frequency domain. A few examples of real-time array sim-
ulations in the time-domain exist but are restricted to small arrays due to the high
computational cost [770] or rely on approximations such as replacing the radiation
convolution with a state-space model [255]. A linear time-domain model was used
in [783, 748] and was seen to overpredict the measured total power for single WECs
when compared with the experimental data [783]. Results from the numerical soft-
ware WEC-Sim were compared with experimental data from five pitching WaveStar
WECs in a staggered layout in [491]. An array of five OWCs was studied in the time
domain by [80] using the open-source software WEC-Sim, and the same software was
used by [491] to study an array of five pitching WaveStar devices in the time-domain.
Similarly, WEC-Sim was coupled to NEMOH and used to study a 5-WEC array
by [61]. Layout optimisation of a 6-body array was performed employing real-time
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simulations by [60], and control models have been introduced both in experiments
and numerical modelling of arrays in [55, 56, 441, 537, 558, 770].

9.2.3 Experimental modelling

In the previous subsections, analytical and numerical modelling of wave farms have
been discussed. However, to gain confidence in the results and quantify the uncertain-
ties, simulations must be validated with experimental data. Although much experi-
mental work has been carried out within wave energy research, there have been very
few experiments with wave farms. This is despite the fact that wave energy converters
will probably have to be deployed in array configurations and share infrastructure
such as submarine cables or substations in order to achieve economic viability.

Only a handful of wave farms have been installed and tested offshore. The Agu-
cadoura Wave Farm consisted of three Pelamis attenuators and was installed off the
Portuguese coast in 2008. Due to technical issues the farm had to be de-commissioned,
and no data were ever published. The Mutriku wave power plant, commissioned in
2011 and still operating, consists of 16 OWCs installed along a breakwater [779], see
Figure 9.2. Its average annual energy output during 2014-2016 was 246 MWh, result-
ing in a capacity factor of around 0.11 [363]. In 2009, three full-scale point-absorbers
were installed off the west coast of Sweden, see Figure 9.3(a). By analysing the ag-
gregated output power, it could be seen that the array effectively reduced the power
fluctuations, and technical solutions for grid connections were presented [650, 194]. A
1:2 scale prototype of the WaveStar WEC was installed at Hanstholm outside Den-
mark in 2009, and began operating in 2010, as shown in Figure 9.3(b). Two floats
were operated by hydraulic cylinders from a platform and constituted a small array of
point-absorbers. The power produced whilst operating in both single and dual float
configurations was measured and analysed as a function of the wave climate, and
it was concluded that the performance was in agreement with the predictions [420].
Three point-absorber CETO devices were deployed by Carnegie in the Perth Wave
Energy Project in 2015 [411], but very little performance data has been published.

The number of experimental analyses on wave farms tested on a small scale in
wave tank laboratories is more extensive; however, these are often constrained to
small arrays of reduced-scaled WECs with simplified complexity.

Resonance and (near)-trapped wave modes within arrays have been observed
experimentally in several tests. An array of 50 truncated cylinders was studied in
regular waves by [388], and it was found that resonance modes were present, although
they were smaller than those predicted by numerical simulations. Trapped and near-
trapped modes were also observed within an array of eight fixed truncated cylinders
[838], and in short-crested waves [376].

In [772], an array of five closely-spaced heaving floats was studied experimentally,
and the results were compared with numerical simulations. The study was extended
to 12 devices in a rectangular grid layout and irregular waves in [828], and it was
seen that the interaction q-factor was close to 1 when compared with an isolated
device. Wave tank experiments on five small floats at 1:67 scale were carried out in
[12] to measure the change in wave characteristics due to the array. Arrays of three
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and five point-absorber multi-body WECs at 1:33 scale in a staggered layout were
studied in [325, 602], and it was found that wave shadowing was the predominant
phenomenon affecting the array performance. Three Spar buoy WECs in a triangular
array layout were studied experimentally at 1:32 scale by [142], and it was found that,
in wave climates with large energy periods, the array performed better than three
isolated devices, i.e. a q-factor larger than one was observed. Wake and array effects
were studied experimentally in large arrays of up to 25 heaving point-absorber WECs
[123, 783, 748]. In [123], it was found that the hydrodynamic array interactions could
cause losses of up to 26% in energy yield, compared with WECs in isolation. Similarly,
large hydrodynamic array effects were observed in [748, 783], where the wave height
was reduced downstream by up to 18%, while it increased upstream of the array.
A WaveStar model at 1:20 scale with five point-absorber floats connected to linear
control PTO systems was studied experimentally by [537], and the data were used to
validate the hydrodynamics tool implemented in the DTOcean software.

Arrays of up to six point-absorber WECs moving in six degrees of freedom were
carried out by different research groups in [558] and [771, 285, 281]. The work of [558]
was carried out at the Australian Maritime College and measured the interaction
factor for 1-2 floats moving in heave and surge. In [771], a control algorithm based
on machine learning and artificial neural networks was used for the array, whereas
linear damping was used in [285, 281], see Figure 9.4.

An array of five OWCs at a scale of 1:20 was tested by [35], and an increase in
power capture was observed when multiple devices were installed. The interaction
factor was studied in an array of onshore OWC wave pumps for water desalination
in [479, 483], and it was concluded that better performance was achieved by smaller
separation distances between the devices. Both extreme mooring loads and power
capture were investigated for an array of up to five floating OWC in [95, 423], see
Figure 9.4. The results indicated that the array effects might increase both the en-
ergy capture and the peak loads in the mooring lines. Floating or fixed breakwater

Figure 9.4: Pictures of two experimental campaigns that have been carried out on
wave farms in wave tank laboratories. (a) Wave farm consisting of five floating OWCs.
Experiments carried out at the NTNU Trondheim basin [423]. (b) Wave farm con-
sisting of six point-absorber buoys connected to linear damping PTOs. Carried out
at the COAST laboratory OCEAN basin, Plymouth, UK [281].
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structures installed with chambers utilised for wave energy extraction have been
studied by a number of authors. In [341, 342], it was observed that the pneumatic
chambers enhanced the performance of the floating breakwater and that asymmetric
chambers could enhance the energy extraction. A 1:50 scale model of 32 OWCs ar-
ranged in a V-shaped floating platform was studied experimentally [397]. Five 1:20
scale OWCs integrated with a breakwater structure were investigated experimentally
in a shallow water basin by [382], and it was found that under certain conditions,
the array performed better than five isolated devices. Similarly, five fixed OWCs were
studied with two different array layouts in [80], and it was found that the power in the
optimal layout was 12% larger than in the sub-optimal layout. However, when con-
sidering the average power, only a modest increase could be established. In [582] and
[585], two different stationary OWCs with dual chambers were studied using both
physical and numerical modelling, and it was found that the dual-chamber could
enhance the energy absorption compared with a single chamber. An experimental in-
vestigation into a combined platform consisting of a wind turbine and floating OWCs
was presented in [396], with further analysis carried out in [515]. The air pressure
inside the WECs, as well as the device dynamics, was compared with the numeri-
cal predictions with a good agreement. Five OWCs were studied experimentally in
a wave tank in [604], and the wave field variation around the array was measured.
It was concluded that radiated waves might account for up to 50% of the effects on
the wave climate in the near field in particular operating conditions, highlighting the
importance of accounting for the full extent of the WEC behaviour when assessing
impacts on the wave field.

Arrays with the primary purpose of protecting the coast and with energy ab-
sorption only as the secondary purpose were studied experimentally in [860]. Three
floating DEXA type devices were tested in a wave tank at a scale of 1:60 and compared
with a single device at a scale of 1:30. By changing the wave conditions and water
depth, properties such as wave transmission and hydrodynamic interaction among the
devices were examined, and the resulting guidelines for the optimal design concluded
that the WECs should be installed nearby and with heavier floats.

In [542], the survivability of a hybrid wind-wave system consisting of a floating
wind turbine and three flap-type WECs was studied in extreme wave scenarios, at
a scale of 1:50, and the experimental data were compared at numerical predictions
with a good agreement. Point-absorber WECs installed around an offshore platform,
intended for hybrid wind-wave systems, were investigated experimentally in regular
and irregular wave conditions [391]. The study indicated that there were some ad-
vantages to the wind turbine foundation’s stability by installing the WECs, but that
this effect depended on the damping of the WECs.

9.3 OVERVIEW OF OPTIMISATION METHODS

As discussed earlier in this chapter, optimisation is the procedure for finding the best
available solution given a defined domain or solution set. The definition of best has to
be specified by an appropriate objective function, or a multi-objective combination
of several objectives. Different constraints may limit the size of the available solution
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space. In wave farm optimisations, the objective may involve, for example, the max-
imisation of absorbed annual energy, and minimisation of costs or power fluctuations.
Constraints may be given in terms of ocean area or parameters available from a grid-
ded domain. Parameters that can affect the performance of a wave farm include the
number of WECs in the farm, farm layout, separation distance between WECs, indi-
vidual WEC dimensions, mooring configurations and power take-off systems, control
algorithms, water depth and bathymetry, wave characteristics and wave directions,
etc. Wave farm optimisation differs fundamentally from the analogue for wind farms,
due to the coupling between WEC devices. Changing the parameters of one WEC
in a farm may affect the performance of all others. The coupling can be hydrody-
namic due to scattered and radiated waves throughout the farm, mechanical (shared
mooring, breakwater structures, or platforms), electrical (shared sea cables and other
electrical infrastructure), and financial (shared capital and operational expenses).

It is clear that wave farm optimisations pose a pervasive challenge, and no study
can address all parameters and objectives simultaneously. Whereas early wave farm
optimisations primarily compared a few configurations or varied one parameter, many
works today apply intelligent optimisation algorithms to identify optimal solutions
in a much larger solution space [41, 303].

9.3.1 Grid search over specified solution subsets

Many authors have presented comparisons or parameter sweeps of different wave
farm configurations to analyse the performance of the farm as functions of different
input parameters and to identify the optima among the given configurations. In [79],
different layouts and parameter settings for arrays of heaving cylinders and surging
barges were analysed, particularly as a function of the separation distance, and a
constructive array interaction was observed. The separation distance between WECs
and array layouts was also studied in [802] in wave farms of 12 WECs using different
numerical methods, and separation distances, such that constructive array interac-
tions were identified. The energy absorption and power fluctuations were compared
for three different layouts of 32 WECs [202], and three array layouts and separa-
tion distances were analysed for life-cycle performance in [466], see Figure 9.5. In
[162], it was found that triangular arrays of two-body heaving WECs were optimal
in multi-directional waves; whereas square arrays performed better in unidirectional
wave conditions, and high interaction factors were obtained at certain separation dis-
tances. Layout optimisation by sweeping over parameters such as separation distances
and angles between devices was performed by [727] and [300]. The performance of
five different array layouts consisting of 12 WECs was studied in [719] as a function
of different wave directions, and in [850] the performance of four array layouts of 10
WECs was compared. Arrays of heaving cylinders were studied in [625], and con-
structive interactions were observed for small arrays at certain separation distances.
Power production from arrays of 12 OWSCs was studied in regular, long-crested and
short-crested waves by [755], and the interaction function was evaluated as a function
of the separation distance between devices. A 10-year wave spectra at four Italian
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Figure 9.5: Average absorbed power for aligned, staggered, and arrow array layouts
with three different separation distances [466].

sites was used in [297] and [83] to compare different array layouts of Oyster, Pelamis
and point-absorber WECs.

The performance of wave farms as a function of the number of WECs was studied
in [775, 79, 41, 802, 162, 301]. Furthermore, parameter sweeps to determine the impact
of wave parameters such as wave number, wave direction, and significant wave height
have been conducted in many works, including [414, 719, 537, 755, 558, 846, 245, 873,
466, 522].

9.3.2 Global optimisation algorithms

When searching for the optima among a very confined subset of solutions, as in the
parameter sweep or grid searches discussed in the previous subsection, the results
will inevitably depend on initial biases in the available solutions. Wave farm perfor-
mance depends on many parameters including the number of devices, the layout and
separation distance between devices, PTO and mooring systems, and wave climate
and bathymetry. The solution space is therefore vast and more advanced optimi-
sation methods are required to identify optima. In recent years, many wave farm
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optimisation works have applied different global optimisation algorithms to resolve
this problem.

9.3.2.1 Non-linear optimisation and coordinated control

Non-linear optimisation with motion constraints and other advanced control methods
have been applied to the optimisation of arrays, see review papers [622, 213, 670].
For wave farms, the hydrodynamic modelling and wave forecasting is complicated
by the radiated and scattered waves from the many devices. However, the motion of
each WEC can also be used to provide forecasts for the excitation force applied to the
other WECs in the park, the so-called collaborative control. As demonstrated by [619]
and discussed in [670], the added complexity to the wave field can be compensated
for by the information sharing between the WECs.

Non-linear programming optimisation is useful to handle non-linear constraints
on the WEC dynamics [211, 637], and can identify optimal parameters in moderately
large solution spaces. In particular, the method can be used to add realistic motion
constraints on the dynamic parts of the WECs, e.g. a maximum heaving amplitude.

In [519, 520, 521], linear or circular layouts of spherical heaving point-absorbers
were optimised, and, in [522], the array layout was not restricted to a certain geom-
etry. The arrays were optimised upon the mean interaction factor, using a sequen-
tial quadratic programming method. It was seen that the WECs aligned differently
depending on the motion constraint and wave direction. The PTO damping was op-
timised to obtain maximal energy absorption for three arrays of 2-3 WECs under
motion constraints in [56, 55]. An iterative quasi-Newton optimisation algorithm was
applied by [846] to identify the maximum captured power of an array of Duck WECs
under motion constraints. Similarly, [812, 813] optimised individual dampings for an
array of point-absorbing WECs constrained to heave motion, see Figure 9.6. The
efficiency of the model predictive control approach to wave farm optimisation was
demonstrated by [441], where increases in power of up to 20% were obtained. In
[546], an iterative quadratic programming was used to optimise a farm layout for up
to 15 point-absorbers.

Different control strategies applied to a WaveStar array were compared by [561],
and the fully-coordinated global array control was found to maximise the energy
absorption. In the works of [270] and [712], two different approaches to coupling the
optimisation of an array layout to WEC control were presented.

Recent trends in wave farm control focus on developing and employing models
with a reduced complexity [624, 670], to eliminate the requirement for wave forecast-
ing or model dependency. In [577], an optimal control law for the maximum absorbed
mean power from an array of point absorbers with non-linear buoyancy forces was
derived based on a stochastic model of the wave climate, using an infinite time hori-
zon. A real-time centralised control method for a wave farm was developed in [758],
with the objective being to meet the power quality requirements of the electric grid.
Autonomous operation and control of wave farms was proposed in [340] using a multi-
agent system. The method developed in [541] demonstrated how the excitation force
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Figure 9.6: In [812], it was observed that the absorbed energy of an array of 4 heav-
ing point-absorbers was maximised if the WECs adopted different individual PTO
dampings as functions of the incident waves. The figure shows the wave amplitude in
the array and the resulting individual PTO damping applied to optimise the energy
absorption [812].

forecast could be provided by measurements of the WECs’ motion in the farm, and
then be used to control the devices.

Some of the first works to use neural networks in wave energy systems were
[67, 793], and machine learning methods have since been used in a variety of different
control and optimisation works [17, 19, 496, 442]. Recently these AI approaches have
also been employed for the optimisation of wave farms [770, 771, 627].

9.3.2.2 Metaheuristic optimisation algorithms

A metaheuristic optimisation algorithm is a search method for sufficiently good so-
lutions to certain optimisation problems. They are useful when the solution space is
too large for all grid points to be evaluated, and possibly multi-peaked. Whilst meta-
heuristics do not guarantee that the found solution is the global optimum, they use
advanced convergence tests and other tools to avoid local minima and can optimise
the problem rapidly. Metaheuristic optimisation algorithms have been developed and
applied to several wave farm problems.

Genetic algorithms Genetic algorithms (GAs) are inspired by the theory of natural
evolution, where the fittest individuals in a population survive for reproduction
and produce offspring for the next generation, see Figure 9.7. The offspring are
created using a crossover mechanism to inherit a combination of properties from
their parents. With each generation, the population thus comprises individuals
with increasingly better fitness values and, at the end of the iteration, the
best individual in the latest generation is chosen as the optimum. To avoid
local minima, mutations are programmed to move randomly within the solution
space.
Wave farm optimisation utilising a GA was first carried out in [124] using the
GA toolbox from MATLAB, and further developed to obtain optimal layouts
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Figure 9.7: Overview of the genetic algorithm applied to wave farms. In each iteration
(generation), natural selection, pairing, crossover, elitism, and mutation are carried
out [282].

and PTO settings for point-absorber arrays in [122]. In [689], the layout of a
large wave farm consisting of 40 OWSCs was optimised with a GA as well as
a Monte-Carlo analysis. The hydrodynamic interaction was restricted between
nearest neighbours of WECs to allow for fast evaluations, and a machine learn-
ing approach was used to identify the optimal 3-WEC clusters, after which the
GA was applied to optimise the complete park layout. With the same number
of evaluations as in the Monto-Carlo simulation (16 million), the GA was able
to find layouts with better performance than those found in the Monte-Carlo
simulation. The layout optimisation problem was coupled to active device con-
trol in [712]. In [710, 711] the layout of five point-absorber WECs was optimised
with a binary GA. An in-house GA was built and connected to an analytical
hydrodynamic model of a wave farm in [282] (see Figure 9.7). Validation against

Figure 9.8: Optimal layout of an array with 8 WECs, as obtained by the differen-
tial evolution algorithm in [231]. Figure (b) shows how the individual fitness value
increases with the generations (iterations). The upper red and lower blue lines show
the minimum and maximum of population for generation t, respectively.
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parameter sweep for a single WEC showed excellent agreement and fast con-
vergence. It was further used in [284] to find optimal layouts of arrays with
WECs of different sizes, and in [283] to obtain optimal wave farm layouts with
interaction factors larger than one, and finally in [280] to optimise wave farms
dependent upon economic objectives.

Differential evolution Similar to the GAs, differential evolution (DE) algorithms
also take their inspiration from natural evolution. The population of the solu-
tion space evolves by allowing the individuals to inherit strengths from parents
in previous generations. The main difference from GAs is that real-valued vec-
tors are used to represent the individuals, and mutations and crossovers are
performed by adding the weighted difference between two solutions to achieve
a third solution.
A DE algorithm was used in [72] to optimise the design and control of a single
WEC. An adaptive mutation factor was introduced by [231] to improve the
convergence rate of the array optimisation using a DE algorithm. In [460], a
differential evolution algorithm was used to optimise the layout of an array of
OWSCs, based on a wake model validated by a high-fidelity smoothed particle
hydrodynamics model. In the study, staggered layouts with narrow and wide
OWSCs placed at the front and back of the array were identified as optimal.

Covariance matrix adaptation Covariance matrix adaptation (CMA) evolution
strategies also belong to the category of evolutionary algorithms: individuals
are ranked based on their fitness and combined to generate new solutions in the
next generation. The covariance matrix represents the pairwise dependencies
between solutions, and gives a geometric interpretation of the solution distri-
bution in a given generation. Based on its shape, the search space for the next
generation of solutions is adaptively increased or decreased; an ample search
space is used when the solutions are far from the global minimum, but is auto-
matically reduced when the solutions are close to a minimum and the solution
space requires only fine adjustments.
In [844], a CMA method was used to optimise a wave farm of 25 and 50 WECs.
The DTOcean tool for wave farm modelling and optimisation is equipped with
a CMA tool, which was compared with other metaheuristic optimisation al-
gorithms in [680]. The objective was to maximise the yearly absorbed power
as a function of the number of WECs and the park layout, under the con-
straints of minimal interaction factor q ≥ 0.9, minimal separation distance
65 m and maximal ocean area 500 m × 500 m. The CMA was found to be
computationally efficient when compared with the other algorithms. However,
the solutions were not as effective. The accuracy and computational cost of
the CMA algorithm in the DTOcean modelling tool were compared with a
meta-model optimisation method by [240], with the conclusion being that the
former was the more accurate but with a higher computational cost. A CMA
algorithm was used along with other optimisation algorithms in [27] to opti-
mise the layout of wave farms subjected to three objectives: maximising energy
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absorption, minimising cable length, and minimising ocean area. The work was
extended in [28] to more realistic wave scenarios employing a sparse incomplete
LU decomposition to reduce the computational cost.

Particle swarm algorithms Particle swarm algorithms do not mimic an evolution-
ary process, but are nevertheless inspired by biology, in particular the movement
of flocks of birds or other animals. In each iteration, the solutions communicate
and are guided towards the best-known positions in the search space. Thus, as
a collective group, the population moves towards optimal solutions. In the re-
lated glowworm optimisation algorithm [421], the particles are equipped with a
luciferin level, depending on their fitness values. Each glowworm is attracted by
the brighter glow of other neighboring glowworms, bringing the swarm towards
the optimal solutions.
In [232], a particle swarm optimisation was compared with a GA for the op-
timisation of wave-farm separation distances and PTO tuning. The former al-
gorithm was found to outperform the latter for a small array consisting of 2
WECs, but not for larger arrays. In [373], the LCOE for a hybrid wind-wave
farm situated on the west coast of Ireland was minimised using a particle swarm
optimisation, and reduced costs of up to 73% were obtained from a short-term
perspective.

Grey wolf algorithm The grey wolf algorithm is another optimisation algorithm
inspired by how animals live in flocks, and mimics the leadership hierarchy and
hunting mechanisms of packs of grey wolves. The fittest individuals lead the
pack during hunting, and the optima are reached when the pack is converging
around the prey.
A grey wolf optimisation algorithm was used in [15] to identify optimal sites for
wave energy installations in the Caspian Sea. A large number of optimisation
algorithms were applied to arrays of CETO WECs in [567, 563, 564, 565, 566],
including grey wolf optimisation, covariance matrix adaptation, differential evo-
lution, and particle swarm optimisation, see Figure 9.9. The first approach in
[567, 563, 565] included optimising the layout to achieve maximal absorbed
power under the constraints of maximal ocean area and minimal separation
distances, considering the wave climates at several Australian sites. The opti-
misation problem was extended to include the individual PTO parameters in
[564, 566].

9.3.3 Optimisation objectives

The aim of wave power farm optimisation is to optimise the performance of wave
farms with regards to a specified objective. In most cases, the objective is to maximise
the average energy absorbed by the farm, for instance in terms of annual energy
production in Eq. (1.4) at a given site. As discussed in Section 1.2.3 however, the
performance of a wave energy system can be assessed using many different measures.

Numerous wave farm optimisation works have optimised performance based on
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Figure 9.9: Performance comparison of different heuristic optimisation algorithms
applied to optimise the array layout of 16 WECs [565]. Partial evaluation (PE), co-
variant matrix adaptation (CMA), differential evolution (DE) and variations thereof
are some of the algorithms compared. The layout identified by an improved smart
local search (ISLC) was found to produce the most power.

the interaction factor, or q-factor (1.5). A factor q > 1 indicates that the WECs inter-
act constructively and absorb more energy than they would in isolation. Often, design
parameters were identified to give a maximal interaction factor. In [519, 520, 521],
the mean of the interaction factor was optimised as it was argued that the optimal
layout was often just slightly different from poorly performing layouts, leading to
wave farms becoming unstable with minor changes. In [14], the q-factor for small
arrays of 3-tethered devices with spherical buoys were optimised at different sites,
and average values close to one were obtained.

The wave farm configuration with the maximal energy output or q-factor may
not be optimal if the costs are too high (see, for instance, [720]), or, if the power
fluctuations are too high to be compatible with grid integration. In recent years,
many optimisation studies have developed more advanced objective functions based
on analyses from either techno-economics, grid requirements, or other considerations.

9.3.3.1 Economic cost functions

As a simple estimate of the costs of a wave energy system, the mass of the system
has sometimes been used, as this is said to represent the costs in terms of steel, con-
crete and other materials [51]. The unit kWh/kg is commonly used as a measure to
compare different wave energy concepts, or kWh/m which is relevant for extended
OWSC as in [460]. The objective of energy/mass was compared with other simple
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performance measures in [284]. Different objective functions generated different opti-
mal configurations. This implies that care must be taken when defining the objective
function, such that the optimal solution is the one sought. In [711], another simpli-
fied economic cost function was defined as the ratio of the “costs” and the produced
power, where the costs were approximated by a simple formula obtained from Sandia
National Lab’s reference model project [641], Cost = 3(10)7 ·N0.6735, with N being
the number of WECs in the park.

For a techno-economic optimisation study of a wave farm, the input values for
the economic objective function will greatly affect the results. As there is almost
no publicly available data on specific costs for wave energy installations and opera-
tions, authors have to base the input values on models and estimations. It can also
be assumed that the costs of present-day technology will reduce once the technol-
ogy reaches a more mature stage [365, 36, 234, 163]. As discussed by [636], the EU
Strategic Energy Technology Plan expects the LCOE of wave energy to decrease to
0.15 EUR/kWh by 2030 and 0.10 EUR/kWh by 2035.

The electrical subsystem including sea cables contributes significantly to the cost
of the park, both in terms of installed capital costs and costs due to energy losses [350,
708, 709, 203]. The cable dimensions and lengths, distances from the grid connection
point, number of substations and related infrastructure all affect the total revenue. In
[708, 709], an electrical network cost reduction study was undertaken by optimising
spacing and capacity factors of the individual WECs. Optimisation with respect to
cable length and costs was carried out in [27, 279].

Operational costs will depend on many factors such as maintenance strategies,
failure rates of the WECs, weather conditions, etc. In [759], an economic assessment
based on production, location and maintenance operations was carried out for a wave
farm consisting of 100 WEC units. In [669], maintenance operations were analysed
with respect to annual electricity generation and total gross revenue. A reliability
and finance model was developed by [472] and used to study a combined wind and
wave power plant with respect to wave farm availability and maintenance.

When the different input values to the capital and operational costs can be com-
puted or estimated, economic performance measures such as the levelised cost of
energy (LCOE) (1.8), net present value (NPV) (1.13), and payback period (PBP)
(1.14) can be assessed to evaluate the performance of a wave energy system from
a more realistic economic long-term perspective. Figure 9.10 shows the LCOE opti-
misation procedure used by [373] to optimise a hybrid wind-wave farm. An LCOE
optimisation in terms of the device dimensions was carried out by [636], and in [232]
the LCOE for a system of three WaveSub WECs was minimised. The LCOE of wave
energy parks of up to 50 WECs was optimised using a GA by [279]. Based on a study
of arrays of WaveEL WECs, in [850], the LCOE values were dependent on realistic
modelling of the hydrodynamic and mechanical coupling between the WECs.

9.3.3.2 Electricity quality

Most wave energy systems are designed to generate electricity for connection to an
electric grid. This puts constraints on the quality of the electricity generated by the
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Figure 9.10: LCOE optimisation algorithm of a hybrid wind-wave farm [373].

WECs [758, 622], for example, in terms of maximal power peaks and rapidly varying
voltage magnitudes, so-called flicker, as reviewed in Section 1.2.3.

Several numerical and experimental works have concluded that the power fluc-
tuations from a wave farm reduce with an increase in the number of WECs
[775, 650, 802, 302, 59] and with strategic array layouts [202, 723]. Voltage fluc-
tuations from wave farms and related grid constraints were studied in [32, 417], and
the flicker severity as a function of the grid impedance angle was evaluated in [74]. In
[610], a combined battery and supercapacitor system was proposed to minimise the
power fluctuations from a wave farm.

9.3.3.3 Survivability and other objectives

In the economic performance measures, the life time duration of the WECs is required
as an input. An assumption often used is that the design life time is 20 years. However,
the longevity will depend on many factors, which could in themselves also be used
as parameters for the optimisation. An example was provided by [851], in which, not
only were the LCOE and power output compared, but also the fatigue on the mooring
lines for several layouts of 2 and 10 WEC arrays. It was seen that the hydrodynamic
interaction in the array could significantly affect fatigue.

In all works discussed in the present sub-section, the optimisation has been carried
out using a single objective, such as the annual energy, the LCOE, or the electric-
ity flicker. In a multi-objective optimisation, the performance would be evaluated
based on several objectives simultaneously. In [27, 28], several competing objectives
(the total energy production, the cable length, and the marine area needed to install
the buoys) were optimised in a multi-objective approach. The results showed that
the multi-objective method improved the power output of a single-objective optimi-
sation by 3.8%. In [28], the work was extended by considering realistic wave condi-
tions and incident waves from multiple directions. Improvements in terms of power
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output, minimised cable lengths and marine area were achieved through the optimi-
sation methodology for parks of up to 36 converters.

9.4 CASE STUDIES

In this section, a techno-economic optimisation of a wave farm will be reviewed based
on the work in [280], and the results will be compared with similar studies.

9.4.1 Wave farm model

To optimise a wave farm, first an appropriate model of its performance must be
defined. As discussed in Section 9.2, this can be done to different levels of com-
plexity and with different numerical and analytical methods. In [280], the hydrody-
namic modelling within a farm of PAs connected to bottom-mounted direct-driven
linear generators was conducted based on the analytical multiple scattering wave
farm model of [298], see Figure 9.11. Large farms of up to 100 WECs were studied.
The floats were restricted to a single degree of freedom in heave motion only, the
connection line between the buoy and generator was assumed stiff, and all WECs in
the array had identical dimensions. Using the multiple scattering approach, the fluid
velocity potential representing the radiated and scattered waves throughout the park
was obtained and used to compute the hydrodynamic forces on each buoy using Eq.
(2.39).

The equations of motion could then be solved individually for each WEC using
Eq. (2.46). In [280], the mooring force was integrated into the power take-off force
and the viscous force was neglected, such that the resulting equation of motion in

Figure 9.11: Each WEC is characterised by a buoy radius Ri and draft di and a
generator damping Γi, where Γi corresponds to notation Bpto used in the text. The
fluid domain is divided into interior domains I beneath the buoys and exterior domains
II in those regions which are not beneath the buoys, i.e., where r > Ri and r is the
radial distance for the axisymmetric centre of the buoy [304].
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the frequency domain took the form[
−ω2(M+Am(ω))− iω(Bpto+Brad(ω))+ρgπR2

]
z(ω) = Fe, (9.1)

where the added mass and radiation damping are given by the matrices Am(ω) and
Brad(ω), respectively. The operator acting on the buoy heave position on the left-hand
side is the transfer function that is also given in Eq. (3.11).

After solving the equations of motion in the frequency domain, the position of
each buoy can be obtained in the time domain by inverse Fourier transform, and the
velocity computed by differentiation. Based on an assumption of the stiff connection
line between the buoy and the generator, the instant power of the generated electricity
is then obtained as P(t) = Bpto[ż(t)]2, corresponding to Eq. (3.57).

As discussed in Section 9.3.3, the wave farm system can be evaluated and opti-
mised based upon many different performance measures, such as the annual absorbed
power, q-factor, economic or other objectives. In [280], an advanced economic cost
function was built, and the optimisation was carried out to minimise the LCOE and
maximise the net present value (NPV), see Section 1.2.3.

The cost function included detailed capital costs (CAPEX) for the WECs, the
electrical subsystem including substations and cables within and outside the park,
installation and decommissioning. As an example, the costs for the WECs contained
the terms

CAPEXWEC = Cbuoy +Ccasing +Cfoundation +Cstator +Ctranslator +Clabour +Cextra
(9.2)

and were computed based on choices and costs of materials (steel, copper windings,
and concrete), size and rated power of the WECs, and realistic labour costs for
manufacturing. The operational expenditures included insurance costs and repair
costs due to failures of the WEC. The repair costs for the buoy and translator were
computed differently, depending on the different requirements and costs for vessels
and offshore operations needed for the repair. Finally, assuming a design life time
duration of 20 years for the farm, the LCOE and NPV were computed according to
Eqs. (1.8) and (1.13), respectively.

The yearly wave climate at the WaveHub site was used for the simulations, and
passive damping corresponding to optimal PTO damping for each sea state was used.
The WECs were positioned on a constrained gridded ocean area.

9.4.2 Economic optimisation of a wave farm

The optimisation of the park layout with respect to the economic objective functions
was conducted in [280] using a genetic algorithm previously defined in [283]. A k-
means clustering algorithm was employed to arrange the WECs in clusters, with a
substation positioned at the centre of each cluster.

The results for the normalised economic performance measures (cable costs, an-
nual energy production, LCOE and NPV) as a function of the number of iterations in
the optimisation algorithm for a park of 10 WECs are shown in Figure 9.12, together
with the corresponding identified optimal park layout. As can be seen from the figure,
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Figure 9.12: Results of the layout optimisation with respect to economic performance
measures in [280]. Upper: The cable costs (CABLE) and LCOE reduce while the
annual energy (AEP) and NPV increase with the number of iterations in the genetic
algorithm optimisation. Lower: layout of the 10 WEC farm corresponding to the
configuration obtained in the optimisation process. The crosses indicate the position
of the substations in each cluster. The incident waves are propagating along the x-
axis.
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the LCOE and cable costs reduce with the number of iterations, whereas the annual
energy and the NPV increase. In the optimal layout in Figure 9.12, the WECs are
positioned in two clusters, each consisting of two rows aligned perpendicular to the
wave direction. The positioning in two rows results from the constrained deployment
area – if the available ocean area were unlimited, the WECs would instead align in
a single row perpendicular to the wave direction. When comparing the impact of
the costs and energy output of the farms, it was seen that the variation of the costs
between the farms was smaller than the corresponding variation for energy uptake.
The optimal layout of Figure 9.12 thus corresponds to the park configuration with
the highest energy uptake, rather than the solution with the lowest costs.

9.4.3 Comparison with similar studies

The results obtained in [280] can be considered representative for several similar
studies in the field. Two examples of techno-economic wave farm optimisations are
shown in Figure 9.13, based on [759] and [232], respectively. The NPV and LCOE
were studied and optimised for different wave farm configurations. In [759], it was
seen that the NPV would increase with the number of units in the farm; whereas in
[232] the LCOE was seen to reduce when employing both a genetic algorithm as well
as other optimisation methods.

Even if it has been shown that wave farms can achieve a q-factor larger than
one [828, 382, 142], in realistic large farms, the objective is instead to reduce the
destructive shadowing effects. Several independent studies have concluded that WECs
tend to align perpendicular or in rows at an angle to the incident wave direction in
order to minimise shadowing effects and maximise the energy absorption. Similar
to the work in [281], several examples of optimal wave farm layouts are shown in
Figure 9.14. In all of these studies, the WECs are approximately positioned in rows
perpendicular to the predominant incident wave direction in the resulting optimal
layout.

Figure 9.13: Results of two studies on economic performance measures for different
wave farm configurations. (a) Variation of the NPV as a function of units in the farm,
as well as the sensitivity of the quantity [759]. (b) Genetic algorithm optimisation of
a wave farm to minimise the LCOE value [232].
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Figure 9.14: Wave farm layout optimisation in constrained ocean areas, with waves
propagating along the x-axis in all figures except for c), where the wave direction is
a narrow interval around 240◦. a-b) GA optimisation in long-crested waves with a
gridded and continuous layout, respectively [283]. c) Optimal layout of 16 WECs [564].
d) GA optimisation for the case of 3 m minimum separation distance [711]. e) Optimal
8-WEC array layout obtained in [231] with an evolutionary algorithm and regular
waves. f) Multi-objective optimisation of an array with 9 WECs [28]. Figure from
[303], based on adapted figures with obtained copyrights from the original sources.

However, this is not always the case and some studies have presented contradict-
ing results. In the works of [124, 122, 231], the trend in the optimal layouts showed
that WECs aligned in rows with an angle off the incident wave direction. In locations
where the directional spread of the incident waves is large, the optimal layouts are
less predictable [564]. Additionally, as discussed above, the energy output or related
economic measures are not the only quantities that should perform well. When fo-
cusing on electricity quality and low power fluctuations, circular or random layouts
may be the best configuration [202, 302, 719].

Most wave farm optimisations rely on numerical simulations and approximations
regarding the linearity of the problem, restricted degrees of freedom, simplified PTO
models, etc. In a realistic offshore environment, the difference between the layouts
might be more negligible, and other considerations such as deployment strategies may
influence the choice of layout to a more significant degree. The results presented in
[80] indicate that the performance improvement in certain layouts is only marginal
when taking the average over different wave conditions and system configurations.
In [281], three array layouts, each with 6 WECs, were compared experimentally in
a wave tank. The performance difference between the layout with WECs aligned
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perpendicularly to the wave direction, a staggered layout, and a layout with rows
along the wave direction was not large. Even if the latter layout performed worse in
most sea states due to the shadowing effect, it was not the case in all wave conditions.
This was attributed to the fact that the buoys were moving in 6 degrees of freedom
and were not simply confined to heave motion. Nevertheless, even if the differences
between layouts were smaller in the experimental work [281] than in the numerical
predictions, a q-factor close to or even above 1 was obtained for some layouts and
wave conditions. This phenomenon has also been reported by other experimental
works on wave farms [828, 142].

9.4.4 General trends

This section has documented a case study on a wave farm optimisation based on [280],
and compared it with similar studies to analyse the results and draw general conclu-
sions. A number of authors have carried out attempts to draw general conclusions
from the many optimisation studies of wave farms [41, 303, 293]. The WEC designs,
wave climates, objective functions, and optimisation methods differ, but some general
trends can be observed.

• Although very strong array interaction effects have been found for small arrays
by many authors [625], it seems that many of the strong effects disappear when
averaging over different wave directions and sea states, as occurs in a realistic
long-term scenario, and when studying more complex WECs with multiple
degrees of freedom [80, 281].

• At locations where the incident waves have a well-defined predominant wave
direction, the optimal layout will tend to position the WECs in rows per-
pendicular to the incident wave direction to increase the energy uptake
[124, 122, 231, 283, 281]. In particular for large parks, shadowing effects can
dominate and should be avoided by minimising the number of rows, with a
separating distance as large as possible [41].

• The results of the optimisation will depend on the choice of optimisation objec-
tive. To account for this, research on wave farm optimisation has transitioned
from simple maximisations of the q-factor or energy absorption, to optimisa-
tions of more complex economic measures including both the energy absorption
in the income functions, and the costs involved with different park configura-
tions. This is a welcome direction, but future work should also try to incor-
porate multi-dimensional objectives, such as optimising economic measures,
electricity quality and survivability requirements simultaneously. In addition,
the uncertainty in the economic models is largely due to the early state of WEC
technologies and the sparse availability of data for real wave farm operations.
Future works will hopefully provide more realistic input values to the models.

• Most wave farm optimisation studies have focused on optimising the array
layout; whereas many parameters affect the whole performance. For a compre-
hensive assessment of a wave farm, the optimisation should be carried out in
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long-term wave conditions, and covering WEC dimensions, choice of materials,
mooring and PTO configurations, array layout, etc. As the computational cost
of optimising wave farms is already high, this will further increase the compu-
tational load, which will be a challenge. Faster, yet increasingly more accurate
models in combination with access to high performing computer clusters are
required for this future research direction.

9.5 SUMMARY

Installing WECs in arrays, or farms, is a strategy to reduce capital and operational
costs, and simultaneously increase the power reliability and the produced electricity
per ocean area. The WECs in the farm will interact in various ways, and the to-
tal performance of the farm will depend on the array layout, the individual devices’
dimensions and power take-off settings, the wave conditions, and other parameters.
Identifying optimal wave farm configurations, with respect to maximum energy ab-
sorption, minimal costs, or other objectives, has been a topic of research since the
early days of wave energy development. The majority of these works have compared
distinct array configurations or performed parameter sweeps of single variables. In
recent years, more advanced optimisation methods have been developed and applied,
including different meta-heuristic optimisation algorithms based on evolutionary
principles, optimisation connected to control methods, and multi-objective ap-
proaches. Efforts have also been made to validate the numerical or analytical op-
timisation results by experimental data.

In the present chapter, these methods have been reviewed, and different opti-
misation approaches and objective functions have been compared and discussed. A
case study of a wave farm layout optimisation using a genetic algorithm has been
presented, where the objective was to optimise various economic measures of the
farm performance. Based on comparisons of several independent optimisation stud-
ies, some general conclusions can be drawn, and some directions for future research
have been identified.
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[302] M. Göteman, J. Engström, M. Eriksson, J. Isberg, and M. Leijon. Methods of
reducing power fluctuations in wave energy parks. Journal of Renewable and
Sustainable Energy, 6(4):043103, 2014.
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pages 2206–2213. Linköping University Electronic Press, 2011.

[484] D. Magagna and A. Uihlein. Ocean energy development in Europe: Current
status and future perspectives. International Journal of Marine Energy, 11:84–
104, 2015.

[485] F. Mahnamfar and A. Altunkaynak. Comparison of numerical and experimental
analyses for optimizing the geometry of OWC systems. Ocean Engineering,
130:10–24, 2017.

[486] C. Maisondieu. WEC survivability threshold and extractable wave power. In
Proceedings of the 11th European Wave Tidal Energy Conference (EWTEC),
Nantes, France, 2015.

[487] K. Mala, J. Jayaraj, J. Ninoy, V. Jayashankar, Techno-commercial study of twin
unidirectional turbine based wave energy plants. In Proceedings of the Eighth
ISOPE Ocean Mining Symposium. International Society of Offshore and Polar
Engineers, 2009.

[488] P. Malali and K. Marchand. Assessment of currently available ocean wave en-
ergy conversion systems using technology readiness levels. International Journal
of Renewable Energy Technology, 11(2):126–146, 2020.

[489] O. Malmo and A. Reitan. Development of the Kvaerner multiresonant OWC.
In Hydrodynamics of Ocean Wave-Energy Utilization, pages 57–67. Springer,
1986.

[490] R. Manasseh, S. Sannasiraj, K. McInnes, V. Sundar, and P. Jalihal. Integration
of wave energy and other marine renewable energy sources with the needs of
coastal societies. The International Journal of Ocean and Climate Systems,
8(1):19–36, 2017.

[491] H. Mankle, Y. Yu, and B. DuPont. WEC-Sim array simulation development
and experimental comparison study. In Proceedings of the 13th European Wave
and Tidal Conference (EWTEC), Naples, Italy, 2019.

[492] H. Mankle, Y.-H. Yu, and B. DuPont. WEC-Sim array development and ex-
perimental comparison study. Technical report, National Renewable Energy
Lab.(NREL), Golden, CO (United States), 2019.

[493] L. D. Mann. Application of ocean observations & analysis: The CETO wave
energy project. In Operational Oceanography in the 21st Century, pages 721–
729. Springer, 2011.



Bibliography ■ 349

[494] P. Maragos, J. F. Kaiser, and T. F. Quatieri. Energy separation in signal
modulations with application to speech analysis. IEEE Transactions on Signal
Processing, 41(10):3024–3051, 1993.

[495] L. Margheritini, P. Frigaard, and G. Iglesias. Technological and commercial
comparison of OWC and SSG wave energy converters built into breakwaters.
In Developments in Renewable Energies Offshore, pages 167–178. CRC Press,
2020.

[496] A. Maria-Arenas, A. J. Garrido, E. Rusu, and I. Garrido. Control strategies
applied to wave energy converters: state of the art. Energies, 12(16):3115, 2019.

[497] Marine Power Systems. WaveSub: Class leading performance, 2021. Accessed
on June 2021.

[498] Marine Renewables Infrastructure Network. REWEC3-Electrical PTO system
Optimisation, 2014.

[499] L. Marquis, M. Kramer, and P. Frigaard. First power production figures from
the Wave Star Roshage wave energy converter. In Proceedings of the 3rd Inter-
national Conference on Ocean Energy (ICOE-2010), Bilbao, Spain, volume 68,
2010.

[500] G. Marsh. Unbridled power. Renewable Energy Focus, 15(1):32–35, 2014.

[501] L. Martinelli, P. Ruol, E. Fassina, F. Giuliani, and N. Delmonte. A wave-2-wire
experimental investigation of the new” Seabreath wave energy converter: The
hydraulic response. Coastal Engineering Proceedings, 34:29–29, 2014.

[502] L. Martinelli and B. Zanuttigh. Effects of mooring compliancy on the moor-
ing forces, power production, and dynamics of a floating wave activated body
energy converter. Energies, 11(12), 2018.

[503] Y. Masuda. An experience of wave power generator through tests and im-
provement. In Hydrodynamics of ocean wave-energy utilization, pages 445–452.
Springer, 1986.

[504] Y. Masuda and T. Miyazaki. Wave power electric generation study in Japan.
In Proceedings of the International Symposium on Wave and Tidal Energy,
volume 1, pages B6 85–B6 92, 1978.

[505] Y. Masuda and T. Miyazaki. The sea trial of the wave power generator’Kaimei’.
Energy Developments in Japan, 3:165–179, 1980.

[506] Y. Masuda, T. Yamazaki, Y. Outa, and M. McCormick. Study of Backward
Bent Duct Buoy. In Proceedings of the OCEANS’87, pages 384–389. IEEE,
1987.

[507] S. Mavrakos. Hydrodynamic coefficients for groups of interacting vertical ax-
isymmetric bodies. Ocean Engineering, 18(5):485–515, 1991.



350 ■ Bibliography

[508] S. Mavrakos and A. Kalofonos. Power absorption by arrays of interacting
vertical axisymmetric wave-energy devices. Journal of Offshore Mechanics and
Arctic Engineering, 119(4):244–251, 1997.

[509] S. Mavrakos and P. Koumoutsakos. Hydrodynamic interaction among vertical
axisymmetric bodies restrained in waves. Applied Ocean Research, 9(3):128–
140, 1987.

[510] S. Mavrakos and P. McIver. Comparison of methods for computing hydrody-
namic characteristics of arrays of wave power devices. Applied Ocean Research,
19(5-6):283–291, 1997.

[511] R. Mayon. Investigation of wave impacts on porous structures for coastal de-
fences. PhD thesis, University of Southampton, 2017.

[512] R. Mayon, D. Ning, C. Zhang, L. Chen, and R. Wang. Wave energy capture by
an omnidirectional point sink oscillating water column system. Applied Energy,
304:117795, 2021.

[513] R. Mayon and D.-Z. Ning. A nonlinear dual phase numerical model to investi-
gate the efficiency response of varied OWC chamber geometries. In Proceedings
of the International Conference on Offshore Mechanics and Arctic Engineering,
volume 84416, page V009T09A017. American Society of Mechanical Engineers,
2020.

[514] P. Mayorga, J. E. Hanssen, R. Hezari, T. Davey, J. Steynor, and D. Ingram.
Experimental validation of the w2power hybrid floating platform. In 13th Deep
Sea Offshore Wind R&D Conference, Trondheim, Norway, January 2016.

[515] T. Mazarakos, D. Konispoliatis, G. Katsaounis, S. Polyzos, D. Manolas,
S. Voutsinas, T. Soukissian, and S. A. Mavrakos. Numerical and experimental
studies of a multi-purpose floating TLP structure for combined wind and wave
energy exploitation. Mediterranean Marine Science, 20(4):745–763, 2019.

[516] F. D. McAuliffe and G. Dalton. Report of existing installation, operations,
maintenance and logistics model available best suited for wave and tidal appli-
cations. Technical Report 8.3, MaREI, University College Cork, 2020.

[517] M. McCormick. Ocean Wave Energy Conversion. Dover Civil and Mechanical
Engineering Series. Dover Publications, 2007.

[518] M. McCormick, J. Murthagh, and P. McCab. Large-scale experimental study
of a hinged-barge wave energy conversion system. In Proceedings of the 3rd
European Wave Energy Conference Patras, pages 215–222, Greece, 1998.

[519] J. McGuinness and G. Thomas. Optimal arrangements of elementary arrays
of wave-power devices. In Proceedings of the 11th European Wave and Tidal
Energy Conference (EWTEC), Nantes, France, 2015.



Bibliography ■ 351

[520] J. McGuinness and G. Thomas. Hydrodynamic optimisation of small arrays
of heaving point absorbers. Journal of Ocean Engineering and Marine Energy,
2(4):439–457, 2016.

[521] J. McGuinness and G. Thomas. The constrained optimisation of small linear
arrays of heaving point absorbers. part i: The influence of spacing. International
Journal of Marine Energy, 20:33–44, 2017.

[522] J. McGuinness and G. Thomas. Optimisation of wave-power arrays without
prescribed geometry over incident wave angle. International Marine Energy
Journal, 4(1):1–10, 2021.

[523] P. McIver. Wave forces on arrays of floating bodies. Journal of Engineering
Mathematics, 18(4):273–285, 1984.

[524] P. McIver. Some hydrodynamic aspects of arrays of wave-energy devices. Ap-
plied Ocean Research, 16(2):61–69, 1994.

[525] P. McIver and D. Evans. Approximation of wave forces on cylinder arrays.
Applied Ocean Research, 6(2):101–107, 1984.

[526] P. McIver and D. Evans. An approximate theory for the performance of a num-
ber of wave-energy devices set into a reflecting wall. Applied Ocean Research,
10:58, 1988.

[527] P. McIver and D. V. Evans. The occurrence of negative added mass in free-
surface problems involving submerged oscillating bodies. Journal of Engineer-
ing Mathematics, 18(1):7–22, 1984.

[528] J. C. McNatt, A. Porter, and K. Ruehl. Comparison of numerical methods for
modeling the wave field effects generated by individual wave energy converters
and multiple converter wave farms. Journal of Marine Science and Engineering,
8(3):168, 2020.

[529] J. C. McNatt, V. Venugopal, and D. Forehand. The cylindrical wave field of
wave energy converters. International Journal of Marine Energy, 3:e26–e39,
2013.

[530] J. C. McNatt, V. Venugopal, and D. Forehand. A novel method for deriving
the diffraction transfer matrix and its application to multi-body interactions in
water waves. Ocean Engineering, 94:173–185, 2015.

[531] E. Medina-Lopez, W. Allsop, A. Dimakopoulos, and T. Bruce. Conjectures
on the failure of the OWC breakwater at Mutriku. In Coastal structures and
solutions to coastal disasters 2015: Resilient coastal communities, pages 592–
603. American Society of Civil Engineers Reston, VA, 2017.

[532] E. Medina-Lopez, W. Allsop, A. Dimakopoulos, and T. Bruce. Damage to
the Mutriku OWC breakwater–some lessons from further analysis. In Coasts,



352 ■ Bibliography

Marine Structures and Breakwaters 2017: Realising the Potential, pages 957–
967. ICE Publishing, 2018.

[533] E. Mehlum. Tapchan. In Hydrodynamics of Ocean Wave-Energy Utilization,
pages 51–55. Springer, 1986.

[534] J. A. Melby and W. Appleton. Evaluation of wave transmission character-
istics of OSPREY wave power plant for Noyo Bay, California. Technical re-
port, Army Engineer Waterways Experiment Station Vicksburg MS Coastal
Hydraulics Lab, 1997.

[535] A. B. Melo, E. Sweeney, and J. L. Villate. Global review of recent ocean energy
activities. Marine Technology Society Journal, 47(5):97–103, 2013.

[536] E. Mendoza, R. Silva, B. Zanuttigh, E. Angelelli, T. L. Andersen, L. Martinelli,
J. Q. H. Nørgaard, and P. Ruol. Beach response to wave energy converter farms
acting as coastal defence. Coastal Engineering, 87:97–111, 2014.
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machine learning, 290, 295
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diffraction transfer matrix (DTM), 263,
267, 270–273, 280
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finite element method (FEM), 285, 288
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fluid
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high performance computing (HPC), 308
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