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Preface

A significant progress in the development of artificial intelligence (Al) and its wider
use in many interactive products, e.g., voice assistants, road navigation systems,
and in e-commerce (chatbots or recommendation systems), are quickly transform-
ing more and more areas of our life which results in the emergence of various new
social phenomena.

Many countries have been making efforts to understand these phenomena and
find answers on how to put the development of artificial intelligence on the right
track to support the common good of people and societies. These attempts require
interdisciplinary actions, covering not only science disciplines involved in the
development of artificial intelligence and human—computer interaction, but also
close cooperation between researchers and practitioners.

For this reason, the main goal of the MIDI conference is to integrate two, until
recently, independent fields of research in computer science: broadly understood
artificial intelligence and human—technology interaction. As from 2020, topics
covered during the MIDI conference will go beyond interaction design and user
experience and will also focus on more general artificial intelligence-related issues.

There is no doubt that the society is getting increasingly more aware of problems
related to the implementation of solutions based on artificial intelligence. However,
advances in the development of artificial intelligence technology are much faster
than the process of finding answers to current ethical, social or economic dilemmas.
In order for the discussion on them to result in adequate solutions, experts spe-
cializing in both the Al technology and social research are necessary. As the
organizers of the MIDI conference, we are convinced that the extended formula
of the event will make it an even more interesting forum to share experiences
between specialists in the field of artificial intelligence and human—technology
interaction.

This volume has been divided into two parts: (1) Machine Intelligence and
(2) Digital Interaction. As a result, the chapters deal with such topics as weather
classification, object detection, automatic translation in the scientific community.
The remaining chapters of the volume refer to the matters pertaining to people’s
behaviors in contact with virtual reality, use of virtual reality in psychological
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science, and to the issues that are extremely important during the pandemic, such as
remote work based on IT solutions.

We hope that this book will be an inspiration and source of valuable theoretical
and practical knowledge for all readers interested in new trends and for developers
of end-user IT products and services. In a world where technological solutions
based on artificial intelligence are created by people for people, the final success or
failure of a newly created product depends on the focus on human needs. No matter
how advanced a technological solution can be, if it is not adequately linked to the
lifestyle or other factors determining social behaviors of the target users, they will
refuse to accept it. The history of technology development and examples of failures
of technological solutions created even by the world’s largest tycoons show that
underestimating the importance of the social perspective of the user can result in
harmful and destructive effects. It should also be emphasized that the process of
acquiring knowledge about the social perspective and users’ needs should start as
soon as possible, already at the early stages of the process of developing techno-
logical solutions, which is often stressed by the authors of the texts included in this
volume.

During this year’s edition of the conference, two papers were awarded Best
Paper Award in memory of Professor Krzysztof Marasek. He was one of the ini-
tiators of the first MIDI conference focused on the user’s perspective in computer
science and the co-organizer of subsequent editions. Being an outstanding scientist
and engineer, an excellent specialist in the field of linguistics, voice user interfaces
and voice-based interaction, he understood the importance of research on techno-
logical solutions conducted from the user’s perspective. We hope that this year’s
and subsequent editions of the MIDI conference will step up to the mark and
continue the work of Professor Krzysztof Marasek.

Cezary Biele

Janusz Kacprzyk
Wiestaw Kopec

Jan W. Owsinski
Andrzej Romanowski
Marcin Sikorski
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Weather Classification with Transfer
Learning - InceptionV3, MobileNetV2
and ResNet50

Patryk Miodzianowski®

Ignacy Moscicki’s University of Applied Sciences in Ciechanéw, Ciechanow, Poland
patryk.mlodzianowski@puzim.edu.pl

Abstract. Weather recognition is a common problem for many branches
of industry. For example self-driving cars need to precisely evaluate
weather in order to adjust their driving style. Modern agriculture is also
based on the analysis of current meteorological conditions. One of the
solutions may be a system detecting weather from image. Because any
special sensors are needed, the system should be really cheap. Thanks
to transfer learning it is possible to create image classification solutions
using a small dataset. In this paper three weather recognition models
are proposed. These models are based on InceptionV3, MobileNetV2 and
ResNet50 architectures. Their efficiency is compared and described.

Keywords: Machine learning - Deep learning - Transfer learning -
Image classification - Convolutional Neural Networks (CNN) - Neural
network architecture - Weather classification

1 Weather Classification

The most popular methods for the automatic recognition of the current weather
is the use of weather stations. They are systems equipped with specialized hard-
ware (e.g. light intensity sensors, rain detectors, temperature sensors, humidity
sensors). These systems collect very detailed data that it is reflected by their
relatively high cost. A cheaper alternative may be to use the magic of machine
learning which allows to build a classifier that will analyze the provided photo
and be able to determine the general weather condition. This paper evaluate
models built on top of three different neural network architectures.

2 Transfer Learning

Transfer learning is a machine learning technique of reusing a previously prepared
model to train new one for related problem. Instead of starting the learning
process from scratch, it starts with the patterns learned in solving the related
task. It is widely used in image recognition because neural networks try to detect
edges, shapes and then features. With transfer learning it is possible to use edge

© The Author(s) 2022
C. Biele et al. (Eds.): MIDI 2021, LNNS 440, pp. 3-11, 2022.
https://doi.org/10.1007/978-3-031-11432-8_1
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and shapes detection layers of pre-trained model and then train custom feature
layers. It is much faster than training model from scratch, uses less computing
power and allows to train model with a relatively small amount of data. Overall
concept of transfer learning shows Fig. 1.

Traditional Machine Learning ‘ Transfer Learning

Learning ‘ Learning
g e o | System Task 1

‘ Knowledge
Learning ‘ - ‘ Learning
‘ System Task 2 L System Task 2

Fig. 1. Transfer learning concept

3 Architectures

Inception, ResNet, and MobileNet are the convolutional neural networks com-
monly used for an image classification task. Although they carry out similar prob-
lems and are based on different architectures, some differences can be expected
in the results of specific tasks such as weather classification.

3.1 Inception

Inception architecture is based on two concepts - 1 x 1 Convolution and Inception
Module. Deep neural networks are expensive in terms of computation. Thanks to
1 x 1 Convolution it is possible to decrease number of computations by reducing
number of input channels. It causes that depth and width of neural network
can be increased. Inception Module performs computations of some convolution
layers simultaneously and then combines results.

InceptionV3 is a convolutional neural network that is 48 layers deep.

The network has an image input size of 299 x 299.

3.2 MobileNet

MobileNet targets mobile and embedded systems. This architecture is based on
an inverted residual structure, which connections are between the bottleneck
layers. It uses lightweight depthwise convolutions for features filtering.

This architecture allows to build lightweight models which do not need much
computing power.

MobileNetV2 is a convolutional neural network that is 53 layers deep.

The he network has an image input size of 224 x 224.
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3.3 ResNet

ResNet (Residual Networks) uses concept of identity shortcut connection that
allows to jump over some layers. It partially solves vanishing gradients and miti-
gate accuracy saturation problem. The identity shortcuts simplifies the network
and speeds learning process up.

ResNet50 is a convolutional neural network that is 50 layers deep.

The network has an image input size of 224 x 224.

4 Metrics

4.1 Precision, Recall, Accuracy, F1

These metrics are widely used in binary classification where only two categories
are taken into consideration. In multi classification solutions they might be calcu-
lated in multiple ways, but the most popular is to calculate them as the average
of every single metric across all classes. Precision represents proportion of pre-
dicted positives that are truly positive. Values closer to 1 means high precision
and shows that there is a small number of false positives.

TruePositives

Precision =
TruePositives + FalsePositives

Recall is calculated as a proportion of actual positives that have been classified
correctly. Values closer to 1 means high recall and shows that there is a small
number of false negatives.

TruePositives

Recall =
TruePositives + FalseNegatives
Accuracy measures proportion of number of correct predictions to total number
of samples. It helps to detect over-fitting problem (models that overfit have
usually an accuracy of 1).

CorrectPredictions
Total Predictions

Accuracy =

F1 Score combines precision and recall metrics by calculating their harmonic

mean. o
Precision * Recall

F1=2
¥ Precision + Recall
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4.2 Log-Loss, Log-Loss Reduction

Logarithmic loss quantifies the accuracy of a classifier by penalizing incorrect
classifications. This value shows uncertainty of prediction using probability esti-
mates for each class in the dataset. Log-loss increases as the predicted probability
diverges from the actual label. Maximizing the accuracy of the classifier causes
minimizing this function.

Logarithmic loss reduction (also called reduction in information gain - RIG)
gives a measure of how much improves on a model that gives random prediction.
Value closer to 1 means a better model.

4.3 Confusion Matrix, Micro-averages, Macro-averages

Confusion matrix contains precision and recall for each class in multi-class clas-
sification problem.

A macro-average computes the metric independently for each class and then
take the average (treats all classes equally).

A micro-average aggregates the contributions of all classes to compute the
average metric.

Micro- and macro-averages may be applied for every metric.

In a multi-class classification problem, micro-average is preferred because
there might be class imbalance (significant difference between number of class’
examples).

5 Dataset

Models were build on custom six class weather image dataset. Images were
scraped from web. Despite the fact that the used trainer does not require data
normalization [9], the images were normalized to specified aspect ratio (1:1) and
size (512 x 512 pixels). This image size has been chosen in order to not to favor
any architecture (InceptionV3 prefers 299 x 299, MobileNetV2 and ResNet50
prefer 224 x 224). Training set details are described below.

Total: 1577 images

Image format: JPEG
Image size: 512 x 512 pixels
Color space: sRGB
Categories:

— Clouds
— Fog

— Rain

— Shine

— Storm
— Sunrise

Table 1 presents number of images of each category and their share in total.
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Table 1. Categories

Class name | Images count | Percent
Clouds 300 19%
Fog 201 12.8%
Rain 214 13.6%
Shine 252 16%
Storm 253 16%
Sunrise 357 22.6%
Total 1577 100%

6 Models

Three different models have been built to classify weather conditions. They are
based on InceptionV3, MobileNetV2 and ResNet50 architectures and all of them
were trained with the same dataset, specified in section above. As the solution
uses transfer learning, models were trained on top of feature vectors provided by
TensorFlow Hub [10-12]. All feature vectors were originally trained with Ima-
geNet (ILSVRC-2012-CLS) dataset. Microsoft ML .NET library was used to
train and evaluate models. The pipeline uses cross-validation with 10 numbers
of folds. In machine learning cross-validation is a technique to measure the vari-
ability of a dataset. It also measures the reliability of any model trained using
that data. Cross-validation algorithm divides randomly the dataset into subsets
(folds). Then it builds a model on each subset and returns a set of accuracy
metrics for each subset. One fold is used for validation and the others are used
for training.

According to ML .NET trainer documentation [13], values of the hyperpa-
rameters are presented in Table 2.

Table 2. Hyperparameters

Hyperparameter | Value
Batch size 10
Epoch 200

Learning rate 0.01

What are these hyperparameters?

The batch size is a number of samples processed before the model is updated.

The number of epochs is the number of complete passes through the training
dataset.

Learning rate determines the step size at each iteration while moving toward
a minimum of a loss function.
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The source code that have been used for model creation, training and testing
is publicly available on GitHub repository [14].
The most important training metrics are shown in Table 3.

Table 3. Models evaluation metrics

Metric InceptionV3 | MobileNetV2 | ResNet50
Average micro-accuracy 0.826 0.909 0.878
Average macro-accuracy 0.826 0.909 0.873
Average Log-loss 0.499 0.3 0.392
Average Log-loss reduction | 0.716 0.829 0.777

Additionally each model pass performance and accuracy tests measuring total
classification time for two groups of images of different size and aspect ratio. In
this case there was no images normalization.

First experimental set contained 37 manually selected pictures, found on the
web, of all six trained classes (clouds, fog, rain, shine, sunrise, storm). Among
these data were many problematic items which poor quality have entailed that
they were difficult to classify even for a human. The second set of data was
“Multi-Class Images for Weather Classification” found on kaggle [15]. Tt had
images of only four classes (clouds, rain, shine, sunrise), but was much larger
than first experimental set - contained 1125 images. Both experimental datasets
included images that were not used to create any of the models (Fig. 2).

(a) Prediction: fog, actual: rain (b) Prediction: rain, actual: rain

Fig. 2. Example of potentially problematic images

Classifier trained on top of MobileNetV2 was almost 4 times faster than
models based on the other architectures. This confirms that MobileNetV2 archi-
tecture would be the best choice for mobile and embedded systems. InceptionV3
and ResNet50 classified correctly more images than MobileNetV2. Table4 and
Table 5 shows time performance and accuracy for both experimental datasets.
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Table 4. First experimental group - performance and accuracy

InceptionV3 | MobileNetV2 | ResNet50
Elapsed time 958 258 99s
Correct classifications |27 26 27
Incorrect classifications | 10 11 10
Accuracy 0.73 0.70 0.73

Table 5. Second experimental group - performance and accuracy

InceptionV3 | MobileNetV2 | ResNet50
Elapsed time 40min 03s | 10 min 58s 47 min 22s
Correct classifications | 1075 1098 1091
Incorrect classifications | 50 27 34
Accuracy 0.95 0.97 0.96

7 Summary

Thanks to transfer learning it is possible to train custom classifiers without large
dataset and computing power. Global efficiency and accuracy may depend on
neural network architecture. All created models were able to classify weather
with accuracy of 70-73% (poor quality dataset of six classes) and 95-97% (good
quality dataset of four classes). InceptionV3 and ResNet50 architectures had
similar classification time and accuracy. MobileNetV2 had the shortest classifi-
cation time and achieved competitive results. ResNet50 model achieved a slightly
higher average accuracy (based on model evaluation) than existing image-based
weather classification models [1].

Selected neural networks were compared due to significant differences in
architecture and the availability of vector features used for knowledge trans-
fer. All vector features were trained on the same data set, which allowed to
conclude that the differences in the achieved results result mostly from architec-
tural differences of the compared neural networks.

Weather classification is complicated due to the difficulty of extracting the
characteristics of weather phenomena. Some weather conditions are extremely
difficult for classification, e.g. heavy rain may look like a fog especially if input
image resolution is low.

Another difficulty is the possibility of mixing atmospheric phenomena. It
happens quite often that it is rainy during storm or sun shines during rain. Such
situations can not be easily resolved by simple image classification because of its
limits that is necessity to select only one option (class).

An integral part of work is a source code wrote using C# programming lan-
guage and ML .NET framework [14]. Despite many searches, it was not possible
to find a program that would deal with similar issues, which would be built
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with the mentioned technologies. Provided source code allows to follow line by
line whole logic being used to build models, evaluate and use them. The use of
non-mainstream technology enriches the originality of the solution.

References

10.

11.

12.

13.

14.

15.

. Xia, J., Xuan, D., Tan, L., Xing, L.: ResNet15: weather recognition on traffic road

with deep convolutional neural network. Adv. Meteorol. 2020, 11 (2020). Article
ID 6972826

Grandini, M., Bagli, E., Visani, G.: Metrics for multi-class classification: an
overview (2020)

Zhuang, F.; et al.: A Comprehensive Survey on Transfer Learning (2019)

An, J., Chen, Y., Shin, H.: Weather classification using convolutional neural net-
works, pp. 245-246 (2018). https://doi.org/10.1109/ISOCC.2018.8649921
Howard, A.G., et al.: MobileNets: Efficient Convolutional Neural Networks for
Mobile Vision Applications (2017)

Zhang, Z., Ma, H., Fu, H., Zhang, C.: Scene-free multi-class weather classification
on single images (2016)

He, K., Zhang, X., Ren, S., Sun, J.: Deep Residual Learning for Image Recognition
(2015)

Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z.: Rethinking the Incep-
tion Architecture for Computer Vision (2015)

ML.NET Trainer Characteristics. https://docs.microsoft.com/en-us/dotnet/api/
microsoft.ml.vision.imageclassificationtrainer?view=ml-dotnet. Accessed 07 Nov
2021

Feature vector (InceptionV3). https://tfthub.dev/google/imagenet/inception_v3/
feature_vector. Accessed 07 Nov 2021

Feature vector (MobileNetV2). https://tfhub.dev/google/imagenet/mobilenet_v2_
050-224 /feature_vector. Accessed 07 Nov 2021

Feature vector (ResNet50). https://tfhub.dev/google/imagenet/resnet_v2_50/
feature_vector. Accessed 07 Nov 2021

ML.NET Default Hyperparameters. https://docs.microsoft.com/en-us/dotnet/
api/microsoft.ml.vision.imageclassificationtrainer.options?view=ml-dotnet.
Accessed 07 Nov 2021

Source code. https://github.com/pmlodzianowski/WeatherClassification.
Accessed 07 Nov 2021

Second experimental dataset. https://www.kaggle.com/somesh24/multiclass-
images-for-weather-classification. Accessed 07 Nov 2021


https://doi.org/10.1109/ISOCC.2018.8649921
https://docs.microsoft.com/en-us/dotnet/api/microsoft.ml.vision.imageclassificationtrainer?view=ml-dotnet
https://docs.microsoft.com/en-us/dotnet/api/microsoft.ml.vision.imageclassificationtrainer?view=ml-dotnet
https://tfhub.dev/google/imagenet/inception_v3/feature_vector
https://tfhub.dev/google/imagenet/inception_v3/feature_vector
https://tfhub.dev/google/imagenet/mobilenet_v2_050_224/feature_vector
https://tfhub.dev/google/imagenet/mobilenet_v2_050_224/feature_vector
https://tfhub.dev/google/imagenet/resnet_v2_50/feature_vector
https://tfhub.dev/google/imagenet/resnet_v2_50/feature_vector
https://docs.microsoft.com/en-us/dotnet/api/microsoft.ml.vision.imageclassificationtrainer.options?view=ml-dotnet
https://docs.microsoft.com/en-us/dotnet/api/microsoft.ml.vision.imageclassificationtrainer.options?view=ml-dotnet
https://github.com/pmlodzianowski/WeatherClassification
https://www.kaggle.com/somesh24/multiclass-images-for-weather-classification
https://www.kaggle.com/somesh24/multiclass-images-for-weather-classification

Weather Classification with Transfer Learning 11

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.


http://creativecommons.org/licenses/by/4.0/

)

Check for
updates

A Coarse-to-Fine Multi-class Object Detection
in Drone Images Using Convolutional Neural
Networks

R. Y. Aburasain! ®_E. A. Edirisinghez, and M. Y. Zamim?

1 Department of Computer Science, Jazan University, Jazan, Saudi Arabia
raburasain@jazanu.edu.sa
2 Department of Computer Science, Loughborough University, Loughborough, UK
3 Ministry of Education, Jazan, Saudi Arabia

Abstract. Multi-class object detection has a rapid evolution in the last few years
with the rise of deep Convolutional Neural Networks (CNNs) learning based, in
particular. However, the success approaches are based on high resolution ground
level images and extremely large volume of data as in COCO and VOC datasets.
On the other hand, the availability of the drones has been increased in the last few
years and hence several new applications have been established. One of such is
understanding drone footage by analysing, detecting, recognizing different objects
in the covered area. In this study conducted, a collection of large images captured
by a drone flying at a fixed altitude in a desert area located within the United Arab
Emirates (UAE) is given and it is utilised for training and evaluating the CNN net-
works to be investigated. Three state-of-the-art CNN architectures, namely SSD-
500 with VGGNet-16 meta-architecture, SSD-500 with ResNet meta-architecture
and YOLO-V3 with Darknet-53 are optimally configured, re-trained, tested and
evaluated for the detection of three different classes of objects in the captured
footage, namely, palm trees, group-of-animals/cattle and animal sheds in farms.
Our preliminary experiments revealed that YOLO-V3 outperformed SSD-500
with VGGNet-16 by a large margin and has a considerable improvement as com-
pared to using SSD-500 with ResNet. Therefore, it has been selected for further
investigation, aiming to propose an efficient coarse-to-fine object detection model
for multi-class object detection in drone images. To this end, the impact of chang-
ing the activation function of the hidden units and the pooling type in the pooling
layer has been investigated in detail. In addition, the impact of tuning the learning
rate and the selection of the most effective optimization method for general hyper-
parameters tuning is also investigated. The result demonstrated that the multi-class
object detector developed has precision of 0.99, a recall of 0.94 and an F-score of
0.96, proving the efficiency of the multi-class object detection network developed.

Keywords: Drones - Multiclass object detection - Convolution neural networks -
Unmanned aerial vehicles

1 Introduction

It is well known by the machine intelligence research community that general multi-
class object detection systems have undergone a rapid development in the last few years,
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primarily due to the increase of use of deep machine learning based on CNNs, as has been
demonstrated by the experiments conducted on the popular public databases, COCO
[1] and VOC [2]. While these datasets include high-resolution images of commonly
observed objects at a ground level of viewing (i.e. front, side or elevated views), the drone
footage that we are utilising in the research presented in this paper have been captured
looking vertically downwards from a drone flying at a fixed altitude. Hence one direct
challenge this dataset poses is that none of the state-of-the art CNN networks which
have been trained on the existing benchmark datasets can directly be used for detecting
objects in our dataset due to the significant change of view angle, predominantly.

In literature, there have been some successful attempts in effectively using trained
CNN in conducting single-class object detections in drone imagery [4, 5]. However,
there has not been any attempt to develop single CNN that are capable of capturing
objects of many types, i.e. multi-class object detectors. The development of multi-class
CNN s that can perform multi-class object detection on drone images will require the use
of more deeper CNNs and significantly more data for training such networks, as more
features will have to be utilised by such networks in discriminating multiple object from
each-other and from the object background. A further challenge to face in preparing
data for training such networks is the need for data balancing, i.e. the need of having
roughly the same number of objects for each class, in training the CNNSs. In capturing
data for training CNNSs, this is in most cases difficult due to the relative differences of
number of objects of different types physically present in captured drone footage. In the
research presented in this paper, a data balancing strategy has been adopted to ensure that
sufficient samples of each class are used in each iteration of training and the associated
updating of the prediction loss of each iteration.

For clarity of presentation, this paper is divided into a number of sub-sections.
Section 2 provides a comprehensive literature review in relation to the subject area.
Section 3 shows the dataset configuration. Section 4 shows the methodology proposed
for the network configuration, training, testing, evaluation, and Sect. 5 provides the
experimental results and discussion. Finally, Sect. 6 concludes the research findings.

2 Related Works

Deep learning (DL) approaches outperform traditional machine learning techniques
in several fields, including computer vision [6]. The history of object detection and
classification using deep CNN has been motivated by its known success in general
image classification tasks including but not limited to, LeNet [7], AlexNet [8], ZF-Net
[9]1, VGG-16 [10], ResNet [11], Inception [12] and MobileNet [13].

The first attempt to apply CNN for object recognition was presented in [7]. The
authors investigated the possibility of using Stochastic Gradient Descent (SGD) via
backpropagation in training a CNN named the ‘LeNet’ for optical character recognition
(OCR) in documents. This simple network comprises of two convolutional layers, a
max pooling layer and a fully connected layer. Even though this architecture may not be
suitable for complicated tasks, it can be considered as the backbone from which more
recent, state-of-the-art CNN architectures have been derived. In the distant past, the lack
of available fast computing resources resulted in the practical limitation of one’s ability to
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train CNNs until about 2012. The period since 2012 can be considered the golden age of
the application of CNNs in computer vision, as modern GPUs enhanced the capabilities
to speed up the processing, especially in relation to the millions of parameters available
for selection in neural networks.

The authors in [8] presented AlexNet, a CNN designed for improving classification
in the ImageNet dataset [14]. This CNN comprises of five convolutional layers followed
by max pooling. A dropout technique is used to reduce the overfitting. The authors
investigated how increasing the number of convolutional layers improves the feature
extraction in comparison with the LeNet architecture. A modified version of AlexNet
was presented by [9] and named the ZF-Net. Compared to AlexNet, in ZF-Net, the
filter size was reduced from 11 to 7 and the stride was reduced from 4 to 2. This has a
significant impact on extracting more reliable features in the early layers. In addition, a
few convolutional layers were added to improve the feature extraction.

With the idea of further deepening the CNN architecture, VGG-16 net, was proposed
by [10], having a total of 16 layers. The network comprises of 12 convolutional layers and
a3 x 3filter is used in all layers. The VGG-16 net resulted in an excellent performance
as compared to the performance of previous networks. The detailed research presented
in [10] has had a significant impact on the CNN community. It confirmed that increasing
the depth of the model has a crucial impact on improving performance. The authors also
compared the performance between VGG-16 and VGG-19, where two convolutional
layers were added to the latter network. A slight improvement in the top 5% errors was
obtained with VGG-19 at 8.0, as compared to 8.7 obtained with VGG-16. Nevertheless,
VGG-16 is still more popular with the CNN research community as practitioners have
noted its comparable accuracy with the latter, VGG-19.

The Inception-V1 architecture also called as the GoogleLeNet was presented in
[15]. It aims to solve the computation costs of the very deep CNN by applying a 1
x 1 convolution and concatenating the channels. There are 27 layers, of which 22 are
convolutional. Rather than using the fully connected layer before the softmax layer, this
architecture uses global average pooling towards the end of the network. Using these
two techniques successfully reduces the number of parameters from 12M in VGG-16
to 2.4M. This significantly speeds up the process and an illustration of the difference
between the fully connected layers and the global average pooling can be found in [5].

However, increasing the depth of CNNss used, by only stacking the layers, leads to the
gradient to vanish or explode, consequently increasing the training errors, more details
can be found in [11]. To solve the problem of the need for a deep net without a vanishing
gradient, in [11] the Microsoft community presented ResNet. This architecture has 152
convolutional layers, which is substantially higher than before. The idea here is that
by applying the so-called shortcut-connection and building up residual blocks means
that the ensemble of the smaller networks can benefit from the very deep net, without
overfitting the model. Since its introduction, this architecture has become very popular
within the CNN research community. It significantly improves the object detection and
segmentation accuracy achievable using CNN.
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Further versions of the original Inception network (i.e. V1) have been released sub-
sequently, namely V2, V3, and V4. The former two were introduced in [16], while the
latter was introduced in [12]. In Inception V2, a smart factorisation method is used, aim-
ing to improve the computational complexity. In Inception V3, an RMSProp optimiser,
batch normalisation, and adding label smoothing to the loss function are added without
drastically changing the architecture. Furthermore, Inception V4 [12] combines Incep-
tion V1 with ResNet, which significantly benefits from a very deep network architecture
but yet minimises the number of parameters.

A trading off between the speed and accuracy has been proposed in the design of a
CNN architecture specifically proposed for applications within the mobile and embedded
systems, named MobileNet in [13]. The main idea here is the adaptation of depth-wise
separable convolutions for all convolutional layers, except the first layer, which is fully
convolutional. This architecture demonstrated a competitive accuracy and benefits when
working specifically with limited resource.

Moreover, deep CNNSs has been proven to outperform conventional machine learning
methods in object detection tasks [6]. Several applications have attracted the atten-
tion of both practitioners and academics, who have effectively deployed CNNs for
video surveillance, autonomous driving, rescue and relief operations, robots in industry,
face and pedestrian detection, understanding UAV images, recognising brands and text
digitalisation, among others.

Object detection using CNNs is basically an extension of the meta-architectures used
in general feature extraction and classification tasks. For example, LeNet [7], VGG-
16 [10], ResNet [11], and Inception [12] are popular feature extraction architectures.
The object detection is performed by expanding these architectures with more layers
responsible for object detection. There are two approaches in the used in object detection
domain; two-stage object detection as in [17-19] and Single-shot object detector as in
[20] and [21].

In 2014, R-CNN object detection architecture was shown to improve the detection of
objects in the VOC2012 dataset [2] in comparison to conventional machine learning tech-
niques through combing Selective Search [22] with CNNs used for classification [17].
The authors proposed the use of Selective Search to generate 2000 region proposals and
use 2000 CNNss for classification. However, this design led to the increase of algorithmic
complexity and time consumption, even though the object detection accuracy and has
been improved. In Fast R-CNN [18], a single CNN is used which significantly reduces
the time consumption. The last version of this series called Faster R-CNN which replaces
the Selective Search with a Region Proposal Network (RPN) for proposing regions. on
the other hand, sharing the computation over every single convolutional layer was con-
ducted for R-FCN when [23] proposed recognising the object parts and location variance
using a position-sensitive score maps strategy. This method delivers higher speeds when
compared with Faster R-CNN, with comparable accuracy.

The second approach in object detection uses a single CNN for detecting objects
using the raw pixels only (i.e. not pixel regions) as in the case of the Single-Shot Detec-
tor (SSD) proposed in [20] and You Only Looks Once (YOLO) proposed in [21]. The
latter approach outperforms the former in detecting objects in many benchmark datasets,



16 R. Y. Aburasain et al.

including COCO [1] and VOC2012 [2] datasets, beside its capability to reduce complex-
ity and time consumption. While SSD uses VGG-16 [10] for feature extraction, YOLO
uses a custom architecture called Darknet-19 [24]. Neither of these approaches used the
filtering steps that ensure each location has a minimum probability of having an object.

YOLO has been proven to be one of the most efficient object detection architectures
specifically suitable for real time applications [21]. It uses a custom meta architecture
based on Darknet [24] for feature extraction. The first version of YOLO, i.e., V1,is simple
in nature when compared to the subsequent two versions. It consists of 24 convolutional
layers followed by fully connected layers [21]. In YOLO-V2, batch normalization and
anchor boxes for bounding box prediction is utilised with the aim to improve the local-
isation accuracy. Significant improvement in accuracy is achieved in YOLO-V3. This
architecture is changed by increasing the convolutional layers to 106, building residual
blocks and skipping the connection to improve the detection at different scales. Also,
they change the square errors in the loss function to cross-entropy terms and replace
the softmax layer with a logistic regression that predicts the label by giving a threshold
value. However, [20] showed that SSD performs better than YOLO-V1 and V2 because
the predicted boxes for each location are higher than in the first two versions of YOLO.
However, YOLO-V3 [25] outperforms SSD in several datasets, including the benchmark
COCO dataset.

On the other hand, there are a considerable number of attempts in applying CNN
object detection architectures on drone-based imagery system. Generally, the approaches
proposed in literature can be categorised into three different application areas based
on their purpose of use, namely, obstacle detection for ensuring safe-flying of the
drones, creating DNN models for embedding within a drone’s hardware and object
detection/recognition/localization for aerial monitoring and surveillance of large areas
[26]. The latter category with wide application areas and considerable open research
problems is the focus area of the research conducted in this research. Few attempts has
been published to detect different objects in drone footage using CNNs based learning
as in [27-30] and [31], etc. The binary classifiers for the detection of palm trees, as
one of the objects in the designed multiclass detector, can be found in [32-37] and [37,
38] and [39]. For more details we refer the readers to [5]. Furthermore, there are a few
researches discussed the animal detection as in [31, 40—43] and [4].

Most previous work applied CNNs to detect objects of multiple classes as in [44]
and [45] in applications related to the detection of obstacles in the flight path of a drone,
thereby addressing the drone’s safe flying. In contrast analysing drone footage to detect
and classify multiple objects is rarely studied. To the best of our knowledge, the few
published attempts recovered via the literature review conducted are detailed below.

For infrastructure assessment and monitoring purposes of the electric power dis-
tribution industry, the authors in [29] proposed the detecting three different classes of
objects using a single CNN, namely power lines/cables, pylons and insulators, from
drone images, with the aim of automatic maintenance and insurance purposes. The
authors investigated the use of the pre-trained CNN model GoogleLeNet and fine-tuned
it with their dataset before they applied Spectral Clustering [46] for further improvement
of the results obtained.
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Moreover, automatic railway corridor monitoring and assessment by using DNNs
on images captured by drones was proposed by [27]. The pre-trained GoogleLeNet
architecture and an architecture proposed by the authors were re-trained and trained
respectively to detect and classify five different classes of objects, namely, lines, ballast,
anchors, sleepers and fasteners. It was shown that when using the novel architecture
proposed the F-score reduced from 89% to 81% as compared to using GoogleLeNet
at a ten-fold reduction of network parameters due to the simpler architecture of the
proposed network. With a similar focus in mind, the authors of [47] minimised the
number of convolutional layers of their proposed architecture and obtained significantly
good results in multi-class object classification in the area of using robots in detecting
threats in crises and emergency situations. Further, the authors in [48] discussed how
integration of CNN technology can be addressed in small drones by applying transfer
learning and saving only the last few layers of the CNN to enable embedding the system
into a drone’s cameras for autonomous flight.

To conclude, there is no previous attempts of investigating the applicability of CNNs
in detecting objects in drone-based imagery system with the specification given in this
research dataset as shown in Sect. 3. This research reveals the significant of the number of
convolutional layers, pooling type in the pooling layer, learning rate and the optimization
method in improving the multi-class detector in drone-based images which is the main
contribution of this research.

3 Dataset Configuration

The research dataset comprises of 221, large aerial view images of size 5472 x 3648
pixels, captured by adrone. An example of such animage is illustrated in Fig. 1. However,
for the purpose of conducting the research proposed in this paper, three objects have been
labelled: ‘palm trees’, sheds and ‘group-of-animals’. The labelled data that consists of
the above three classes, will then be used for training the multi-class object detector. The
combined dataset consists of 900 images of size 416 x 416. This dataset has 1753, 3300
and 3420 bounding boxes for the palm tree, group of animals and sheds respectively.

3.1 Data Balancing Strategy

An important preparation step in training a multi-class model using min-batch gradient
descent approach to minimise its loss function is to ensure a balanced number of labelled
objects for each class, per iteration. This is because, to ensure slopping the loss function
toward the minimum (weight updating), the presence of an inadequate number of samples
for a particular class complicates the training process; increases noise and practically
results in a high bias. This reflects the need for increasing the number of training samples.

The number of bounding boxes in the multi-class dataset has group-of-animals (3300)
and sheds (3420) objects and a significantly low number of palm-tree objects (1753). The
majority of raw images captured by the drones used for data collection in our experiments
were of animal or crop farming areas. The presence and spread of palm trees in such
farms were sparse and collecting sufficient samples of palm free was therefore difficult.
Further due to the significant within-class variations of group-of-animals (or sheds), if
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Fig. 1. A sample of the drone-based desert image dataset [3]; image dimensions, 5472 x 3648
pixels.

one is to attempt developing a CNN network for detection group-of-animals, a large
number of such objects will be required in training, testing and validation. Given the
above, 150 further images of size 500 x 500 (different magnitude) were cropped from
the raw, large sized images captured by the drones. The idea is to use these additional
images to boost the number of samples needed in a particular class, in the process of
balancing data. Following this the total number of palm trees available for training has
been increased to 2271 from the original 1753. The combined dataset used in training
YOLO-V3 for multi-class object detection therefore have has 1050 cropped images in
total, divided as 85% for training and 15% for testing. Practically, all the images are
saved in a single folder and named with » number of names, which is the number of
classes. This is to ensure the division of the training and testing set using the determined
percentage of each class. With this strategy, the palm tree training samples are balanced,
and this ensures a sufficient number of palm tree bounding boxes are trained per iteration.
The final research dataset used in this research is shown in Table 1.
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Table 1. The multi-class object detection dataset after data balancing strategy (# refers to ‘Number
of”).

#lmages | #Palm tree boxes | # Groups-of-animal | #Sheds boxes
boxes
Palm tree Dataset 350 1675 260 320
Group-of-Animals 350 320 1760 1410
Dataset
Sheds Dataset 350 276 1280 1600
Multi-class Dataset | 1050 2271 3300 3420

4 Research Methodology

The following steps are related to the proposed CNN architecture and coarse-to-fine
framework as well as the specific used training strategy as in Sects. 4.1 and 4.2
respectively. The last sub-section, Sect. 4.3, shows the evaluation methodology.

4.1 Proposed CNN Architecture

The single-shot-based learning approach is utilised, whereby extracting features of an
object, and detecting objects are performed using a single CNN. Effective object detec-
tion using CNNs will heavily depend on the meta-architecture a CNN uses for feature
extraction. Therefore, the structure/architecture of different state-of-the-art CNN net-
works were investigated within the wider research context of this for potential use in
multi-class object detection being proposed in this paper The study conducted includes
how different state-of-the-art architectures differ in terms of the number of convolutional
layers, activation function, and type of pooling.

Following the practical evaluation of different state-of-the-art architectures, YOLO-
V3 was adopted for the given task. This architecture uses Darknet-53 for the feature
extraction, which has 53 convolutional layers, and a further 53 convolutional layers for
object detection from the feature map. In total, YOLO-V3 has 106 convolutional layers,
with residual blocks. The residual block is the idea inherited from ResNet, which differs
significantly from other architectures in that there are no pooling layers in-between the
convolutional layers, although a skipping connection is used to reduce the number of
parameters. However, while the last layer in YOLO-V3 uses ‘average-pooling’, in our
investigations, ‘max-pooling’ has proven to reduce the outliers, and subsequently, it has
been tuned for evaluation.

4.2 Training Strategies

Training strategy refers to defining a set of parameters to control the training process of a
given architecture. The complexity of training deep neural networks results significantly
from the sheer number of parameters than can be tuned and the difficultly in predict-
ing the performance in a given application prior to practically configuring and testing
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such a configuration. This includes the selection of the gradient descent algorithm, batch
size, learning rate, optimization method, and number of iterations. However, the crucial
parameters that have a significant impact are the learning rate, batch size and the opti-
mization method, and hence this research evaluates their impact on this research dataset.
A large batch size, such as 32 or 64, mostly improves the performance compared to a
batch size of 2, 4 or 6 even though this is not the case in certain datasets. As it is restricted
by the hardware specification, the batch size used in our investigations was fixed at 12
and the data-balancing strategy used ensures the sufficient number of different classes’
samples per iteration. However, the learning rate is the most important hyperparameter
that can significantly improve the accuracy and speed. A comprehensive explanation of
the learning rate and how it affects the sloping toward the minimum loss can be found in
[49]. The learning rate has been tuned in YOLO-V3 and changed from 0.001 to 0.0001,
omitting the learning rate decay. This means that the weight updates occur more slowly
but also consistently in all iterations.

4.3 Evaluation Methodology

The typical evaluation method of learning algorithms is usually based on calculating the
precision, recall, and F1-score, as shown in Egs. 1, 2, and 3. In this paper, these metrics
are calculated for each class before the average is taken, which is eventually used to
reflect the overall performance. The interpretation/definitions of the terms True Positive
(TP) True Negative (TN), False Positive (FP), False Negative (FN), precision and recall
are shown in Table 2.

.. TP 0
recision = ———
P TP + FP
TP
Recall = —— 2)
TP + FN

precision . Recall

F1 score = 2.-—— 3)
Precision + Recall
Table 2. The interpretation of performance evaluation metrics.
Evaluation term Evaluation interpretation
True positive (TP) The number of correctly detected objects
False positive (FP) The number of falsely detected objects
False negative (FN) | The number of missed detections
Precision The ratio of the correctly detected objects to the total detections; True
and False
Recall The ratio of the correctly detected objects to baseline or ground truth
objects in the given dataset
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5 Results and Discussion

The experiments are initiated by configuring the dataset as described in Sect. 3. The
total number of cropped images (from the large-scale drone image dataset) used in this
research dataset is 1050 images. These images have been divided into 85% for training
and 15% for testing. As the test set is randomly selected from amongst the 1050 images,
the number of bounding boxes that belongs to each of the three classes, differs from image
to image. The test set, which contained 157 images, comprised of 173 palm trees, 442
group-of-animals and 374 sheds/animal-shelters. The state-of-the-art CNN architectures,
SSD-500 with VGG-16 and ResNet meta-architecture and YOLO-V3, were configured,
trained, tested and evaluated, without any changes to their default parameters, except
the batch size used, which was set as 12 for YOLO-V3 and set at 4 for SSD. The details
of these architectures are shown in Table 3. Based on the initial performance results,
YOLO-V3 registered the highest F1-score and it is selected for further optimization.

Table 3. The default parameters of the CNNs architecture in YOLO-V3, SSD 500 with VGG-Net
and ResNet architectures (# refers to ‘Number of”).

CNNs # Conv | Pooling layer | Activation |Optimization |Learning |LR decay
layers function method rate (LR)
SSD-500 16 Max-pooling | ReLU Momentum 0.001 0.0005
VGG-Net
SSD-500 101 Residual ReLU Momentum 0.0004 0.0005
ResNet blocks
Average
pooling
YOLO-V3 | 106 Residual Leaky Momentum 0.001 0.0005
blocks ReLU
Average
pooling

The SSD-500 with VGG-16 and ResNet meta-architectures and YOLO-V3 have
been configured, trained and tested in their ability to detect multi-class objects in drone
images. While the former uses 16 convolutional layers for feature extraction, the SSD
with ResNet-uses 101 convolutional layers. YOLO-V3 uses 53 layers based on Darknet-
53 for feature extraction and a further 53 convolutional layers for detecting objects
from the generated feature map. Therefore, these networks have different number of
convolution layers in the feature extraction and the object detection phases. The result
of multiclass detection in the research shows an Fl-score of 0.91 in using YOLO-V3
compared to 0.77 in SSD-500/VGG-Net and 0.83 in SSD-500/ResNet. The influence
of the number of convolution layers is clearly shown whereby SSD-500 with VGG-16
registered the lowest Fl-score, significantly better as compared with the F1-score of
SSD-500 with ResNet. However, YOLO-V 3 outperformed both SSD-500 with VGG-16
and with ResNet by a considerable margin as in Table 4. This is because as compared to
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the five convolutional layers of the detection phase of the SSD architecture, YOLO-V3
has 53 in the detection phase. Further YOLO-V3’s feature extraction process is more
comprehensive as compared to that if the two SSD based approaches.

Table 4. The result of training three CNNSs architectures for drone-based multi-class object detec-
tion without any hyper-parameter optimization. (#BX: Number of bounding boxes, TP: True
Positive, FN: False Negative, FP: False Positive).

#BX |TP | FN |FP |Precisions |Recall |Fl-score | Avg.confidence
SSD-500 443 1280 |163 |0 1 0.63 0.77 0.74
VGG-Net
SSD-500 443 321 |122 |0 1 0.72 0.83 0.78
Res-Net
YOLO-V3 [443 373 70 |0 1 0.84 0.91 0.77

The precision of the learned model is 1 in detecting all types of objects with the
multi-class model generated as there were no ‘False Positive (FP)’ detections, i.e. objects
which are classified as being of a particular type but are not that type. The challenge
here are the missed detections of each object type, represented by the ‘False Negative
(FN)’, which is a total of 151 bounding boxes of objects belonging to one of the types of
objects not being detected out of a total of 989 possible objects of all types. YOLO-V3
clearly outperforms both SSD-500 based architectures as it clearly shows better results
with regards to the performance parameters, recall, F1-score and Average Confidence.
Therefore, the use of YOLO-V3 is recommended for multi-class object detection.

With the aim of improving the obtained result of the modest YOLO-V3, the impact
of the activation function, pooling method, learning rate and the optimization method are
practically evaluated. This helps in investigating the best integration that could influence
the performance as in Sects. 5.1-5.4. The optimal selection in each case will be used in
the final coarse-to-fine model as in Sect. 5.5.

5.1 The Impact of Different Activation Functions in the Hidden Units

Most CNNs uses either ReLU or Leaky ReLU in the hidden units aiming to activate
certain units to pass over the net. While ReLU omits all neurons less than zero, Leaky
ReLU allows a small value to present, which has an impact on reducing the number
of non-activated neurons. While YOLO-V3 uses Leaky ReLU in its configuration, the
impact of changing it to ReLU is practically tested here. This is because the number
of classes is still limited, which is three compared to general object detection tasks,
which have 80 and more different classes. Reducing the number of activated neurons
can resulted in simplifying the model and reducing the overfitting.
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In Table 5, the result of changing the activation function is presented. This shows a
slight improvement in the FN from 838 out of 989 in the baseline model to 849 based
on using the ReLU activated function. Even the F1-score has a slight improvement from
0.91 to 0.92, the combination with tuning different hyper-parameters such as learning
rate or pooling layer can give a noticeable improvement.

Table 5. Overall multiclass object detector performance using YOLO-V3 with different activation
functions (#BX: Number of bounding boxes).

YOLO-V3 #BX |TP |FN |FP | Precisions |Recall |F1 score | Avg. confidence
Leaky ReLU | 989 838 |151 |0 1 0.84 0.91 0.82
ReLU 989 |849 |140 |0 1 0.85 0.92 0.83

5.2 The Impact of the Pooling Method

The pooling layer can be optionally used in-between the convolutional layers aiming to
reducing the number of parameters by taking either the average, max or any other pooling
method of a determined receptive field. While ResNet uses the residual blocks, it has no
pooling layers in-between the convolutional layers, but it uses the average pooling toward
the end of the network. Max pooling is commonly used in modern CNN architectures
including VGG-net and AlexNet, and the practitioners claim it has a good reduction of
outliers compared to average pooling. A comparison between average pooling and max
pooling toward the end of the feature’s extraction layers has been evaluated by training
the model twice and comparing the performance. The result is shown in Table 6, which
reflects a slight improvement when using the max pooling. This is because the model
precision is initially 1, which reflects the lower number of outliers in the model. It is
suggested to tune the pooling type if the precision of the model is low or if the number
of classes where the model tends to lean is higher than in this research case.

Table 6. Overall multiclass object detection performance based on using YOLO-V 3 with different
pooling type (#BX: Number of bounding boxes).

YOLO-V3 #BX |TP |FN | FP |Precisions |Recall | F1 score | Avg. confidence
Average pooling | 989 |838 | 151 |0 1 0.84 0.91 0.82
Max-pooling 989 840 149 |0 |1 0.85 0.92 0.82
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5.3 The Impact of Tuning Learning Rate and the Choice of the Learning Rate
Decay Method

The learning rate is the most crucial hyperparameter that formulates the training process
and the converging time of a given DNN. As it determines the periodic update of the
network loss whilst the network is being trained, the higher the value it is set at, less
time would be needed to the network loss to converge but will be noisier compared to
the use of smaller values. Practically, the learning rate can be tuned between 0.1 and
1. Usually, researchers use lower learning rate values in training on complex datasets.
However, a slightly higher value of learning-rate is used if the dataset is easier to train,
particularly when using in conjunction with a large volume of data, aiming to reduce the
learning time, but with the consequence of the training process to become unstable. As
the learning rate substantially affects the training speed of a network, the learning rate
decay, a parameter that determines the reduction of the learning rate over each epoch
(i.e. each iteration of the learning process), can be used to balance between the speeding
up the process and converging the network, when the network tends to reach the local
minima.

Therefore, given the significant impact of the learning rate on stabilizing the training
process, we conducted experiments with the learning rate set to 0.001 and 0.0001. As
the research dataset is complex in nature (high intra-class variations in sheds and group-
of-animals) and the data availability per class is limited as compared to typical popular
object detection datasets, we ignore the time required for the network to train but would
consider the stability and convergence of training as crucial. Therefore, the evaluation
of the model performance with learning rates of 0.001 and 0.0001, and with the learning
rate decay omitted, was conducted. The results are tabulated in Table 7. The results
show the significance of performance improvement when the learning rate is 0.0001 and
compared to setting it ten times larger, at 0.0001. However, it is noted that the results
with a learning rate of 0.001 was obtained at 50,000 iterations, whilst the result with
the leaning rate 0.0001 was achieved in 180,000 iterations. The selection of the learning
rate for a training task is hence a decision that should be made keeping in mind the
complexity of the task to be carried out, time available for training the network and the
relative importance of performance metrics such as the precision, recall, F1-score and
confidence, which will depend on the application needs.

Table 7. Overall multiclass object detection performance using YOLO-V3 based on different
learning rate. (BX: Number of Bounding Boxes).

YOLO-V3 #BX |TP | FN |FP |Precisions |Recall |Fl-score | Avg. confidence
LR =0.001 [989 838 |151 |0 1 0.84 0.91 0.82
LR =0.0001 [989 |870 |119 |0 1 0.87 0.93 0.87
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5.4 An Evaluation of the Use of Optimization Methods in Minimizing Loss

As Gradient Descent [7] is the method used for minimizing the loss function, differ-
ent optimization methods have been used beside it to make the model learn fast and
accurately, whereby the Momentum [50] is the most popular approach used by the
computer vision research community. However, there is a claim by deep learning prac-
titioners that RMSProp [51] and Adam [52] (combines Momentum with RMSProp)
optimizers work better in practice. To evaluate the effectiveness of theses optimizers on
the proposed multi-class object detector, we conducted an investigation that effectively
used Momentum, RMSProp and Adam optimizers. The results obtained are shown in
Table 8.

Table 8. Overall multiclass object detection performance based on YOLO-V3 when different
optimizers are used (#BX: Number of bounding boxes).

YOLO-V3 |#BX |TP |FN |FP |Precisions |Recall |Fl-score |Avg. confidence

Momentum | 989 838 |151 |0 1 0.84 0.91 0.82
RMSProp 989 821 |168 |0 1 0.83 0.90 0.87
ADAM 989 844 |145 |0 1 0.85 0.92 0.81

The results in Table 8 demonstrate the slight improvement in object detection that is
enabled by the use of ADAM, which is a hybrid between the Momentum and RMSProp
optimization approaches.

5.5 Overall Performance of the Optimised Multi-class Object Detector

The experiments conducted in Sects. 5.1-5.4 have been conducted using default settings
for all parameters, other than the parameter under investigation. These investigations
revealed the efficiencies achievable when the right parameter values are selected and
used with the dataset under investigation. Based on the research results presented above
that highlighted the optimal setting of each parameter, the YOLO-V3 based multi-class
object detector was reconfigured, trained, tested and evaluated. This final model has
a ReLU activation function for the hidden units, max pooling toward the end of the
network, a learning rate of 0.0001 and an Adam optimizer. The results obtained from
this customization are presented in Table 9.

The results tabulated in Table 9 show the performance improvement achieved by
the optimised network for multi-class object detection. The True Positive (TP) rate has
improved from being 838 total objects accurately detected to 932 accurately detected
out of a total of 989 objects annotated in images within bounding boxes. However, as
the learning rate has been reduced as compared to the learning rate of the network with
default parameters, the total number of iterations to achieve such a result is higher, at
180, 000 iterations. It is noted that the precision of the palm trees has slightly decreased
from 1 to 0.99, due to a single case of FP, as shown in Fig. 2. A tree which is not a palm
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Table 9. The ultimate YOLO-V3 based multi-class object detector performance.

YOLO-V3 |#BX |TP | FN |FP |Precisions |Recall |F1 score |Avg. confidence
Palm trees | 173 157 |16 |1 0.99 0.91 0.95 0.87
Cattle 443 1420 (22 |0 1 0.95 0.97 0.84
Sheds 373|355 19 |0 1 0.95 0.97 0.91
Overall 989 1932 (40 |1 1 0.94 0.96 0.87

Fig. 2. The single case of false detection (False Positive, FP) of palm trees in the test set.

tree that has some perceptual similarity to a palm tree, when seen at a low resolution,
has been detected as a palm tree.

Examples of multi-class object detection with the optimized YOLO-V3 CNN are
illustrated in Fig. 3a, and 3b. It reflects the ability of the learned model to detect different
types of sheds oriented in different angles, different group-of-animals (animal) with
different spatial-densities and occlusions and different sizes of palm trees in the drone-
based footage. It is noted that the missed palm trees are those that are either very small in
size or of a very low resolution. The missed sheds are those that are oriented differently
to the orientation of the majority of buildings used in training and the missed group-of-
animals are those groups that are sparsely spread within the farm.

Figure 4 illustrates further examples where some types of objects are missed. Despite
the above missed and false detections, the multi-class object detector developed in this
chapter has an improved rate of missed detections (6%) as compared to a 16% missed
detections that resulted from the model with non-optimal parameters.
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N

Fig. 3a. The final results of the object detection performance of the proposed methodology for
drone-based multi-class object detection
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Fig. 3b. The final results of the object detection performance of the proposed methodology for
drone-based multi-class object detection
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Fig. 4. Examples of missed detections that result from the YOLO-V3 CNN, trained for multi-class
object detection

6 Summary and Conclusion

In this paper, multi-class object detection in drone images was investigated, making
the best use of the state-of-the-art CNN architectures, SSD-500 supported by the meta-
architectures VGG-16 and ResNet and the YOLO-V3 CNN architecture. The key focus
of this paper was to develop a single CNN model that is capable of detecting palm-
trees, group-of-animals, and sheds/animal-shelters. Initially the performance of all three
CNN models were compared in the multi-class object detection task analysing in detail
their performance in detecting all three types of objects accurately under default hyper-
parameter value selections. This experiment concluded that YOLO-V3 has superior
performance to the two SSD-500 based CNN models in recall, F1-score, and average
confidence while all three models provided a precision of 1.

Further detailed investigations were subsequently conducted to decide on the opti-
mal hyper-parameter settings when using YOLO-V3 in the given multi-class object
detection tasks. Specifically, the impact of using different activation functions, pooling
methods, learning rates and optimisation methods to minimize loss were investigated
and the relevant optimal parameters were obtained. The original YOLO-V3 network was
then reconfigured with these optimal parameters and the model was re-trained, tested
and evaluated. The experiment concluded the ability of the optimised YOLO-V3 CNN
model to perform significantly better in multi-class object detection in drone images.
All performance metrics were substantially improved. Missed detections were carefully
studies to make conclusions that due to the high intra-class variations present in all three
types of objects, specifically in animal shelters/sheds, significant amount of balanced
examples of such objects need to be used in training, to further improve the performance
accuracy of the proposed model.
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Abstract. Sentiment analysis is one of the essential and challenging tasks in the
Artificial Intelligence field due to the complexity of the languages. Models that use
rule-based and machine learning-based techniques have become popular. How-
ever, existing models have been under-performing in classifying irony, sarcasm,
and subjectivity in the text. In this paper, we aim to deploy and evaluate the per-
formances of the State-of-the-Art machine learning sentiment analysis techniques
on a public IMDB dataset. The dataset includes many samples of irony and sar-
casm. Long-short term memory (LSTM), bag of tricks (BoT), convolutional neural
networks (CNN), and transformer-based models are developed and evaluated. In
addition, we have examined the effect of hyper-parameters on the accuracy of the
models.

Keywords: Sentiment analysis - Bag of tricks - Transformer - BERT - CNN

1 Introduction

Over a decade, so many users have generated lots of content on the internet, mostly
on social platforms. Millions of individuals use any social platform to express their
opinions, and these contents create a considerable amount of raw data. Such a massive
volume of raw data brings lots of exciting tasks. These tasks are under Natural Language
Processing (NLP) applications. NLP is a branch of Artificial Intelligence (AI) focusing
on text-related problems, and one of its goals is to understand the human language. In
NLP, there are various language-related fields to focus on, such as machine translation,
chatbots, summarizations, question answering, sentiment analysis [1, 2].

Sentiment Analysis (SA) is closely linked to NLP. Sentiment analysis is a scale result
that shows the sentiment and the opinions coming from a raw text. It is essential and
helpful application to analyze an individual’s thoughts. The sentiment analysis result may
help various fields from industrial purposes such as advertising and sales to academic
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purposes. Even though sentiment analysis has been a focus of authors for a while, the
challenges in this field, such as having sarcasm and irony in a text, make this task still
unfinished. Therefore, there is still colossal attention on sentiment analysis, and new
approaches have arisen [3].

Recently, many novel approaches to Al systems have been developed using Machine
Learning (ML). Also, with the help of Deep Learning (DL) techniques, a subfield of ML,
the algorithms such as Generative Adversarial Networks and transformers improved the
performance of Al tasks significantly [4]. Many studies have focused on sentiment anal-
ysis in NLP fields [5-7]. Today, comprehensive survey studies and novelty approaches
to sentiment analysis are still being carried out. In [5], the authors created an extensive
research survey on sentiment analysis. In the paper, levels of sentiment analysis, chal-
lenges and trends in this field, and the genetic process are mentioned detail. Here, sarcasm
detection was shown as one of the challenges, and related studies to solve this challenge
are examined. Instead of traditional machine learning approaches, other techniques such
as DL and reinforcement learning resulted in more robust solutions to challenges.

Authors in [6] proposed a hybrid model by combining the DL approach and senti-
ment analysis model to predict the stock prices. Sentiment analysis in the stock market
is critical to estimating future price changes. In this article, the authors created a hybrid
model using a Convolutional Neural Network (CNN) to create a sentiment analysis clas-
sifier on investors’ comments and Long Short-Term Memory (LSTM) Neural Network
to analyze the stock. Implementation of this hybrid model on the real-life data on the
Shanghai Stock Exchange (SSE) showed that the hybrid approach outperformed.

In the paper [7], the study conducts a novel approach to ML-based classifiers. From
Twitter, related tweets have been retrieved from eight countries, and people’s behavior
on the infectious disease was aimed to analyze. In the proposed model, Naive Bayes
Support Vector Machines (NBSVM), CNN, Bidirectional Gated Recurrent Network
(BiGRU), fastText, and DistilBERT [8] were used as base classifiers, and the fusion of
these approaches was represented as “Meta Classifier”. The proposed model gave better
results than four DL and one machine learning approach.

This paper gives the comparison works on sentiment analysis using state-of-art ML
approaches: LSTM, Bag of Words (BoT), CNN, and transformer. The aim is to compare
the performances of deep learning approaches in terms of accuracy and time complexity.
Moreover, the impact of hyperparameters on the model’s accuracy was analyzed.

This paper is organized as follows. In the second section, background information
about sentiment analysis, particularly in NLP, is discussed. In the third section, the
approach to the methodology and the state-of-art approach are explained. The fourth
section explains the results, and the paper is concluded in the last section.

2 Background Information

2.1 Preprocessing the Text Data

The abundance of text data provides many opportunities for training the NLP models.
However, the unstructured nature of the text data requires preprocessing. Lowercasing,
spelling corrections, punctuation, and stop word removal are some of these preprocessing
steps. These operations could be easily implemented in Python language using NumPy,
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pandas, textblob, or nltk libraries. Then, tokenization, stemming, and lemmatization
processes are realized to convert raw text data to smaller units with removing redundancy.
The tokenization process splits the stream of text into words [9]. Extracting the root of a
word is done using stemming techniques. Similar to stemming, the lemmatizing process
extracts the base form of a word. These preprocessing steps could be implemented using
textblob or nltk libraries as well. The data used in this study are taken from the public
IMDB dataset. It has binary labeled 50000 reviews. To train the SA models, 17500
reviews are chosen for training, 7500 for validation, and 25000 for testing purposes.

2.2 Feature Engineering

After preprocessing, feature extraction steps are implemented to transform words or
characters to computer understandable format. This step includes vectorization. Vec-
torization of words provides corresponding vectors for further processing. Relating the
representations of the words with similar meanings is achieved using word embedding.
Each word is represented with a vector using feature engineering methods such as N-
grams, count vectorizing, and term frequency-inverse document frequency (TF-IDF).
Word embedding methods are developed to capture the semantic relation between the
words [10]. Word2vec and fastText frameworks are developed to train word embed-
dings. Skip-Gram and Continuous Bag of Words (CBOW) are commonly used models
[11]. This study benefits from the pre-trained GloVe word embeddings to increase the
performance of the sentiment analysis models.

3 Methodology

This section develops four major sentiment analysis models using ML techniques, i.e.,
LSTM, BoT, CNN, and transformer.

3.1 LSTM-Based Sentiment Analysis

Neural networks utilize backpropagation algorithms to update the weights using chain
rule in calculus. For large deep neural networks, backpropagation could cause troubles
such as vanishing or exploding gradients. Long-term memory architecture is an improved
version of the Recurrent Neural Network (RNN) to overcome the vanishing gradient
problem with an extra recurrent state called a memory cell. LSTM achieves long-range
data series learning, making it a suitable technique for a sentiment analysis task.

Forward and backward RNNs are combined to form a single tensor to increase the
performance of the LSTM-based model. In addition to bidirectionality, multiple LSTM
layers could be stacked on top of each other to increase the performance further. We
have used two layers of LSTM and 0.5 dropout on hidden states for regularization to
decrease the probability of overfitting.
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3.2 Bag of Tricks-Based Sentiment Analysis

Among DL techniques, linear classifiers could achieve similar performances with a more
straightforward design [12]. However, one of the disadvantages of linear classifiers is
their inability to share the parameters among features and classes [12]. The Bag of Tricks
(BoT) architecture uses linear models with a rank constraint and a fast loss approximation
as a base. Means of words’ vector representations are fed to linear classifiers to get
a probability distribution of a class. In this study, bag of n-grams, i.e., bigrams, are
utilized instead of word order for higher performance where the n-gram technique stores
n-adjacent words together.

This architecture also does not use pre-trained word embeddings, which could ease
its usage in other languages that do not yet have efficient pre-trained word embeddings.
This model has fewer parameters than the other models, and the results are comparable
in less time.

3.3 CNN (Convolutional Sentiment Analysis)-Based Sentiment Analysis

Convolutional Neural Network (CNN) is a DL approach used primarily for raw data.
CNN has a wide scope of application fields from image recognition to NLP with its
architecture [13, 18, 19]. CNN has a multi-layered feed-forward Neural Network archi-
tecture. It aims to reduce the data into a shape so that it does not lose any features while
processing. This way, CNN makes sure that the prediction accuracy and quality will be
higher. There are convolutional and pooling layers in its architecture to reshape the data
while training. Traditionally, CNNs have one or more convolutional layers followed by
one or more linear layers.

In the convolutional layer, the data is processed and reshaped by kxk filters, usually k
= 3. Each filter has a form in the architecture, and this filter gives the weight for the data
points. The intuitive idea behind learning the weights is that the convolutional layers act
as feature extractors, extracting parts of the most critical data. This way, the dominant
features are extracted.

CNN has been mainly used for image fields for a long time; image recognition,
image detection, analysis, etc. However, it is started to be used in NLP approaches,
and it gives significant results. In this study, convolutional layers will be used as “k”
consecutive words in a piece of text. The kxk filter mentioned in the convolutional layer
would represent a patch of an image in image related field. However, here 1xk filter will
be used to focus on k consecutive words as in bi-grams (a 1x2 filter), tri-grams (a 1x3
filter), and/or n-grams (a 1xn filter) inside the text.

3.4 Transformer Based Sentiment Analysis

The transformer is a state of art network architecture proposed in 2017 [14]. In this
state-of-art approach, the results showed that with the use of a transformer, NLP tasks
outperformed other techniques. After transformer architecture, various models focusing
on NLP fields such as ROBERT [15], BERT [16], ELECTRA [17] were proposed.
Specifically, BERT (Bidirectional Encoder Representations from Transformers) model
is one of the most robust state-of-art approaches on NLP fields. BERT was introduced
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in 2019 by Google Al Language, and since then, it has started to be used very quickly
in academics and industry. BERT is a pre-trained model which is very easy to fine-tune
model into our dataset. It has a wide range of language options [16].

BERT architecture is a multi-layer bidirectional transformer encoder. BERT input
representation has three embedding layers: position embedding, segment embedding,
and token embedding. In the pre-training part, BERT applied two unsupervised tasks,
Masked LM (MLM) and Next Sentence Prediction (NSP), instead of traditional sequence
modeling. BERT has pre-trained with more than 3,000 M words.

In the study, we used the transformers library to obtain a pre-trained BERT model
employed as our embedding layers. We only trained the rest of the model with the
pre-trained architecture itself, which learns from the transformer’s representations. The
transformer provides a pooled output and the embedding for the whole sequence. Due
to the purpose of this study (sentiment outputs), the model has not utilized the pooled
output from the architecture.

The input sequence of the data was tokenized and trimmed to the maximum sequence
size. The tokenized input was converted to a tensor and prepared for fine-tuning. After
fine-tuning the model, it was then used to evaluate the sentiment of various sequences.

4 Results and Discussion

This section compares performances of state-of-the-art (SOTA) models in terms of
accuracy, time, and loss.

4.1 Time Analysis

The training time comparisons of SOTA models are indicated in Table 1. The results
indicated that most DL models provide reasonable training time except the transformer-
based model. Models that use LSTM, BoT, and CNN performed an epoch per minute,
whereas the BoT-based model achieves 13 s per epoch in contrast to 28 min in the case
of the transformer model. In the testing phase, results are aligned with the training phase.
Even though only time analysis does not give a concrete interpretation of a model, we
see a considerable time efficiency difference between BERT and other models.

Table 1. Training and testing time comparison of SOTA models

Epoch/Test LSTM BoT CNN Transformer
1 Imé4ls Om 14s Om30s 28m4s
2 1m40s Om13s Om30s 28m7s
3 Im4ls Om13s Om30s 28m6s
4 1m40s Om13s Om30s 28m7s
5 1m40s Om13s Om30s 28m7s

(continued)
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Table 1. (continued)

Epoch/Test LSTM BoT CNN Transformer
6 1m4ls Om13s Om30s 28m6s

7 Im4ls Om13s Om30s 28m4s

8 1m40s Oml13s 0Om30s 28m7s

9 1m40s Om13s Om30s 27 m 56 s
10 1m40s Om13s Om30s 27m 58 s
Testing 15 ms 9 ms 10 ms 35 ms

4.2 Validation and Test Losses

Validation loss is another critical metric to evaluate how a model fits new data. Validation
loss is also a good indicator of overfitting. The models’ validation, training, and test losses
are shown in Fig. 1 and Table 2.
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Fig. 1. Validation and training losses of the models.

The loss graph of the transformer-based model indicates that it could converge faster
than other models with fewer training epochs. This will be a result of pre-training of the
transformer model.

Table 2. Test losses of the models.

Models

LSTM

BoT

CNN

Transformer

Loss

0.323

0.391

0.344

0.209
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4.3 Validation Accuracy

Validation accuracy in combination with validation loss could be used to determine the
model’s generalization ability. The validation and testing accuracies of the models are
given in Table 3. Validation accuracy reveals that five epochs of training are enough
to get good results which are also in line with the validation loss. Testing accuracy is
aligned with the validation accuracy where the transformer-based model achieves the
best performance.

Table 3. Validation and testing accuracies of the models.

Epoch/Test LSTM BoT CNN Transformer
1 73.28% 72.08% 77.03% 91.93%
2 82.19% 76.29% 84.56% 91.76%
3 79.64% 80.50% 86.06% 92.02%
4 87.71% 83.55% 86.78% 90.74%
5 87.81% 85.47% 86.99% 91.31%
6 89.27% 85.47% 87.23% 91.31%
7 89.65% 87.09% 87.16% 90.89%
8 91.52% 87.68% 87.30% 91.19%
9 88.06% 88.07% 86.96% 92.15%
10 89.69% 88.46% 87.40% 91.85%
Testing 86.96% 85.18% 85.04% 91.58%

Observations derived from the performance comparisons are outlined below.

Observation 1: BoT-based model is faster than other DL models.

Observation 2: Transformer-based model takes a long time to train and predict.

Observation 3: Optimum epoch number could be determined using accuracy and
loss of training and validation phases. Five epochs of training provide optimum training.

Observation 4: Transformer-based model converges faster than other models.

5 Conclusion

Sentiment analysis has been studied to harness the reviews, comments, and other writ-
ten documents. The potential of sentiment analysis provided many benefits to various
industries such as entertainment and e-commerce. This paper presents sentiment anal-
ysis models that utilize four ML techniques, i.e., LSTM, BoT, CNN, and transformer.
Their performances in terms of time, loss, and accuracy are examined and compared.
The BoT-based sentiment analysis model is faster than other ML models, whereas the
transformer-based model performs poorly in terms of time. Furthermore, this study also
demonstrates the accuracies of these models. The transformer-based sentiment analysis
model achieved higher accuracy than other ML models.
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This study indicates that ML techniques could be utilized successfully for sentiment

analysis tasks. It is expected that this study will be helpful for both developers and
researchers while deploying ML-based sentiment analysis algorithms into their projects.
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Abstract. Detecting causation in observational data is a difficult task.
Identifying the causative direction, coupling delay, and causal chain link-
ages from time series may be used to find causal relationships. Three
issues must be addressed when inferring causality from time series data:
resilience to noisy time series, computing efficiency and seamless causal
inference from high-dimensional data. The research aims to provide
empirical evidence on the relationship of Marvel Cinematic Universe
(MCU) movies and marvel comic book sales using Fourier Transforms
and cross-correlation of two time series data. The first of its kind study,
establishes some concrete evidence on whether the trend of declining
comic study and increasing movie audience will disrupt in the post
COVID world.

Keywords: Time series - Causality - Causal inference - Correlation

1 Introduction

Movies based on comic books have become some of Hollywood’s most popular
in the previous two decades. However, due in part to a speculative bubble that
resulted in a crash' and in part to the development of digital media, comic book
sales have fallen from their high levels in the 1990s.s. The huge success of the
super-hero genre on the big screen should, in theory, translate to more interest
in the comic book source material. This study is focused on determining the
extent to which this link exists.

Fourier Transforms and cross-correlation of two time series are used in this
study to evaluate and comprehend the total monthly profits of comic books and
comic book movies. The focus is on films from the Marvel Cinematic Universe
(MCU), which includes films starring comic book characters such as Iron Man,
Thor, Captain America, and Spider-Man. These projects contain fairly accu-
rate adaptations of comic-book characters and plots, as well as represent some
of the most profitable and successful comic-book films ever, with global box-
office receipts of over 22 billion dollars (USD) [1]. Now that Marvel and DC are
regularly topping the box office with their superhero films, they deserve to be
recognized. They have constantly released more and more superhero movies as

! https://www.washingtonexaminer.com /weekly-standard /the-crash-of-1993.
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a result of building a cinematic universe, bringing in an increasing number of
people to the theaters to view their flicks [2,3].

The study is led by the following hypothetical question: To what degree
do MCU film releases impact Marvel comic book sales? On one hand, one can
anticipate that, on a wide scale, the frequency of Marvel adaptations throughout
the MCU’s active period should result in a general increasing trend in Marvel
comic-book sales. Variations in comic-book sales around the general trends, on
the other hand, should be linked to the release of MCU films [4]. The above
question, in terms of time series, is essentially about the similarity of two signals.
However, because correlation does not indicate causality, the findings (if any)
will be limited to the coherence of the hypotheses with the data, which one may
or may not be able to confirm or refute.

One of the major incentives for social scientists to use data to detect behavior
patterns and uncover intriguing correlations is the quest for causation [5]. The
identification of causal effects, also known as causal inference, aims to identify
the underlying mechanisms that cause changes in a phenomena [6,7]. While the
availability of large data and high-performance computers allows for innovative
data analysis using causal inference, only a few research in the field of regional
studies use causal inference methodologies. Understanding regional or country-
wide phenomena with these advancements, on the other hand, offers vital insights
into society and helps us to better monitor global trends [8-10]. What have been
the highs and lows in MCU Movies and Marvel Comics sales in the United States
over the last two decades? One may not know the causes of these anomalies,
but by understanding the causes of phenomena that may have gone unnoticed
previously, scientists may be able to better predict the consequences of one
pattern change, provide solutions for impending problems, or be prepared for
the coming paradigm shift.

2 Data

This project takes data from two sources. For the comic book sales figures, the
data is taken from the universal repository of Comichron?, an internet database
featuring monthly comic book sales figures. For the movie earnings the data
is collected from Universal Machine Learning (ML) repository. For all time
domestic movie sales, Box Office Mojo®, an internet database giving various
data related to movies, including box-office earnings over time, is used.

The two time series under consideration are the total profits of all Marvel
comics and the total earnings of all MCU (domestically: USA) movies, in other
words, the overall connections between Marvel movies and Marvel comics. The
rationale behind this decision is because individual comic book series sales (for
example, The Amazing Spider-Man) are unpredictable and fluctuate depending
on a variety of factors, including the writer and artist. On the other hand, one
would anticipate publisher-wide sales numbers to be less influenced by external

2 https://www.comichron.com.
3 https://data.world/eliasdabbas/boxofficemojo-alltime-domestic-data.
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factors. The data sets span the months of January 2008 through December 2019,
nearly book ending the MCU till date.

Figure 1 displays the total profits of Marvel Comics during the MCU’s history
(including the years 2008 and 2019).
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Fig. 1. Marvel Comics profits as a time series ¢ in months since Jan 2008. Left panel -
Marvel Comics profits as a time series t. Right panel - Total Marvel Cinematic Universe
domestic box office profits as a function of time ¢

The MCU dataset (purple trace, right panel) displays a continuous zero sig-
nal punctuated by strong peaks coinciding with movie releases, as one might
anticipate. The comics data, on the other hand, displays a wide, complex pat-
tern with high-frequency oscillations overlaid. The first step will be to filter the
data in order to determine whether or not there is a trend.

3 Experiments

3.1 Filtering

Filtering the data is done to make the trend more obvious. First, a least-squares
fit to a degree 5 polynomial is used to estimate the trend. The predicted trend
is then subtracted, leaving just the variations around it. Figure 2 shows the raw
data, trendline, and detrended data.

The data is filtered using the Fourier Transform of the time series f, which
is defined as:

N-1

Fip = Aty fie 2k, (1)

in which N is the length of the time series. The Fourier Transform can be seen
in Fig. 3.
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Fig. 2. Raw comic book revenues and a degree 5 polynomial fit - Left panel. Subtracting
the polynomial trendline from the raw data to get ‘detrended’ time series - Right panel
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Fig. 3. As a function of frequency f, the amplitude of the fourier transform of the
Marvel Comics Earnings time series.

The greatest amplitude peaks have frequencies lower than 0.1 month™! in
absolute value, as determined by the amplitude of the peaks, which approxi-
mately corresponds to the ‘component’ of the signal with the appropriate fre-
quency. As a result, any Fourier components with frequencies larger than that
value are converted to zero to smooth out the data, thus truncating the Fourier
Transform. The smoother trace displayed in Fig. 4 is obtained by doing an inverse
Fourier Transform and putting back in the polynomial trend.

There is a general increasing trend over the duration of roughly ten-year
frame of investigation, as one would predict based on the polynomial fit (and
from eyeballing the raw data). The rise appears to be related to the number of
MCU releases, but rather than going into detail about the quantitative elements,
this research focuses on the correlation analysis.
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Fig. 4. The result of truncating Fourier Transform and filtering Marvel Comics data

3.2 Correlation

Now moving to examining fluctuations around the general trend after consider-
ing the broad effects of rising MCU releases on Marvel comics data. The cross-
correlation between time series f and g is used to understand how these oscilla-
tions connect to the MCU signal:

o0
Crar) = [ arr (gt + 7). @
— 00

When g is shifted by an amount 7, the above connection in Eq. (2) essentially
yields the correlation between the two time series. When Cy, is graphed as a
function of 7, the peaks indicate the extent to which ¢ is connected to f when
g is shifted by 7.

For MCU earnings, the same approach of removing the data as illustrated in
Fig. 2 and normalizing the resultant detrended data by dividing by the maximum
(absolute value) entry is used to make the two series more equal in magnitude for
more appropriate cross-correlation values. Cross-correlation is calculated for the
two normalized datasets. The cross-correlation between the MCU and Marvel
Comics profits time series is shown in Fig.5. The 7—axis is set up so that a
positive value of 7 correlates to a shift of 7 in the comics time series (in the
positive direction).

4 Results and Discussion

4.1 Results

In terms of answering the guiding questions, findings have certain consequences.
For one thing, the pattern seen in Fig.4 indicates a definite rise with time,
which is at least consistent with the predictions. But, as one can see in the
previous section, the clear increasing tendency shown by the filtering process
drives researchers to investigate the fluctuations that surround it. However, the
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Cross-Correlation of MCU and MC
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Fig. 5. The MCU earnings dataset and the Marvel Comics (MC) dataset cross-correlate
as a function of 7, the time series shift. Peaks define a high-correlation zone.

results of the correlation (Fig. 5) are sloppy and unsatisfactory in various aspects.
For example, at 7 =~ 6 months, it is observed that one peak jumps out. This peak
implies that the comic book data from 6 months ago is connected to the MCU
data, which makes sense because the advertising campaign for big-budget movies
like those in the MCU would begin around this time, with the publication of
numerous ‘trailers’ and television ads. As a result, findings might imply that the
start of this process has a greater impact on comic book sales than the actual
release of the movie. There is also a peak around 7 = 0, which corresponds to
the film’s release month, but it blends in with the plot’s background noise.

Of course, correlation does not indicate causation. At the very least, the
correlation data provided above is consistent with the hypothesis that MCU
films influence Marvel Comics sales.

4.2 Control

It helps to have a ‘control’ dataset to make assertions more believable. If the
theory is true, sales statistics for publishers other than Marvel at 7 ~ 6 months
should not show the same pattern. While DC Comics is a more apparent choice, it
would not be a good control because its comics are in the same genre as Marvel’s.
The results of the same analysis performed on the monthly sales statistics for
IDW are presented in Fig. 6.

Even the peak at 7 &~ 5 has comparable noise, and there are even several
stronger peaks near 7 &~ —55. As a result, it can be asserted that the correla-
tion peak mentioned in Correlation Section is ‘real’: it accurately represents the
impact of comic book movie advertising on comic book sales.
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Fig. 6. Cross-correlation of MCU earnings and IDW Comics earnings dataset as a
function of 7, the shift between the time series. Peaks give region of high correlation.

4.3 Future Directions

The analyses provided in the preceding sections include a number of aspects that
are planned to be carried out in future research. To begin with, noise in data
makes it difficult to separate the peaks that are found in the cross-correlation
from the background. While the study of the ‘control’ dataset in the preceding
section strengthens the assertions, the connection remains weak.

Second, the fact that the time axis is only accurate to the month level cre-
ates a resolution issue. Higher-resolution (daily) comics revenue statistics might
reveal more compelling patterns, as it’s possible that a surge in comic book sales
lasts shorter than a month, causing it to be lost in the monthly graphs. Thus,
more granularity of time series data need to be considered for future use cases.

Of course, the amount of variables that impact comic book statistics is
another big source of inaccuracy, this study ignores issues like seasonal oscil-
lations (summer is a high-earning month for comic books), inflation, and so on.
These factors may probably be modeled in a more complex study; the yearly
oscillation, in particular, might be eliminated using a notch filter.

5 Conclusion

The findings in this study do not conclusively prove or disprove the hypothesis,
nor do they provide a persuasive response to the central issue concerning the
impact of comic book movies on comic book sales. Nonetheless, it is discovered
that some pieces of credible evidence would undoubtedly spur further research
into the subject. First, it is discovered that filtering monthly comic book sales
data indicated a significant visual relationship between the wide growth in comic
book sales throughout the ten-year research window and the release of MCU films
during the same time. The cross-correlation results imply that the build-up to the
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release of MCU films (perhaps advertising campaigns) might be quantitatively
connected to comic book sales.

The findings of this research illuminates numerous project possibilities, with
two primary paths standing out. First, instead of focusing just on Marvel, it
would be fascinating to conduct a similar research utilizing all comic films vs
all super-hero comic books, one could discover an even greater link. Second,
one might take the reverse approach and compare the sales of certain comic
book series to specific film franchises (for example, Avengers comic book vs.
Avengers film series). The link would most likely be weak for popular comic
book series (readership may ‘saturate’ at certain point). However, movies can be
anticipated to boost interest in the comics for minor characters who are granted
movie franchises (e.g. Doctor Strange, perhaps).

Overall, this research demonstrates a creative use of the Fourier, filtering, and
correlation techniques. The impact of big-budget blockbusters on source material
is, of course, broader than comic books and an important topic in itself.
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Abstract. In recent years, the body of research on artificial intelligence (Al) has
grown rapidly. As the European Union strives for excellence in Al development,
this study aims to establish the publication achievements in the field among its
member states between 2010 and 2019. We applied clustering and principal com-
ponent analysis (PCA) on a set of bibliometric data concerning research publica-
tions on Al obtained from Scopus. The results reveal that while the union’s most
populous countries—the United Kingdom, Germany, France, Spain, and Italy—
were the most prolific producers of Al publications between 2010 and 2019, the
highestimpact was noted for publications that originated in the Nordic and Benelux
countries, as well as in Austria and Ireland. Analysis confirms that the division
between ‘old’ and ‘new’ member states has endured: the nations that joined the
EU after 2004 recorded the lowest results in scientific output and impact in the
Al field. This study can assist research agencies and researchers in developing a
broad grasp of the current state of Al research.

Keywords: Atrtificial intelligence - Bibliometric analysis - Bibliometric
indicators - Clustering - European Union - Principal component analysis

1 Introduction

The body of research on artificial intelligence (Al) has grown rapidly in application and
use. Al is soon likely to become a general purpose technology; this will affect the nature
of work and the labour market [1, 2], and inequalities [3], as well as entailing significant
economic [4] and societal impacts [5, 6]. Researchers in Al have long recognised the
absence of a definitional consensus in the field [7, 8]. Policymakers and Al researchers
have adopted different approaches in defining the term: while the former tend to favour
human thinking or behaviour, the latter focus on technical problem specification and
functionality [9]. A significant degree of conceptual development and controversy exists
around the notion of Alj this has produced heated philosophical and ethical debates [10].

Al has garnered much attention in academic research, as well as in geopolitics.
Although it is well known that the United States and China are the current leaders, the
European Union (EU) harbours its own ambitions in the field [11]. Since 2017 [12], the
EU has seen considerable development of the Al-relevant regulatory policies necessary
to settle the scene for the technology’s development. According to the EU White Paper

© The Author(s) 2022
C. Biele et al. (Eds.): MIDI 2021, LNNS 440, pp. 52-62, 2022.
https://doi.org/10.1007/978-3-031-11432-8_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11432-8_5&domain=pdf
https://doi.org/10.1007/978-3-031-11432-8_5

A Decade of Artificial Intelligence Research 53

on Artificial Intelligence—one component of the digital agenda package adopted by the
European Commission in 2020—AlI is broadly understood as ‘a collection of technolo-
gies that combine data, algorithms and computing power’ [13]. The White Paper asserts
that uptake of Al across sectors of the economy can support ‘Europe’s technological
sovereignty’. This, in turn, is conditioned by the development of the research and inno-
vation sector. In order to boost research and innovation, the EU must undertake a wide
range of interventions: increasing investment for Al, supporting basic and industrial
research, creating a network of Al Research Excellence Centres, and delivering Al to
companies through Digital Innovation Hubs — as well as establishing testing and exper-
imentation infrastructures for Al It is also crucial that Al be incorporated into higher
education programmes and attract top-tier scholars. Moreover, the EU has obliged its
member states to issue national Al development strategies, recognising that AI diffusion
pat-terns will benefit from a conducive policy environment. As the EU is considered a
global leader in regulation, policy solutions adopted inside the bloc can also influence
the direction of Al regulation beyond its borders [12].

Against a backdrop of such plain ambition in the race for Al, this paper aims to
address the question: how did European Union member states perform in Al research
between 2010 and 20197 Answering this question is central to ascertaining the current
state of Al scholarship and revealing insights into the research performed in the last
decade. A response will also enable scientists and research agencies to lay plans for the
future.

2 Method

Our approach applies unsupervised machine learning methods to classify EU member
states into homogeneous groups based on bibliometric data'. The Scopus database—
which, along with Web of Science, is one of the widely used repositories for performing
bibliometric analyses [14]—served as the key data source. To retrieve Al-related publi-
cations from Scopus, we used English-language Al keywords. The initial list was drafted
on the basis of sources listed in the References section. Preparation of the search terms
was guided by the assumption that they should identify publications which concern the
Al topic in a broad sense, i.e. take into account both technical and social aspects of
the term. Next, the list was verified by six independent experts at the Polish National
Information Processing Institute — each of whom has extensive hands-on experience of
Al At this stage, words which were not unique to the Al field were excluded. Experts
had also the opportunity to present their own propositions of keywords. Then, the can-
didate keywords were used to search for publications. Of this dataset, a sample of titles
and publication keywords was selected to verify the validity of the terms in identifying
appropriate publications. After elimination of words which were too ambiguous (e.g.
systems theory, deep blue, blackboard system, CAD, finite differences, knowledge acqui-
sition, neural networks, knowledge representation), the final keyword list comprised 276
words related to Al theme.

1 We treated the United Kingdom as part of the European Union, as it formally departed the bloc
on January 31, 2020.
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The publication data was retrieved from Scopus API on 15 April 2020. A publica-

tion was included in the dataset if it contained at least one of the 276 keywords in its
title or keywords. After limiting our search to English-language articles and conference
materials published between 2010 and 2019 by authors affiliated to institutions in EU
member states, our dataset was restricted to 175 808 publications. It is noteworthy that
each of the scientists could potentially be affiliated to multiple institutions.

Based on the information in the publication dataset, the following set of bibliometric

indicators were calculated at national level:

ey
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“
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Number of publications (p). This metric measures a member state’s total scientific
output. If a publication has more than one author from different countries, we
counted one for each country, i.e. full counting method was applied.

Number of citations per publication (cpp). The total number of citations divided
by the total number of publications of a given member state. Due to the limitations
of Scopus’s API, self-citation publications were not excluded and an open-ended
citation window was used. A publication was classified as cited if it scored at least
one citation prior to the date the data was collected. As this indicator does not
correct for differences in citations collected over time, differences in citation rates
for different document types, nor field-specific differences in citation frequencies,
the citation indicators described below (MNCS and pp_top) were normalised for
publications of similar ages, types, and fields.

Mean normalised citation score (MNCS) [15, 16]. The indicator normalises the
citation impact of a given paper with the mean impact of similar papers published in
the same field, document type, and publication year. In our analysis, the normalisa-
tion for field differences was based on Scopus’s All Science Journal Classification
(ASJC) system, which comprises 27 main fields. Each journal in which a publi-
cation appeared belongs to one or more subject areas. Since normalised indicators
are fundamentally inconsistent when full counting is used [17, 18], our indicators
were obtained using an author-level fractional counting method.

Proportion of member states’ scientific output belonging to the 10 % most-cited
European Union documents (pp_top) [19]. This indicator, which is also known
as the excellence indicator, measures the proportion of a member state’s research
output that belongs to the top 10% most frequently cited, compared with others
of the same field, publication year, and document type. Like MNCS, the normal-
isation for field differences is based on Scopus’s ASJC. Contrary to mean-based
indicators—which are constructed using extremely skewed citation distributions,
and can be determined by a low number of frequently-cited documents—the excel-
lence indicator is robust to outliers, as it exclusively considers publications at the
high end (e.g. 10%) of the citation distribution. To overcome the difficulty of ties
(i.e. publications having the same number of citations), we applied Waltman &
Schreiber’s method [20].

Proportion of member states’ documents produced in international collabo-
ration (pp_int). This metric captures the proportion of publications by co-authors
who are affiliated to two or more countries.
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On the basis of the above, cluster analysis was performed using a k-means algorithm
to partition the EU member states into multiple and homogenous groups. Prior to the
clustering, the variables were standardised and clustering tendency [21] was assessed
using Hopkins statistic [22]. Its value was 0.74, which indicates the presence of sig-
nificant and meaningful clusters. Due to the nondeterministic nature of k-means, the
algorithm was initialised 50 times for different values of k. The value that minimised
the objective function, within-cluster variation, was selected for further analysis. To
determine the optimal number of clusters, we deployed the elbow method [23] with the
support of the silhouette coefficient [24]. The latter was also used to evaluate the fit of
individual observations in the classification and quality of clusters, as well as the broader
classification.

3 Results

3.1 Clustering

The member states were grouped into three clusters, in accordance with both the elbow
method and the silhouette coefficients. For evaluation of the clustering fit of individual
observations, a silhouette plot is presented in Fig. 1. It illustrates the silhouette widths
sorted in descending order computed for member states, which were grouped into three
clusters obtained using the k-means algorithm. Each cluster is presented in a different
colour. The grey dotted vertical line depicts the overall average silhouette width for
whole classification.
The resulting partition contains the three main clusters:

e Cluster 1 comprises the five most populous countries in the EU: Germany, Italy, Spain,
the United Kingdom, and France. Germany was classified with the greatest certainty,
as confirmed by having the widest silhouette (0.55) of the five.

e Cluster 2 comprises three Nordic countries (Finland, Denmark, and Sweden), the
Benelux countries (Belgium, Netherlands and Luxembourg), Ireland, and Austria.
This cluster presents the most profound and visible structure (silhouette width =
0.60). Luxembourg was classified with the lowest certainty (silhouette width = 0.48);
Finland was classified with the greatest — both within this cluster and among all EU
member states (silhouette width = 0.69)

e Cluster 3 comprises Central and Eastern European countries (Hungary, Poland,
Czechia, Croatia, Slovakia, Slovenia, Bulgaria, and Romania), the Baltic states (Esto-
nia, Latvia, and Lithuania) and four Southern European countries (Malta, Greece,
Portugal, and Cyprus). Poland, Slovakia, Greece, Portugal, Cyprus, and Estonia were
classified with the lowest certainty, which is illustrated by their respective silhou-
ette widths of less than 0.5. As Estonia recorded a silhouette width slightly above
zero (0.04), it is considered an intermediate case, that lies between Clusters 2 and 3;
determining which assignment is more valid is not unequivocal.
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Fig. 1. Clusters of EU member states based on bibliometric indicators (1)—(5).

3.2 Principal Component Analysis

Having clustered the EU member states, we used principal component analysis (PCA)
to reduce dimensionality among the highly correlated dataset and visualize it using a
lower number of dimensions — principal components. Table 1 presents Spearman’s rank
correlations coefficients between bibliometric indicators used in clustering and dimen-
sional reduction algorithms. According to Kaiser-Guttman rule, principal components
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with eigenvalues greater than one should be retained. As a result, two principal compo-
nents out of five were retained, which accounted for more than 93% of original data’s
variability.

Table 1. The Spearman’s rank correlations between the bibliometric indicators, o = 0.05

pp_top
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Figure 2 illustrates a biplot —a graphical representation of principal component scores
and principal component loadings. The variables (bibliometric indicators) are plotted as
black arrows, their loadings as coordinates, and the coloured circles as the principal
component scores for the observations (EU member states). The distance between the
variables’ loadings and the plot origin represents the quality of each variable on the factor
map. A supplementary categorical variable that represents each observation’s assignment
to a given cluster obtained from k-means was added to the plot and is depicted as a colour
aesthetic.
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Fig. 2. A biplot of the bibliometric indicators (variables) and EU member states (observations)
on the two principal components.

The first principal component captures almost 74% of the original data variance
and separates member states based primarily on citation impact indicators (cpp, MNCS,
and pp_top). They correlate highly and positively not only with the first component,
but also with each other, as their principal component loadings lie in close proximity.
Although the contribution made to the first component spreads evenly across citation
impact indicators, the MNCS—with a contribution of 30% and a very high quality
of representation at 0.98—is the variable on which the component places most of its
weight. This means that it is the best-suited variable for approximating the scientific
impact dimension, and can be considered a ‘consensus’ measure among all citation
impact indicators used in the PCA.

The first principal component also correlates positively with the member states’ pro-
portions of international publications (pp_int). According to the Spearman’s rank corre-
lation coefficients reported in Table 1, a moderate, positive relationship exists between
citation impact indicators and member states’ degrees of international collaboration;
thus, publications of authors affiliated to countries whose scientific output relies heavily
on foreign cooperation are characterised by greater impacts.

The member states of Clusters 1 and 2, which are located on the right side of the Y
axis, perform well on citation impact indicators; the opposite is true for those positioned
on the left (Cluster 3). The fourth quadrant contains member states that scored rela-
tively highly on scientific impact indicators, and had high proportions of international
publications in their Al research output. These countries can be found in Cluster 2.

The second principal component retains more than 19% of dataset’s variability and
puts weight on the total number of publications (p); approximately 80% of the second
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component is influenced solely by this metric. The remainder is attributed to the scientific
collaboration indicator; this is reflective of the degree of foreign cooperation, with which
it correlates negatively. International collaboration has no significant effect on the size
of member states’ publication output. This is reflected by the perpendicular placement
of their loadings, as illustrated in the biplot. For these reasons, our results differ from
the findings of Aksnes et al. [17], who observed a negative correlation between member
states’ scientific output and the degree to which they collaborate internationally.

The member states with the largest scientific outputs in Al—are placed above the
X axis, leaning towards the first quadrant; conversely, the lowest ranked member states
are positioned in the third quadrant. It is noteworthy that while all countries in Cluster 3
generally achieved low scores in impact indicators, those located in the second quadrant
had relatively large Al research outputs. One member state within this cluster, Portugal,
achieved average scores on all indicators, as it is located near the centre of the biplot.

4 Summary and Conclusions

The primary aim of this study was to construct an overview of the Al publication achieve-
ments in the European Union member states between 2010 and 2019. We have presented
a clear division of member states into three clusters on the basis of a set of bibliomet-
ric indicators that reflect scientific output, impact, and collaboration. Clusters 1 and 2
comprised solely ‘old’ member states, while Cluster 3 mostly comprised ‘new’ ones that
joined the EU after 2004 — with the exceptions of Portugal and Greece. The member
states of Cluster 1—the United Kingdom, Germany, France, Italy, and Spain—performed
strongly in Al research output between 2010 and 2019. These results, however, correlate
with the sizes of those member states’ populations. Concerning scientific impact, the
member states contained in Cluster 2 achieved the best results — even without having the
largest scientific outputs. It should be noted that the citation impact of these countries
might also relate to internationalisation. Twelve Central, Eastern, and Southern member
states, together with the three Baltic states comprised Cluster 3 — the largest one. Those
member states’ achievements in scientific output, impact, and collaboration are far lesser
than those of Clusters 1 and 2.

The analysis allows us to draw several conclusions. First, our results confirm that Al
research is a field in which the division between ‘old” and ‘new’ EU member states has
endured since the 2004 accession. With evidence that the United Kingdom was the top
producer of Al publications between 2010 and 2019, this paper supports the conclusion
that the United Kingdom’s exit from the bloc will influence the EU’s future scientific
performance in Al considerably [25].

Second, our analysis focuses on EU member states, but their position in the Al
research should be viewed in a broader geopolitical context: one that incorporates the
Al aspirations of the United States and China. According to Scopus data, between 2010
and 2019, the largest number of Al publications was produced by China, followed by the
EU and the United States [26]. While studies have demonstrated clearly that the United
States and the EU outperform China in terms of scientific impact (measured by the
Field-Weighted Citation Impact, FWCI) [27] and of excellence (measured by the share
of Al-related documents in the 10% most cited publications worldwide) [28], China has
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registered a remarkable increase in both measures in the field of Al; the country’s FWCI
rose from 0.6 in 2012 to 0.9 in 2017 — almost reaching the global average [11]. Moreover,
China surpassed the EU for the first time in 2016, and the United States in 2020 [29] in its
share of global Al journal citations and experienced an increase in scientific excellence
between 2006 and 2016 [28]. This signals that China’s position in Al research is likely
to continue elevating.

Finally, sources indicate that beyond the three leaders—the United States, China,
and the EU—other nations (most notably India) have also made progress in Al [28].
This serves to complicate the picture in which the United States, China, and the EU
fully dominate the Al research landscape. While it can be envisaged that the domination
of the three leaders will endure, and that there is a basis to compare such large entities
due to their scales, questions remain on the extent of their future success, and whether
newcomers in Al research can achieve comparably.
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Abstract. The seamless integration of statistics from virtual and paper files could
be very crucial for the know-how control of efficient. A handy manner to obtain
that is to digitize a report from a picture. This calls for the localization of the report
in the picture. Several approaches are deliberate to resolve this hassle; however,
they are supported historical picture method strategies that are not robust to intense
viewpoints and backgrounds. Deep Convolutional Neural Networks (CNNs), on
the opposite hand, have been validated to be extraordinarily strong to versions
in heritage and perspective of view for item detection and classification duties.
Inspired by their robustness and generality, we advocate a CNN-primarily based
totally technique for the correct localization of files in real-time. We advocate
the new utilization of Neural Networks (NNs) for the localization hassle as a key
factor detection hassle. The proposed technique ought to even localize snapshots
that don’t have a very square shape. Also, we used a newly amassed dataset that
has extra tough duties internal and is in the direction of a slipshod user. The result
is knowledgeable in 3 specific classes of snapshots and our proposed technique
has 100% accuracy on easy one and 77% on average. The result is as compared
with the maximum famous report localization strategies and cell applications.

Keywords: Document corner localization - Smartphone image capturing -
Image dataset - Image processing

1 Introduction

Based on the convenience of use and portability of smartphones, enhancing the process-
ing power, and enhancing the first-class of pictures taken the usage of smartphones, those
telephones had been capable of partly updating the paintings of scanners in file imaging.
In the meantime, because of the distinctive abilities of smartphones and scanners, there
are issues and demanding situations alongside the manner of turning telephones into
scanners. Also, scanners are slow, costly, and now no longer portable. Smartphones, on
the other hand, have become very accessible.

There are distinctive kinds of file paper files that are simpler to carry, read, and
proportion while virtual files are simpler to search, index, and save. One of the benefits
of file imaging is the cap potential to transform a paper file right into a virtual file,
which through persevering with the technique of digitization and the usage of digital
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letter reputation strategies, the textual content, and contents of the file may be without
difficulty edited and searched. It is likewise viable to save the virtual file withinside
the area of outside reminiscence and without difficulty proportion or switch it among
humans with a smaller extent than the distance that a paper file occupies withinside the
environment.

There are a few demanding situations to digitizing a file the usage of a cellphone,
some of which can be stated. Lack of uniform light, shadows at the file, which may
be the shadow of the hand, phone, or different objects, form of materials, colors, and
functions of the file, version withinside the historical past of the file and its contents,
having three-D distortion, blurring, historical past complexity of files (which includes
covered pages, chessboard, etc.), low file contrast, or terrible cellphone digital digicam
first-class, undetectable life of the file from its historical past (because of being the equal
color, light, etc.), the complexity of the file, for example, having folds, taking pix of
multi-web page files which includes books and identification cards, being a part of the
file out of the picture, covered. Being a part of the file through different objects, etc.).
The best approach ought to be strong in those demanding situations. It needs to also be
capable of running on a cellphone in a completely less expensive time.

In general, withinside the subject of digitizing files, a few researchers had been
withinside the subject of resolving or supporting to enhance the picture first-class and
decreasing the issues stated withinside the preceding paragraph, and others have supplied
algorithms that during the case of issues withinside the picture taken through the careless
person, the file can nonetheless be located withinside the picture. There is a 3rd class of
studies that, whilst enhancing picture first-class and guiding the person to seize the best
first-class picture of the file, offers the set of rules had to discover the file withinside the
picture, that is an aggregate of the preceding strategies.

We advise a way that makes use of deep convolutional neural networks for semantic
segmentation in pictures taken through smartphones. Our approach outperforms the
kingdom of the artwork in the literature on three-D distorted pictures and might run in
real-time on a cellphone. Additionally, it’s miles extraordinary than previous strategies
with inside the feel that its miles custom-designed to be robust to extra problems certainly
through education on extra consultant data.

2 Literature Review

2.1 Document Localization Datasets

To localize files in photographs taken via way of means of smartphones we want a real-
global dataset this is amassed from an ordinary user. There are four special datasets in
report photographs taken via way of means of smartphones task. Three of those datasets
comprise photographs that have identical or very near photographs together. The fourth
dataset amassed extra photographs than others and changed into additionally in the
direction of the real-global taken photographs with numerous demanding situations.
The to be had information set changed into used for the qualitative assessment of
photographs of files excited about smartphones [1]. The information set of Kumar et al.
Accommodates 29 special files below special angles and with blurring, and finally, 375
photographs had been obtained. The dataset offered in [2] makes use of 3 not unusual
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place forms of paper in doing away with numerous forms of distortion or harm consisting
of blurring, shaking, special lights conditions, combining forms of distortion in an image,
and taking photographs that have one or extra distortions on the identical time, and the
usage of numerous forms of smartphones, which makes this information set extrareliable.
The information set is offered withinside the article [3], which covers a few factors of
the scene, consisting of the light’s conditions. An easy historical past changed into used.
A robot arm was changed into used to take photographs to dispose of the digital digicam
shake. The identical concept [4] offered a video dataset that there are five classes from
easy to complicated, all with the identical content material and historical past, it consists
of movies with 20 frames. And photographs are extracted from those frames. Different
smartphones had been used for the harm resulting from the device, and additionally via
way of means of the usage of special files. An overall of four, 260 special photographs
of 30 files had been taken.

Paper [5] gives a Mobile Identification Document Video information set (MIDV-
500) inclusive of 500 movies for fifty precise identity report sorts with floor truth,
permitting studies on an extensive type of report processing issues. The paper gives
capabilities of the information set and assessment consequences for present techniques
of face recognition, textual content line recognition, and information extraction from
report fields. Because the sensitivity of identity papers, which consist of non-public
information, is a critical aspect, all photographs of supply files utilized in MIDV-500
are both withinside the public area or launched below public copyright licenses. In
the paper [6] a brand-new report dataset is offered this is in the direction of the real-
global photographs taken via way of means of users. The information is labeled into
easy, middle, and complicated responsibilities for detection. It consists of nearly all
demanding situations and consists of numerous report sizes and brands and backgrounds.
It compares the result of the report localizing techniques with famous techniques and
cell applications.

2.2 Document Localization Methods

Due to the demanding situations, it isn’t always viable to digitize files with the use of
smartphones without preprocessing or post-processing and count on suitable outcomes
in all situations. That is why algorithms had been proposed to enhance the outcomes.
The impact of image venture algorithms on the result may be divided into 3 categories:
1. Reduce demanding situations earlier than capturing 2. Fixed problems even as taking
snapshots 3. Solve demanding situations after capturing. One of the earliest strategies of
record localization changed into primarily based totally on a version of the history for
segmentation. The history changed into modeled with the aid of using taking a photo of
the history without the record. The distinction between the 2 photographs changed into
applied to decide in which the record changed into found. This approach had the apparent
negative aspects that the digital digicam needed to be stored desk-bound and pictures
needed to be taken [7]. In general, the algorithms used to locate the record withinside the
photo may be divided into 3 categories: 1. Use of extra hardware 2. Depend upon photo
processing strategies 3. Use of system studying techniques. This trouble has arisen with
the unfold of smartphones from 2002 to 2021 and may be improved.



66 S. Baniadamdizaj

2.2.1 Additional Hardware

In the article [8] they gift courses for the consumer in taking with fewer demanding
situations primarily based totally on exceptional functions. As a result, the photograph
calls for tons much less pre-processing to localize the document. This technique became
now no longer very consumer-pleasant for the customers because of the constraints
and slowdown of digitization. Article [9] used this technique for localizing. Following
pre-processing, in addition, algorithms are required to complete the localization task.
These algorithms can be divided into categories: 1. Use of more hardware 2. Consider
strategies to apply gadgets imaginative and prescient. 3. The utility of deep gaining
knowledge of algorithms. A scanning utility is presented [10] that consists of real-time
web page recognition, fine assessment, and automated detection of a web page cover [11]
while scanning books. Additionally, a transportable tool for putting the smartphone all
through scanning is presented. Another paper that used extra hardware introduces a scale-
invariant characteristic remodel into the paper detection machine [12]. The hardware
of the paper detection machine includes a virtual sign processor and a complicated
programmable good judgment tool. The equipment can obtain and process images. The
software program of this machine makes use of the SIFT technique to discover the
papers. Compared to the conventional technique, this set of rules offers higher with the
detection process. In the paper [13] paper detection desires a sheet of paper with a few
styles revealed on it. It takes a laptop imaginative and prescient era one step toward
getting used withinside the field.

2.2.2 Machine Vision Techniques

The set of rules [ 14] operates with the aid of using finding ability line segments from hori-
zontal test strains. Detected line segments are prolonged or merged with neighboring test
line textual content line segments to provide larger textual content blocks, which might
be finally filtered and refined. The paper [15] provides a spotting device in complicated
history video frames. The proposed morphological method [16] is insensitive to noise,
skew, and textual content orientation. So it’s miles without artifacts as a result of each
constant/most excellent international thresholding and constant-length block-primarily
based nearby thresholding. [17] proposes a morphology-primarily based totally method
for extracting key assessment traits as guidelines for attempting to find appropriate
license plates. Preferred license plates. The assessment function is in lighting fixtures
adjustments and invariant to numerous variations like scaling, translation, and skewing.
The paper [18] applies aspect detection and makes use of a low threshold to filter non-
textual content edges. Then, a nearby threshold is chosen to each hold low-assessment
textual content and simplify the complicated history of the excessive assessment textual
content. Following that, textual content-region enhancement operators are proposed to
emphasize areas with excessive aspect power or density.

[19] describes a step-with the aid of using-step method for locating candidate areas
from the entered photo the use of gradient data, figuring out the plate region of the
various candidates, and enhancing the region’s border with the aid of using including
a plate template. In the textual content extracts from video frames paper [20] the nook
factors of the chosen video frames are detected. After deleting a few remoted corners, it
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merges the closing corners to shape candidate textual content areas. Target frames [21]
are decided on at constant time durations from photographs detected with the aid of using
a scene-extrude detection approach. A color histogram is used to perform segmentation
with the aid of using color clustering surrounding color peaks for every selection.

The approach [22] locates candidate areas without delay withinside the DCT com-
pressed area by the use of the depth version data encoded withinside the DCT area. The
paper [23] makes use of a clean history for pix to locate the areas of interest (ROI).
[24] proposes a linear-time line phase detector with dependable findings, a constrained
quantity of fake detections, and no parameter tweaking. On a big set of herbal pics, our
approach is evaluated and as compared in opposition to present-day techniques. Using
Geodesic Object Proposals [26], a technique for detecting ability files [25] is defined
in a given photo. The entered pics had been downsampled to the useful resource with
the extraction of structures/functions of interest, to lessen noise, and to enhance runtime
pace and accuracy. The outcomes indicated that the use of Geodesic Object Proposals
withinside the file item identity activity is promising. Also, [27] operators are associated
with the max-tree and min-tree representations of files in pix. In paper [28] a simple-to-
write set of rules is proposed to compute the tree of shapes; When statistics quantization
is low, it works for nD pics and has a quasi-linear complexity.

The methodology [29] is primarily based totally on projection profiles blended with
a linked aspect labeling process. Signal cross-correlation is likewise used to affirm the
detected noisy textual content regions. Several awesome steps are used for this chal-
lenge [30] a pre-processing system the use of a low-by skip Wiener filter, a difficult
estimation of foreground areas, a history floor computation with the aid of using inter-
polating adjoining history intensities, the edge cost with the aid of using combining
the computed history floor with the authentic photo consisting of the pinnacle test of
the photo, and sooner or later a post-processing step to enhance the nice of the textual
content regions and keep line connectivity. Removing the skew impact on digitalized
files [31] proposed that every horizontal textual content line intersects a predefined set
of vertical strains at non-horizontal positions. Just with the aid of using the use of the
pixels on such vertical strains, we create a correlation matrix and calculate the file’s skew
attitude with terrific precision. In the challenge of white beard files [32] evolved a strong
function-primarily based totally method to routinely sew a couple of overlapping pix.
The cautioned approach [33] is primarily based totally on the combinatorial production
of ability quadrangle picks from hard and fast line segments, in addition to projective file
reconstruction with a recognized focal length. For line detection, the Fast Hough Trans-
form [34] is applied. With the set of rules, a 1D model of the brink detector is presented.
Three localization algorithms are given in an article [35]. All algorithms employ function
factors, and of them moreover have a take a observe near-horizontal and near-vertical
strains at the photo. The cautioned method [36] is a distinctly specific file localization
approach for spotting the file’s 4 nook factors in herbal settings. The 4 corners are about
expected withinside the first step the use of a deep neural network-primarily based Joint
Corner Detector (JCD) with an interesting mechanism, which makes use of a selective
interest map to the kind of discover the file location.
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2.2.3 Machine Learning Method

The paper [37] suggests a CNN primarily based approach as it should be localized files
in real-time and version localization hassle as a key factor detection hassle. The 4 corners
of the files are collectively expected with the aid of using a Deep Convolutional Neural
Network. In the paper [38] first, stumble on the sort of the file and classify the images,
after which with the aid of using understanding the sort of the file a matched localization
approach is finished at the file and allows data extraction. Furthermore, another method
offered a new usage of U-Net for file localization in pictures taken through smartphones
[39].

3 Methodology

We version the hassle of record localization as key factor detection. The approach desires
a ground truth as a mask of the record component and the non-record component. We
exhibit the record with white (255) and non-record components with black (0).

3.1 Dataset Preparation

We use [1-5] datasets as train and validation datasets and make the photo length com-
parable to the usage of the max photo top and width amongst snapshots the usage
of 0 paddings. And use [6] dataset because of the check dataset for the assessment and
evaluating the proposed approach with the preceding strategies and cellular applications.

3.2 Using Deep Neural Networks

For the mission of report localization in pix taken via way of means of smartphones, we
used deeplabv3 [40] technique and the fine-tuning technique to retrain a few ultimate
layers in the DeepLab neural network. This community has benefited from deconvo-
lution. In this dissertation, we’ve taken into consideration locating the location of the
report withinside the pix as a semantic segmentation mission. For convolutional neu-
ral networks, they’ve proven incredible overall performance in semantic photograph
segmentation.

We use the possibilities of deeplabv3 to lessen the operational complexity via way
of means of the usage of numerous neural community fashions withinside the semantic
segmentation component like MobileNet [41]. The deeplabv3 with the mobilenetv2 has
2.11M parameters in total. We use mobilenetv2 as a function extractor in a simplified
version of deeplabv3 to allow on-tool semantic segmentation. The resultant version
achieves equal overall performance to the usage of mobilenetvl as a function extractor
(Fig. 1).

There are three layers in the DeepLab network. First, we emphasize atrous convolu-
tion [42], or convolution with up-sampled filters, as a useful technique in dense prediction
problems. Throughout Deep Convolutional Neural Networks, atrous convolution allows
us to directly regulate the resolution at which feature responses are calculated. It also
enables us to efficiently expand the field of view of filters to include more context without
increasing the number of parameters or calculation time.
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Fig. 1. Deeplabv3 using mobilenetv2 neural network architecture

Second, we present an atrous spatial pyramid pooling (ASPP) method for segment-
ing objects at different sizes with high accuracy. ASPP uses filters at different sample
rates and functional fields-of-views to probe an input convolutional feature layer, col-
lecting objects and picture context at different levels. Third, we combine approaches
from DCNNSs and probabilistic graphical models to enhance object boundary localiza-
tion. In CNN’s, the frequently used combination of max-pooling and downsampling
produces invariance but at the cost of accuracy in localization, we solve this by integrat-
ing the answers at the final DCNN layer with a fully linked Conditional Random Field
(CRF), which has been proven to increase localization accuracy both qualitatively and
statistically.

Because of the problem of semantic segmentation, there are large and small instances
that need to be segmented. If convolution kernels of equal size are used, the problem
may arise that the receptive field is not large enough and the accuracy of segmentation
of large objects may decrease. As a reaction to this problem, at the historic moment an
atrous convolution was created, i.e. The size of the dilation rate was adjusted to modify
the convolution kernel’s receptive field. The impact of atrous convolution on a branch
convolutional neural network, on the other hand, is not beneficial. If we continue to use
smaller atrous convolutions to recover the information of small objects, a large redun-
dancy will result. ASPP uses the dilation rate of different sizes to capture information
on different scales in the network decoder. Each scale is an independent branch. It is
merged at the end of the network and then a convolution layer is an output to predict the
label. This approach successfully eliminates the gathering of unnecessary data on the
encoder, allowing the encoder to focus just on the object correlation.

The training level needs a different ground truth from the paper [6] so we provide
a masked ground truth (Fig. 2) that the document part and the non-document part Are
differentiated with black and white colors. The document with white (255) and the non-
document part with black (0). After freezing the intended layers, the final network has
been updated and implemented in Ubuntu Linux version 16.04 LTS implementation
and programming. The STRIX-GTX1080-O8G graphics card and the Core 17 6900k
processor with 32 GB of RAM are also used for training, power, and network testing.
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Fig. 2. Image sample with masked ground truth

4 Experiments and Results

4.1 Evaluation Protocol

The IoU method described in [43], has been used to evaluate. First, the perspective effect
is deleted from the ground truth (G) and predicted (S) with the help of image size. We
call new situations (G’) and (S’) respectively so that the ToU or Jaccard index is equal to:

IoU = (area(G' N S'))/(area(G' U S")) (1)

The final result is the average of the IoU value for each image.

4.2 Results

The resultis compared with all well-known methods, algorithms, and mobile applications
that can solve the document localization task in images. The other methods’ results are
compared based on [6] (Fig. 3).

Fig. 3. The result of the proposed method on dataset [6]

In Table 1, the final results in different categories are presented and Fig. 4 shows the
result in comparison with the previous methods. We run the model on a check the dataset
and look at our outcomes to the previously released outcomes on the same dataset [6].
While this check is sufficient to evaluate the tool’s accuracy on the competition dataset,
it does have drawbacks. One, it cannot show to us how effective our tool conflates
to unknown contents because of the reality several samples of contents were used for
education. Second, its miles now no longer capable of providing records about how well
our framework generalizes to unseen documents with similar content material fabric.
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We cross-validate our technique through manner of way of deleting each content
material fabric from the education setting and then checking on the deleted content
material fabric to recovery the weaknesses and diploma generalization on unseen content
material fabric. The quit result is in comparison with all well-known methods, algorithms,
and mobile packages that might solve the document localization venture in snapshots.
The special methods’ outcomes regions compared, based definitely on [6] (Fig. 3). Our
technique successfully generalizes to unseen documents, as outcomes are validated in
Fig. 4.

This is not unreasonable for the purpose that the low choice of the entered picture
graph prevents our model from relying on features of the document’s layout or content
material fabric. We moreover end from the outcomes that our technique generalizes well
to unseen smooth contents. It is crucial to mention that the technique is designed to be
effective on alow huge style of reasserts like a midrange smartphone without the usage of
cloud or server-based recourses. The frames from the four corners are processed within
the order within the implementation. It can implement snapshots all at once through a
manner of way of taking walks a batch of four snapshots via the model. This must result
in a substantial boom in inefficiency.

Table 1. The result of the proposed method on dataset [6]

Simple Medium Difficult Average
100% 74% 58% 77%
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Fig. 4. The result of the proposed method compared with previous methods

5 Conclusion

In this paper, we provided a new application of DeepLabv3 the use of MobileNetv2 for
report localization in pics taken with the aid of using smartphones. The very last result is
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the exceptional result of those tasks’ methods. We used all dependable datasets on this
task. And the primary dataset to evaluate is the newly gathered dataset with a diverse
variety of report localization challenges. And finally, we offer a utility the use of the
Kivy framework.

We moreover go through some sensible techniques that can be carried out with the
usage of software program software belongings like Python, PyTorch, TensorFlow, and
OpenCV. We used all reliable datasets in this task. And, the number one dataset to
study is the newly accumulated dataset with a various variety of document localization
challenges. Also, we gift a unique method for locating documents in pictures. The
problem of localization is modeled as a problem of key element detecting. We show
that this method should make assumptions nicely on new and unseen documents via the
usage of a deep convolutional network.

References

1. Sheikh, H.R., Sabir, M.F,, Bovik, A.C.: A statistical evaluation of recent full reference image
quality assessment algorithms. IEEE Trans. Image Process. 15(11), 3440-3451 (2006)

2. Ye, P., Doermann, D.: Document image quality assessment: a brief survey. In: 2013 12th
International Conference on Document Analysis and Recognition (ICDAR). IEEE (2013)

3. Nayef, N., et al.: SmartDoc-QA: a dataset for quality assessment of smartphone captured doc-
ument images-single and multiple distortions. In: 13th International Conference on Document
Analysis and Recognition ICDAR). IEEE (2015)

4. Burie, J.C.,Chazalon, J.,etal.: ICDAR2015 competition on smartphone document capture and
OCR (SmartDoc). In: 13th International Conference on Document Analysis and Recognition,
IEEE (2015)

5. Arlazarov, V.V, et al.: MIDV-500: a dataset for identity document analysis and recognition
on mobile devices in video stream. Komnrrorepras onruka 43.5 (2019)

6. Dizaj, S.B., Soheili, M., Mansouri, A.: A new image dataset for document corner localization.
In: 2020 International Conference on Machine Vision and Image Processing (MVIP). IEEE
(2020)

7. Lampert, H., Braun, H.T., et al.: Oblivious document capture and real-time retrieval. In:
Proceedings. Camera-Based Document Analysis and Recognition, pp. 79-86 (2005)

8. Chen, F, et al.: SmartDCap: semi-automatic capture of higher quality document images
from a smartphone. In: Proceedings of the 2013 International Conference on Intelligent User
Interfaces. ACM (2013)

9. Jayaraman, D, et al.: Objective quality assessment of multiply distorted images. In: 2012 Con-
ference Record of the Forty Sixth Asilomar Conference on Signals, Systems and Computers
(ASILOMAR). IEEE (2012)

10. Kleber, F,etal.: Mass digitization of archival documents using mobile phones. In: Proceedings
of the 4th International Workshop on Historical Document Imaging and Processing. ACM
(2017)

11. Fototechnischer Ausschuss der KLA. 2016. Wirtschaftliche Digitalisierung in Archiven.
(2016)

12. Zhu,J., Wang, S., Meng, F.: SIFT method for paper detection system. In: 2011 International
Conference on Multimedia Technology (ICMT), IEEE (2011)

13. Quan, N., Zhou, X., Chen, X.: Scan paperback books by a camera. In: 2016 IEEE International
Conference on Information and Automation (ICIA) (2006)



15.

16.

17.

18.

19.

20.

21.

22.

23.
24.

25.

26.

27.

28.

29.

30.
31.
32.
33.

34.

Localization Using DeepLab in Document Images 73

. Zunino, R., Rovetta, S.: Vector quantization for license-plate location and image coding. IEEE

Trans. Industr. Electron. 47(1), 159-167 (2000)

Kuwano, H., et al.: Telop-on-demand: video structuring and retrieval based on text recognition.
In: 2000 IEEE International Conference on Multimedia and Expo. ICME2000. Proceedings.
Latest Advances in the Fast-Changing World of Multimedia (Cat. No. 00TH8532). vol. 2.
IEEE (2002)

Hasan, YM.Y., Karam, L.J.: Morphological text extraction from images. IEEE Trans. Image
Process. 9(11), 1978-1983 (2000)

Hsieh, J.-W,, Yu, S.-H., Chen, Y.-S.: Morphology-based license plate detection from complex
scenes. In: Object Recognition Is Supported by User Interaction for Service Robots. vol. 3.
IEEE (2002)

Cai, M., Song, J., Michael, R., Lyu, A.: A new approach for video text detection. In:
Proceedings of the International Conference on Image Processing. vol. 1. IEEE (2002).
Kim, S., et al.: A robust license-plate extraction method under complex image conditions. In:
Object Recognition Is supported by User Interaction for Service Robots. vol. 3. IEEE (2002)
Hua, X.-S., et al.: Automatic location of text in video frames. In: Proceedings of the 2001
ACM Workshops on Multimedia: Multimedia Information Retrieval. ACM (2001)

Kim, H.-K.: Efficient automatic text location method and content-based indexing and
structuring of video database. J. Vis. Commun. Image Represent. 7(4), 336-344 (1996)
Zhong, Y., Zhang, H., Jain, A.K.: Automatic caption localization in compressed video. IEEE
Trans. Pattern Anal. Mach. Intell. 22(4), 385-392 (2000)

Wu, V., Manmatha, R., Riseman, E.M.: Finding text in images. In: ACM DL (1997)

Gioi, V., Grompone, R., et al.: LSD: A fast line segment detector with a false detection control.
IEEE Trans. Pattern Anal. Mach. Intell. 32(4), 722-732 (2010)

Leal, L.R.S., Bezerra, B.L.D.: Smartphone camera document detection via geodesic object
proposals. In: 2016 IEEE Latin American Conference on Computational Intelligence (LA-
CCI), IEEE (2016)

Krihenbiihl, P., Koltun, V.: Geodesic object proposals. In: Fleet, D., Pajdla, T., Schiele, B.,
Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8693, pp. 725-739. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-10602-1_47

Carlinet, E., Géraud, T.: A comparative review of component tree computation algorithms.
IEEE Trans. Image Process. 23(9), 3885-3895 (2014)

Géraud, T., Carlinet, E., Crozet, S., Najman, L.: A quasi-linear algorithm to compute the tree
of shapes of nD images. In: Hendriks, C.L., Borgefors, G., Strand, R. (eds.) ISMM 2013.
LNCS, vol. 7883, pp. 98-110. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-
642-38294-9 9

Stamatopoulos, N., Gatos, B., Kesidis, A.: Automatic borders detection of camera docu-
ment images. In: 2nd International Workshop on Camera-Based Document Analysis and
Recognition, Curitiba, Brazil (2007)

Gatos, B., Pratikakis, 1., Perantonis, S.J.: Adaptive degraded document image binarization.
Pattern Recogn. 39(3), 317-327 (2006)

Chang, F., Chen, C.-J., Lu, C.J.: A linear-time component-labeling algorithm using contour
tracing technique. Comput. Vis. Image Underst. 93(2), 206220 (2004)

Zhang, Z., He. L.-W.: Whiteboard Scanning and Image Enhancement (2016)

Skoryukina, N., et al.: Real-time rectangular document detection on mobile devices. In: Sev-
enth International Conference on Machine Vision (ICMV 2014), vol. 9445. International
Society for Optics and Photonics (2015)

Duda, R.O., Hart, P.E.: Use of the Hough transformation to detect lines and curves in pictures.
Commun. ACM 15(1), 11-15 (1972)


https://doi.org/10.1007/978-3-319-10602-1_47
https://doi.org/10.1007/978-3-642-38294-9_9

74

35.

36.

37.

38.

39.

40.

41.

42.

43.

S. Baniadamdizaj

Skoryukina, N., et al.: Document localization algorithms based on feature points and straight
lines. In: Tenth International Conference on Machine Vision (ICMV2017), vol. 10696.
International Society for Optics and Photonics (2018)

Zhu, A., Zhang, C., Li, Z., Xiong, S.: Coarse-to-fine document localization in natural scene
image with regional attention and recursive corner refinement. Int. J. Doc. Anal. Recog. 22(3),
351-360 (2019). https://doi.org/10.1007/s10032-019-00341-0

Javed, K., Shafait, F.: Real-time document localization in natural images by recursive appli-
cation of a CNN. In: 2017 14th IAPR International Conference on Document Analysis and
Recognition (CDAR). vol. 1. IEEE (2017)

Awal, A.M., et al.: Complex document classification and localization application on identity
document images. In: 2017 14th IAPR International Conference on Document Analysis and
Recognition (ICDAR). vol. 1. IEEE (2017)

Baniadamdizaj, S., Soheili, M., Mansouri, A., et al.: Document localization in images taken
by smartphones using a fully convolutional neural network, 04 October 2021, PREPRINT
(Version 1). Research Square [https://doi.org/10.21203/rs.3.rs-952656/v1]

Chen, L.-C., Zhu, Y., Papandreou, G., Schroff, F., Adam, H.: Encoder-decoder with Atrous
separable convolution for semantic image Segmentation. In: Ferrari, V., Hebert, M., Smin-
chisescu, C., Weiss, Y. (eds.) ECCV 2018. LNCS, vol. 11211, pp. 833-851. Springer, Cham
(2018). https://doi.org/10.1007/978-3-030-01234-2_49

He, K., et al.: Spatial pyramid pooling in deep convolutional networks for visual recognition.
IEEE Trans. Pattern Analy. Mach. Intell. 37(9), 1904-1916 (2015)

Rahman, M.A., Wang, Y.: Optimizing intersection-over-union in deep neural networks forim-
age segmentation. In: Bebis, G., et al. (eds.) ISVC 2016. LNCS, vol. 10072, pp. 234-244.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-50835-1_22

Rezatofighi, H., et al.: Generalized intersection over union: a metric and a loss for bounding
box regression. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (2019)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative

Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.


https://doi.org/10.1007/s10032-019-00341-0
https://doi.org/10.21203/rs.3.rs-952656/v1
https://doi.org/10.1007/978-3-030-01234-2_49
https://doi.org/10.1007/978-3-319-50835-1_22
http://creativecommons.org/licenses/by/4.0/

®

Check for
updates

Performance Comparison of Deep Residual
Networks-Based Super Resolution Algorithms
Using Thermal Images: Case Study of Crowd

Counting

Syed Zeeshan Rizvi®), Muhammad Umar Farooq, and Rana Hammad Raza

Electronics and Power Engineering Department, Pakistan Navy Engineering College (PNEC),
National University of Sciences and Technology (NUST), Karachi, Pakistan
szrizvi.beeelb5pnec@student.nust.edu.pk,
{umar. farooqg, hammad}@pnec.nust.edu.pk

Abstract. Humans are able to perceive objects only in the visible spectrum range
which limits the perception abilities in poor weather or low illumination condi-
tions. The limitations are usually handled through technological advancements in
thermographic imaging. However, thermal cameras have poor spatial resolutions
compared to RGB cameras. Super-resolution (SR) techniques are commonly used
to improve the overall quality of low-resolution images. There has been a major
shift of research among the Computer Vision researchers towards SR techniques
particularly aimed for thermal images. This paper analyzes the performance of
three deep learning-based state-of-the-art SR algorithms namely Enhanced Deep
Super Resolution (EDSR), Residual Channel Attention Network (RCAN) and
Residual Dense Network (RDN) on thermal images. The algorithms were trained
from scratch for different upscaling factors of x2 and x4. The dataset was gen-
erated from two different thermal imaging sequences of BU-TIV benchmark.
The sequences contain both sparse and highly dense type of crowds with a far
field camera view. The trained models were then used to super-resolve unseen test
images. The quantitative analysis of the test images was performed using common
image quality metrics such as PSNR, SSIM and LPIPS, while qualitative analysis
was provided by evaluating effectiveness of the algorithms for crowd counting
application. After only 54 and 51 epochs of RCAN and RDN respectively, both
approaches were able to output average scores of 37.878,0.986,0.0098 and 30.175,
0.945,0.0636 for PSNR, SSIM and LPIPS respectively. The EDSR algorithm took
the least computation time during both training and testing because of its simple
architecture. This research proves that a reasonable accuracy can be achieved with
fewer training epochs when an application-specific dataset is carefully selected.
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1 Introduction

A normal human perception is limited to visible light spectrum only which ranges from
~380 nm to ~700 nm wavelength on the electromagnetic spectrum [1]. The visible
cameras are designed to utilize the same wavelength range and replicate human vision
by capturing RGB wavelengths for color representation. However, like a human eye,
these systems are also affected by poor weather (such as fog, smoke, haze or storms
etc.) and low illumination conditions. This limits their utilization to applications with
only daytime scenarios. Beyond the visible spectrum is the infrared region which cannot
be seen by humans. With the advancements in infrared/thermal imaging technologies,
humans have extended their range of vision. These technologies enable the vision in
most challenging situations such as low-visibility due to extreme weather conditions or
low illumination etc. [2]. This is made possible because these cameras are essentially
the heat sensors which can capture heat signatures from different objects. However,
the spatial resolutions of these imaging technologies are relatively lower as compared
to the visible cameras. Higher resolution is particularly important because it enables
the capturing of small details in any image. The spatial resolution can be increased by
use of a high-end camera, but that makes it a costly proposition. Many researchers use
Image Super-resolution (SR) technique to reconstruct high resolution images from low
resolution input images. SR is used to predict and fill details in low resolution images
such that the output gives an image of a higher resolution. The resolution of the input
image is increased based on the scaling factor used for super resolving the image.

SR is widely used in many computer vision applications including surveillance and
security, small-objects detection and tracking to medical imaging. Most of the research
regarding Image SR is focused towards images captured using visible cameras. How-
ever, surveillance environments are now commonly monitored using infrared/thermal
cameras. The Computer Vision researchers are increasingly showing research interests
in use of thermal images for a variety of applications [3-5]. Similarly, the same research
trend is being noticed in SR applications using thermal images [6-9]. Rivadeneira et al.
proposed a Convolutional Neural Network (CNN) based approach to compare perfor-
mance of Image SR using both thermal and visible images [10]. The experimentation
proved that the network trained with thermal images performed better than the latter.

This research work focuses on the use of deep Residual Network (ResNet) to per-
form SR of thermal images. ResNets have contributed significantly towards solving
various Image SR issues. As presented in [11], a simple modification in traditional
Convolutional Neural Networks (CNN) allows for bigger networks to be trained with
an increased accuracy. The paper provides performance evaluation of some of the most
popular ResNet architectures on the SR of thermal images. V. Chudasama et al. [12] pro-
vided a detailed comparison using Thermal Image Super Resolution (TISR) challenge
dataset. The paper presented results of different state-of-the-art algorithms trained on
this challenging dataset. Detailed analysis of large image datasets using state-of-the-art
algorithms is though computationally expensive as it requires higher number of training
epochs.

This research work specifically focuses on the application of crowd counting based
on super-resolved thermal images using Enhanced Deep Super Resolution networks
(EDSR), Residual Channel Attention Networks (RCAN) and Residual Dense Networks
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(RDN) algorithms. The algorithms were trained from scratch using fixed camera views
obtained from two different video sequences (suitable for crowd counting application) of
BU-TIV benchmark dataset. The super-resolved image outputs generated by these algo-
rithms were then used to count the number of persons using pretrained model weights. To
obtain ground truth of the person count, the total number of persons were also predicted
on the original ground truth image using these weights. The main contributions of this
paper are highlighted as follows:

e A detailed comparative analysis of three most popular ResNet-based architectures i.e.,
EDSR, RCAN and RDN for thermal images SR to analyze crowd with inexpensive
training dynamics. The crowd counting is performed on both sparse and highly dense
static and dynamic nature crowd with added complexities due to far field camera
viewing angles.

e Selection of a suitable application-specific dataset with fixed camera views for ther-
mal images SR analysis in crowd counting applications. The sub-dataset is carefully
selected to include both near and far field sparse and highly dense crowds for better
visualization and understanding.

The rest of the paper is organized as followed. Section 2 provides a brief overview
of the related research. Section 3 presents the working methodology of compared algo-
rithms, and provides details regarding the implementation of this research work. Section 4
discusses the results obtained from the experimentation. Finally, Sect. 5 concludes the
paper and provides a future research direction.

2 Related Work

SR of thermal images has gained much of the interest among researchers working in
this area. One of the earliest approaches to SR of thermal images made use of the
Huber Total Variation (HTV) approach which employed Huber norm with bilateral Total
Variation (TV) regularization [13]. Chen et al. proposed the use of visible camera to
guide SR of thermal images [14]. The approach was tested on their dataset and showed
a reasonable performance while also avoiding traditional over-texture problem. Hans
et al. proposed an SR algorithm for thermal images based on sparse representation [15].
Their results showed a good performance of image reconstruction without introducing
major counterfeit artifacts. Cascarano et al. proposed an SR algorithm which can handle
both single and multiple images [16]. The algorithm was tested on aerial and terrestrial
thermal images and showed a good performance.

The very first deep learning implementation for Image SR was presented by Dong
et al. [17] in 2014, with the introduction of SRCNN. In 2016, residual networks were
introduced by He et al. for image recognition [11]. Architectures based on residual net-
works were then explored for single image SR. This helped make significant advance-
ments in this area. In [18], SRResNet was introduced which was a 16 blocks deep resid-
ual network. Improvements were made in the SRResNet architecture by Lim et al. [19]
with the introduction of EDSR. These networks became the backbone of major future
research work in the domain of single image SR using residual networks. A recent app-
roach proposed in [20] was built on residual blocks as base units. The architecture was
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used to generate super-resolved images in x2, x3 and x4 scales and showed a good
generalization capacity.

As the SR of thermal images is a relatively new research area, there is a need to
explore this area in detail and build motivation for future research using specific appli-
cations. Therefore, this research gives an overview of application-specific SR algorithms
implemented on thermal images.

3 Working Methodology of the Proposed Approach

3.1 Selected Algorithms

Three different deep learning-based SR algorithms were used in this study for compar-
ative analysis. All algorithms are built on ResNet-based architectures. As discussed in
Sect. 1, ResNets are a special case of CNN where small modifications in traditional CNN
networks such as addition of skip connections enable the training of larger networks.
Surprisingly, the resultant larger network does not cause performance degradation as
in the previous CNN networks and generates even better accuracies, which makes it a
perfect candidate for thermal images SR.

SR algorithms used in this research include EDSR, RCAN and RDN. The EDSR
network [19] is inspired from SRResNet, the first ever ResNet used for Image SR. It
removed batch normalization layer in SRResNet which improved results. The RCAN
[21] uses Residual in Residual network which allows training of very deep CNNs for
Image SR with major performance improvements. The RDN [22] introduced Residual
Dense Blocks (RDB) which extract local features using dense convolutional layers.

Similarly, Focal Inverse Distance Transform (FIDT) maps were used for localization
and counting of crowd [23]. These maps accurately localize the crowd without head
overlaps even in highly dense environments.

3.2 Dataset

The thermal images used to conduct this research work were extracted from video
sequences of BU-TIV dataset [24]. Only two video sequences i.e., Marathon-2 and
Marathon-4 were suitable for crowd counting application. Both sequences provided a
good view of cameras fixed at an elevated platform to address the problem of crowd
counting. Figure 1 shows example frames from Marathon-2 and Marathon-4 videos.
Both video sequences have a far field view which adds complexities in crowd estimation
process. Videos are selected to include both sparse and highly dense crowd environments.
The crowd has both static and dynamic motion features in multiple directions. The
skewed camera angles and fewer number of pixels per head further make these video
sequences challenging for crowd analysis. Both selected video sequences are perfect
choices for crowd analysis and provide opportunities to explore performance of SR with
given challenging attributes.
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The data was recorded on FLIR SC8000 cameras. A total of 3555 frames were
extracted from these video sequences and then reshaped into 512 x 256 resolution.
These were used as ground truth images. To construct low-resolution images for x2 and
x4 factors, ground truth images were down sampled two and four times into images
with 256 x 128 and 128 x 64 resolutions respectively. All images from both sequences
were randomly shuffled to improve generalizability of the model. Dataset was then split
into train, validation, and test sets with ratios of 80:10:10 respectively.

3.3 Evaluation Setup

The training was done using NVIDIA’s GeForce GTX 1080Ti. The deep learning frame-
work used was PyTorch. The training parameters were kept same for all SR algorithms.
Learning rate was fixed at 0.0001, ADAM was used as an optimizer function with p1,
B2 and e set at 0.9, 0.999 and 1078 respectively. The networks were trained using L1 loss
function. All networks were trained with 16 residual blocks and 64 feature maps to keep
the comparison fair. Training was continued until the L1 loss reached a numerical value
of 1.5 for x2 upscaling, and 3.0 for x4 upscaling. The threshold values were selected
based on the observation that the loss graphs started to plateau around these values. The
weights were saved as soon as L1 loss reached the threshold value. These weights were
then used to super-resolve the 355 test images by factors of x2 and x4. The average
Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM) and
Learned Perceptual Image Patch Similarity (LPIPS) values were calculated from test
images. PSNR provides a ratio between maximum power of an image and power of
corrupting noise that affects its quality. SSIM calculates how similar two images are
by comparing luminance, contrast, and structure between two images. LPIPS evaluates
distance between two image patches.

Crowd counting was done on super-resolved test images through FIDT maps. The
code was run using PyTorch backend. Pre-trained weights from University of Central
Florida - Qatar National Research Fund (UCF-QNRF) dataset [25] were used for this
crowd counting estimation.

Fig. 1. Views from BU-TIV dataset (a) Marathon-2 (b) Marathon-4
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4 Results and Discussion

The training results obtained for x2 upscaling factor are shown in Fig. 2. The L1 loss
for RCAN reached the threshold value of 1.5 in the least number of epochs i.e., 72.
RDN took 94 epochs to reach the value, whereas the training for EDSR had to be early
stopped at 199 epochs as the graph had plateaued. For x4 upscaling factor, training was
continued until the L1 loss value crossed the numerical value of 3.0. The training results
are displayed in Fig. 3. In this case, the L1 loss for RDN was able to reach threshold
value in only 51 epochs. For RCAN, it took 54 epochs. The graph for L1 loss of EDSR
had started to plateau in this case too, which is why training was early stopped at 300
epochs.

Weights obtained from the reported epochs were used for the testing phase. 355
unseen images were used in the testing phase. The test results are displayed in Table 1. It
can be clearly observed that reasonable scores are achieved by all algorithms even when
the maximum training epochs were only 300. An SSIM score close to 1.0, LPIPS score
close to 0.0 and a high PSNR value represents images with a high level of structural
similarity and near to being highly identical. The visual comparison of results on test
images for x2 and x4 upscaling factors are displayed in Fig. 4 and Fig. 5 respectively.
The frames are evaluated using the PSNR, SSIM and LPIPS metrics. It can be observed
that the algorithms have accurately predicted static features in the video frames, e.g.,
the parked cars and the road. The slight difference in scores observable in the results
is because of the dynamic features, e.g., moving cars and pedestrians. However, all
algorithms showed improvements in the results as compared to the bicubic interpolated
versions of the same images. The table also shows runtime analysis of each algorithm
for 355 test images. Generally, the performance of EDSR was not as good as RCAN and
RDN, but it has a considerably shorter execution time per step because of the simpler
architecture. It was observed that the time taken with x2 upscaling factor was more than
the time taken for x4 upscaling factor using RCAN and RDN. This is because the input
images for x 2 upscaling factor are of a greater resolution than that of x4 upscaling factor,
as previously discussed in Sect. 3. It was also observed that application-specific datasets
with fixed camera views are computationally efficient and generate robust detections
with considerably few epochs.

Crowd counting using FIDT maps was done on all super-resolved images obtained
in the testing phase by each method. To establish ground truth, the pretrained weights
were used for crowd counting on the ground truth images. The Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE) scores obtained by performing counting
through bicubic up-sampling and selected SR methods are presented in Table 2. RCAN
performed better than all other selected SR algorithms using both x2 and x4 upscaling
factors. A visual comparison of crowd count between ground truth and the obtained
results is also provided in Fig. 6 with both x2 and x4 upscaling factors.
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Table 1. Quantitative comparison of selected SR algorithms on test data with x 2 and x4 upscaling

Performance Comparison of Deep Residual Networks

factors in terms of PSNR, SSIM and LPIPS metrics

Method Scale Time (s) PSNR (dB) SSIM LPIPS
EDSR X2 11.41 36.735 0.982 0.0171
x4 11.46 28.933 0.926 0.0858
RCAN X2 44.72 37.878 0.986 0.0098
x4 30.72 30.102 0.945 0.0628
RDN x2 54.95 38.227 0.986 0.0102
x4 16.95 30.175 0.945 0.0636

Table 2. Performance evaluation of obtained crowd counting results with bicubic up-sampling

and selected SR algorithms

Method MAE RMSE

x2 x4 x2 x4
Bicubic 24.78 40.09 37.09 68.49
EDSR 16.87 34.47 30.01 58.47
RCAN 15.89 22.66 26.25 35.42
RDN 17.26 26.40 28.04 39.78
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“

Bicubic
(29.94/0.903/
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0.009)

RDN

(36.19/0.985/

0.011)

Fig. 4. Visual comparison of x2 SR results for both static and dynamic features
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_\.

HR Bicubic EDSR RCAN
(PSNR/SSIM/ (25.31/0.745/ (30.42/0.940/ (31.43/0.953/ (31.36/0.952/
LPIPS) 0.454) 0.065) 0.051) 0.051)

R

HR Bicubic EDSR RCAN RDN
(PSNR/SSIM/ (22.58/0.713/ (26.56/0.909/ (28.19/0.937/ (28.23/0.938/
LPIPS) 0.399) 0.105) 0.071) 0.073)

Fig. 5. Visual comparison of x4 SR results for both static and dynamic features
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Bicubic (15) RCAN (84)

Fig. 6. Comparison between ground truth and results obtained for all selected SR algorithms

5 Conclusion and Future Work

This paper investigated the performance of state-of-the-art ResNet-based Image SR
algorithms, namely EDSR, RCAN and RDN. The images were super-resolved x2 and
x4 on video sequences of BU-TIV dataset. PSNR, SSIM and LPIPS scores were used
as evaluation metrics to compare performance of each algorithm. As compared to the
bicubic interpolated versions, all selected SR algorithms were able to generate good
results due to their ResNet-based architectures which are proven to have good accuracies
with deeper layers. With careful selection of a dataset with sufficient number of images
for training, the models were able to perform good even with fewer epochs, the maximum
of which were 300 epochs used by EDSR for x4 up-scaling factor. The paper also
provided a qualitative analysis by observing performance on crowd counting application
in both sparse and highly dense crowd environments. RCAN outperformed other SR
algorithms by achieving minimum MAE and RMSE values.
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As a future work, a similar analysis can be performed with Image SR algorithms
based on Generative Adversarial Networks (GANs). Furthermore, a completely new
architecture can also be designed particularly tailored for crowd counting application
using SR on thermal images. Similarly, different multi-image SR methods can also be
explored for performance comparison with single image SR algorithms.
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Abstract. Data normalization is an important preprocessing step in
data mining and Machine Learning (ML) technique. Finding an accept-
able approach to deal with time series normalization, on the other
hand, is not an easy process. This is because most standard normalizing
approaches rely on assumptions that aren’t true for the vast majority of
time series. The first is that all time series are stationary, which means
that their statistical characteristics, such as mean and standard devia-
tion, do not vary over time. The time series volatility is assumed to be
uniform in the second assumption. These concerns are not addressed by
any of the approaches currently accessible in the literature. This research
provides theoretical and experimental evidence, that normalizing time
series data, can prove to be of utmost value by trimming non neces-
sary data points and achieving minimum information loss, by using the
concept of Minimal Time Series Representation (MTSR).

Keywords: Time series + Normalization - Classification - Time series
length - Minimal time series representation

1 Introduction

The University of California, Riverside (UCR) Time Series Classification Archive
[1], has grown into a valuable resource for the time series data mining community,
with over a thousand articles citing at least one data set from the repository.
While the classification accuracy demonstrated by predictive models on UCR
data is undeniable, it is critical to look into the impact of data normalization
approaches on classification accuracy. Because data normalization procedures
are known to have a substantial influence on prediction accuracy for many clas-
sifiers, a knowledge of the impact of UCR’s approaches is required to validate
the accuracy of classification models.

Due to the bias incorporated into time series classification approaches, cre-
ated and evaluated on a single benchmark dataset, as discussed by Keogh and
Kasetty [3], there is a clear need for broader testing on real-world data. However,
it is important to validate if it’s not just the data that causes methods to become
over-trained, but also the normalization that goes into producing such datasets.

With the aid of raw unprocessed and non-normalized UCR data provided by
Geoff Web, Anthony Bagnall and Eamonn Keogh, this research study focuses

© The Author(s) 2022
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on normalization techniques and understanding the influence of normalization
approaches on classifier (and regressor) accuracy.

2 Normalization and Time Series Data

Normalization methods are recognized to have a significant impact on classi-
fication accuracy in multivariate data sets. When data from two distributions
with vastly different means and variances exist, normalization becomes critical in
guaranteeing that each variable does not bias prediction. This may be less essen-
tial in univariate datasets [4,5]. Despite this, the multidimensional issue space
becomes simpler to train in a variety of predictive models, including neural net-
works and support vector classifiers, and a number of mathematical functions
rely on normalized data. The choice of activation functions in neural networks
is greatly influenced by this fact, with sigmoid activations becoming essentially
useless until input is in the 0—1 range. If the hyperplanes used in class separation
can be fitted most precisely, support vector machines will require a standard-
ised problem space. While this is a more complicated topic in and of itself, this
aforementioned research concentrates on time series length standardisation.
While each data set in the UCR Time Series Data Archive has a drastically
varied duration, it is crucial to identify the influence this has on categorization.
The varying rates at which events occur throughout a number of occurrences is
one reason why Dynamic Time Wrapping (DTW) distance measurements are so
useful. When an event occurs in a specific length of time, it is possible that the
same event will occur in a greater time frame in another occurrence, euclidean
distance measurements will not match in these cases [6,7]. Although altering
the time series length will not address this problem, it is critical in evaluating
how much information is necessary in a specific time series to get best outcomes.
The remainder of the raw time series is not necessary, if using a very short
time series length is able too achieve high classification accuracy. This concept is
comparable to early detection, which is a distinct field of time series classification.
One can regulate which portion of the information and how much of it classifiers
may utilize for prediction by altering the length of time series, both where they
begin and where they stop [8,9]. While having more data provides for higher
prediction accuracy, it also introduces noise, and the larger the data, the longer
it takes to classify it. The information gain/loss, as well as the slow-down/speed-
up associated with it, may be understood through changes in time series length.

3 Experiments

The data from the UCR Time Series Classification Archive is not only standard-
ized using z-score normalization, but it is also divided into training and test-
ing subsets. The raw data required to create the UCR datasets includes Crick-
etX, CricketY, CricketZ, GesturesX, GesturesY, GesturesZ, and Wafer. These
datasets will be referred to as Cricket, Gestures, and Wafer. Two techniques are
used to assess the accuracy of categorization on this data.
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The first involves creating a distribution of classification accuracy for a par-
ticular data set using random train/test splits of the same size. The second
technique is used to see whether there are any discrepancies between the raw
data and the data in the UCR repository. To evaluate if there are any major dis-
crepancies between the two datasets, each time series in the raw data is matched
with its closest matching time series in the UCR repository data.

3.1 Normalization

Scalar Normalization. The data is normalized using the z-score method. The
two most prevalent scale normalizing approaches, z-score normalization and min-
max normalization, are used. When the data corresponds to a normal distribu-
tion, Z-score normalization is the most frequent and most representational of
the original raw data. The process of Z-score normalization entails turning each
data point into a positive or negative number that represents how many sta